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Editorial on the Research Topic 


The Application of Radiomics and Artificial Intelligence in Cancer Imaging



Introduction

Cancer provides a unique medical decision context considering its variegated forms with the evolution of the disease, as well as the individual condition of patients, their ability to receive treatment, and their responses to treatment. Technological advances in medical imaging bring benefits to address the challenges of accurate detection, characterization, and monitoring of cancer, but traditional imaging assessment of cancer commonly relies on visual evaluations, the interpretations of which may be augmented by advanced computational analyses. Radiomics and artificial intelligence (AI) promises to make great strides in the qualitative and quantitative interpretation of cancer imaging. Radiomics, the high-throughput mining of quantitative image features from standard-of-care medical imaging, is gaining significant importance in cancer research, while AI excels at distinguishing complex patterns in cancer images and thus provides the opportunity to alter image interpretation from a purely qualitative and subjective task to one that can be quantified and effortlessly reproduced. Therefore, this Research Topic recruited studies that explore the application of radiomics and AI in cancer imaging.

We are so glad to see that many wonderful works were submitted to our Research Topic. In the end, a total of 45 papers were published, and all papers were original studies. The studies were conducted in various countries, including China, the USA, Italy, Australia, Spain, Germany, and the Netherlands. The authors explored different methods to explore the role of radiomics and AI in cancer imaging.



Papers Included in This Research Topic


Studies With Radiomics in Cancer Imaging

Radiomics aims to extract mineable high-dimensional imaging features from medical images, and it enables data to be extracted and applied within clinical-decision support systems to improve the accuracy of cancer diagnosis, prognosis, and prediction (Shan et al.; Shi et al.; Gao et al.). This type of studies included in the Research Topic used features extracted from different kinds of images, Positron Emission Tomography–Computed Tomography (PET/CT), CT, Magnetic Resonance Imaging (MRI), and Contrast-Enhanced Spectral Mammography, to enhance the performance of differential diagnosis, preoperative differentiation, and preoperative prediction (Wang et al.; Yan et al.; Lin et al.; Wang et al.). Ren et al. assessed the predictive ability of CT-based radiomics signature in the differential diagnosis between pancreatic adenosquamous carcinoma (PASC) and pancreatic ductal adenocarcinoma (PDAC). Chen et al. investigated the role of CT radiomics features combined with a support vector machine (SVM) model in potentially differentiating pelvic rhabdomyosarcoma (RMS) from yolk sac tumors (YSTs) in children. Wu et al. developed a radiomics nomogram for identifying sub-1 cm benign and malignant thyroid lesions. Zhang et al. designed a MRI radiomics-based nomogram for discriminating histological grades 1 and 2 from grade 3 endometrial carcinoma. Hou et al. proposed a radiomics predictive model based on multi-parameter MR imaging features and clinical features to predict lymph node metastasis (LNM) in patients with cervical cancer. Zhang et al. developed a new prognostic biomarker for predicting survival outcomes in breast cancer patients with residual tumors after neoadjuvant chemotherapy. Zhao et al. designed a contrast-enhanced MRI (CE-MRI) radiomics for pretherapeutic prediction of the response to transarterial chemoembolization (TACE) in patients with hepatocellular carcinoma (HCC). Tang et al. demonstrated that radiomics features obtained from nephrographic phase had stronger predictive ability than features from corticomedullary or unenhanced phase and multi-omics models combining radiomics and transcriptome data could further increase the predictive accuracy. Chiloiro et al. developed radiomics features using pre- and post-neoadjuvant chemoradiation (nCRT) MRI for predicting 2 years distant metastasis (2yDM) rate in LARC patients.



Studies With AI in Cancer Imaging

In general, AI in cancer imaging can be applied two ways: 1) radiomic features extracted from Region-of-Interests (ROIs) can be input into Machine learning methods for subsequent tasks, 2) an entire medical image or image series can be an input into Deep learning (DL) model to perform detection, characterizing, and monitoring of cancers. Zhang et al. developed deep learning-based radiomics signatures based on the B-mode US (B-US-RS) or SWE (SWE-RS) to improve the diagnostic performance in classifying breast masses. Zhu et al. constructed a DL model to predict good responders by training apparent diffusion coefficient (ADC) images from different scanners, and DL-based model is beneficial to reveal the potential of pretreatment apparent diffusion coefficient images for the prediction of good responders to neoadjuvant chemoradiotherapy. Amarasinghe et al. presented an ensemble model of 2.5D convolutional neural networks (CNNs) to automatically segment skeletal muscle on low-quality CTs acquired in PET/CT studies, which can be used to delineate skeletal muscle area at the L3 region of attenuation correction CT scans for patients with non-small cell lung cancer (NSCLC). Huang et al. applied a two-stage Res3DUnet to fully automate the segmentation of the anterior mediastinal lesions from ordinary CT images. Zhou et al. proposed a framework based on hierarchical CNNs for automatic detection and classification of focal liver lesions (FLLs) in multi-phasic CT. Zhou et al. designed a deep learning approach based on contrast-enhanced MR and 3D CNN to predict the microvascular invasion (MVI) in HCC patients. Ran et al. proposed a prediction model based on radiomics signature, deep learning signature, and CT-reported LN status that can be used to predict preoperative lymph node (LN) metastasis in patients with lung adenocarcinoma (LUAD). In this paper, radiomics method and DL method are compared, it is clear that they have their own advantages and disadvantages, so the combination of radiomics features and deep features will bring benefits for cancer imaging.



Other Related Studies

Furthermore, there are some related works focusing on the application of machine learning methods to improve the results of medical image processing. Wang et al. conducted the Rician noise removal from 3D MR volumetric data through a modified higher-order singular value decomposition (MHOSVD) method. Guan et al. employed imaging quantification and machine learning to discriminate non-calcified hamartoma from adenocarcinoma. Xie et al. developed texture features and machine learning-based analysis of ADC maps for the prediction of Grade Group upgrading in Gleason.




Conclusion

In conclusion, radiomic features have the potential to obtain biological and pathophysiological information from ROIs, and the corresponding quantitative features can provide rapid and accurate non-invasive biomarkers for cancer diagnostics, prognosis, and treatment response monitoring. AI has got a lot of attention, especially, for the success of deep learning to create complex neural architectures to solve difficult problems which would be impossible with traditional machine learning methods, and AI-based methods have shown significant progress in the field of radiological-based medical imaging applications.

However, the application of AI-based methods in cancer imaging to date has not been vigorously validated for reproducibility and generalizability, there are many challenges that still remain: 1) A large number of labeled images are needed to build generalizable robust AI models, while it is time-consuming to annotate large-scale medical image datasets like ImageNet dataset. To tackle this issue, data augmentation can be used to increase the amount of data by warping, rotating, or inverting existing images, or creating synthetic data from existing date using Generative Adversarial Networks (GANs). Another widely used approach is transfer learning, and it has been established as one of the most practical paradigms in medical image processing with insufficient training samples since it makes full use of the parameters of model pre-trained from large-scale natural image datasets. Due to the big inter-domain discrepancies between natural images and medical images, self-supervised learning provides one possible solution to overcome the limitations of transfer learning, and it learns representations in a self-supervised way which is beneficial to medical image processing. 2) The black-box nature of DL methods is one of the largest stumbling blocks to the wider acceptance of DL for clinical applications. Even when the DL-based method shows good performance in many cases, it is difficult or almost impossible to explain how the networks perform various tasks. In recent years, the attention mechanism is explored to interpret DL Models, which attempts to build weights that reflect which part of the input is more important for decision making. 3) In real-world clinical applications, there are other issues including ethical, regulatory, and legal issues to solve, which should be carefully considered for the development of AI models in cancer imaging.

This Research Topic involved many wonderful works, which made full use of radiomics and AI in cancer imaging. We appreciate all the reviewers and authors for their contributions to this Research Topic, and we hope this Research Topic can gain more attention in the related fields.
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Objective: Identification of tumor invasiveness of pulmonary adenocarcinomas before surgery is one of the most important guides to surgical planning. Additionally, preoperative diagnosis of lung adenocarcinoma with micropapillary patterns is also critical for clinical decision making. We aimed to evaluate the accuracy of deep learning models on classifying invasiveness degree and attempted to predict the micropapillary pattern in lung adenocarcinoma.

Methods: The records of 291 histopathologically confirmed lung adenocarcinoma patients were retrospectively analyzed and consisted of 61 adenocarcinoma in situ, 80 minimally invasive adenocarcinoma, 117 invasive adenocarcinoma, and 33 invasive adenocarcinoma with micropapillary components (>5%). We constructed two diagnostic models, the Lung-DL model and the Dense model, based on the LeNet and the DenseNet architecture, respectively.

Results: For distinguishing the nodule invasiveness degree, the area under the curve (AUC) value of the diagnosis with the Lung-DL model is 0.88 and that with the Dense model is 0.86. In the prediction of the micropapillary pattern, overall accuracies of 92 and 72.91% were obtained for the Lung-DL model and the Dense model, respectively.

Conclusion: Deep learning was successfully used for the invasiveness classification of pulmonary adenocarcinomas. This is also the first time that deep learning techniques have been used to predict micropapillary patterns. Both tasks can increase efficiency and assist in the creation of precise individualized treatment plans.

Keywords: lung adenocarcinoma, micropapillary component, computed tomography, deep learning, convolutional neural network, artificial intelligence


INTRODUCTION

Lung cancer is one of the most common cancer incidents worldwide, comprising one-third to one-half of incidents being attributed to adenocarcinoma (1). In 2011, adenocarcinomas were newly classified as adenocarcinoma in situ (AIS), minimally invasive adenocarcinoma (MIA), and invasive adenocarcinoma (IA) (2). The micropapillary pattern was added as a new histologic subtype of IA, with the other four currently existing subtypes being lepidic, acinar, papillary, and solid patterns (2). The prognosis of MIA and AIS is quite different from that of IA, and among IA it was demonstrated that the micropapillary-predominant lung adenocarcinoma (MPs) have a more adverse outcome when compared with other subtypes.

Surgical resection is one of the main treatment choices for the early-stage lung adenocarcinomas which are generally recognized as lung nodules on the computed tomography (CT). The resection range depends on the pathological features of the nodule, and surgical plans will differ depending on the prognosis. AIS and MIA are suitable for sublobar resection, with a promising nearly 100% 5-year survival rate. However, for IA, the lobectomy is considered an adequate option given its more optimal surgical outcome than the sublobar resection (3–5). As the disease-free survival at 5 years for MPs is only 67%, a more aggressive extended resection is required consisting of a larger excision area and higher surgical risk (4, 6, 7).

Due to an increased degree of invasiveness with poor prognosis, it is crucial to determine the exact pathological classification of the tumor. An intraoperative frozen section is widely used to distinguish MIA from IA during surgery, and is considered to be the gold standard in clinical practice. Liu et al. illustrated that the total concordance rate between an intraoperative frozen section and the final pathology was 84.4%, and the diagnostic accuracy of the intraoperative frozen section for tumors ≤1 cm in diameter was 79.6% (8). A second operation, which is an unnecessary waste of medical resources, may be required if there is incorrect recognition of the pathological invasiveness stage during surgery. Furthermore, with the exception of the final pathology report after surgery, there are few methods that can recognize MPs before or during resection. Thus, the development of a new, non-invasive method that provides a reference for the invasiveness degree and pathologic subtype before surgery is desired to reduce the occurrence of inappropriate surgical plan choices and optimize the distribution of medical resources.

CT interpretation, as a vital part of modern clinical diagnostic procedures, is critical for the early detection of lung adenocarcinoma, which can reduce lung cancer-specific mortality by 20% (5). The diagnosis and the subsequent treatment of lung adenocarcinoma typically require expert radiologists to analyze the images, depending on the size, morphological feature, or the internal texture of the nodule (9). Many radiologists have attempted to combine the classification task using radiomics with the machine learning technique (6, 10–12). The combination of the radiologic image and the pathologic feature using the artificial intelligence (AI) technique inspired the medical field to develop a new method regarding the processing of medical data, revealing information that otherwise cannot be discovered through the human eye and assessing lesions using a mechanical method. However, when the amount of data becomes huge, the performance did not improve limited by the structure of the model.

Deep learning, as a branch of AI, has emerged due to its unprecedented superior performance in recent image classification competitions. With the use of graphics processing unit (GPU) hardware, the deep learning model can arrange a much larger scale of the dataset and can achieve higher accuracy and stability than the traditional machine learning technique, which has been illustrated in many other fields (13, 14). Deep learning AI can be used as a computer-aided diagnostic system, and can become a part of the clinical diagnostic procedure. It improves the efficiency of the radiologist, saves diagnostic time, and improves diagnostic accuracy. Also, as many researchers have illustrated, deep learning can achieve a better performance than that of many senior medical practitioners addressing tasks (15, 16). Because well-trained and experienced radiologists are not always available in less developed areas, the application of AI can enhance the quality of diagnosis and reduce unnecessary costs during treatment in these locations.

Previous studies have explored the feasibility of using deep learning-assisted analysis of lung nodules, and have achieved promising results. As Nasrullah et al. illustrated (17), deep learning models to classify benign and malignant nodules can reach an accuracy of more than 80%. It has been reported that deep learning in many fields even outperformed senior radiologists (15). However, insights into subtype classification, which cannot be performed by human eyes, remained scarce. We concluded that a deep learning model further focusing on the malignant nodule is required to determine the grade of malignancy and classify the subtype of the nodule.

In our research, we propose the utility of the Convolutional Neural Network (CNN) model to detect the pathologic invasiveness degree of lung nodules on CT scans, and furthermore, attempted to discriminate the IA with MPs from other subtypes. There are two models built in our research, one called the Lung-DL model and the other one was the Dense model. We also compared the performance of different CNN structures. To the best of our knowledge, few researchers have focused on the classification of malignant nodules down to the subtype level using deep learning models (16).



MATERIALS AND METHODS


Creation of Datasets

This research was approved by the Institutional Review Board of Jiangsu Cancer Hospital and Jiangsu Institute of Cancer Research. Due to the retrospective nature of the study, the patient informed consent was waived

For the establishment of the dataset, 1,007 histopathologically confirmed lung cancer patients from Jiangsu Cancer Hospital were originally obtained in our research. First, 19 patients whose pathological stage was atypical hyperplasia and 22 patients diagnosed with squamous carcinoma or other categories were excluded. Among the 966 patients, we excluded patients whose TNM staging is above T1CN0M0. Thus, 25 patients with lymphatic metastasis and 127 patients with more than one nodule were excluded. The remainder of the 814 patients consisted of 72 AIS, 110 MIA, and 35 MPs. Next, we removed corrupted data that cannot successfully open or data with poor resolution. Finally, 61 AIS patients, 80 MIA patients, and 33 MP patients were enrolled.

Because there is a similar prognosis for AIS and MIA, but the prognosis of IA is poorer (3–5), distinguishing IA from AIS and MIA can assist surgeons in planning an operation. However, an imbalance in the amount of data will adversely affect the performance of a deep learning model (18). Therefore, with the original purpose to distinguish IA from AIS and MIA and the consideration to avoid any imbalances in the data amount, a subset of 117 IA without micropapillary was randomly created from the remainder of the 597 IA cases so that the number of total invasive adenocarcinoma (150) was approximately equal to the total amount of MIA and AIS. Finally, a dataset consisting of 61 AIS, 80 MIA, 117 IA, and 33 MPs was constructed. All these processes are illustrated in Figure 1.


[image: Figure 1]
FIGURE 1. Creation of the dataset. Corrupted data: data that cannot open and data that has a poor resolution. The 117 IA was randomly selected using a Python script from the 597 IA with no micropapillary component.


In the dataset, 14 AIS, 11 MIA, 20 IA, and 5 MPs were randomly selected to form the test set. A training and validation set was created with the remainder of the dataset, in which 70% of the data (n = 169) were randomly selected by the program for training and the other 30% (n = 72) for validation of the deep learning model.



Preprocessing

The CT scans were obtained from the CT/MRI department of Jiangsu Cancer Hospital using a LightSpeed VCT. The scanning matrix was set to 521*512 pixels. The slice thickness was 0.625 mm. The reconstructed thickness was 1.25 and 5 mm. The patients enrolled all owned two sets of CT scans with a reconstructed thickness of 1.25 and 5 mm. With the consideration to preserve more vital nodule information required for the research, the 1.25 mm thick CT sets were used for the research, and the 5 mm thick CT sets were abandoned.

Previous studies generally reported a deep learning-based nodule detection accuracy >90% (19). However, insights into subtype classification remained scarce. Therefore, in order to focus on the subtype classification of lung nodules, only 12 slices with the nodule in the center were chosen for labeling. For nodules >13.75 mm in size (that appear in more than 12 slices), the slice at the margin of the nodule was excluded to ensure that most of the information pertaining to the nodule could be preserved.

For the pre-processing of the images, the Amira 6.0.1 software was used to label the nodules in the images. We applied a window range between −1,000 and 400 to assess the images. Then, the images were manually labeled by two investigators (HD and YZ) who were blind to the histological results and reviewed by an experienced radiologist (LZ with 10 years of experience in chest CT diagnosis). The borders of the nodules were adjusted until an agreement was achieved between the investigators. The 12 labeling files and 12 CT images were saved in Dicom format in separate directories and renamed according to the patient identification numbers. Finally, images were trimmed to a size of 96*96 pixels placing the nodules in the center by OpenCV 4.2.0 based on Python 3.7. The entire procedure is shown in Figure 2.


[image: Figure 2]
FIGURE 2. Preprocessing of image data and the arrangement of dataset. Twelve slices chosen for labeling and 12 label files were trimmed to a size of 96*96 pixels with nodules in the middle, and then saved as Dicom format in separate directories, both named with the patients' id.


In the deep learning procedure, a code name that can be recognized by the machine is required to represent different classes of data. In our research, Class 0 and 1 were chosen for their simplicity. All the nodules in the AIS and MIA stages were marked with Class 0, and all the nodules in the IA stage (including the MPs) with Class 1. All the indices were recorded in a CSV file. In the further task to predict the MPs, a third group exclusively for images labeled MPs were built and named Class 2. The grouping process facilitated the recognition of images by the deep learning models in an organized manner.



Model Architecture

The invention of the classic LeNet model in 1998 was regarded as the beginning of deep learning (20). Since the AlexNet was reported in 2012, there have been brilliant development of the convolutional neural network (CNN). Many outstanding network structures have been proposed, including the VGG net in 2014 that deepened the model structure, and the ResNet in 2015 that utilized the residual learning methods to process the degradation of the deep network structure. The DenseNet in 2018 enhanced the reuse of the feature map (21–23).

There are several basic structures of the CNN model. The convolutional layer convolves the input parameter and assists with processing images so that they are abstracted to a feature map (24). The pooling layer is used to streamline the underlying computation and reduce the dimensions of the input data (25). The fully connected layer is analyzed with a flattened input matrix to classify the images.

In this research, we chose adapted DenseNet and LeNet, with additional details listed below. The entire structure is shown in Figure 3. The research was performed with an Nvidia RTX 2070 Super graphics processing unit (GPU). Our models were developed with Python 3.7 and Keras 2.3.1 on an Ubuntu 18.04 platform.


[image: Figure 3]
FIGURE 3. Structure of two deep learning model structure. The Lung-DL model on the top of the picture consists of two convolutional layers, each followed by an average pooling layer. Two fully connected layers were attached to the end of the network; The Dense model on the bottom consists of three dense blocks. Each block consists of 12 convolutional layers. A fully connected layer was attached to the end of the model.



Lung-DL Model

The first model, which is called the Lung Deep Learning model (Lung-DL model), was adapted from the LeNet model. The model consists of two convolutional layers each followed by an average pooling layer (20). The ReLU function was chosen to be the activation function. Two fully connected layers were attached to the end of the network.



Dense Model

The second model was adapted from the DenseNet model. The most unique feature of the DenseNet is its dense block that enhances the reuse of feature maps. As Gao Huang et al. demonstrated in 2018, the layers in the block will receive the feature-maps of all preceding layers. The layers between dense blocks are referred to as transition layers and change feature-map sizes via convolution and pooling (22).

In our model, three dense blocks were used. Each block consisted of 12 convolutional layers. The adjacent two dense blocks were attached by a convolutional layer and an average pooling layer. A fully connected layer was attached to the end of the model.




Statistical Analysis

In our research, some data was shown in the form of number (percentage), the other data were expressed as mean ± standard deviation. Receiver operating characteristic (ROC) curves were applied to evaluate the two-class classification models using the machine learning module scikit-learn 0.22.1 basing on Python3.7 (26).




RESULTS


Dataset Characteristics

In our research, a dataset of 291 patients was established. Table 1 shows the baseline data for the patients. There are 61 (20.96%) AISs, 80 (27.49%) MIAs, and 150 (42.96%) IAs. Among the nodules classified as IA, 33 (11.34%) nodules were micropapillary-predominant lung adenocarcinoma (MPs). The age distribution of the patients is 56.52 years ± 10.56 (mean ± standard deviation). With a total of 176 (60.48%) female patients. The diameters of 104 (35.74%) nodules were <1 cm, while the remainder 187 (64.26%) nodules were larger than 1 cm.


Table 1. The baseline of the patients included in the dataset.
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Patient Tests

As was illustrated in the data preprocessing, each nodule yielded 12 slices for the test. With the purpose of importing as much information as possible into the model, we aimed to use all 12 slices to obtain the prediction. Therefore, the total prediction percentage was the average value of 12 slices. Examples are shown in Figure 4A. The two classes used is Class 0 for AIS and MIA, and Class 1 for IA and MPs.


[image: Figure 4]
FIGURE 4. (A) The prediction generated by our two models and the pathologic pattern of the nodule examples. (B) ROC curve generated from the Lung-DL model and the Dense model in the task to distinguish pathologic invasiveness degree. The Lung-DL model yielded an AUC value of 0.88, and the AUC value of the Dense model was 0.86.


For the Lung-DL model, the total result of the test set was 89.52% (Class 0–87.08%, Class 1–91.17%). For the Dense model, the total result of the test set was 81.85% (Class 0–78.44%, Class 1–85.19%). The receiver operating characteristic (ROC) curves generated by the two models were compared in the same figure. The Lung-DL model yielded an AUC value of 0.88, and the AUC value of the Dense model was 0.86, which are shown in Figure 4B.



Performance of the Model

In this research, the cross-entropy loss function was chosen to accomplish the training task. Every epoch of the training session consisted of a training step and a validation step. Both the Lung-DL model and the Dense model were trained and validated epoch by epoch. When no further improvement was observed in the performance of the model, the training session was automatically terminated. The reduction in the value of loss function is used to evaluate the training quality of the model.

For the Lung-DL model, the termination occurred at the 104th epoch. The validation loss decreased from 0.61 to 0.29, and the validation accuracy increased from 0.66 to 0.87. For the Dense model, the training session terminated at the 94th epoch. The validation loss decreased from 0.79 to 0.30, and the validation accuracy increased from 0.49 to 0.92. A comparison of the two models is listed in Table 2, and the loss function curve and accuracy curve are shown in Supplementary Figure 1.


Table 2. The performance comparison of different models.
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Classification of the Micropapillary-Predominant Nodule (MPs)

As previous researches demonstrated, micropapillary-predominant adenocarcinoma (MPs) has a poorer prognosis than the other four subtypes (4, 6). Based on this statement, we attempted to distinguish the MPs from IA. The code name of the MPs was adapted to Class 2, and three classes were used in this task: Class 0 for AIS and MIA, Class 1 for IA, and Class 2 for MPs. We also explored the ability of our models to classify MPs from other IA nodules.

For the Lung-DL model, the training session terminated at the 131st epoch. The validation loss value decreased from 0.90 to 0.34, and the validation accuracy increased from 0.62 to 0.86. The overall accuracy of the test set was 92% (Class 0–91.18%, Class 1–92.27%, Class 2–95.0%). For the Dense model, the termination occurred at the 106th epoch. The validation loss value decreased from 1.15 to 0.36; the validation accuracy increased from 0.39 to 0.93, and the overall accuracy of the test set was 72.91% (Class 0–73.27%, Class 1–74.24%, Class 2–73.77%). A comparison of different models is listed in Table 2, and the loss function curve and accuracy curve are shown in Supplementary Figure 2.




DISCUSSION

In our study, we first built a dataset containing pathologic information for 291 lung nodules. Two models adapted from the LeNet and the DenseNet architecture were used to distinguish the AIS and MIA from the IA. Next, knowing that the pathologic subtype of the nodule can assist in guiding resection, we adapted the two models so that they would detect the IA with MPs. We also assessed the performance of the two deep learning models.

After the construction of our models, we focused on two clinical problems. The first problem is that the classification of MIA and IA through pathological biopsy during surgery has a 15.6% possibility of being discordant with the final pathology. The misrecognition of the pathologic invasiveness stage can result in an inappropriate resection range. Insufficient resection range for IA will result in a high risk of locoregional recurrence, and thus, lobectomy is a more optimal surgical approach. On the contrary, given that the 5-year survival after resection of MIA and AIS can reach 100% regardless of the surgery performed, a sublobar resection with a smaller margin is recommended (8). The misrecognition of the pathologic invasiveness stage can result in a second operation or unnecessary excision of lung tissue. In our research, a value of more than 0.85 was obtained for the Lung-DL and Dense models, indicating an ability to thoroughly distinguish the degree of invasiveness. Recognition of the nodule invasiveness stage can guide surgeons to formulate more optimal resection strategies. The issues described above can be avoided if this information can be used to assist medical participators, and thereby increase the efficiency of the medical procedure.

Another problem is that many researchers are demonstrating that a poor prognosis is associated with MPs (4), but there are few approaches available to determine the pathologic subtype. Surgeons are informed of the exact subtype only upon obtaining the final pathology report after resection. As Tsao et al. reported, it is predicted that patients with MPs will benefit from adjuvant chemotherapy (27). If there is a method to determine the pathologic subtype before surgery, a prophylactic plan for an appropriate resection margin and an empirical therapy can be obtained prior to surgery to improve the prognosis for the patients (6). As our research illustrated, an accuracy of more than 70% can be obtained with the two models. Although the imbalance scale of the three classes restricted the performance of models, the result still could reveal the potential to detect the specific pathologic component.

Second, we built a dataset containing the pathologic information of the patients. Due to the essential role of large standard datasets in deep learning, enormous datasets such as LIDC-IDRI (28) have been constructed for public usage. However, only a handful of them contain pathological information that is attached to radiological images. In 2019, Gong et al. collected 828 ground-glass nodules and constructed a dataset (15). Compared to the 1,018 patients with 243,958 slices in LIDC-IDRI, the amount of data containing pathologic information is still not abundant. In our research, we proposed to compensate for the shortage of existing data. Furthermore, we tried to input several slices of nodules into the model, not just merely three slices in three different axes as Gong et al. illustrated in their research (15).

Third, we proposed two models built with the CNN architecture. Since the invention of LeNet-5 in 1998, profound development has occurred in deep learning. Many models emerged after the design of the AlexNet in 2012. In the medical field, the deep learning method has been applied to lesion segmentation, detection, and malignancy classification. The two models presented in our research revealed abilities to classify the invasiveness degree and the pathologic subtype of lung adenocarcinoma. The utility of deep learning techniques in clinical diagnosis procedures can assist surgeons in enhancing the accuracy of diagnosis and supporting precise individualized treatment plans.

We also compared the performance of the two models. According to our research, the Lung-DL model generally outperformed the Dense model due to its fast training speed and more optimal performance, which partly arose from its simpler structure. The Dense model was rather complicated in structure and was overwhelmed with unnecessary information for solving a simple, two-class classification task. It was also noteworthy that the reusing of features, a characteristic function of the Dense model, backfired and led to more mismatching and a less satisfactory outcome.

Several limitations remain to be addressed in our research. First, data insufficiency persisted and could lead to bias during the training session. The dataset scale limited the performance of the model, and the advantage based on a large dataset has not been rigorously proved. The insufficiency of data resulted in an unsatisfactory performance when generating feature maps. As Song et al. combined imaging parameters with clinical features to identify pathologic components (6), if the clinical features manually labeled in a radiomic fashion can be used in our labeling procedure as a complement, more information can be sent to the fully connected layers at the end of the model, which will increase the performance and stability of the model. Second, in our research, we did not introduce an external dataset for validation, partly because of the lack of a standard public lung nodule dataset that contained pathologic information. The performance of the model still requires validation in another cohort. A comparison between radiologists and AI models is also a method that can be used to validate the practicability of using deep learning models in the clinical procedure. Last but not least, because of the limitation of resources, we can only conduct single-center research, which restricted the performance of the models and the application of the research has not been dug completely.

Further research would involve the introduction of radiomic methods into deep learning models as radiomic methods readily expand the required datasets and features and receive augmentation in the upper limit of accuracy and stability from deep learning models. Another possibility is the conduction of malignancy prediction using a combination of AI extracted features and handcrafted features. Further applications will be explored when more initial studies in this field are come up.



CONCLUSION

Herein, we proposed two deep learning models based on the LeNet and DenseNet to generate predictions. We evaluated their usefulness in the prediction of invasiveness of lung adenocarcinoma along with their capability to discriminate MPs from other subtypes. The results showed that deep learning models can distinguish different subtypes of lung adenocarcinoma and can detect certain pathologic components. Thus, our models can assist radiologists to better distinguish the invasiveness degree of lung nodules and help surgeons to make their operation choice more appropriately.
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Objective: To develop and validate a radiomics predictive model based on multiparameter MR imaging features and clinical features to predict lymph node metastasis (LNM) in patients with cervical cancer.

Material and Methods: A total of 168 consecutive patients with cervical cancer from two centers were enrolled in our retrospective study. A total of 3,930 imaging features were extracted from T2-weighted (T2W), ADC, and contrast-enhanced T1-weighted (cT1W) images for each patient. Four-step procedures, mainly minimum redundancy maximum relevance (MRMR) and least absolute shrinkage and selection operator (LASSO) regression, were applied for feature selection and radiomics signature building in the training set from center I (n = 115). Combining clinical risk factors, a radiomics nomogram was then constructed. The models were then validated in the external validation set comprising 53 patients from center II. The predictive performance was determined by its calibration, discrimination, and clinical usefulness.

Results: The radiomics signature derived from the combination of T2W, ADC, and cT1W images, composed of six LN-status-related features, was significantly associated with LNM and showed better predictive performance than signatures derived from either of them alone in both sets. Encouragingly, the radiomics signature also showed good discrimination in the MRI-reported LN-negative subgroup, with AUC of 0.825 (95% CI: 0.732–0.919). The radiomics nomogram that incorporated radiomics signature and MRI-reported LN status also showed good calibration and discrimination in both sets, with AUCs of 0.865 (95% CI: 0.794–0.936) and 0.861 (95% CI: 0.733–0.990), respectively. Decision curve analysis confirmed its clinical usefulness.

Conclusion: The proposed MRI-based radiomics nomogram has good performance for predicting LN metastasis in cervical cancer and may be useful for improving clinical decision making.
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INTRODUCTION

Cervical cancer is the fourth most common cancer worldwide and ranks second as a cause of cancer-related death among women in developing countries, including China (1, 2). Lymph node metastasis (LNM) is one of the important determinants for prognosis and treatment planning (3, 4). Patients without LNM in early-stage cervical cancer show a high 5-year survival rate of 90%, while the 5-year survival rate rapidly deteriorated in patients with LNM, with only 65% (4, 5). Radical hysterectomy and pelvic lymph node dissection (PLND) are the conventional curative treatment options for stage IB–IIA cervical cancers, recommended by the International Federation of Gynecology and Obstetrics (FIGO) guidelines. However, approximately 10%−30% of patients with early-stage cervical cancer harbor LNM (6, 7). Adjuvant chemoradiotherapy is recommended for these patients with LNM diagnosed pathologically after surgery. Thus, a large proportion of patients might be over-treated and have to accept an unnecessary PLND, accompanied by increased adverse effects and more complications (8). Moreover, radical trachelectomy, an emerging fertility-sparing treatment for cervical cancer, was not eligible for patients with LNM (9). Therefore, accurate prediction of LNM is crucial for treatment strategy decision and predicting prognosis of patients with cervical cancer.

Magnetic resonance imaging (MRI) has long been the imaging modality for preoperative local staging and detection of LNM of cervical cancer in clinical practice, including T2-weighted (T2W), contrast-enhanced T1-weighted (cT1W) imaging, and diffusion-weighted imaging (DWI) (10, 11). These imaging methods have the potential to predict LNM; however, according to morphologic criteria such as size and shape, their efficacy in identifying LNM is unsatisfactory, especially that the sensitivity is relatively low (38%–56%) (12). The low sensitivity might be due to the existence of micrometastatic lymph nodes, which has consequently led to a considerable proportion of patients with cervical cancer being understaged (13, 14).

Radiomics, which involves the extraction of mineable high-dimensional imaging features from digital medical images, is gaining importance in personalized cancer therapy (15). This strategy has shown a great potential for improved diagnostic and prognostic in a wide range of cancer types (16–19). Few studies have suggested improvement in preoperative prediction of LNM by using different modalities-based radiomics analysis in cervical cancers (20–23). However, these studies might suffer from relatively small sample sizes, analysis of single sequence or single section rather than whole-tumor volume analysis, or lack of external validation.

Therefore, the aim of our two-center study was to develop and validate a multiparametric MRI-based radiomics model for the preoperative prediction of LNM in patients with cervical cancer.



MATERIALS AND METHODS


Patients

Institutional ethics review board approval of all participating institutions was acquired for this two-center retrospective study, and the need for informed patient consent was waived.

The inclusion criteria for patients included the following: (a) pathologically confirmed cervical squamous cell cancer (CSCC); (b) radical hysterectomy and pelvic lymphadenectomy performed; (c) without any prior treatment before surgical resection; (d) standard pelvic MRI performed 20 days before surgery; and (e) clinical and pathological characteristics were available. The exclusion criteria were as follows: (a) preoperative therapy (neoadjuvant chemotherapy, radiotherapy, or conization) performed; (b) lack of any MRI sequences, including T2WI without fat suppression, DWI, and cT1W MR imaging; (c) poor MR image quality resulting from motion artifacts; (d) lesions invisible on MRI sequences mentioned above. A total of 168 consecutive patients with cervical cancer from June 2012 to March 2016 were enrolled in our study. Among them, 115 patients from center I (Shanxi Province Tumor Hospital) were assigned as training set, while the 53 patients from center II (Huzhou Central Hospital affiliated to Zhejiang University School of Medicine) were used as the validation set. Figure 1 shows the workflow of radiomics analysis in the current study.


[image: Figure 1]
FIGURE 1. The workflow of radiomic analysis in the current study.


Baseline characteristics for all patients, including age, FIGO stage, and pathological LN status were derived from the medical records. MRI data, including the maximal tumor diameter (MTD) and the MR-reported LN status, were recorded by two radiologists with 12 and 8 years of experience in pelvic disease interpretation after reviewing all of the MRI scans. Note that those patients with the short diameter of largest LN larger than 10 mm were regarded as positive MR-reported LN status (12). Any disagreement was resolved by discussion and consensus.



MRI Acquisition and Segmentation

Transverse T2WI without fat suppression, ADC images, as well as cT1W images were retrieved for radiomics feature extraction. The detailed information for MRI scan parameters was presented in Appendix E1.

The regions of interest (ROIs) were manually segmented along the border of the tumor on each slice of axial T2WI, DWI with a b-value of 800 s/mm2, as well as cT1W images, by using the ITK-SNAP 3.8 (www.itksnap.org), resulting in the volume of interest (VOI) for the three-dimensional whole tumor. For ADC maps, ROIs were placed on the region of high signal intensity on DW images with a b value of 800 s/mm2 firstly and then copied to the corresponding ADC maps, due to the higher resolution of DW images compared to ADC maps.



Radiomics Feature Extraction and Reproducibility

Before the feature extraction, each MRI scan was normalized with z-score in order to obtain a standard normal distribution of the image intensities. Radiomics feature extraction was conducted using PyRadiomics (24). The gray level of each image was quantized to 25 gray levels. Afterward, 1,130 radiomics features were exacted for each sequence, including four categories: (a) first-order features, (b) shape-based features, (c) statistics-based textural features, and (d) wavelet and Laplacian of Gaussian (LoG) features. More information about these features and their reproducibility are presented in Appendix E2.



Radiomics Feature Selection and Signature Construction

We devised a four-step procedure for reducing dimension and selecting robust features for each sequence of T2W, ADC, and cT1W, respectively. Firstly, inter-class correlation coefficients (ICCs) were used to assess the stability and reproducibility of radiomics feature extraction (Appendix E2). Secondly, minimum redundancy maximum relevance (MRMR) was performed to find a subset of both relevant and complementary features (25), and the top 20 features were selected. Thirdly, the least absolute shrinkage and selection operator (LASSO) logistic regression algorithm (26), with penalty parameter tuning conducted by 10-fold cross-validation, was then applied to select LN-status-related features with non-zero coefficients. Finally, backward elimination was added to reduce the number of remaining final features. For the combination of the above three sequences, all the selected key features of each sequence were combined and were introduced to the multivariate logistic regression to build the radiomics signature. Backward stepwise selection was applied with Akaike's information criterion (AIC) as the stopping rule.

The predictive accuracy of the radiomics signature was assessed by the area under the receiver operator characteristic (ROC) curve (AUC) in both the training and validation sets. The corresponding sensitivity, specificity, and accuracy were calculated. Moreover, discrimination of the radiomics signature in the MRI-reported LN-negative subgroup was also evaluated using the AUC in the whole set.



Development, Performance, and Validation of Radiomics Nomogram

Similarly, the radiomics signature and all mentioned clinical candidate predictors were tested in the stepwise multivariate logistic regression model to develop a radiomics nomogram for predicting LNM in the training set, also with AIC as the stopping rule. To provide a more understandable outcome measure, a radiomics nomogram was then constructed by the selected predictors.

The discrimination performance of established models was quantified by the AUCs. The AUCs of models were compared using a DeLong test (27). The calibration of the radiomics nomogram was assessed with a calibration curve, by plotting via bootstrapping with 1,000 resamples, and the goodness of fit was assessed with the Hosmer–Lemeshow test (28). The performance of the radiomics nomogram was then tested in the validation set by using the formula derived from the training set.



Clinical Use

To determine the clinical usefulness of the radiomics nomogram and MRI-reported LN status, a decision curve analysis (DCA) was performed by calculating the net benefits at different threshold probabilities in the validation sets (29).



Statistical Analysis

Continuous variables were compared by using the Student t test or Mann–Whitney U-test, and categorical variables were compared by using Chi-Squared or Fisher's exact test, as appropriate. All statistical analyses were conducted with R 3.6.0 (http://www.r-project.org) and MedCalc 15.8 (MedCalc, Mariakerke, Belgium). The packages in R software are described in Appendix E3. A two-sided P-value of less than 0.05 was considered significant.




RESULTS


Patient Characteristics

Patient characteristics from two centers were summarized in Table 1 and Table S1. The rates of LNM in the training and validation sets remain balanced (24.3% and 20.8%, respectively, P = 0.608), as well as age, clinical stage, MTD, and MR-reported LN status (P = 0.209–0.896). Additionally, none of the above clinical characteristics differed significantly between the LN metastasis and LN-negative groups (P = 0.055–0.845), except for the MTD in the validation set (P = 0.030; Table 1). According to the subjective MRI-reported LN status, 48.7% (19/39) patients with LNM were understaged and 13.2% (17/129) of patients without LNM were overstaged in the whole set. The overall accuracy of the subjective evaluation was 78.6% (132/168), and sensitivity and specificity were 51.3 and 86.8%, respectively.


Table 1. Demographic and clinical characteristics of patients with LARC in the training and validation sets.

[image: Table 1]



Feature Selection and Radiomics Signature Construction

In total, 3,930 radiomics features were extracted for each patient. From these features, we selected 1,203, 1,169, and 1,167 features with high stability and reproducibility (both intra-observer and inter-observer ICCs > 0.80) for T2W, ADC, and cT1W images, respectively. After the MRMR algorithm was applied, 20 features remained for each sequence and were subjected to further selection by the LASSO method and backward elimination. Among them, the final five, seven, and four remaining features were selected for T2W, ADC, and cT1W sequence, respectively. These selected features could be found in the Rad-score calculation formula of each modality presented in Appendix E4.

For the radiomics signature from the combination of all above sequences, 16 radiomics features were reduced to six features after the multivariate logistic regression analysis. All these six features were significantly different between patients with and those without LNM (all P < 0.05; Figure 2). The corresponding radiomics signature was constructed, with Rad-score calculated, according to the following formula: Rad-score = −2.0561 + 1.4492 × ADC_wavelet-LLL_firstorder_Range + 1.2371 × cT1WI_wavelet-HHL_glcm_SumEntropy – 1.1219 × cT1WI_loG_3.0_firstorder_RobustMeanAbsoluteDeviation + 0.8637 × ADC_loG_5.0_firstorder_Maximum + 0.5790 × cT1WI_loG_3.0_glrlm_RunVariance – 1.2105 × T2_wavelet-HLH_glszm_GrayLevelNonUniformityNormalized. Rad-score for each patient in the training and validation sets was shown in Figures 3A,B.


[image: Figure 2]
FIGURE 2. Plots (A–F) present the boxplots of the six radiomics feature with significant difference between the LN metastasis (LN+) and LN negative (LN–) groups in the training datasets, respectively.



[image: Figure 3]
FIGURE 3. Plots (A,B) show the Rad-score for each patient, plots (C,D) show the receiver operating characteristic (ROC) curves of the radiomics signature derived from T2W, ADC, and cT1W images and their combination, and plots (E,F) present the boxplots of the Rad-score in the training and validation sets, respectively.




Validation of Radiomics Signature

The radiomics signature derived from T2W images yielded AUCs of 0.763 [95% confidence interval (CI): 0.670–0.856] and 0.699 (95% CI: 0.534–0.864) in the training and validation sets, showing favorable predictive efficacy. Similarly, AUCs of 0.829 (95% CI: 0.741–0.917) and 0.788 (95% CI: 0.693–0.883) were acquired from the radiomics signature derived from ADC and cT1W images in the training set and then confirmed in the validation set with the AUCs of 0.613 (95% CI: 0.439–0.786) and 0.647 (95% CI: 0.461–0.833), respectively (Figures 3C,D).

The Rad-score derived from joint T2W, ADC, and cT1W images was significantly higher in patients with LNM than those without LNM in the training set (median, 0.688 vs −1.039; P < 0.000) and then confirmed in the validation set (median, 0.191 vs −0.108; P < 0.001) (Table 1; Figures 3E,F). The radiomics signature from the above sets yielded the highest AUC of 0.859 (95% CI: 0.785–0.932) and 0.833 (95% CI: 0.708–0.959) in the training and validation sets, respectively, suggesting that the radiomics signatures from the joint three modalities achieved better predictive efficacy than Rad-score from either of them alone (Figures 3C,D). The sensitivities were high, with 85.7 and 81.8% in the two sets, respectively, which was significantly higher than the subjective evaluation. Details regarding the performance of radiomics signature are shown in Table 2.


Table 2. Performance of the radiomics signature and nomogram.

[image: Table 2]

In the entire sets, significant association between the Rad-score derived from all three modalities and pathological LN status was observed when stratified analysis was performed (Table S2). In addition, in the MRI-reported LN-negative subgroup, 14.5% (19/131) of patients were understaged. Encouragingly, the radiomics signature also showed good discriminatory in this subgroup, with AUC of 0.825(95% CI: 0.732–0.919; Figure 4A). The radiomics-based risk classifier also achieved a diagnostic accuracy of 81.7% (117 of 131). Among them, most of the patients with pathological LN metastasis (78.9%, 15/19) would avoid being understaged by using the cutoff value of the radiomics signature (−0.74) (Figure 4B).


[image: Figure 4]
FIGURE 4. The predictive performance of the radiomics signature in the MRI-reported LN-negative subgroup. Plots (A,B) show the ROC curve of the radiomics signature and the Rad-score of individual patients in the MRI-reported LN-negative subgroup.




Development, Performance, and Validation of Radiomics Nomogram

Two variables, including MRI-reported LN status and the radiomics signature, were identified as independent predictors for predicting LNM based on the multivariate logistic regression analysis (Table S3). A radiomics nomogram, incorporating the above independent predictors, was then constructed (Figure 5A).


[image: Figure 5]
FIGURE 5. Radiomics nomogram developed with ROC curves and calibration curves. (A) A radiomics nomogram was developed for the prediction of LNM in the training set, with radiomics signature and MRI-reported LN status incorporated. Comparison of ROC curves between the radiomics nomogram and MRI-reported LN status alone for the prediction of LN metastasis in the (B) training and (C) validation sets. Plots (D,E) present the calibration curves of the radiomics nomogram in the training and validation sets, respectively.


All ROC curves were provided in Figures 5B,C. The radiomics nomogram showed the highest discrimination ability for predicting LNM, with an AUC of 0.865 (95% CI: 0.794–0.936), significantly higher than that of MRI-reported LN status alone [AUC, 0.681 (95% CI: 0.580–0.782); P < 0.001]. Similarly, the radiomics nomogram yielded the greatest AUC of 0.861 (95% CI: 0.733–0.990) in the validation set, confirming that the radiomics nomogram achieved better predictive efficacy than MRI-reported LN status alone [AUC, 0.713 (95% CI: 0.551–0.875); P = 0.04].

Figure 5D illustrates the calibration curve of the radiomics nomogram, with good agreement between predicted and observed LN metastasis in the training set. The Hosmer–Lemeshow test yielded a non-significant P-value of 0.23, suggesting no departure from the perfect fit. The favorable calibration of the radiomics nomogram was further confirmed in the validation set (Figure 5E), with the P-value of 0.55 for the Hosmer–Lemeshow test.



Clinical Use

The DCA for the radiomics nomogram and MRI-reported LN status were presented in Figure 6. The DCA showed that if the threshold probability was more than 10%, using the radiomics nomogram to predict LNM provided a better net benefit than treat-all-patients scheme or the treat-none scheme, as well as the MRI-reported LN status, indicating that the nomogram was clinically useful.


[image: Figure 6]
FIGURE 6. Decision curve analysis (DCA) for the radiomics nomogram and the MRI-reported LN status in the validation set. The y-axis represents the net benefit. The x-axis represents the threshold probability. The decision curves showed that if the threshold probability is over 10%, the application of radiomics nomogram to predict LNM adds more benefit than treating all or none of the patients and MRI-reported LN status.





DISCUSSION

In our study, we successfully developed a radiomics-based nomogram incorporating the multiparametric MRI-based radiomics signature and the MRI-reported LN status for individualized prediction of LNM in patients with cervical cancer before surgery, and its findings were also validated in the external validation set. The proposed radiomics nomogram demonstrated favorable discrimination in both sets, outperforming the subjective MRI-reported LN status. Promisingly, in the MRI-reported LN-negative subgroup, the radiomics signature also showed favorable discriminative ability.

The accurate detection LNM of using visual judgment (conventional MRI) remains challenging in clinical settings. Our results showed that a considerable proportion of patients were misclassified according to the morphological evaluation on MR images, especially with very low sensitivity (51.3%), which might be due to false negatives caused by small LN metastasis, consistent with several previous studies (12). Although pelvic sentinel lymph node biopsy provides a valuable means for detecting LNM, it is still invasive and limited to the detection of small LN metastasis. Therefore, it is necessary to develop a non-invasive and reliable predictive tool for the prediction of LNM in patients with cervical cancer.

Radiomics hypothesizes that the intratumor heterogeneity, which was difficult to detect visually, could be exhibited on the spatial distribution of voxel intensities. To develop the radiomics signature, the 3,930 candidate radiomics features were reduced to only six predictors. Interestingly, wavelet (3/6) and LoG features (3/6) each account for half in that used in our optimal radiomics signature. The LoG filter extracts discriminative texture patterns from multiple space scale and could smooth images and increase the efficiency of capturing phenotypic features related to tumoral heterogeneity. Similarly, the wavelet features could reflect multi-frequency information at different scales unrecognized by the naked eye to quantify tumor heterogeneity. All these high-dimensional features were significantly higher in the LNM group in our study. It also has been proven that LoG filtering and wavelet translation were the important components in building radiomics signatures by several MRI-based radiomics studies (30–32).

The radiomics signature developed in our study showed favorable discrimination for predicting LNM in the training and external validation sets, with AUCs of 0.859 and 0.833, respectively. The performance of our radiomics signature was comparable to previous studies (22, 30). Kan et al. (22) reported that the SVM-based radiomics signatures derived from T2W and cT1W images were associated with LNM, with an AUC of 0.753 in the primary cohort. Wu et al. (30) found that radiomics signatures based on multiparametric MRI, especially functional map derived from ADC and dynamic contrast enhanced (DCE) MRI, was useful for predicting LNM with AUCs ranged from 0.747 to 0.850. However, the absence of external validation or technical differences between quantitative sequences of these studies limit their clinical applicability.

Encouragingly, the radiomics signature also showed good discriminatory in the MRI-reported LN-negative subgroup with an AUC of 0.825. The false-negative LN status might result in the chosen surgery and unnecessary PLND as their first treatment choice, with the following adjuvant chemoradiotherapy and more severe complications thereafter. Consequently, the false-negative rate of subjective MRI evaluation should be avoided as much as possible. Benefiting from the relatively high sensitivity of our radiomics signature, 15 out of 19 patients with pathological LNM were accurately diagnosed and might convert the treatment to radical chemoradiotherapy rather than surgery.

Our results also demonstrated that the radiomics signature from joint T2W, ADC, and cT1W images performed better than those from either of them alone in predicting LNM in cervical cancer. These sequences reflected different aspects of tumor, such as tumor intensity, cellularity, and vascularization; thus, the combination of these sequences could take full advantages of them and reflect much more comprehensive information about the tumors. Some studies indicated that some histogram or texture parameters derived from ADC or dual-energy CT images could predict the LN status in cervical cancer (33–35). This has been confirmed by our present study that the Rad-score derived from T2W, ADC, or cT1W images was significantly higher in the LNM group. That is, the features of LNM presented higher textual pattern complexity or heterogeneity than those of LN negative.

The clinical relevance of our study lies in providing an easy-to-use tool, the radiomics nomogram, for clinicians. Our study supported that the radiomics nomogram integrating the radiomics signature and MRI-reported LN status could achieve greater predictive efficacy than the subjective MRI evaluation alone, with a higher AUC and better calibration, consistent with previous studies (20, 23). Nevertheless, some notes should be emphasized. First, different clinical risk factors might be identified as independent predictors for predicting LNM, in spite of most of them in the multivariable logistic model were minuscule compared with the radiomics signatures. These results might indicate that some clinical features could serve as a biomarker for the prediction of LNM in cervical cancer, whereas the radiomics signature could generate more potentially relevant and informative metrics than semantic phenotypic features. Secondly, whole-tumor VOIs, rather than signal slice ROIs, could provide a robust way to characterize the heterogeneity of the entire lesion. Lastly, our models were validated in the external set with good calibration, and the DCA also confirmed its clinical usefulness.

Our study had several limitations. First, prospective study from more centers with considerably large cohorts are needed to further confirm the performance of our radiomics nomogram. Second, all the subjects in our study were CSCC. Different types of cervical cancer will be thoroughly studied in the future. Furthermore, genomic features, such as vascular endothelial growth factor (VEGF) expression, should be investigated and incorporated into the predictive model (21).

In conclusion, our two-center study developed and validated a multiparametric MRI-based radiomics model, incorporating the radiomics signature and the MRI-reported LN status, to facilitate preoperative evaluation of LN status in patients with cervical cancer, and thus providing a non-invasive and convenient tool to guide individual treatment strategies for those patients.
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Objective: To develop and validate a radiomics model of diffusion kurtosis imaging (DKI) and T2 weighted imaging for discriminating pancreatic neuroendocrine tumors (PNETs) from solid pseudopapillary tumors (SPTs).

Materials and Methods: Sixty-six patients with histopathological confirmed PNETs (n = 31) and SPTs (n = 35) were enrolled in this study. ROIs of tumors were manually drawn on each slice at T2WI and DWI (b = 1,500 s/mm2) from 3T MRI. Intraclass correlation coefficients were used to evaluate the interobserver agreement. Mean diffusivity (MD) and mean kurtosis (MK) were derived from DKI. The least absolute shrinkage and selection operator regression were used for feature selection.

Results: MD and MK had a moderate diagnostic performancewith the area under curve (AUC) of 0.71 and 0.65, respectively. A radiomics model, which incorporated sex and age of patients and radiomics signature of the tumor, showed excellent discrimination performance with AUC of 0.97 and 0.86 in the primary and validation cohort. Moreover, the new model had better diagnostic performance than that of MD (P = 0.023) and MK (P = 0.004), and showed excellent differentiation with a sensitivity of 95.00% and specificity of 91.67% in primary cohort, and the sensitivity of 90.91% and specificity of 81.82% in the validation cohort. The accuracy of radiomics analysis, radiologist 1, and radiologist 2 for diagnosing SPTs and PNETs were 92.42, 77.27, and 78.79%, respectively. The accuracy of radiomics analysis was significantly higher than that of subjective diagnosis (P < 0.05).

Conclusions: Radiomics model could improve the diagnostic accuracy of SPTs and PNETs and contribute to determining an appropriate treatment strategy for pancreatic tumors.

Keywords: pancreatic neoplasms, neuroendocrine tumor, radiomics, magnetic resonance imaging, tumor imaging and diagnosis


INTRODUCTION

Pancreatic neuroendocrine tumors (PNETs) and solid pseudopapillary tumors (SPTs) are increasingly encountered in the course of routine radiology practice due to greater diagnostic capability of imaging techniques. Because the clinical management and patient prognosis significantly differ between these two major pancreatic lesions, accurate and timely imaging diagnosis is essential (1, 2). SPTs have a low malignant potential with an excellent prognosis following complete resection; metastases are uncommon for SPTs (2–4). PNETs have malignant behavior and worse prognosis compared to SPTs. In addition, for PNETs, metastases, and vascular abutment or invasion are very common (1). Surgical resection, chemotherapy, or target treatment can be applied for patients with PNETs (2). Several criteria can aid in differentiating PNETs from SPTs. PNETs have low signal intensity at T1-weighted imaging, whereas SPTs, which contain hemorrhage, may have high signal intensity at T1-weighted imaging (5). Compared with SPTs, which show progressive enhancement, PNETs are more vascular and demonstrate diffuse or ringlike hyperenhancement on the arterial phase (5). However, PNETs may demonstrate hypo-enhancement. Moreover, calcification and cystic degeneration are commonly present in both tumors. Therefore, differentiating PNETs from SPTs based on imaging manifestation may be challenging when the atypical characteristics are found.

Jang et al. found that higher mean value of tumor-to-parenchyma ratio on arterial and portal phases is a useful MR imaging feature for diagnosing PNETs from SPTs and adenocarcinoma with an accuracy of 91.4% (6). However, the measurement signal intensity of pancreatic tumors is not a routine clinical practice. Driven by the “big data” trend, radiomics develops rapidly. Radiomics analysis can extract a large number of quantitative features from medical imaging to determine relationships between such features and the underlying pathophysiology. Radiomics with non-invasive and low-cost properties have been applied in medical imaging for pre-diagnosis assistance (7). Li et al. reported that texture analysis could be used to sensitively distinguish between non-functional PNETs and SPTs on MRI (8), which further confirms the clinical value of radiomics in differentiating major pancreatic lesions.

Diffusion kurtosis imaging (DKI) can provide a more accurate model of diffusion and capture the non-Gaussian diffusion parameters for tissue heterogeneity. DKI has been successfully applied for assessment of pancreas and pancreatic disease (9, 10). We speculated that DKI might provide more optimal identification characteristics for differentiation between PNETs and SPTs.

DKI and radiomics analysis may demonstrate the differences in heterogeneity, tumor microenvironment, and blood supply characteristics between PNETs and SPTs. In the present study, we examined a new radiomics-based model that integrated DKI and T2WI radiomics signature for differential diagnosis of PNETs and SPTs.



MATERIALS AND METHODS


Patients

All patients were diagnosed with PNET or SPT. The inclusion criteria were the following: (1) patients underwent preoperative MRI using 3.0 T MR scanner, including DWI, T2WI, and contrast enhanced MRI; (2) PNETs and SPTs were histologically confirmed by surgery; (3) patients who did not receive chemotherapy or radiotherapy before surgery. The exclusion criteria were: (1) lack of DWI data and (2) insufficient MRI quality to obtain a measurement. Finally, thirty-one patients with PNET and thirty-five patients with SPT were finally analyzed from Jan 2011 to Dec 2018. The 66 lesions were allocated to primary and validation cohorts in a 2:1 ratio; the 44 lesions were allocated to the primary cohort and the 22 lesions to the validation cohort.



MR Examination

All MRI examinations were performed on a 3.0T MR scanner (Discovery 750; GE Healthcare) using an 8-channel phased-array body coil in the supine position. The MRI sequences included T2-weighted single shot fat spin echo (SSFSE), fat-suppressed (FS) T2-weighted fast spin echo (FSE), in- and out-of-phase sequences, fat-suppressed (FS) T1-weighted with 3D Lava-flex sequence. DWI was performed with spin-echo, single-shot echo-planar imaging (EPI) sequence axially acquired prior to contrast administration with gradient factor of b = 0, 20, 50, 100, 200, 600, 800, 1,000, 1,200, and 1,500 s/mm2. The Integrated Parallel Acquisition Techniques (IPAT) imaging option with a factor of 3 and distortion correction were applied. Number of gradient directions of 3, echo spacing of 0.54 ms, bandwidth of ±250 kHz, and flip angle of 90°were used to DKI sequence. In order to maintain a sufficient signal-to-noise ratio, a different number of excitation (NEX) was chosen; the NEX of b = 0–800, 1,000, 1,200, and 1,500 s/mm2 were 1, 2, 4, and 6, respectively. Contrast-enhanced MRI was performed during the arterial phase (25 s), portal venous phase (60 s), and delayed phase (120 s) following intravenous injection. Contrast-enhanced MRI was performed using a breath-hold fat-suppressed 3D T1-weighted lava flex sequence. Intravenous injection of gadolinium-diethylenetriamine pentaacetic acid (DTPA) (Magnevist; Bayer Schering, Berlin, Germany) at a dose of 0.1 mmol/kg body weight and flow rate 2 ml/s was applied, followed by a 15-ml saline flush. All MRI scans were retrieved from the picture archiving and communication system for further image feature extraction. Detailed MR imaging parameters are summarized in Table 1.


TABLE 1. MRI protocol parameters.
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Image Analysis and Radiomics Feature Extraction

Pre-operation MRI was analyzed by two radiologists (Dr. Shi, with 10 years of experience in pancreatic tumors; Dr. Liu, with 8 years of experience in pancreatic tumors). The regions of interests (ROIs) were manually drawn with software of ITK-SNAP1 using DWI and T2WI data. The tumor was contoured slice by slice to obtain the entire neoplastic ROIs, which were placed on the high signal intensity region on DWI (b-value of 1,500 s/mm2) and T2WI on each slice. In case no high signal was detected on DWI compared with the normal pancreas, the ROIs were placed on the tumor region, as determined by T1WI, FS-T2WI, and contrast imaging.

Totally 195 features were extracted by the open-source codes designed by Vallières et al. (11), including 65 from T2-weighted image, 65 from Dapp image, and 65 from Kapp image. The 65 features were categorized into three groups as follows: (1) voxel-intensity computational features, (2) texture features, (3) shape features. The logistic regression model was trained with LASSO (least absolute shrinkage and selection operator) regularization. A fourfold cross-validation was used to determine the hyperparameter λ at the minimum mean area under the curve (AUC) of receiver operating characteristics (ROC). A signature was generated for each subject by the linear combination of selected features weighted by their coefficients.

Pre-operation MRI for subjective diagnosing SPTs and PNETs was based on combining the age, gender and symptom of patients, laboratory examinations and MRI features of pancreatic tumors independently evaluated by two experienced abdominal radiologists (Dr. Wei with 7 years of experience in pancreatic tumors, and Dr. Qin with 5 years of experience in pancreatic tumors). The maximum diameters of the tumors were independently measured by two radiologists, and the mean value was calculated.



Parameter Estimation

After the ROIs delineation, DKI diffusion parameters were obtained using the following equation: [image: image], where S was the signal intensity at a function of b, S(0) was a signal intensity at b = 0 s/mm2, b was a factor dependent on the pulse duration and strength of the diffusion gradients. Dapp was the apparent diffusion coefficient (in mm2/s), and Kapp was the apparent diffusion kurtosis coefficient. Kapp and Kapp were obtained from equation (12). All the DWI data were considered for DKI analysis.



Interobserver Agreement

Interobserver reproducibility of ROIs detection and feature extraction were determined using the T2WI and DWI data of all patients for ROI-based radiomics feature generation blindly by Dr. Shi and Dr. Liu. Intraclass correlation coefficients were used to evaluate the interobserver agreement in terms of feature extraction. A coefficient of 0.81–1.00 indicated an almost perfect agreement; 0.61–0.80 was a substantial agreement; 0.41–0.60 was a moderate agreement; 0.21–0.40 was a fair agreement, and 0–0.20 indicated a poor or no agreement (13).



Statistical Analysis

Student’s t-test was used to determine whether radiomics features were significantly different between PNETs and SPTs. Pearson Chi-square test was used to analyze qualitative data between PNETs and SPTs. Likelihood-ratio was used if any cell had expected count less than 5. AUC of different methods was compared by the method proposed by DeLong et al. Maximum Youden index (sensitivity + specificity - 1) was used to determine the cutoff value to separate PNETs and SPTs. P-value <0.05 was considered to be statistically significant.



RESULTS


Patient Characteristics

A total of 31 patients with PENTs (16 men and 15 women; age range, 23–71 years; mean age, 53.20 ± 12.78 years) and 35 patients with SPTs (9 men and 26 women; age range, 15–68 years; mean age, 31.24 ± 13.41 years) were enrolled in this study. There were significant differences in age (P = 0.00) and gender (p = 0.00) between PNETs and SPTs groups. The mean maximum tumor diameters of the PNETs and SPTs were 38.67 ± 24.31 mm (range, 8–145 mm) and 47.42 ± 28.65 mm (range, 10–125 mm), respectively. There was no significant difference in size between the two types of pancreatic neoplasms (P = 0.19).



Interobserver Agreement

Two radiologists independently delineated the ROIs of tumors, achieving satisfactory agreement. The ICC (intraclass correlation coefficient) of each feature extracted from the two delineations was calculated. The ICC of 65 features from T2 weighted images was 0.67 ± 0.27. The ICC of 65 features from Dapp images was 0.81 ± 0.19. The ICC of 65 features from Kapp images was 0.83 ± 0.23.



DKI Parameters for the Diagnosis of SPTs and PNETs

Mean Dapp (MD) and mean Kapp (MK) were used to differentiate SPTs from PNETs. MD of the SPTs and PNETs were (2.11 ± 0.67) × 10–3 mm2/s and (2.36 ± 0.48) × 10–3 mm2/s, respectively. MK of the SPTs and PNETs were 0.91 ± 0.18 and 0.84 ± 0.15, respectively. No statistically significant difference was found in MD (P = 0.13) and MK (P = 0.10) between the two types of pancreatic neoplasms. The areas under the curves (AUCs) of MD and MK for diagnosing PNETs and SPTs were 0.71 (95% confidence interval (CI), 0.584–0.839), and 0.65 (95% CI, 0.511–0.783), respectively.



Pre-operation Subjective Diagnosis of Abdominal MRI

The distribution of SPTs and PNETs among the patient population based on subjective MRI diagnosis and histopathological analysis was presented in Table 2. The sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV) and diagnostic accuracy of subjective MRI diagnosis for SPTs from PNETs by two radiologists were 80.0% (28/35) and 82.86% (29/35), 74.19% (23/31) and 74.19% (23/31), 77.78% (28/36) and 78.38% (29/37); 76.67% (23/30) and 79.31% (23/29), 77.27% (51/66) and 78.79% (52/66), respectively.


TABLE 2. Pre-operation subjective diagnosis of abdominal MRI according to pathological results.
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Diagnostic Performance of Individual Feature

Each of the 195 features was used to create a ROC curve with respect to the pathological ground truth of PNET or SPT. The feature that had the largest AUC in the primary group was 3 dimension (D)_Gray-level size zone matrix (GLSZM)_Small Zone High Gray-Level Emphasis (SZHGE). Its AUC was 0.762 (95% CI, 0.616–0.909) in the primary group and 0.645 (95% CI, 0.401–0.888) in the test group. The AUCs of other individual features in primary and validation groups were smaller than that of radiomics model (P = 0.07 and P = 0.11).



Diagnostic Performance of Radiomics Model

Seven features of pancreatic tumors were used to construct the radiomics model (Table 3). The radiomics model, which contained radiomics features, age and sex of patients, yielded AUCs of 0.97 [95% CI, 0.932–1.000] and 0.86 [95% CI, 0.688–1.000] in the primary and validation cohort, respectively. The radiomics model achieved a PPV of 90.5% (95% CI, 69.6–98.8%), NPV of 95.7% (95% CI, 78.1–99.9%), sensitivity of 95.0% (95% CI, 75.1–99.9%) and specificity of 91.67% (95% CI, 73.0–99.0%) in primary cohort. The radiomics model resulted in a PPV of 83.3% (95% CI, 51.6–99.9%), NPV of 90.0% (95% CI, 51.0–97.9%), sensitivity of 90.91% (95% CI, 58.7–99.8%) and specificity of 81.82% (95% CI, 48.2–97.7%) in validation cohort. Detailed performance of radiomics model was shown in Figures 1–3 and Table 4.


TABLE 3. Parameters of radiomics analysis.
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FIGURE 1. Diagnostic performance with area under curves (AUCs) of radiomics model, MD and MK in primary group with 44 patients and validation group with 22 patients. (A) AUCs of radiomics model, MD and MK were 0.97, 0.75, and 0.61 in the primary group, respectively. (B) AUCs of radiomics model, MD and MK were 0.86, 0.63, and 0.66 in the validation group, respectively.



[image: image]

FIGURE 2. MR images in a 45-year-old man with a non-hypervascular PNET. (A) Axial T2-weighted image showed a well-circumscribed high signal intensity tumor in the head of the pancreas. (B) The tumor appeared as high signal in DWI with b = 1,500 s/mm2. (C–F) Axial T1-weighted images obtained during plain (C), arterial (D), portal venous (E), and delayed (F) phases. The tumors showed enhancement in the arterial, portal venous, and delayed phases when compared with the adjacent parenchyma. The diagnosis of pre-operation MRI was SPT. However, the radiomics analysis showed that the tumor was PNET.



[image: image]

FIGURE 3. MR images in a 46-year-old woman with an atypical SPT. (A) Axial T2-weighted image showed an ill-defined high signal intensity tumor in the neck of the pancreas, accompanied by distal parenchymal ductal dilatation. (B) DWI with b = 1,500 s/mm2 showed a hyperintense tumor. (C–F) Axial T1-weighted images obtained during plain (C), arterial (D), portal venous (E), and delayed (F) phases. The tumors showed hypovascular enhancement in the arterial phase, gradual enhancement in the portal venous, and progressive hyperenhancement in delayed phases when compared with the adjacent parenchyma. The diagnosis of pre-operation MRI was PNET. However, the radiomics analysis showed that the tumor was SPT.



TABLE 4. The AUC, sensitivity, specificity, PPV, and NPV of the radiomics model for discriminating PNETs from SPTs.

[image: Table 4]
The radiomics model had better diagnostic performance than that of MD (Z = 3.049, P = 0.023) and MK (Z = 3.561, P = 0.0004) in 66 patients. The accuracy of primary cohort and validation cohort of radiomics model for diagnosing PNETs and SPTs was 95.45% (42/44) and 86.36% (19/22). The accuracy of radiomics model for diagnosing SPTs and PNETs was higher than that of subjective MRI diagnosis (radiologist 1 vs radiomics model, P = 0.015; radiologist 2 vs radiomics model, P = 0.026).



Clinical Usefulness

To provide clinicians with an easy tool, the nomogram based on raidomics analysis, age and gender of patients was developed (Figure 4A). The calibration curves of radiomics model showed excellent performance of this model for clinical use (Figures 4B,C). Patients with pancreatic tumors could benefit from this prediction model.


[image: image]

FIGURE 4. Nomogram of radiomics model for diagnosing the PNET and SPT. (A) The developed radiomics nomogram. (B) Calibration curves of the radiomics model in the primary cohort. (C) Calibration curves of the radiomics model in the validation cohort. Calibration curves depicted the calibration of radiomics model in terms of the agreement between the predicted probability of PNET and the actual outcomes of the PNET. The y-axis represented the actual probability of PNET. The x-axis represents the predicted probability of PNET. The blue line represents a perfect prediction by an ideal model. The red line shows the performance of the radiomics model based on MRI, age, and gender of patients. The red line was closer to the blue line, which suggested a better prediction.




DISCUSSION

SPT have good prognosis, with survival rates of 98% after tumor resection (3, 4, 14). PNET patients with complete resection have a survival rate of 90–100%, while patients with incomplete resection have a survival rate ranging from 35 to 75%. In addition, PNET patients with diffuse liver metastases have a 5-years survival rate of 15–25% (15). Pancreas-preserving surgery is the primary treatment strategy, while a formal lymphadenectomy is not carried out for SPTs (2, 14). For PNET, a more aggressive surgical approach of pancreatectomy and extensive lymph node dissections is commonly used to achieve a margin-negative resection. In patients with advanced locoregional or metastatic disease, systemic therapies (such as chemotherapy or targeted agents) could be considered (16). Thus, differentiating PNETs from SPTs using CT and MRI would be useful for surgery planning and the selection of combined treatments.

PNETs are often hyper-vascular and tend to enhance more rapidly and intensely than the normal pancreas, whereas SPTs show progressive non-uniform enhancement that is generally less than that of the normal pancreas on CT and MRI (8, 17). However, previous studies showed that 24% of PNETs manifested hypoenhancement (18, 19). Jeon et al. found non-hypervascularity in the arterial phase in 49% PNET cases (20). In addition, approximately 10–20% of PNETs demonstrated cystic change, which cannot always be readily differentiated from SPTs (16). Although previous studies showed the usefulness of somatostatin receptor imaging with gallium68 (68Ga) combined positron emission tomography (PET) in detection and differential diagnosis of PNETs, controversy remains as to its diagnostic performance in high-grade tumors (21, 22). So, applying new abdominal imaging techniques may contribute to reducing the number of PNETs and SPTs false diagnoses.

DKI is an extension of DWI that can be used to evaluate the microstructure features of tissues in a non-Gaussian model. Two quantitative parameters, including Dapp (defining as a good ADC for non-Gaussian bias) and Kapp (representing a deviation from a Gaussian distribution) values, could be extracted by DKI (23). Previous studies reported that DKI should be added to the routine imaging protocol for screening cancer, with good or excellent diagnostic performance in separating malignant cancer from benign lesions (24). With the highest diagnostic accuracy of the diffusion coefficient, the parameters obtained from DKI could predict the microvascular invasion of hepatocellular carcinoma before operation (25). MD derived by DKI has been shown to have a higher diagnostic performance to assess response to electrochemotherapy than conventional DWI parameters and could be used to identify responders and non-responders among patients with pancreatic cancer (26). To the best of our knowledge, so far, only a few reports have utilized DKI to differentiate PNETs and SPTs (10, 26). Jang et al. found that the mean ADC value in SPTs was significantly lower than that in PNETs (6). In our study, the MD of the SPTs was lower than that of PNETs, but there was no significant difference. Contrary to the previous related results on DKI, there was no significant difference in MD and MK between PNETs and SPTs in our study. There were several reasons for this finding. Firstly, MD and MK reflected the heterogeneity of tumors; high-vascular characteristics, calcification, and cystic degeneration commonly presenting in both solid tumors may have similar heterogeneity. Secondly, a small sample size due to the rarity of the tumor may generate the results bias. Thirdly, in this study, the tumor was contoured slice by slice to obtain the entire neoplastic DKI parameters. However, DKI parameters were obtained from the largest tumor section in some related reports (10, 12). We assumed that the DKI quantitative parameters of the entire tumor could provide a more comprehensive tumor characterization.

Previous reports have found that radiomics analysis could sensitively distinguish pancreatic tumors, which confirmed its clinical value (8, 27). We developed and validated a diagnostic, radiomics signature model for differentiation of PNETs and SPTs. The radiomics model incorporating the T2WI and DKI radiomics signature, age, and gender of patients facilitated the pre-operation individualized diagnosis of PNETs and SPTs. Compared with subjective evaluation by radiologists, radiomics analysis could improve the diagnostic performance for distinguishing PNETs from SPTs. The diagnostic accuracies of the radiomics analysis were also higher than that of parameters obtained from DKI.

A reason for the robustness and improved performance of our radiomics model was the use of T2WI. Three T2WI features were used to construct the radiomics signature suggesting that T2WI was a good option for the differentiation between PNETs and SPTs. A recent report has shown the good ability to identify PNETs and SPTs using the morphological features exposed by T2WI with AUC of 0.701 and 0.875 in primary and validation sets, respectively (8). In clinical practice, T2WI could show the cystic degeneration, intra-tumor hemorrhage, and solid component; thus, it played a crucial role in this differentiation. As a result, radiomics features from T2WI could make these characteristics of pancreatic tumors quantitative and add other valuable information related to pancreatic tumor differentiation.

Another explanation for the robustness of our model was the use of DKI derived from DWI. DKI may provide more useful information. As a functional imaging technique, DKI showed strong potential information associated with this differentiation. Among the seven features, one potential feature was obtained from Dapp, and three were extracted from Kapp. To the best of our knowledge, no related research on radiomics based on DKI was reported for differentiating pancreatic tumors. DKI showed functional information, such as diffusion, perfusion, heterogeneity, and so on, which may not be reflected by DKI parameters, but could be reflected by the radiomics analysis. In our present study, the use of radiomics based on DKI showed to have good performance for diagnosing PNETs and SPTs with AUC of 0.97 and of 0.86 in the primary and validation cohort, respectively. Our study also showed that the performance of radiomics model for diagnosing SPTs and PNETs was higher than that of subjective MRI diagnosis. Hence, this radiomics-based model could improve the performance and confidence of radiologists in diagnosing PNETs and SPTs and assist doctors in accurately choosing appropriated management.

The present study has several limitations. First, the retrospective nature of this study may have introduced potential selection and verification biases. In addition, as only surgically confirmed tumors were enrolled in our study, our results may not represent the true spectrum of PNETs and SPTs. Second, there was a small sample size due to the rarity of the tumors. A much larger database from multicenter with a considerably larger sample is required to validate the robustness and reproducibility of our radiomics model. Third, our data were acquired with a maximum b value of 1,500 s/mm2. In general, very high b-values (such as 2,000 s/mm2) were recommended for the evaluation of DKI. However, various authors have shown that kurtosis effects could be detectable in abdominal imaging when using maximum b-values of 800–1,500 s/mm2 at 3T (26, 28, 29).

To sum up, radiomics model based on DKI, T2WI, age, and gender of patients may be more valuable than MD and MK for discriminating PNETs and SPTs. This radiomics model could improve diagnostic accuracy and contribute to determining an appropriate treatment strategy for pancreatic tumors. This model could also improve the diagnostic accuracy of differentiating PNETs and SPTs.
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Purpose: The purpose was to assess the predictive ability of computed tomography (CT)-based radiomics signature in differential diagnosis between pancreatic adenosquamous carcinoma (PASC) and pancreatic ductal adenocarcinoma (PDAC).

Materials and Methods: Eighty-one patients (63.6 ± 8.8 years old) with PDAC and 31 patients (64.7 ± 11.1 years old) with PASC who underwent preoperative CE-CT were included. A total of 792 radiomics features were extracted from the late arterial phase (n = 396) and portal venous phase (n = 396) for each case. Significantly different features were selected using Mann–Whitney U test, univariate logistic regression analysis, and minimum redundancy and maximum relevance method. A radiomics signature was constructed using random forest method, the robustness and the reliability of which was validated using 10-times leave group out cross-validation (LGOCV) method.

Results: Seven radiomics features from late arterial phase images and three from portal venous phase images were finally selected. The radiomics signature performed well in differential diagnosis between PASC and PDAC, with 94.5% accuracy, 98.3% sensitivity, 90.1% specificity, 91.9% positive predictive value (PPV), and 97.8% negative predictive value (NPV). Moreover, the radiomics signature was proved to be robust and reliable using the LGOCV method, with 76.4% accuracy, 91.1% sensitivity, 70.8% specificity, 56.7% PPV, and 96.2% NPV.

Conclusion: CT-based radiomics signature may serve as a promising non-invasive method in differential diagnosis between PASC and PDAC.

Keywords: computed tomography, pancreatic neoplasms, pancreas, adenocarcinoma, adenosquamous carcinoma, radiomics


INTRODUCTION

Pancreatic ductal adenocarcinoma (PDAC) accounts for the majority of pancreatic malignant neoplasms, and the overall 5-year survival rate lags at 8% (1). Pancreatic adenosquamous carcinoma (PASC) is identified as a variant of PDAC, which accounts for only 1–4% of pancreatic adenocarcinoma (2), demonstrating both squamous and glandular differentiation (3, 4).

PASC patients demonstrate a slight male preponderance, with neoplasms frequently located in the head of the pancreas, which is commonly seen in PDAC patients (2). The clinical symptoms and manifestations of PASC, such as abdominal pain, body weight loss, and jaundice, are also similar to those of PDAC (3, 5), making it difficult to differentiate between the two entities. However, PASC is considered to be more aggressive than PDAC, which has a higher frequency to simultaneous metastasis to the lymph nodes and the liver (2, 6). Consequently, patients with resected PASC have a poorer prognosis than those with PDAC (median survival: 12 vs. 16 months) (2). Surgical resection with R0 margin offers the only potential chance of a cure in patients with PDAC, which is also recommended for patients with PASC (3, 7). However, patients with PASC can also benefit from radiation therapy as squamous cancer tissue is sensitive to radiation therapy. Some conventional CT or MRI imaging features, including a round and lobulated shape, cystic changes, tumor thrombus in the portal vein system, and ring-enhancement pattern, were useful in differential diagnosis between PASC and PDAC (4, 6), but the enrolled number of patients was small (4) and discriminative sensitivity was relatively low (6). Ultrasound-guided fine-needle aspiration (US-FNA), used to sample the mass, is a sensitive and safe method in the diagnosis of solid pancreatic tumors (8). However, there has been much debate about the fact that sometimes a biopsy sample could not reflect the entire extent of the phenotype of the whole tumor due to sampling errors (9). Even EUS-FNA biopsies had 12–14% false negative rates, which can cause delayed patient care (10). Therefore, accurate preoperative discrimination between PASC and PDAS using non-invasive imaging is very important for choosing the optimal treatment and for prognosis prediction.

CT has become an important non-invasive method for the diagnosis and the evaluation of different diseases, owing to its capability to reflect the biological and the physiological characteristics of different organs. CT texture analysis (CTTA) is an emerging field of investigation which is capable of assessing tissue gray-level intensity within an image and allows accurate characterization of tumors by quantification of the intra-tumoral heterogeneity (9, 11). An investigation of CTTA has been carried out in different tumors, and the original results are encouraging (12–14).

However, no studies have been conducted with CT-based radiomics signature to preoperatively differentiate PASC from PDAC. This study assessed the predictive ability of CT-based radiomics signature in differential diagnosis between PASC and PDAC.



MATERIALS AND METHODS


Patient Selection

This retrospective study was approved by the Medical Ethical Committee with a waiver of patients’ approvals, which identified a total of 35 patients with pathologically confirmed PASC through surgical resection from three institutions between January 2010 and January 2019. This study also identified a total of 106 patients with pathologically confirmed PDAC through surgical resection from three institutions between January 2017 and January 2019. The inclusion criteria were as follows: (1) the patients underwent dual-phase contrast-enhanced CT (late arterial and portal venous phases) within 30 days prior to surgery, (2) the patients had a definite pathological diagnosis of PASC or PDAC, (3) the patients had optimal CT images for further radiomics analysis, and (4) the patients did not receive pre-surgical treatment such as chemoradiotherapy. Patients with PASC (n = 31) and PDAC (n = 81) were finally selected. The exclusion criteria and the acquisition of the study cohort are demonstrated in Figure 1.


[image: image]

FIGURE 1. Study workflow of patient selection.




Image Acquisition

In 16 PASC patients, CE-CT was performed in our institution. In the remaining 15 PASC patients, CE-CT was performed in the other two institutions. Among the 31 PASC patients, CT was performed (a) with SOMATOM Definition (Siemens Healthcare, Germany) in 12, (b) with Optima 670 (GE Healthcare, Tokyo, Japan) in eight, (c) with Philips Brilliance 64 (Philips Healthcare, DA Best, Netherlands) in seven, and (d) with GE Lightspeed 64 VCT (GE Healthcare, United States) in four. Among the 81 PDAC patients, 63 patients underwent CE-CT in our institution (a) with Optima 670 (GE Healthcare, Tokyo, Japan) and (b) with Philips Brilliance 64 (Philips Healthcare, DA Best, Netherlands). The remaining 18 patients underwent CE-CT in the other two institutions (a) with SOMATOM Definition (Siemens Healthcare, Germany) and (b) with GE Lightspeed 64 VCT (GE Healthcare, United States). Similar protocols were adopted during the CT examinations: 120 kVp, 200–400 mAs, gantry rotation time of 0.5 s, helical pitch of 1.375, matrix of 512, and slice thickness of 1.0 mm, with a reconstruction interval of 1.0 mm. For multiphase imaging, 100–120 ml of non-ionic intravenous contrast media (Omnipaque, 350 mg I/ml, GE Healthcare) was administrated at a fixed rate of 3.0 ml/s. The scanning time delay was 40 s for the late arterial phase and 70 s for the portal venous phase.



Technical Workflow

A general technical workflow, including tumor segmentation, radiomics feature extraction and selection, and radiomics signature construction and validation, is displayed in Figure 2.
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FIGURE 2. A general technical workflow of image processing and machine learning.




Tumor Segmentation

The most current NCCN guidelines (version 2.2019; April 9, 2019) recommend dual-phase pancreatic CT protocol (pancreatic phase/late arterial phase: 40–50 s; portal venous phase: 65–70 s) as necessary for the optimal evaluation of primary pancreatic tumors (7). The tumors were manually segmented from the late arterial and portal venous CT images using ITK-SNAP software (version 3.6.0)1. The segmentation of the tumor was based on the total volume of the tumor and done by a board-certified abdominal radiologist. The radiologist had no prior knowledge of the patients’ pathological diagnosis and had used ITK-SNAP for a prior study of 109 patients (13, 15). Moreover, during the region-of-interest delineation, the blood vessels and the lymph nodes around the tumor were avoided.



Extraction and Selection of Radiomics Features

Two pre-processing steps were applied to CT images before feature extraction. The first one was resampling the image into 1-mm × 1-mm × 1-mm spacing to eliminate the difference of revolution and slice thickness. Second, gray level discretization was used to merge the neighboring gray levels into one level so as to eliminate the random fluctuation of the gray value, with a final 256 bins. Then, a total of 792 radiomics features were extracted from the late arterial phase (n = 396) and portal venous phase (n = 396) for each case using Analysis Kit software (version V3.0.0.R, GE Healthcare). In order to reduce the redundancy of the radiomics features, Mann–Whitney U test was firstly applied to explore features that are significantly different between the two groups; then, univariate logistic regression method was applied to explore the discriminative features between the two groups. Finally, minimum redundancy maximum relevance (MRMR) method (13, 15, 16), allowing the retention of the 10 most predictive radiomics features with minimum redundancy maximum relevance, was adopted.



Construction and Validation of Radiomics Signature

Ten radiomics features, including seven features from late arterial phase images and three from portal venous phase images, were combined to construct a radiomics signature using random forest (RF) method (17), which contains a specific combination of multiple classification and regression trees comprising of independent diagnostic algorithms. The discriminative ability of the radiomics signature was recorded.

To explore the robustness and the reliability of the radiomics signature, we performed 10-times leave group out cross-validation (LGOCV) analysis (18), where the patients were randomly divided into training and testing sets with a ratio of 7:3 for 10 times. During each time, the training group was used to train a new model, and the testing set was used as an independent set with which to evaluate the model. The average performance of the 10 newly built models can be used to prove the stability and the reliability of the radiomics signature.



Statistical Analysis

Statistical analysis was performed using SPSS version 24.0 (IBM SPSS Inc., Chicago, IL, United States) and R software, version 3.6.12. A p value below 0.05 was considered to indicate statistical significance.



RESULTS


Patient and Tumor Characteristics

Thirty-one PASC and 81 PDAC patients were analyzed in this study. The patient and tumor characteristics are listed in Table 1. No significant difference was found in terms of age, sex, tumor size, tumor location, or clinical symptoms between both groups (Table 1).


TABLE 1. Characteristics of patients with PASC and PDAC.

[image: Table 1]


Selection of Radiomics Features

A total of 396 radiomics features primarily extracted from each phase CT image could be divided into six categories (Figure 3). Finally, a total of 792 radiomics features derived from dual-phase CT images were obtained and analyzed. All radiomics features were compared using Mann–Whitney U test between both groups, the p values of which were displayed by using Manthattan (Figure 4). As a result, a total of 295 radiomics features with a p value <0.05 were selected. Then, univariate logistic regression analysis was performed to explore the discriminative features between both groups, and 159 features were found. Finally, 10 radiomics features at the late arterial phase (named A_) and portal venous phase (named V_), including A_Compactness2, A_SurfaceVolumeRatio, A_RunLengthNonuniformity_angle135_offset1, A_LongRun LowGreyLevelEmphasis_angle45_offset7, A_Correlation_angle 135_offset7, V_LongRunEmphasis_angle45_offset7, V_Short RunHighGreyLevelEmphasis_angle135_offset4, A_Inverse DifferenceMoment_AllDirection_offset4_SD, V_Compactness2, and A_GLCMEntropy_AllDirection_offset4_SD, were retained using MRMR method. Two ways, including AUC barplot (Figure 5A) and heat map (Figure 5B), were used to show the remaining 10 radiomics features selected using MRMR method at the late arterial and portal venous phases. The comparisons of the 10 radiomics features between PASC and PDAC groups are summarized in Table 2. Moreover, the classification performance of each CT radiomics feature was evaluated using a receiver operating characteristic (ROC) curve (Table 3).
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FIGURE 3. Extraction of radiomics features.
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FIGURE 4. Display of p values between pancreatic adenosquamous carcinoma and pancreatic ductal adenocarcinoma for 792 extracted radiomics features using Manthattan.
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FIGURE 5. (A) Area under the curve barplot of the 10 selected radiomics features using minimum redundancy maximum relevance (MRMR) method. (B) Heat map showing the expression of the 10 selected radiomics features using MRMR method in 112 patients [numbers 1–81, pancreatic ductal adenocarcinoma (PDAC) patients; numbers 82–112, pancreatic adenosquamous carcinoma (PASC) patients]. The legend for PDAC is red color, while the legend for PASC is blue color. Regions with red intensity indicate relatively low values, while regions with green intensity represent relatively high values. (C) Receiver operating characteristic (ROC) curve of the CT-based radiomics signature in the differential diagnosis between PASC and PDAC. (D) The importance of the 10 selected radiomics features with which to construct the radiomics signature.



TABLE 2. Comparisons of 10 radiomics features selected using MRMR method between PASC and PDAC are expressed as median (IQR).
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TABLE 3. Classification performance of 10 radiomics features selected using MRMR method in the differential diagnosis between PASC and PDAC.
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Construction and Validation of Radiomics Signature

Subsequently, RF method was used to construct the radiomics signature which displayed differential diagnosis ability between PASC and PDAC with 10 radiomics features. The results revealed that the radiomics signature was able to discriminate between PASC and PDAC. The classification performance of the radiomics signature had 94.5% accuracy, 98.3% sensitivity, 90.1% specificity, 91.9% PPV, and 97.8% NPV, with an AUC of 0.98 (Figure 5C). The importance of the 10 radiomics features is shown in Figure 5D. Then, we performed 10-times LGOCV analysis to explore the robustness and the reliability of the radiomics signature. The radiomics signature was proved to be robust and reliable using LGOCV method, the accuracy, sensitivity, specificity, PPV, and NPV of which were 76.4, 91.1, 70.8, 56.7, and 96.2%, with an average AUC of 0.82. Figure 6 shows the results of 10-times LGOCV analysis in differentiating PASC from PDAC using ROC curves, which proved that the radiomics signature was relatively robust and reliable.
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FIGURE 6. Receiver operating characteristic (ROC) curves of 10-times LGOCV analysis for differentiating pancreatic adenosquamous carcinoma from pancreatic ductal adenocarcinoma, the mean AUC of which was 0.82. The radiomics signature was proved to be robust and reliable.




DISCUSSION

PASC is a rare malignant neoplasm of the pancreas, characterized by a mixture of glandular and squamous differentiation, which is very difficult to be discriminated from PDAC (3). In a population-based analysis, it was reported that the postoperative overall survival in patients with PASC after surgical resection is significantly worse than that of patients with PDAC after surgical resection (2). An accurate preoperative diagnosis is of great importance in the patients’ prognosis prediction. There are two major obstacles in accurately differentiating between PASC and PDAC: One is that these two types of tumors share similar clinical symptoms, such as abdominal pain and jaundice (3, 5); the other is that very few features with high sensitivity and specificity on imaging studies are found in the preoperative discrimination between both groups (4, 6, 19–21).

Malignant tumors display heterogeneity with variable internal spatial organization due to differences in cellularity and angiogenesis. Tumors with highly aggressive behavior and subsequent poor prognosis have high intratumoral heterogeneity (22, 23). Evidence for such histologic characteristics could be embedded into the pixels of CT or MRI images, which could be evaluated by texture analysis, as it provides a potential method for the quantification of tumor spatial heterogeneity (9). The tumor classification of PASC and PDAC depends on the microscopic evaluation of uniformity and heterogeneity. Microscopic heterogeneity could also be reflected by tumors grossly. Interestingly, texture analysis provides a plausible method to non-invasively evaluate macroscopic heterogeneity (15, 24). Li et al. (25) have explored the potential application of CT-based texture analysis in discriminating atypical pancreatic neuroendocrine tumors (PNETs) from PDAC. D’Onofrio et al. (12) have shown the potential of 3D CT texture analysis in PNET grading. Similarly, in our previous studies, CT texture analyses have been proven to be a plausible quantitative method to differentiate between pancreatic lesions which share similar conventional imaging findings (13, 14).

Thus far, to our best knowledge, no studies have evaluated the potential value of CT-based radiomics signature to preoperatively differentiate PASC from PDAC. Toshima et al. (4) analyzed the CT and MR imaging findings in eight PASC and 33 PDAC patients. They found that PASC demonstrated a higher frequency of a round and lobulated-shaped (100 vs. 57.6%) tumor thrombus in the portal vein system (37.5 vs. 6.1%) and necrotic portions (100 vs. 39.4%) as compared with PDAC, but the number of enrolled PASC patients was relatively small. In a study by Imaoka et al. (6), they concluded that PASC showed a higher frequency of a smooth outline, ring-enhancement pattern, and cystic changes as compared with PDAC, and the most predictive feature was the ring-enhancement pattern, which showed a low sensitivity of 65.2% and a specificity of 89.6%. In our study, seven radiomics features from late arterial phase images and three from portal venous phase images were finally selected. All radiomics features showed an acceptable classification performance for differentiating PASC from PDAC, with a range from 0.660 to 0.755 of AUC. In addition, RF method was used to construct the radiomics signature, which showed 94.5% accuracy, 98.3% sensitivity, 90.1% specificity, 91.9% PPV, and 97.8% NPV, with an AUC of 0.98. Finally, 10-times LGOCV method was used to validate the robustness and the reliability of the radiomics signature. A high pooled sensitivity of 91.1%, specificity of 70.8%, and accuracy of 76.4%, with an average AUC of 0.82, indicated a stable and reliable radiomics signature.

We are aware of some limitations. First, the number of PASC patients was small for radiomics analysis due to its low incidence rate, which only accounts for 1–4% of pancreatic adenocarcinoma (2). Second, an inherent selection bias cannot be avoided due to the retrospective nature of the study. Third, different scanners were adopted. However, similar parameters were used during CT scanning, and pre-processing steps were adopted before feature extraction. Despite the use of different tube currents, a study by Mulé et al. (26) indicated that different tube currents have a little influence on the CT texture parameters. Fourth, conventional imaging features were not investigated in the study as we thought that there is appropriate evidence in the literature concerning this topic. Fifth, an external validation or a multi-center validation of these promising outcomes will be needed in the future. Finally, a core issue concerns the context in which the texture was filed as deciphered of the radiomics features, even though they were somehow validated (27).

In conclusion, our study developed and validated a CT-based radiomics signature in differential diagnosis between PASC and PDAC, which may serve as a promising non-invasive method.
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Objective: Determine the performance of a computed tomography (CT) -based radiomics model in predicting early response to immunotherapy in patients with metastatic melanoma.

Methods: This retrospective study examined 50 patients with metastatic melanoma who received immunotherapy treatment in our hospital with an anti-programmed cell death-1 (PD-1) agent or an inhibitor of cytotoxic T lymphocyte antigen-4 (CTLA-4). Thirty-four patients who received an anti-PD-1 agent were in the training sample and 16 patients who received a CTLA-4 inhibitor were in the validation sample. Patients with true progressive disease (PD) were in the poor response group, and those with pseudoprogression, complete response (CR), partial response (PR), or stable disease (SD) were in the good response group. CT images were examined at baseline and after the first and second cycles of treatment, and the imaging data were extracted for radiomics modeling.

Results: The radiomics model based on pre-treatment, post-treatment, and delta features provided the best results for predicting response to immunotherapy. Receiver operating characteristic (ROC) analysis for good response indicated an area under the curve (AUC) of 0.882 for the training group and an AUC of 0.857 for the validation group. The sensitivity, specificity, and accuracy of model were 85.70% (6/7), 66.70% (6/9), and 75% (12/16) for predicting a good response.

Conclusion: A CT-based radiomics model for metastatic melanoma has the potential to predict early response to immunotherapy and to identify pseudoprogression.

Keywords: malignant melanoma, immunotherapy, radiomics, computed tomography, pseudoprogression


INTRODUCTION

Melanoma is one of the most commonly encountered malignant tumors in the clinic and is also one of the fastest growing malignant tumors. In recent years, immunotherapies, especially those targeting the programmed cell death protein 1 (PD-1) and PD-1 ligand 1 (PD-L1) pathway, have greatly improved the treatment of melanoma. Phase 1b studies of pembrolizumab, which targets the PD-1 receptor, reported a response rate of 16.7% and a median overall survival time of 12.1 months when used as a second-line therapy for metastatic melanoma in Chinese patients (1). However, the rates of response to these anti-PD-L1 agents are lower in melanoma patients from China than patients from Western countries (2). Consequently, there is a need to better predict the responses of melanoma patients to immunotherapy.

Conventional response criteria, such as Response Evaluation Criteria in Solid Tumors (RECIST) version 1.1, might not be applicable because pseudoprogression and other patterns of atypical response occur in patients who receive immunotherapy (3, 4). When the initial evaluation is progressive disease (PD), the lack of effective methods to predict pseudoprogression may affect the confidence of doctors in continuing drug therapy. In other words, misreading of PD may lead to inappropriate treatment strategies.

Radiomics extracts a large amount of information from the CT images for quantitative analysis, data mining, and big data analytics to predict the survival and treatment efficacy of patients with different cancers. There have been major breakthroughs in the use of radiomics for lung cancer, colorectal cancer, and other tumors (5–14). To the best of our knowledge, no studies have yet applied radiomics specifically to melanoma. We hypothesize that quantification of the morphological characteristics of CT images from patients with melanoma may be useful as predictive markers. Thus, we developed and validated a radiomic model to analyze CT images of melanoma patients before and after immunotherapy to predict those who have early response to immunotherapy.



MATERIALS AND METHODS


Patients

Data from 34 patients were used as a training sample. These patients received a PD-1 inhibitor (pembrolizumab) for treatment of metastatic malignant melanoma in our hospital from August 2016 to November 2017. Data from 16 other patients were used as a validation sample. These patients received anti-CTLA-4 immunotherapy (ipilimumab) in our hospital from January to November 2017. Inclusion criteria: All eligible patients had pathologically confirmed metastatic melanoma and received enhanced CT examination before treatment. At baseline, each patient had at least one measurable lesion based on RECIST version 1.1 criteria. After 1 and 2 cycles of immunotherapy, enhanced CT examinations were performed again to evaluate treatment response. Exclusion criteria: The contrast enhancement effect of CT in patients was not good for clinical diagnosis. Diffused invasive metastatic lesions are difficult to distinguish tumor boundaries and thus cannot be measured.

This retrospective study were reviewed and approved by our institutional review board. All patients provided written informed consent.



CT Examination

CT scans were performed using two 64-detector row CT scanners (LightSpeed 64, GE Healthcare, Milwaukee, WI, USA and Philips Brilliant CT, Amsterdam, Netherlands). CT scans of different body parts (neck, thorax, abdomen, pelvis, and limbs) used routine scanning parameters for these regions. All patients received contrast enhanced scans, and high-pressure syringes were used to inject the elbow veins with a non-ionic iodine contrast agent at 3–4 mL/s (Ultravist, 370 mg/mL; Bayer, Germany). The dose of the contrast agent ranged from 100 to 150 mL, depending on body sites and enhanced phases.



CT Image Analysis and Evaluation of Response to Immunotherapy

For the training sample and validation sample, the response to immunotherapy was evaluated using the RECIST version 1.1 standard. After the first cycle of anti-PD-1 therapy, the efficacy was rated as complete response (CR), partial response (PR), progressive disease (PD), or stable disease (SD). For a patient with an evaluation of PD after the first cycle, if the tumor lesion continued to increase after the second cycle of treatment, then the response was recorded as “true PD.” However, if the tumor became smaller or stabilized after the second cycle treatment, the response was recorded as “pseudoprogression.” After two cycles of anti-PD-1 immunotherapy, patients who had true PD were classified in the poor response group, and those who had pseudoprogression, PR, CR, and SD were classified in the good response group.

The two radiologists, one with 10 years and the other with 20 years experience in body CT performed image analyses jointly to agreement. They examined all CT images and identified the largest melanoma target lesion in each patient at baseline and after the first cycle of treatment. He used open-source image analysis software (3D Slicer, version 4.8.1, www.slicer.org) to manually outline the largest tumor lesions on the CT images at baseline and after the first cycle of treatment. The image of the lesion and associated data were collected for radiomics model building and prediction of the response to immunotherapy.



Radiomics
 
Feature Extraction

In total, 497 radiomic features were extracted from the ROI region of baseline examination and after one cycle of immunotherapy treatment for each patient which included intensity, geometry, and textures features of the tumor. Delta radiomic features were computed by calculating the difference for a given feature from the two different examinations. After that we get three types of features (baseline features, one cycle of treatment features and delta radiomic features) which have seven different combinations as shown in Table 1.


Table 1. Image features extracted in pre-, post-and delta types.

[image: Table 1]


Feature normalization

We made use of Z-scores method to normalize each feature so that the mean of each feature is 0 and the variance of each feature is 1.



Feature selection

Step 1: T-test

This is a 2-classes classification. Features of two classes are examined by T-test. P-value (T-value) is used to help to select the features in step 2.

Step 2: Redundancy

To reduce the influence of redundancy between features on prediction results, feature reduction was performed on pre-treatment features, post-treatment features, and delta-features, respectively. Calculate the cross-correlation between each two features. If the cross-correlation is larger than 0.8, the feature with larger T value in the previous step is removed.




Radiomics Method

The training phase use multi-objective optimization to fully generates the Pareto-optimal model set. Because feature selection may impact on model parameter training, we conduct feature selection and model parameter training simultaneously. Assume that α = {α1,…, αM} is used to define the model parameters, where M is the number of model parameters. And β = {β1,…, βN} is used to define all the features, where N is the number of features. The optimization goal of the model is to maximize both sensitivity fsen and specificity fspe to obtain the Pareto-optimal model set, that is:

[image: image]

The iterative multi-objective immune algorithm (IMIA) (1) are adopted here to optimize the above objective function. IMIA includes six steps: initialization, clonal operation, mutation operation, deleting operation, updating solution set, and termination detection. In initialization, we used a hybrid initialization and initialize model parameters randomly. Clonal operation adopted the proportional cloning method (2). Mutation operation was conducted only when the mutation probability which is generated randomly is greater than the denoted mutation probability. After conducting the above two steps, there may be the same solutions in the generated solution set. So we need to perform deleting operation to keep the unique solution. AUC based the fast non-dominated sorting approach 1 is adopted to updating solution set in order to keep the solution set size. When the generation reaches the maximum number of iterations, the algorithm ends; otherwise it goes to the clone operation. The Pareto-optimal models denoted by F = {F1,…, FL} are produced after the training stage, where L is the number of Pareto-optimal models (Figure 1).


[image: Figure 1]
FIGURE 1. AutoMO framework, showing the workflow of the method, which has training and validation stages. It consists of training and testing stages. In training stage, a Pareto-optimal model set is generated. In testing stage, the validation samples are fed into the trained Pareto-optimal models and the final probability output is obtained through evidential reasoning strategy.


In the test phase, weight calculation, and evidential reasoning based fusion were performed (3). We used ω = {ω1,…, ωJ} to define weight, where 0 ≤ ωj ≤ 1 and [image: image]. Assume that is used to define the output probability for each models, where [image: image] and [image: image] are the output probability for treatment response label, and [image: image]. In order to get the balanced result, the model which have non-zero weights represents a good balance between sensitivity and specificity. While the other models have zero weights. AUC is also used to compute the weights because of its ability to evaluate the model reliability. Finally, the weights are computed as:

[image: image]

where [image: image], [image: image] and AUCj represent the sensitivity, specificity and AUC for model ι in training stage. After that, we normalize the weight. Finally, the final output probability P* is got by using ER (10) to incorporate the output probabilities of different models, that is:

[image: image]

The label which has maximal output probability is the final label as:

[image: image]
 

Statistical Analysis
 
Radiomics Signature Building

The prediction target is the real progress after immunotherapy, and the model was verified internally using the 5-fold cross-validation method. A support vector machine (SVM), with a radial basis function as the kernel, was used to build the model. The AUC, accuracy (ACC), sensitivity (SEN), and specificity (SPE) were used to evaluate model performance. Results were compared using an unpaired t-test at a significance level of 0.05.

Statistical analysis was conducted using R software (version 3.5.0; http://www.Rproject.org) and MATLAB (version 2017a; Mathworks, Natick, MA). A two-sided P-value below 0.05 was considered significant. MATLAB software was used to model the training sample for prediction of the good response group. The diagnostic area under the curve (AUC) of a receiver operating characteristic (ROC) curve for the training sample was obtained. Then, data from the validation group were entered into the radiomics model for calculation of the AUC.






RESULTS


Patient Characteristics

We examined 50 patients with advanced melanoma, 34 in the training group and 16 in the validation group (Table 2). Patients in both groups received two cycles of immunotherapy. At that time, 18 patients in the training group had true PD, 2 had pseudoprogression, and 14 had SD or PR; 9 patients in the validation group had true PD, 3 had pseudoprogression, and 4 had SD or PR. We classified all patients as having a poor response (PD) or a good response (all other outcomes).


Table 2. Characteristics of patients with metastatic melanoma in this study (n = 50).
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Radiomics

We used data from patients who received anti-PD-1 immunotherapy (training group) to train the predictive model, and data from patients who received anti-CTLA-4 immunotherapy (validation group) to test the model by calculation of SEN, SPE, AUC, ACC based on different combinations of features (Table 3). The results show that pre-treatment and post-treatment delta features provided the best performance among the seven feature combinations considered. The sensitivity, specificity, and accuracy of model were 85.70% (6/7), 66.70% (6/9), and 75% (12/16) for predicting a good response. Three pseudoprogression cases were predicted as good response in the validation group (Table 3). The highest AUC of the training sample was 0.882 and the highest AUC of the validation sample was 0.857 (Table 4 and Figure 2). The number of selected features for seven combinations is shown in Table 5 and the corresponding selected features are shown in Table 6.


Table 3. The results of radiomics model predicting the response of immunotherapy in the validation group.

[image: Table 3]


Table 4. Diagnostic performance of the radiomics model in the validation sample using different features of pre-treatment and post-treatment CT images.

[image: Table 4]


[image: Figure 2]
FIGURE 2. ROC curves of the radiomics model based on several CT images' features in the validation sample for predicting response to immunotherapy were showed in this figure. The best AUC (0.857) was performed by the radiomics model based on pre-treatment, post-treatment, and delta features.



Table 5. Selected feature numbers for seven combinations.

[image: Table 5]


Table 6. Selected features for seven combinations.
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DISCUSSION

In this study, a CT-based radiomics model based on the contrast-enhanced CT images was built to predict early response to immunotherapy in patients with metastatic melanoma. The radiomics model based on pre-treatment, post-treatment, and delta features provided the best results for predicting response to immunotherapy. Receiver operating characteristic analysis for good response indicated an AUC value of 0.882 for the training group and an AUC of 0.857 for the validation group.

Cancer patients who receive immune checkpoint inhibitors experience a variety of responses, including pseudoprogression. Pseudoprogression (defined as the initial radiographic increase in tumor size or the appearance of new lesions followed by tumor shrinkage) has an incidence of about 7% in melanoma patients (15, 16). In our study, there were 5 cases (10%) of pseudoprogression among all 50 melanoma patients. In the era of immunotherapy, when the initial evaluation is progressive disease, if there is no clinical deterioration, the original treatment will continue to be used and then repeat a scan in another cycle. If the tumor is further increased after the second cycle of treatment, the treatment plan needs to be changed. If it is not confirmed, it is considered pseudoprogression and the original treatment can be continued.

Radiomics is based on a variety of imaging modalities, and numerous studies have used radiomics to evaluate the efficacy of cancer treatments. Some previous studies successfully predicted response to radiotherapy and chemotherapy. For example, Huynh et al. reported that their radiomic signature successfully predicted response to stereotactic body radiation from pre-treatment CT scans in patients with stage I/II non-small cell lung cancer (NSCLC) (17). Other studies reported a potential role for radiomics in predicting pathological response to neoadjuvant chemotherapy prior to surgery based on pretreatment CT images of NSCLC (18, 19). Liu et al. reported that their radiomics model successfully predicted pathologic CR to neoadjuvant chemoradiotherapy in patients with locally advanced rectal cancer based on pre- and post-treatment magnetic resonance imaging (MRI), and that their model could identify patients with locally advanced rectal cancer who can safely omit surgery after chemoradiotherapy (20). Cui et al. also reported that radiomics analysis of pre-chemoradiotherapy multiparameter MRI images could predict pathologic CR in patients with locally advanced rectal cancer, and their ROC analysis indicated AUCs of 0.948 (training sample) and 0.966 (validation sample) (21).

These previous studies led us to use CT imaging data to establish a radiomics model to predict the response to immunotherapy in patients with metastatic melanoma. Our model also had good AUC values in the training sample (0.882) and validation sample (0.857). Notably, our model had 100% accuracy in distinguishing pseudoprogression from poor response after the first cycle of treatment. To our best knowledge, there is currently no effective method that uses conventional CT images to identify pseudoprogression in enlarged lesions. Thus, a radiomics model that considers delta features from the images may provide more meaningful data than simple consideration of tumor size. However, we need a larger sample to confirm the ability our method to detect pseudoprogression in malignant melanoma.

The radiomic model used in the present study is an automated learning model. Compared to the multi-objective radiomics model (22), we generated Pareto-optimal models with computed weights rather than selecting an optimal model manually. We used an evidential reasoning strategy to combine the output probabilities of the non-zero weighted Pareto-optimal models to determine the final output probability. In addition, we combined traditional radiomic features and delta radiomic features to construct the predictive model. Our results demonstrated that the model performance was significantly better when combining the radiomics-delta features from before and after one cycle of treatment. This shows that consideration of changes in features during treatment has great value for predicting treatment output.

Although CTLA-4 and PD-1 works in different phase of T-cell activation, the CTLA-4 inhibitor and PD-1 inhibitor were non-specific immunotherapy, leading to a general stimulation of the immune system. Responses obtained after these immune checkpoint inhibitors are different from those observed after cytotoxic agents. Pseudoprogression, which is shown as enlargement of lesion on computed tomography (CT) imaging initially, may reflect the infiltration of T cells into tumors. Pseudoprogression could be observed in patients with advanced melanoma treated with CTLA-4 inhibitor or PD-1 inhibitor. In this preliminary study, we hope to explore whether the radiomics model can be effective in the response evaluation of the both two types of immunotherapy, so as to extend the application scope of the model to the whole immunotherapy. Meanwhile, due to the limitation of sample size, anti-PD1, and anti-CTLA4 cases were not enough to be modeled and analyzed separately, so we chose anti-PD1 cases with a larger sample size as training samples and anti-CTLA4 cases with a smaller sample size as validation samples. We also obtained the effectiveness of the model to predict the training sample itself and the ability to predict validation samples. In future studies, we hope to expand the data size and separately verify the model's ability to evaluate the efficacy of the two immunotherapy drugs.

Our study has several limitations. The region of interest of each CT image was delineated in a single slice, and therefore might not be representative of the entire metastatic lesion. Three-dimensional analysis of the entire tumor should be considered in future studies. Moreover, as a pilot study, we only examined a small-sample of patients from a single center. The power of our radiomics model needs more samples for validation. However, the results of our study provide a feasible basis for predicting pseudoprogression after immunotherapy in patients with advanced melanoma.

In summary, we developed a CT image-based radiomics model that can potentially provide early predictions of the response to immunotherapy in patients with metastatic melanoma, and identify patients with pseudoprogression. Use of this model may reduce unnecessary treatments and costs, and prevent adverse effects from chemotherapy.
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Objective: Shear-wave elastography (SWE) can improve the diagnostic specificity of the B-model ultrasonography (US) in breast cancer. However, whether deep learning-based radiomics signatures based on the B-mode US (B-US-RS) or SWE (SWE-RS) could further improve the diagnostic performance remains to be investigated. We aimed to develop the B-US-RS and SWE-RS and determine their performances in classifying breast masses.

Materials and Methods: This retrospective study included 291 women (mean age ± standard deviation, 40.9 ± 12.3 years) from two centers who had US-visible solid breast masses and underwent biopsy and/or surgical resection between June 2015 and July 2017. B-mode US and SWE images of the 198 masses in 198 patients (training cohort) from center 1 were segmented, respectively, to construct B-US-RS and SWE-RS using the least absolute shrinkage and selection operator regression and tested in an independent validation cohort of 65 masses in 65 patients from center 1 and in an external validation cohort of 28 masses in 28 patients from center 2. The performances of B-US-RS and SWE-RS were assessed using receiver operating characteristic (ROC) analysis and compared with that of radiologist assessment [Breast Imaging Reporting and Data System (BI-RADS)] and quantitative SWE parameters [maximum elasticity (Emax), mean elasticity (Emean), elasticity ratio (Eratio), and elastic modulus standard deviation (ESD)] by using the McNemar test.

Results: The single best-performing quantitative SWE parameter, Emax, had a higher specificity than BI-RADS assessment in the training and independent validation cohorts (P < 0.001 for both). The areas under the ROC curves (AUCs) of B-US-RS and SWE-RS both were 0.99 (95% CI = 0.99–1.00) in the training cohort, 1.00 (95% CI = 1.00–1.00) in the independent validation cohort, and 1.00 (95% CI = 1.00–1.00) in the external validation cohort. The specificities of B-US-RS and SWE-RS were higher than that of Emax in the training (P < 0.001 for both) and independent validation cohorts (P = 0.02 for both).

Conclusion: The B-US-RS and SWE-RS outperformed the quantitative SWE parameters and BI-RADS assessment for classifying breast masses. The integration of the deep learning-based radiomics approach would help improve the classification ability of B-mode US and SWE for breast masses.

Keywords: deep learning, radiomics, ultrasonography, shear-wave elastography, breast neoplasms


INTRODUCTION

Breast ultrasonography (US), avoiding the ionizing radiation and the requirement for breast compression, is a valuable supplemental screening tool in women, in particular those with dense breasts and negative mammogram results (1, 2). The Breast Imaging Reporting and Data System (BI-RADS) provides a standardized terminology to make an assessment and subsequent recommendation for lesions detected by US (3). For a lesion with BI-RADS category 3 (probably benign, ≤2% likelihood of malignancy), a short-interval follow-up was recommended instant of immediate biopsy (4). In contrast, for a lesion with BI-RADS category 4a (low suspicion of malignancy, >2%, but ≤10% likelihood of malignancy) or higher, further biopsy would be recommended (4). Improved classification of breast lesions might allow some benign lesions to be downgraded from BI-RADS category 4a to 3, where surveillance with safe follow-up would be an alternative to biopsy. US is very sensitive for breast lesion detection. However, the low specificity (high false-negative) in the differentiation of benign from malignant breast masses remains a major limitation of B-mode US (2, 5), which might lead to more benign lesions undergoing unnecessary biopsy. Elastographic US, including strain and shear-wave elastography (SWE), both of which are based on tissue stiffness, has the potential to improve the diagnostic specificity of B-mode breast US (6, 7). Strain elastography is based on the relative displacement of the tissue by freehand external compression. It has the shortcoming of being operator-dependent, and substantial varying degrees of interobserver variability may occur during data acquisition and interpretation on some vendors (8). Although the semiquantitative parameters (i.e., elastographic-to-B-mode length ratio and strain ratio) for strain are available (9), the exact elasticity value cannot be quantified (10–12). SWE can provide quantitative elasticity parameters and display a visual color overlay of elastic information during real-time imaging via the usage of acoustic radiation force induced by the fixed ultrasound push pulse generated from the transducer (10, 11). Several studies have shown that quantitative SWE parameters are reproducible for assessing elastographic features of breast masses and can improve the diagnostic specificity of B-mode US without loss of sensitivity (5, 7, 13). However, the specificity remains limited up to 86% when the quantitative SWE parameters were used (14). Therefore, a method to improve the diagnostic performance, especially to further improve the specificity of B-mode US or SWE, for the classification of breast lesions is needed.

Radiomics can extract high-throughput quantitative data from the medical image and objectively evaluate the inter- and intra-neoplastic heterogeneity through the spatial distribution of voxel intensity, which cannot be directly detected by the unaided eye (15, 16). Deep learning radiomics is one of the methods which can extract a large number of quantitative features from radiologic images by supervised learning (16). It is different from the traditional radiomics method in that, instead of extracting features in a hand-designed approach, deep learning only needs minor preprocessing of the data, if necessary, and then extracts informative representations in a self-learning manner (17). Although deep learning-based radiomic features are difficult to interpret, deep learning techniques have shown promising capabilities for the extraction of correlative quantitative representation in several medical applications (17, 18). Recently, deep learning based on the convolutional neural network has been considered as a stable, effective approach for the feature extraction, classification, detection, and segmentation tasks of radiologic images (17–20). It has been shown that a deep learning-based radiomics signature based on US and SWE could serve as a reliable and powerful tool for the prediction of axillary lymph node status in early-stage breast cancer (21). However, whether a deep learning-based radiomics signature can be used to improve the diagnostic performance of B-mode US and SWE for the classification of breast lesions remains unknown.

We hypothesized that deep learning-based radiomics signatures derived from B-mode US images (B-US-RS) and SWE images (SWE-RS) have better diagnostic performance than those of quantitative SWE parameters and radiologist assessment in classifying breast masses. The purpose of this study was to develop B-US-RS and SWE-RS and determine their diagnostic performances in classifying breast masses as compared with quantitative SWE parameters and radiologist assessment.



MATERIALS AND METHODS


Patients and Lesions

This retrospective study was reviewed and approved by the ethics committee of center 1 (Sun Yat-sen Memorial Hospital, Sun Yat-sen University, Guangzhou, China) and center 2 (Guangdong Provincial Traditional Chinese Medicine Hospital, Guangzhou, China). Patient informed consent was waived because of the retrospective nature of this study. Between June 2015 and July 2017, 340 consecutive women who underwent breast B-mode US and SWE examinations and had US-visible solid breast masses were identified (Figure 1). The inclusion criteria were women who had US-visible solid breast masses and who underwent biopsy and/or surgical resection. The exclusion criteria were as follows: (1) radiotherapy, chemotherapy, or breast biopsy before B-mode US and SWE examinations; (2) a history of ipsilateral breast surgery; (3) breast implant; (4) non-mass-type lesion; (5) large breast masses (>4 cm) beyond the maximum range of SWE detection; and (6) insufficient follow-up duration (<2 years of follow-up for lesions with benign core biopsy findings).
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FIGURE 1. The flowchart shows the enrollment pathway in this study and the distribution of patients in the training and validation cohorts. US, ultrasonography; SWE, shear-wave elastography.


Finally, 263 women (mean age = 40.9 ± 12.3 years, range = 18–77 years) with 263 breast masses (mean size = 1.3 ± 0.6 cm, range = 0.4–4.2 cm) from center 1 and 28 women (mean age = 40.8 ± 12.1 years, range = 24–68 years) with 28 breast masses (mean size = 1.3 ± 0.6 cm, range = 0.5–3.4 cm) from center 2 were included for analysis. These 263 patients from center 1 were divided 3:1 into the training cohort and independent validation cohort. Among them, 198 patients (mean age = 40.7 ± 12.1 years, range = 18–77 years) with 198 masses (mean size = 1.3 ± 0.6 cm, range = 0.4–3.4 cm) between June 2015 and December 2016 were identified to comprise the training cohort, which was used for radiomics signature construction, and 65 patients (mean age = 41.5 ± 13.2 years, range = 19–70 years) with 65 masses (mean size = 1.3 ± 0.6 cm, range = 0.4–3.4 cm) between January 2017 and May 2017 were identified as an independent validation cohort. Then, 28 patients with 28 masses between January 2017 and July 2017 from center 2 were identified as an external validation cohort. The 65 lesions in the independent validation cohort and the 28 masses in the external validation cohort were not used for radiomics signature development. There were no significant differences in the age (P = 0.90) and mass size (P = 0.96) between the training and the two validation cohorts.

In the training and validation cohorts, all masses were pathologically confirmed through US-guided core needle biopsy after breast B-mode US and SWE examination. The mass was resected in any malignant, atypical, or high-risk core biopsy result (i.e., lobular carcinoma in situ, atypical ductal hyperplasia, radial scar, and papillary lesion) and the diagnosis was confirmed by surgical pathology. Surgical excision was performed for 102 masses (51.5%) in the training cohort, 21 masses (32.3%) in the independent validation cohort, and 14 masses (50%) in the external validation cohort. For benign masses not treated by surgical resection, the diagnosis was further confirmed by follow-up US. The mean duration of follow-up with the US was 31 months (range = 24–42 months), and lesion stability was confirmed in all patients.



B-Mode US and SWE Acquisition

The B-mode US and SWE acquisition were performed by one of the two radiologists (BO and ML) in center 1 and one radiologist (Shulian Zhuang) in center 2 by using the US system (Aixplorer, SuperSonic Imagine, Aix-en-Provence, France) equipped with a multifrequency linear transducer (SL15–4, SuperSonic Imagine, Aix-en-Provence, France) operating at 4–15 MHz, according to the American Institute of Ultrasound in Medicine practice guidelines (3). The three radiologists had 15, 5, and 5 years of breast US experience, respectively, and at least 4 years (at least 150 patients per year) of experience of breast SWE. Clinical and mammographic findings (if any) of patients were available before B-mode US and SWE acquisition. After the B-mode US, the SWE image was acquired at a plane that showed the largest diameter of the breast mass. During SWE image acquisition, the scanning pressure applied by the operator was as low as possible to reduce artifactual stiffness, and the probe was kept still with no pressure being applied to the mass for a few seconds until the stable image was build up; meanwhile, patients were asked to hold their breath. A rectangular region of interest (ROI) was set for SWE acquisition. The size and location of the ROI were standardized, as previously reported (22). The stiffness in the ROI was displayed as a color map. This color-coded map represents quantitative values for the Young elastic modulus (in kilopascals) at each pixel, on which very soft tissues were coded in dark blue and areas of increasing stiffness were coded in light blue, green, orange, and red (22).



Radiologist Assessment and SWE Quantitative Analysis

In center 1, the radiologist assessment of the BI-RADS categories was recorded by one of two radiologists (B.O. or M.L.) after B-mode US imaging acquisition according to the American Institute of Ultrasound in Medicine practice guidelines (3). The other radiologist reviewed the assessment result, and in the case of a disagreement, a consensus was reached. In center 2, the radiologist assessment of the BI-RADS categories was recorded by the radiologist (S.L.Z.). The expected malignancy rates of the BI-RADS categories (23) are as follows: category 3 (probably benign, ≤2% likelihood of malignancy); category 4a (low suspicion of malignancy, >2%, but ≤10% likelihood of malignancy); category 4b (intermediate suspicion of malignancy, >10%, but ≤50% likelihood of malignancy); category 4c (moderate suspicion of malignancy, >50%, but <95% likelihood of malignancy); and category 5 (highly suggestive of malignancy, ≥95% likelihood of malignancy).

The quantitative SWE parameters were independently measured by one of the radiologists (B.O. or M.L.) in center 1 and the radiologist (S.L.Z.) in center 2 who had performed the B-mode US and SWE imaging. Quantitative SWE parameters were measured by using two 2-mm2 round ROIs. The method of ROI placement is shown in Figure 2. One round ROI was placed within or adjacent to the mass to encompass the maximum stiffness area, but not including the tissue outside the lesion displayed on the B-mode image, and the other round ROI was placed at the normal fatty tissue outside the lesion, but within the rectangular ROI which was set for SWE acquisition (7, 13). Quantitative SWE parameters, including maximum elasticity (Emax), mean elasticity (Emean), and elasticity ratio (Eratio), were automatically calculated and visualized by the US system. Eratio is the ratio of the Emean in the maximum stiffness area of the mass to the Emean in the ROI in the normal fatty tissue outside the lesion. Then, a round ROI adjusted to the mass contour to encompass the maximum area of mass was placed on the B-mode image, and the elastic modulus standard deviation (ESD) was automatically calculated. For each patient, these four quantitative SWE parameters were measured three times, and the maximum of Emax and the median of Emean, Eratio, and ESD were selected for analysis. The same view of B-mode US and SWE images displaying the maximal diameter of the lesion was used for further imaging segmentation. Quantitative SWE parameters were not used for the assessment of the BI-RADS category.
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FIGURE 2. Images show a grade 3 invasive ductal carcinoma in a 67-year-old woman. A standardized rectangular region of interest (ROI) was set for shear-wave elastography (SWE) image acquisition, and stiffness was displayed as a color map in the rectangular ROI (A,B). Quantitative SWE parameters including Emax (286.9 kPa), Emean (210.0 kPa), and Eratio (19.85) were measured by using two 2-mm2 round ROIs. One was placed within or adjacent to the mass to encompass the maximum stiffness area, and the other one placed at the normal fatty tissue outside the lesion, but within the square ROI (A). Another round ROI adjusted to the mass contour to encompass the maximum area of mass was used to measure ESD (41.4 kPa; (B)).




Lesion Segmentation

The recorded B-mode US and SWE images were manually segmented using an open-source imaging platform (ITK-SNAP, version 3.6.0; www.itksnap.org) by one investigator (investigator 1: M.L., with 5 years of experience in breast US, and 4 years of experience in breast SWE) who was blinded to the pathologic results of breast lesions. For the segmentation of the B-mode US images, a two-dimensional ROI was drawn on the B-mode grayscale US image, encompassing the hypoechoic region, which represents the mass. For the segmentation of the SWE image, the B-mode US image was used as a reference, and a two-dimensional ROI was drawn on the SWE color-coded image within the regions of square ROI embedded. Homogeneous masses (often soft masses and dark blue or light blue on SWE) are less likely to be malignant lesions, while non-homogeneous masses (often stiff masses and orange or red on SWE) are more likely to be malignant lesions on SWE images (7). Thus, the ROI encompassed the whole mass, and the contour line was placed along the border of the mass on the B-mode US image for homogeneous masses (Figure 3). The ROI covered the whole mass and adjacent breast tissue for non-homogeneous masses (Figure 4) as the maximum area of stiffness in malignant lesions is always found in the peritumoral region rather than in the lesion itself (24).
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FIGURE 3. Images show a fibroadenoma in a 41-year-old woman. Top left: The shear-wave elastography (SWE) image shows a homogeneous mass, the region of interest encompassing the whole mass, and the contour line located in the border of the mass. Bottom left: B-mode ultrasonography (US) image shows an irregular hypoechoic mass considered to be a Breast Imaging Reporting and Data System category 3 lesion, and the region of interest encompassed the hypoechoic region which represented the tumor. The segmented SWE image (top right in black box) and B-mode US image (bottom right in black box) were used for further deep learning-based radiomic feature extraction.
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FIGURE 4. Images show a grade 3 invasive ductal carcinoma in a 58-year-old woman. Top left: The shear-wave elastography (SWE) image shows a non-homogeneous mass, the region of interest encompassing the whole mass and adjacent breast tissue, and the contour line located in the border of light blue and green. Bottom left: B-mode ultrasonography (US) image shows an irregular hypoechoic mass considered to be a Breast Imaging Reporting and Data System category 4c lesion, and the region of interest encompassed the hypoechoic region which represented the tumor. The segmented SWE image (top right in black box) and B-mode US image (bottom right in black box) were used for further deep learning-based radiomic feature extraction.


Among the 198 masses in the training cohort, 50 masses were randomly selected, and the same segmentation procedure was repeated by the other investigator (investigator 2: JW, with 8 years of experience in breast US and 3 years of experience in breast SWE imaging) who was blinded to the pathologic result and then repeated by investigator 1 one month later. The intra- and inter-rater reproducibility of breast lesion segmentation was performed by using the Dice similarity coefficient (25). The intra- and inter-rater reproducibility of deep learning-based radiomic feature extraction was also assessed, and the intra- and interclass correlation coefficients (ICC) were calculated. A Dice similarity coefficient ranging from 0.75 to 1.00 was defined as an excellent agreement, from 0.50 to 0.74 as a good agreement, from 0.25 to 0.49 as a moderate agreement, and less than 0.25 as a poor agreement (26). An ICC ranging from 0.81 to 1.00 was defined as an almost perfect agreement, from 0.61 to 0.80 as a substantial agreement, from 0.41 to 0.60 as a moderate agreement, from 0.21 to 0.40 as a fair agreement, and from 0 to 0.20 as weak or no agreement (27). An ICC greater than 0.6 is considered a satisfactory agreement for deep learning-based radiomic feature extraction (28).



Radiomic Feature Extraction

Radiomic features can be extracted through deep learning approaches (29). The extracted deep learning-based radiomic features could be adaptively learned from images and better correlated with the specific image datasets. Thus, the deep learning-based radiomic features of masses were, respectively, extracted from B-mode US and SWE images by using an open-source platform (Tensorflow, version 1.7.0; https://www.tensorflow.org). To extract deep learning-based radiomic features, a convolutional neural network, which mainly contains two blocks of convolution and pool layers followed by three fully connected layers, was used (Figure 5). The bounding box of ROIs was, respectively, extracted from the segmented B-mode US and SWE images and resized to the dimension of 430 × 302 as the input. Two convolutional layers with a kernel size of 3 × 3 and depths of 32 and 64 were utilized, and the “rectified linear unit (ReLU)” operator was used as the activation function. Each convolutional layer was followed by a max pooling layer (kernel size, 2 × 2) to refine the features and reduce computational complexity. After the second convolutional layer, the flattened feature map was connected with a fully connected layer with nodes of 512, a dropout layer with the rate of 0.5, and two more fully connected layers with nodes of 256 and 2, respectively. The diagnosis of each case as benign or malignant was used as the training label. To train and fine-tune the network, the original training set was further divided into a training and an internal validation set at the ratio of 8:2. On-the-fly data augmentations such as horizontal and vertical image flipping and rescaling were performed during the training to improve training data variety. The network was trained by 80 epochs using a stochastic gradient descent optimizer with a learning rate of 0.01 and category cross-entropy as the loss function. The best model was selected based on performance evaluated on the internal validation set. After the network is well trained, the output feature maps of the second and third to the last fully connected layers were defined as the deep learning-based radiomic features, which have a dimension of 768. The source code and the trained model supporting the finding of this study are available at https://github.com/biototem/ultrasound_image_classification.
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FIGURE 5. Major steps for the image acquisition, segmentation, and deep learning-based radiomic feature extraction method. SWE, shear-wave elastography; US, ultrasonography; and Conv, convolutional layer.




Feature Selection, Development, and Validation of Radiomics Signature

A three-step procedure was performed for dimensionality reduction, robust deep learning-based radiomic feature selection, and radiomics signature construction. Firstly, the deep learning-based radiomic features with both intra-rater (reader 1 for twice assessment) and inter-rater (reader 1 and reader 2) ICC > 0.6 were selected (28). Secondly, the deep learning-based radiomic features were reduced by using the least absolute shrinkage and selection operator (LASSO) regression method, which is available for the regression of high-dimensional data (30). The LASSO regression method was used to select the breast mass classification-related features with non-zero coefficients from the training cohort. Lastly, the radiomics score (rad-score) was computed for each patient through the LASSO regression with a combination of selected features weighted by their respective coefficients. Both feature selection and the subsequent radiomics signature development were performed in the training cohort. The performance of the obtained radiomics signature was, respectively, evaluated using an independent validation cohort and an external validation cohort, which was not used for model development.



Statistical Analysis

All numerical data were presented as the mean ± standard deviation, unless otherwise indicated. Continuous variables, including the age and maximum diameter of the lesion between the benign and malignant groups in the training and validation cohorts, were compared by using Student’s t test or Mann–Whitney U test, when appropriate. Categorical variables, including clinical symptoms, side of the lesion, and family history of breast cancer, were compared by using the χ2 test. LASSO regression was used to select the deep learning-based radiomic features by using the in-house package, including “matrix,” “foreach,” “pROC,” and “glmnet,” of R software (version 3.0.1; R Foundation for Statistical Computing, 2013). The sensitivity, specificity, and likelihood ratio were calculated, and the Youden index was used to determine the optimal threshold. The sensitivity and specificity of the SWE-RS, B-US-RS, quantitative SWE parameters, and the BI-RADS category were compared by using the McNemar test. The areas under the receiver operating characteristic curves (AUCs) were compared by using the method proposed by DeLong (31). The interpretation of the likelihood ratio was based on the guide proposed by Jaeschke et al. (32), in which likelihood ratios greater than 10 or less than 0.1 generate large and often conclusive changes in the posttest probability, likelihood ratios between 5 and 10 or 0.1 and 0.2 generate moderate shifts in posttest probability, and likelihood ratios less than 5 or greater than 0.2 generate small changes in probability. Statistical analysis was performed using SPSS (version 22.0; IBM, 2013; continuous and categorical variables, ICC, and sensitivity and specificity calculation and comparison) and R software [receiver operating characteristic (ROC), comparison of AUCs, and LASSO regression]. A two-sided P value less than 0.05 was considered to indicate statistical significance. The P value for statistical significance was corrected by Bonferroni correction when multiple testing was used.



RESULTS


Clinicopathologic Characteristics of Breast Lesions

The clinicopathologic characteristics of 291 patients are shown in Table 1. The BI-RADS categories are shown in Table 2. There were 291 masses assessed. Among the 291 masses, 87 (29.9%) were malignant and 204 (70.1%) were benign. The age of the patients with malignant masses was greater than the patients with benign ones in the training and the two validation cohorts (P < 0.001 for all). Among all 291 women, 153 (52.6%) had clinical symptoms, including a palpable breast mass (n = 142) and nipple discharge (n = 11), and the remaining 138 (47.4%) women were asymptomatic. One hundred and thirty-seven (47.1%) women had right breast lesions and 154 (52.9%) women had left breast masses. Overall, the maximum diameter of the malignant masses was larger than that of the benign lesions either in the training cohort (mean size = 1.6 ± 0.7 cm vs. 1.2 ± 0.5 cm; P < 0.001) or the independent validation cohort (mean size = 1.7 ± 0.7 cm vs. 1.2 ± 0.5 cm; P = 0.002).


TABLE 1. Clinicopathologic characteristics of 291 patients.
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TABLE 2. Histopathologic diagnoses of 291 breast masses.
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Feature Selection

The intra-rater Dice similarity coefficient calculated based on reader 1’s twice segmentation ranged from 0.82 to 0.97 on the B-mode US image and from 0.81 to 0.93 on the SWE image, and the inter-rater Dice similarity coefficient calculated based on reader 1’s first-extracted features and those of reader 2 ranged from 0.78 to 0.97 on the B-mode US image and from 0.76 to 0.91 on the SWE image, indicating an excellent intra- and inter-rater consistency for lesion segmentation. The intra-rater ICC ranged from 0.47 to 0.98 on the B-mode US image and from 0.51 to 0.97 on the SWE image, and the inter-rater ICC ranged from 0.41 to 0.95 on the B-mode US image and from 0.61 to 0.91 on the SWE image, indicating a satisfactory intra- and inter-rater reproducibility for deep learning-based radiomic feature extraction. Among the 768 deep learning-based radiomic features from the B-mode US and 768 deep learning-based radiomic features from SWE, 472 features with ICC > 0.6 from B-mode US and 577 features with ICC > 0.6 from SWE were selected, respectively. Between the selected features for reader 1 twice as well as reader 1 and reader 2, no statistically significant difference was found either in the 472 features from B-mode US (P values ranged from 0.55 to 0.88) or the 577 features from SWE (P values ranged from 0.46 to 0.81). Therefore, further analysis regarding the radiomics signature construction was based on the deep learning-based radiomic features extracted by reader 1. According to the results of the LASSO regression, seven deep learning-based radiomic features of B-mode US and four deep learning-based radiomic features of SWE were, respectively, selected for the development of B-US-RS and SWE-RS. The radiomics signature of B-mode US and SWE was, respectively, constructed, with the rad-score calculated, by using the following formulas: rad-score for B-US = 3.6044336-0.3351454 × US 747-0.5255682 × US 637-0.2029134 × US 535-0.8266571 × US 719-0.7043252 × US 518-0.7884457 × US 565-0.9791398 × US 532. The rad-score for SWE = 2.496014-0.3666784 × SWE 518-1.4319200 × SWE 532-0.4749501 × SWE 565-0.2671713 × SWE 719. The rad-scores between the benign and malignant lesions in the training, independent validation, and external validation cohorts are shown in Figure 6 and Supplementary Table S1.
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FIGURE 6. Scatter plots of the radiomics score between benign and malignant lesions in the training, independent validation, and external validation cohorts. The dots represent the distribution of the radiomics score; the dots at the top and bottom represent the maximum and minimum values of the radiomics score, respectively. The long horizontal line in the middle represents the median; the top and bottom of the whiskers represent the 75th and 25th percentiles, respectively. B-US-RS, deep learning-based radiomics signature of B-mode ultrasonography; SWE-RS, deep learning-based radiomics signature of shear-wave elastography.




Diagnostic Performances of B-US-RS, SWE-RS, Quantitative SWE Parameters, and BI-RADS Assessment in the Training Cohort

The training cohort included 198 masses, of which 140 (70.7%) were benign and 58 (29.3%) were malignant. The diagnostic performances of B-US-RS, SWE-RS, quantitative SWE parameters, and BI-RADS assessment in the training cohort are shown in Table 3. The quantitative SWE parameters, including Emax, Emean, Eratio, and ESD, were significantly higher in malignant lesions than in benign lesions (P < 0.001 for all; Figure 7). Among these SWE parameters, Emax achieved the highest AUC [0.92; 95% confidence interval (CI) = 0.88–0.96] and was chosen for further comparative analysis, though there were no significant differences in the AUCs between Emax and Emean (P = 0.45) as well as Emax and ESD (P = 0.91). Moreover, no significant difference was found in the AUCs between Emax and the four quantitative SWE parameters combined (0.92; 95% CI = 0.88–0.97, P = 0.81). The AUCs were not significantly different between Emax and BI-RADS assessment (0.94; 95% CI = 0.89–0.98, P = 0.36). The specificity of Emax was higher (P < 0.001) while its sensitivity was lower (P = 0.04) than that of BI-RADS assessment.


TABLE 3. Diagnostic performances of B-US-RS, SWE-RS, quantitative SWE parameters, and BI-RADS assessment in the training cohort.
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FIGURE 7. Box-and-whisker plots of Emax, Emean, Eratio, and ESD in malignant and benign lesions in the training cohort. The top and bottom of each box represent the 75th and 25th percentiles, respectively. The horizontal line in each box represents the median; the top and bottom of the whiskers represent the minimum and maximum values, respectively. Emax, Emean, Eratio, and ESD were significantly higher in malignant lesions than in benign lesions (P < 0.001 for all).


The AUCs of B-US-RS and SWE-RS both were 0.99 (95% CI = 0.99–1.00), which were higher than those of Emax (P < 0.001 for both) and BI-RADS assessment (P = 0.008 and 0.009, respectively; Figure 8). There was no significant difference in the AUCs between B-US-RS and SWE-RS (P = 0.37). The sensitivity and specificity of B-US-RS and SWE-RS were higher than their counterparts of Emax (P = 0.001 and < 0.001, respectively, for B-US-RS; P = 0.04 and < 0.001, respectively, for SWE-RS). Among B-US-RS, SWE-RS, Emax, and BI-RADS assessment, only B-US-RS and SWE-RS achieved a positive likelihood ratio greater than 10 and a negative likelihood ratio less than 0.1.
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FIGURE 8. Receiver operating characteristic curves show the diagnostic performance of the Breast Imaging Reporting and Data System (BI-RADS) assessment (A), Emax (B), deep learning-based radiomics signature of B-mode ultrasonography (B-US-RS; C), and deep learning-based radiomics signature of shear-wave elastography (SWE-RS; D) in the training cohort. The area under the receiver operating characteristic curves (AUCs) of B-US-RS (AUC = 0.99) and SWE-RS (AUC = 0.99) were both higher than that of Emax (AUC = 0.92, P < 0.001 for both), while there was no significant difference in the AUCs between B-US-RS and SWE-RS (P = 0.37), as well as between Emax and BI-RADS assessment (P = 0.36).




Diagnostic Performances of B-US-RS, SWE-RS, Quantitative SWE Parameters, and BI-RADS Assessment in the Independent Validation Cohort

The independent validation cohort included 65 masses, of which 46 (70.8%) were benign and 19 (29.2%) were malignant. The diagnostic performances of B-US-RS, SWE-RS, quantitative SWE parameters, and BI-RADS assessment in the validation cohort are shown in Table 4. The quantitative SWE parameters, including Emax, Emean, Eratio, and ESD, were significantly higher in malignant lesions than in benign lesions (P < 0.001 for all; Supplementary Figure S1). There were no significant differences in the AUCs among these four quantitative SWE parameters (P = 0.22–0.70) and between Emax (0.93; 95% CI = 0.85–1.00) and the quantitative SWE parameters combined (0.94; 95% CI = 0.88–1.00, P = 0.67), as well as between Emax and BI-RADS assessment (0.99; 95% CI = 0.97–1.00, P = 0.18). Emax had a higher specificity than BI-RADS assessment (P < 0.001), and they had similar sensitivity (P = 0.07).


TABLE 4. Diagnostic performances of B-US-RS, SWE-RS, quantitative SWE parameters, and BI-RADS assessment in the independent validation cohort.
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The AUCs of B-US-RS and SWE-RS both were 1.00 (95% CI = 1.00–1.00). There was no significant difference between B-US-RS and SWE-RS (P > 0.99). The AUCs of B-US-RS and SWE-RS were not significantly different from those of Emax (P = 0.12 for both) and BI-RADS assessment (P = 0.18 for both; Supplementary Figure S2). The specificities of B-US-RS and SWE-RS were both higher than that of Emax (P = 0.02 for both), while the sensitivity was not significantly different (P = 0.07 for both). Among B-US-RS, SWE-RS, Emax, and BI-RADS assessment, only B-US-RS and SWE-RS achieved a positive likelihood ratio greater than 10 and a negative likelihood ratio less than 0.1.



Diagnostic Performances of B-US-RS, SWE-RS, Quantitative SWE Parameters, and BI-RADS Assessment in the External Validation Cohort

The external validation cohort included 28 masses, of which 18 (64.3%) were benign and 10 (35.7%) were malignant. The diagnostic performances of B-US-RS, SWE-RS, quantitative SWE parameters, and BI-RADS assessment in the validation cohort are shown in Table 5. The quantitative SWE parameters, including Emax (P = 0.001), Emean (P = 0.002), and Eratio (P = 0.01), were significantly higher in malignant lesions than in benign lesions, while there was no significant difference between malignant and benign lesions in ESD (P = 0.28; Supplementary Figure S3). There were no significant differences in the AUCs among these four quantitative SWE parameters (P = 0.26–0.96) and between Emax (0.90; 95% CI = 0.77–1.00) and the quantitative SWE parameters combined (0.88; 95% CI = 0.73–1.00, P = 0.72), as well as between Emax and BI-RADS assessment (0.87; 95% CI = 0.70–1.00, P = 0.55). Emax and BI-RADS assessment had similar specificity (P = 0.05) and sensitivity (P = 0.26).


TABLE 5. Diagnostic performances of B-US-RS, SWE-RS, quantitative SWE parameters, and BI-RADS assessment in the external validation cohort.
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The AUCs of B-US-RS and SWE-RS both were 1.00 (95% CI = 1.00–1.00). There was no significant difference between B-US-RS and SWE-RS (P > 0.99). The AUCs of B-US-RS and SWE-RS were not significantly different from those of Emax (P = 0.13 for both) and BI-RADS assessment (P = 0.14 for both; Supplementary Figure S4). The specificity and sensitivity of B-US-RS and SWE-RS were similar to those of Emax (P = 0.13 for both and P = 0.06 for both, respectively). Among B-US-RS, SWE-RS, Emax, and BI-RADS assessment, only B-US-RS and SWE-RS achieved a positive likelihood ratio greater than 10 and a negative likelihood ratio less than 0.1.



DISCUSSION

Our study showed that the deep learning-based radiomics signatures developed either from the B-mode US or the SWE images had a robust and superior diagnostic performance in classifying breast masses. The specificities of both were higher than those of the quantitative SWE parameters and BI-RADS assessment.

B-mode US and SWE are frequently used in the workup of patients with breast lesions. The classification of breast lesions on the B-mode US is primarily based on the morphological features with a resultant BI-RADS category. This approach has high sensitivities ranging from 95 to 97%, but low specificities ranging from 55 to 68%, in the differentiation between benign and malignant breast masses (33). Quantitative SWE parameters have been reported to be able to classify breast lesions with a specificity of 86% and a sensitivity of 84% (14). Among the quantitative SWE parameters, Emax, Emean, Eratio, and ESD are the most commonly used indexes for the differential diagnosis (7, 22). It has been demonstrated that quantitative SWE measurement, such as Emax, has better diagnostic performance than radiologist interpretation of BI-RADS on B-mode US in differentiating malignant breast tumors from benign ones (7, 13). In our study, among the four quantitative SWE parameters, Emax had the highest AUC in the training cohort and was the best-performing quantitative SWE parameter in classifying breast lesions. The specificity of Emax was higher than that of the BI-RADS assessment both in the training cohort and in the independent validation cohort, which was in agreement with other studies (7, 13). Moreover, our results showed that the combination of all four quantitative SWE parameters did not achieve better performance than Emax either in the training cohort or validation cohort, which was consistent with the finding of the BE1 Multinational Study (7). Taken together, the diagnostic performances of Emax and BI-RADS assessment are comparable, and the addition of Emax can improve the specificity without loss of sensitivity for classifying breast lesions.

Recently, radiomics analysis based on US images has been shown to be able to improve the diagnostic accuracy for breast tumor classification with an AUC up to 0.922 (34). A convolutional neural network-based radiomics model has been proposed to automatically extract features from SWE data for classifying malignant and benign breast tumors, reaching an accuracy of 95.8%, a sensitivity of 96.2%, and a specificity of 95.7% (35). Besides, a deep learning model has been developed to automatically extract features from the SWE image and classify breast tumors, reaching an accuracy of 93.4%, a sensitivity of 88.6%, a specificity of 97.1%, and an AUC of 0.947 (36). However, in these two deep learning studies, the B-mode US data were not used for analysis. The performances of two deep learning models were not compared with the quantitative SWE parameters and BI-RADS assessment. In our study, deep learning-based radiomics analysis was applied to SWE images as well as B-mode US images. The radiomics signatures developed from B-mode US and the SWE images showed comparable, superior performance for the classification of breast masses in the training (AUC = 0.99 for both), independent validation (AUC = 1.00 for both), and external validation cohorts (AUC = 1.00 for both). Comparatively, the SWE-RS in our study had a higher diagnostic performance than that reported previously (35, 36). Moreover, our study showed that the diagnostic performances of B-US-RS and SWE-RS were both higher than those of the quantitative SWE parameters and BI-RADS assessment. These results suggest that either the SWE-based or B-mode US-based radiomics signature with a deep learning approach can be applied to further improve the classification ability for breast masses. Based on these radiomics signatures, a patient with a malignant breast tumor would be correctly selected for prompt interventional procedure, while a patient with a benign breast tumor would safely receive follow-up or continued surveillance rather than an invasive biopsy. The integration of deep learning-based radiomics signatures into B-mode US or SWE would be favorable for clinical decision making in patients with breast masses.

Our study has several limitations. Firstly, this study was a bicenter study, and images were obtained on the equipment from the same vender. Considering the superior performance, these radiomics signatures are worthy of further validation in future large-scale, multicenter, and multi-vendor studies. Secondly, only the two-dimensional, but not three-dimensional, SWE images were used for deep learning-based radiomic feature extraction and radiomics signature development. The three-dimensional SWE was not readily available in clinics, and it was considered that the diagnostic performance of the three-dimensional SWE image is similar to that of the two-dimensional SWE or even inferior to the two-dimensional SWE after adding to B-mode US (37, 38). Thirdly, image segmentation of breast lesions was performed manually in our study, which was a time-consuming task for a large database. Future automatic segmentation methods could be expected with the development of a deep learning-based radiomic feature extraction algorithm.

In conclusion, two robust deep learning-based radiomics signatures developed from B-mode US images and SWE images have been described. Both of them outperformed the quantitative SWE parameters and BI-RADS assessment for classifying breast masses. The integration of this deep learning-based radiomics approach to B-mode US and SWE would help improve the classification ability of the US for breast lesions.
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Objective: To construct and validate a nomogram model integrating the magnetic resonance imaging (MRI) radiomic features and the kinetic curve pattern for detecting metastatic axillary lymph node (ALN) in invasive breast cancer preoperatively. Materials and Methods: A total of 145 ALNs from two institutions were classified into negative and positive groups according to the pathologic or surgical results. One hundred one ALNs from institution I were taken as the training cohort, and the other 44 ALNs from institution II were taken as the external validation cohort. The kinetic curve was computed using dynamic contrast-enhanced MRI software. The preprocessed images were used for radiomic feature extraction. The LASSO regression was applied to identify optimal radiomic features and construct the Radscore. A nomogram model was constructed combining the Radscore and the kinetic curve pattern. The discriminative performance was evaluated by receiver operating characteristic analysis and calibration curve.

Results: Five optimal features were ultimately selected and contributed to the Radscore construction. The kinetic curve pattern was significantly different between negative and positive lymph nodes. The nomogram model showed a better performance in both training cohort [area under the curve (AUC) = 0.91, 95% CI = 0.83–0.96] and external validation cohort (AUC = 0.86, 95% CI = 0.72–0.94); the calibration curve indicated a better accuracy of the nomogram model for detecting metastatic ALN than either Radscore or kinetic curve pattern alone.

Conclusion: A nomogram model integrated the Radscore and the kinetic curve pattern could serve as a biomarker for detecting metastatic ALN in patients with invasive breast cancer.

Keywords: axillary lymph node, breast cancer, algorithm, magnetic resonance imaging, radiomics


INTRODUCTION

Axillary lymph node (ALN) status in patients with invasive breast cancer is a vital information for guiding therapy and evaluating prognosis (1–3). Axillary lymph node dissection (ALND) would be performed for defining ALNs status if the sentinel lymph nodes were positive for metastasis. However, ALND is associated with significant complications (4, 5). But based on the result of a multicenter randomized trial from the American College of Surgeons Oncology Group (ACOSOG) Z0011 (6), 2014 American Society of Clinical Oncology guideline recommended that ALND may not be necessary in T1 or T2 stage breast cancer patients with one or two positive sentinel lymph nodes who are being treated with breast-conserving therapy and adjuvant systemic therapy (7). In this context, it is debatable how aggressively radiologists should perform percutaneous sampling of axillary nodes to identify axillary metastasis. Cody and Houssami (8) reported that preoperative axillary sampling should be reserved for patients with more than 2 abnormal lymph nodes on imaging, and ALND should be performed directly during mastectomy if the results were positive. All remaining patients should undergo sentinel lymph node biopsy (SLNB) in hopes of meeting Z0011 trial eligibility criteria to avoid ALND. Therefore, accurate, non-invasive detection approach may be imperative to distinguish between lymph nodes that were positive for metastasis (“positive” nodes) and those that were negative for metastasis (“negative” nodes) and reducing unnecessary percutaneous sampling of ALNs, or SLNB, or ALND at a certain extent in the post-ACOSOG Z0011 era.

Magnetic resonance imaging (MRI) can visualize morphological and contrast-enhanced characteristics of metastatic lymph nodes. Some qualitative characteristics may cause inevitable inconsistency due to subjectivity (9–12). The threshold value of apparent diffusion coefficient showed inconsistent results in distinguishing between negative nodes from positive nodes due to the low signal-to-noise ratio and image distortion of diffusion-weighted imaging (13, 14). Some quantitative contrast-enhanced parameters (initial enhancement, peak enhancement, and delayed enhancement) represent the enhancement characteristics of the single time phase. The kinetic curve pattern based on dynamic contrast-enhanced MRI (DCE-MRI), which shows the trend of signal intensity in the contrast-enhanced process, is commonly used in clinical settings (15). It had been repeatedly demonstrated to be significantly different between negative and positive ALNs in previous studies (16–18). The kinetic curve was calculated by drawing region of interest (ROI) of focal area. However, large amounts of quantitative imaging information representing underlying histologic characteristics could not be acquired by visual inspection.

Radiomic analysis links quantitative imaging features to clinical findings by using machine-learning and statistics-analysis methods (19–22). The quantitative imaging analysis is expected to identify the imaging features that correlate to the pathophysiology of lesions more objectively (23–26). At present, radiomics is mainly used for the single-phase imaging analysis, which cannot reflect the kinetic characteristics of the lesion (27–29). In this study, we hypothesized that radiomic features and kinetic curve pattern could identify the association between MRI characteristics and the pathophysiology of ALNs and thus effectively and precisely detected potential metastatic ALNs in invasive breast tumors. Accordingly, the aim of the study was to construct a nomogram model based on the integration of quantitative radiomic parameters and the kinetic curve pattern. External validation was then performed to assess the preoperative prediction efficiency of the proposed model, which might contribute to metastatic ALN detection in the individualized precision treatment for invasive breast tumors.



MATERIALS AND METHODS

This retrospective study was approved by the medical ethics committee of our institution and was conducted in accordance with relevant guidelines. Informed consent was waived. The workflow of the analysis is summarized in Figure 1.


[image: Figure 1]
FIGURE 1. Workflow of the study.



Study Population and Surgical Strategy

Patients with suspected breast cancer who underwent DCE-MRI of the breast between January 2018 and December 2019 were retrospectively collected in two institutions. The final diagnosis of invasive breast cancer was based on pathological analysis.

On the affected side, the ALN inclusion criteria for the study were as follows: (1) suspicious node with cortical irregularity (30); (2) the shortest dimension was no <5 mm (10, 30); (3) MRI scans available for qualitative and radiomic analysis; (4) no previous chemotherapy or radiation therapy; and (5) complete medical records including pathological diagnosis and treatment.

The standard of determining negative or positive lymph nodes was established in three ways: (1) all ALNs of the patients with negative SLNB were considered negative (31); (2) the pathological results were confirmed by ultrasound-guided needle biopsy. The suspicious lymph node in the MRI scan was located in the ultrasound image by MRI virtual navigation or by a radiologist and sonographer comparing MRI scans with ultrasonic image together; (3) when multiple lymph nodes (n > 8) were proven positive for metastasis at ALND, highly suspicious lymph nodes on MRI (up to three lymph nodes per patient) were presumed positive for metastasis (32).

Exclusion criteria were as follows: (1) the pathological status of lymph node cannot be identified in any of these three ways above; and (2) the tissue for biopsy was damaged and failed to provide meaningful pathological results.



Imaging Protocol

Dynamic contrast-enhanced MRIs were performed at 3.0-T systems in both institutions (institution I: MAGNETOM Verio, Siemens AG, Germany; institution II: MAGNETOM Skyra, Siemens AG, Germany). Both institutions applied the same imaging protocols. The patient was in the prone position, with both breasts naturally and closely fitted in the breast coil. T1-weighted three-dimensional fluid-attenuated inversion recovery was applied for dynamic contrast enhancement (repetition time/echo time, 4.51/1.61; flip angle, 10°; slice thickness, 1.0 mm; section gap, 0.20 mm; field of view, 320 × 320; image matrix, 420 × 420). Contrast material was injected into the elbow vein [0.1 mmol/kg of gadodiamide (Omniscan, GE Healthcare)] and followed by a 20-mL saline flush at a rate of 2.0 mL/s. After the first precontrast scan, five consecutive postcontrast phases were obtained starting at 25-s delay after contrast injection. Each phase took 59 s.



Image Processing

As compared with images of T1-weighted, T2-weighted, and diffusion-weighted, contrast-enhancement images had relatively small image noise and distortion, which can more clearly visualize the delineation of ALNs (11). The first postcontrast phase images were chosen for feature extraction because the average peak enhancement at the early postcontrast stage was significantly different between negative and positive ALNs (18, 33), and the distribution of the contrast agent in lesions was more homogeneous in this phase (34). ITK-SNAP software (version 3.6, http://www.itksnap.org) was utilized to segment volumes of interest (VOIs) of ALNs on contrast-enhanced images. Before delineation, gray-level standardization was applied to reduce the gray-level differences caused by the imaging procedure. Each layer contour of VOIs was delineated along the inner margin of the lymph node to avoid the false heterogeneity caused by the unclear edge. The VOI contours were superimposed to improve the consistency of node segmentation. All pixels' gray scales inside the VOIs were extracted for analysis.

The kinetic curve was computed using DCE-MRI software (mean curve: Siemens Healthcare, Germany). A circular ROI of 20 mm2 was placed at the lymph node with maximal enhancement determined on the first postcontrast images. The areas without enhancement in the lymph node, which were hypointensity both in precontrast phase and subtraction images, were excluded as necrosis. The kinetic curve pattern was defined according to changes in pixel values, between the second contrast-enhanced and delayed contrast-enhanced series, as follows: persistent type (type I) indicated an increased pixel signal intensity >10% from the second postcontrast series; washout type (type III) indicated decreased pixel signal intensity at the last postcontrast series >10% from the second postcontrast series; plateau type (type II) indicated pixel signal intensity change in neither direction by more than 10%.

Both image segmentation and kinetic curve pattern were evaluated by two breast radiologists (a chief and a resident with 15 and 3 years of experience, respectively) who were blind to the pathology of lymph nodes independently.



Feature Extraction, Selection, and Correlation

A total of 396 radiomic features were extracted in each VOI using the Artificial Intelligence Kit version 3.0.1.A (Life Sciences, GE Healthcare, US), including six categories of parameters: morphology, histogram, texture parameters, gray-level co-occurrence matrix parameters, gray-level run-length matrix parameters, and gray-level zone size matrix parameters. Details of the procedures for extraction of radiomic features are described in Supplementary Figures 1, 2.

The analysis of variance and Mann–Whitney U test (ANOVA-MW) were carried out for selecting significant features that were highly correlated. Spearman correlation test with correlation coefficient more than 0.90 was applied to remove the redundancy; radiomic features were further optimally elected. In the final step, the least absolute shrinkage and selection operator (LASSO) regression method was applied to identify the most nonredundant and robust features from the training cohort in order to improve the class separability and optimize the representation of lesion heterogeneity. The complexity of LASSO regression was controlled by a tuning parameter lambda (λ) with the rule that as the value of λ increases, the penalty for each variable coefficient also increases, and the relevant features with nonzero coefficients were selected and contributed to the final LASSO regression (35). Meanwhile, the best value of λ found by 10-fold cross-validation with a maximum area under the curve (AUC) was used for constructing the regression model. Radscore, which was defined by corresponding nonzero coefficients of features selected by LASSO, was created by a linear combination of selected features weighted by their coefficients. Respective Radscore was calculated for each lymph node.



Nomogram Building, Calibration, and External Validation

Both the Radscore and the kinetic curve pattern were integrated by a multivariate logistic regression analysis in the training cohort. Based on this, a nomogram was constructed for detecting metastatic ALNs. The receiver operating characteristic (ROC) analysis was applied to evaluate the discrimination performance of the model. Along with the Hosmer–Lemeshow test measuring for goodness of fit of the nomogram, the classification accuracy was assessed via calibration curves. The degree of overlap between the calibration curve and the diagonal in the graph reflects the accuracy of the nomogram model. The constructed nomogram model was validated on external validation cohort using the same process of capability assessment with the ROC analysis and calibration curve.



Statistical Analysis

Statistical analysis was conducted by R software (version 3.3.2) and MedCalc (version 19.1). Variables of a normal distribution were shown as mean ± SD, and variables of a skew distribution were shown as median (quartile). Statistical group comparisons of data were analyzed by Wilcoxon using rank-sum (continuous variables) and χ2 (categorical/dichotomous variables) tests. Intraclass correlation coefficient (ICC) was analyzed for estimating reliability of interobserver agreements including kinetic curve pattern identification and radiomic analysis, which was defined as good consistency between 0.75 and 1; fair consistency, between 0.4 and 0.75; and poor, <0.4. The correlation and collinearity of radiomic features were evaluated using VIF function. The Pearson correlation analysis was performed to evaluate the correlation between kinetic curve pattern and Radscore; the pairwise Pearson correlation coefficients were calculated. The kinetic curve pattern, Radscore, and nomogram model were, respectively, subjected to ROC analysis, by using AUC, sensitivity, specificity, and accuracy to evaluate the stratification efficacy. The comparison of ROC curves was performed by Delong test. The level of statistical significance was set at a two-sided p < 0.05.




RESULTS


Patients Characteristics

A total of 145 ALNs from 102 patients (age range, 27–83 years; mean age, 52.45 ± 11.78 years) with invasive breast cancer were selected in the final cohort. Seventy-six cases of 101 ALNs (51 negative nodes, 50 positive nodes) from institution I were taken as the training cohort, and the other 34 cases of 44 ALNs (22 negative nodes, 22 positive nodes) from institution II were taken for external validation. Table 1 shows the kinetic curve pattern of ALNs in two cohorts. It was significantly different in both cohorts (p < 0.001).


Table 1. Kinetic curve pattern of ALNs in training cohort and validation cohort.
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Reproducibility Analysis

For identifying the kinetic curve pattern, the ICC was 0.98 between two breast radiologists, indicating satisfactory consistency. Based on the result of reproducibility analysis by two radiologists, 363 of 396 (91.7%) radiomic features had good consistency (ICC ≥ 0.75). The numbers of features with fair consistency (0.75 > ICC ≥ 0.4) and poor consistency (ICC <0.4) were 19 (4.8%) and 14 (3.5%), respectively. Table 2 shows the ICC value of significant features.


Table 2. Reproducibility analysis of significant features.
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Radscore Model Building, Kinetic Curve Pattern Analysis, Correlation, and Validation

After dimensionality reduction, which included ANOVA and MW (251 features), Spearman correlation test (96 features), and the LASSO algorithm with the optimal regulation weight λ [log(λmin) = −2.46], five radiomic features with nonzero coefficients were finally selected by 10-fold cross validation to ensure robustness and preventing overfitting. To demonstrate the effectiveness of radiomic features model at the individual scale, the quantitative values of radiomic features for each lymph node the classification of negative and positive groups in training cohort are shown in Table 3, which included uniformity, Correlation_angle135_offset1 (Correlation_a135_o1), Inertia_angle90_offset4 (Inertia_a90_o4),ClusterProminence_AllDirection_offset1_SD (CP_all_o1_SD), and surface volume ratio. A Radscore model was further constructed based on five features with respective nonzero coefficients selected through LASSO regression method. There was no collinearity between the five features after being verified by VIF function. The complete details are shown in Supplementary Figure 3.

[image: image]


Table 3. Univariate analysis of significant features in the training cohort.
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Differences of the Radscore value between the negative and positive ALNs in training and validation cohort were statistically significant (Figure 2).


[image: Figure 2]
FIGURE 2. Wilcoxon analysis of Radscore for detecting metastatic ALN in the (A) training cohort and (B) validation cohort (p < 0.05).


The pairwise Pearson correlation analysis revealed that the Radscore was moderately correlated to kinetic curve pattern (Figure 3).


[image: Figure 3]
FIGURE 3. Correlation between the kinetic curve pattern and the Radscore based on Pearson correlation analysis. The mean absolute correlation coefficient was 0.36.


Further validation was carried out through ROC analysis for the detection performance of Radscore, kinetic curve pattern, and the nomogram model in the training cohort. A favorable classification capability was observed with a good AUC in the training cohort (Figure 4A).


[image: Figure 4]
FIGURE 4. Nomogram (A); ROC curves for the kinetic curve pattern, the Radscore, and the nomogram model (B); and corresponding calibration curves based on the nomogram model (C) in the training cohort.




Nomogram Building

The nomogram based on both Radscore and kinetic curve pattern was constructed to visualize the results of multivariable logistic regression analysis for detecting ALN metastasis (Figure 4B).

[image: image]

The total points accumulated by the various variables correspond to the metastasis probability for a ALN (36). The complete details are shown in Figure 4B.

The calibration curves and the Hosmer–Lemeshow test of nomogram in the training cohort demonstrated a high accuracy of the model in the stratification capability (Figure 4C). Compared to the Radscore and the kinetic curve pattern alone, the nomogram model yielded a better performance in detecting ALN metastasis including an increased AUC and higher sensitivity, specificity, and accuracy in the training cohort (Table 4). Specifically, the nomogram showed a significant improvement than the Radscore and the kinetic curve pattern along in the Delong test (p < 0.05). The details are shown in Supplementary Table 1.


Table 4. Performance of the kinetic curve type, Radscore, and the nomogram models.
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Validation on External Cohort

The performance of the nomogram model was validated using the external dataset collected from the other institution. The nomogram yielded a favorable AUC value in the validation cohort (Figure 5A). The calibration curves and the Hosmer–Lemeshow test of the proposed nomogram model based on the validation cohort suggested a favorable stratification performance (Figure 5B). The nomogram showed a significant improvement than kinetic curve pattern (p < 0.05), but no significant difference vs. Radscore in the Delong Test (p = 0.36). The details are shown in Supplementary Table 2.


[image: Figure 5]
FIGURE 5. Performance of the kinetic curve pattern, the Radscore and the nomogram model on external validation cohort. (A) Receiver operating characteristic curve for the three models with AUCs of 0.74, 0.81, and 0.86, respectively. (B) Calibration curve of the nomogram model in the validation cohort.





DISCUSSION

In this study, we established and validated a nomogram model to detect metastatic ALNs in patients with invasive breast cancer, which incorporated the kinetic curve pattern and five robust radiomic features extracted from contrast-enhanced MRI. The nomogram model achieved a better performance in both training cohort and external validation cohort with a larger AUC value than the radiomic model or the kinetic curve pattern alone, suggesting the reliability of the improved model in detecting metastatic ALNs.

The kinetic curve pattern is a dynamic feature reflecting the changes of capillary permeability and hemodynamics in the lesion. The infiltration of tumor cells into lymph node promotes the abnormal angiogenesis, damages the normal vessel wall, and forms arteriovenous fistula. These accelerate the efflux of the contrast agent in the delayed phase, and type III kinetic curve is suggestive of positive node. Compared with positive node, the contrast agent circulates slowly in negative node because of the normal capillary network and lower capillary permeability. Type I kinetic curve is suggestive of negative node (37). In this study, the kinetic curve pattern showed significant differences between negative and positive nodes with high sensitivity, but the specificity was relatively low, which leads to the weak diagnostic efficiency that in agreement with previous studies (16, 18, 33, 38). We speculated that the necrosis excluded from the ROI of kinetic curve is a prominent feature for positive node. The kinetic curve pattern focuses on the trend of signal intensity in the contrast-enhanced process, but fails to reflect the heterogeneity of the whole lymph node, which contains large amounts of quantitative features that cannot be observed with the naked eyes.

As previously reported, several imaging findings have been observed for assessing ALN metastasis. Irregularly increased cortical thickness, an absence of the hilum, reduced ratios of the longest to the shortest dimension, and heterogeneous enhancement were suggestive of metastatic lymph node using univariate analysis (9, 10, 33). However, the imaging findings were still a subjective judgment that involved interobserver disagreement, such as the interpretation of morphological and contrast-enhanced characteristics, which had different scoring system in different studies (9–12, 39, 40). Radiomic features, as objective quantitative imaging biomarkers, reflected the heterogeneity of the whole lymph node objectively and could be imperative complementation for detecting the metastatic ALNs. In this study, five radiomic features of 396 radiomic features were selected including uniformity, Correlation_angle135_offset1 (Correlation_a135_o1), Inertia_angle90_offset4 (Inertia_a90_o4), Cluster Prominence_AllDirection_offset1_SD (CP_all_o1_SD), and surface volume ratio, suggesting their vital roles in detection. Uniformity reflects the regularity of gray scale image texture. The texture parameters of correlation, inertia, and cluster prominence represent the distribution and relationship of pixel gray scale in the image. The four optimal features mentioned above indicated the complexity and heterogeneity of the positive node in different categories of textures. It verified that the positive node appeared to be more heterogeneity in the layout of histologic internal components than negative node in contrast-enhanced images because of the infiltration of tumor cells, abnormal angiogenesis, and necrosis. Surface volume ratio is a morphological parameter that reflects the shape and roundness of the lesion. Tumor cells proliferated in the lymph node. The irregular increased cortical thickness and the absence of the hilum led to the transformation of positive node from renal to spherical. The surface volume ratio of lymph node reflects the extent of this transformation. The Radscore of positive nodes was higher than that of negative nodes in both two cohorts, which suggested that positive nodes had greater heterogeneity, as evidenced by the uneven distribution of gray scales and unorganized local texture on the MRI scans. The AUCs of Radscore in training and validation cohorts were 0.86 and 0.81, respectively.

To our knowledge, some studies reported radiomics-related methods for detecting metastatic lymph node (41, 42). However, these models were built based on radiomic features of one phase, which did not include radiomic dynamic features. Up to now, most of the image registration methods of DCE sequences were based on pixel gray level, and they were predominantly counted on the general character of image gray level (43). After contrast agent injection, the gray scale of the lesion changes dramatically, which was significantly different from the surrounding tissues, resulting in a certain extent of distortion in the lesion contour. The enhanced lesion was different from the actual size and shape. Some studies had carried out a certain extent of optimization; however, the precondition of these optimal methods is that ROI has a clear boundary, and the internal tissue gray scale is relatively uniform (44). Therefore, image registration has become the key of dynamic radiomics, which is still controversial at present.

Radiomic features represented underlying histologic characteristics that could not be acquired by visual inspection. Meanwhile, the kinetic curve pattern represented the kinetic process of contrast-enhancement, which could not be extracted by radiomic analysis. Owing to the complement of radiomics and the kinetic curve pattern, the nomogram model represented more effective and reliable than the radiomic model or the kinetic curve pattern alone according to the results of the ROC and calibration analysis. The detection performance of the nomogram model was validated using an external cohort, demonstrating a strong confirmation of reproducibility by a satisfactory AUC of 0.86. Because of the detection of ALNs with high possibility of metastasis before surgery, the nomogram incorporates five selected radiomic features, and the kinetic curve pattern could offer a clinically translatable paradigm easy to implement in the clinical setting.

Although the two radiologists who worked on radiomic analysis differed significantly in their years of experience, the contouring results were relatively consistent (ICC > 0.75). The advantage of a fully quantitative radiomic assessment method is that a wealth of experience in imaging diagnosis is not required. Even a junior physician can accurately delineate ALNs on contrast-enhanced images and preliminarily detect the metastatic ALNs.

There were several limitations in current study that still needs to be further investigated. (1) This was a retrospective study with a relatively small dataset in both training cohort and external validation cohort, and further prospective studies are expected to verify the conclusions. (2) In the process of ALN segmentation, it was prone to cause inaccurate delineation when it abuts the blood vessel and muscle, because of the partial volume effect. (3) The kinetic curve reflects the focal dynamic contrast-enhancement characteristic of the lymph nodes. (4) The feature extraction software made the displacement vectors 1, 4, and 7 to describe the relationship between the gray scale of pixels of the texture as default setting. In light of different set point that could possibly influence the quantity and category of radiomic features extraction, a future radiomic analysis based on various displacement vectors is required. (5) The reproducibility of radiomics in MRI scans with different magnetic field intensities or different brands of MR equipment is expected to be verified in future studies.



CONCLUSION

Nomogram-integrated radiomic features and the kinetic curve pattern can be a reliable and effective model for detecting metastatic ALNs in patients with invasive breast cancer. The nomogram could serve as a reliable and convenient tool for ALNs management, suggesting great potential for clinical applications.
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The magnetic resonance (MR) images are acknowledged to be inevitably corrupted by Rician distributed noise, which adversely affected the image quality for diagnosis purpose. However, the traditional denoising methods may recover the images from corruptions with severe loss of detailed structure and edge information, which would affect the lesion detections and diagnostic decision making. In this study, we challenged improving the Rician noise removal from three-dimensional (3D) MR volumetric data through a modified higher-order singular value decomposition (MHOSVD) method. The proposed framework of MHOSVD involved a parameterized logarithmic nonconvex penalty function for low-rank tensor approximation (LRTA) algorithm optimization to suppress the image noise in MR dataset. Reference cubes were extracted from the noisy image volume, and block matching was performed according to nonlocal similarity for a fourth-order tensor construction. Then the LRTA problem was implemented by tensor factorization approaches, and the ranks of unfolding matrices along different modes of the tensor were estimated utilizing an adaptive nonconvex low-rank method. The denoised MR images were finally restored through aggregating all recovered cubes. We investigated the proposed algorithm MHOSVD on both the synthetic and real clinic 3D MR images for Rician noise removal, and relative results demonstrated that the MHOSVD can recover images with fine structures and detailed edge preservation with heavy noise even as high as 15% of the maximum intensity. The experimental results were also compared along with several classical denoising methods; the MHOSVD exhibited a sufficient improvement in noise-removal performance at various noise conditions in terms of different measurement indices such as peak signal-to-noise ratio and structural similarity index metrics. Based upon the comparison, the proposed MHOSVD has proved a relative state-of-the-art performance with excellent detailed structure reservation.

Keywords: HOSVD, logarithm function, low rank tensor approximation, Rician noise, magnetic resonance images


INTRODUCTION

Magnetic resonance imaging (MRI), as a widely accepted noninvasive imaging modality, was acknowledged as a useful diagnostic tool with high resolution and excellent contrast sensitivity to anatomical properties (1). However, despite the significant improvements in instrument technique during recent years, the detection or assessment of specific diagnostic information through referring physicians or computer-aided analysis still frequently suffered from serious random noise. As is known, the assessment of medical image quality is usually described by various physical measures including the contrast between different tissues, the detailed representation relative to imaging spatial resolution, and the image noise characteristics. The introduction of noise into MR images can usually cause imaging blur or fine structure coverage/distortion that may severely degrade the image quality and affect the diagnostic accuracy. As reported, a high level of noise may directly affect the signals resulting in anatomical inconsistencies that especially correspond to cardiac and brain images or may bias the orientations of tensors in functional MRI. Meanwhile, computer-aided diagnosis (CAD) approaches recently have been developed as assistive tools to help radiologists to detect and clarify abnormalities. Typical CAD systems based on medical images for lesion separation and recognition generally employed techniques including segmentation, feature extraction, and classification. However, one key problem that challenges the accuracy of CAD tasks was sensitivity to artifacts such as noise. Hence, to improve the performance of CAD approaches, image preprocessing was necessary wherein proper denoising algorithms were essential for the reliability and robustness of computer-aided detection/diagnosis. An ideal denoising method should restore the images by removing the stochastic corruptions of noise with preservation of the shapes and detailed structures of the tissue against abnormities as well. Previous studies have considered the complex raw data of MRI images be corrupted by white Gaussian noise with zero mean and same variance in both the real and imaginary parts; thus, the noise characters were transformed into Rician distribution in magnitude images (2, 3). Therefore, an effective denoising algorithm specific for Rician noise based upon three-dimensional (3D) MR image datasets can play a fundamental role to improve the diagnostic accuracy for both the radiologists and the CAD tools.

To date, several techniques have generally been implemented in commercial MRI devices to improve the signal-to-noise ratio (SNR) for image quality control (4). Along with the hardware evolutions such as magnetic field intensity that dramatically increased, efficient imaging processing algorithms were also utilized to recover the undesirable random variations that obscured the diagnostic information. One applicable way of denoising was to take the average from multiple repeated acquisitions, with the price of screening time extension, which was difficult for patients to keep static. The more popular way was to involve the reduction of noise power level during post-imaging processing. As MRI intrinsically posed a paradox between SNR and resolution, the ideal noise removal procedure should be able to perform SNR improvements without harming the fine structures and detailed features in images. Numerous methods for MR image denoising have been developed based upon different characters of noise. Filter-based approaches constructed the noise-reduction schemes with linear or nonlinear filters, such as anisotropic diffusion and total variation (TV) techniques, to improve image quality with edge preservation considerations (5–8). A few other studies utilized the statistics/estimation of noise properties to conduct denoising; examples included maximum likelihood (9, 10), linear minimum mean square error (11, 12), and phase error (13), which were generally used as estimators for Rician noise. Recently, the transform approaches were demonstrated to be powerful by exploiting the different representations of noise against signal either spatially or spectrally in transform domain (14–16). For example, wavelet transforms were used to decompose the signal and noise into multiresolution subspaces, which facilitated the Rician noise removal while preserving edge and fine details (17). Besides, curvelet transform and contourlet transforms were also used for denoising MR images (18, 19). Moreover, deep learning methods were also involved in the Rician noise removal in MR images. For example, Jiang et al. (20) developed a multichannel conventional neural network (CNN) method for noise removal in synthetic and clinical MR volumetric image. Manjón et al. proposed a two-step 3D MR image denoising algorithm by combining CNN with rotation-invariant nonlocal means (NLM) filtering. The relative results were encouraging, which improve the visual quality significantly; however, the deep leaning frameworks still need to meet the high burdens of huge training dataset and time-consuming computation (21).

More recent studies have intended to combine the strengths of multiple approaches (e.g., filter and transform approaches) to better regulate denoising in MRI (22, 23). The well-known NLM filter that Buades et al. (24) proposed was one classical method that considered exploiting nonlocal patch similarity for noise removal (24). The redundancy patterns within images ensured useful information to be restored by NLM with outstanding edge sharpness maintained. Kervrann et al. (25) soon extended the NLM algorithm into variations combined with transform approaches with the purpose of taking advantage of both similarity and sparsity. One famous NLM variation was block matching 3D (BM3D), which constructed its scheme by grouping image fragments according to similarity, filtering with the sparse representation in transform domain, and transforming back by aggregation procedure (26). Maggioni et al. (27) then modified the BM3D method using NLM and cosine/wavelet transform into BM4D implementation, and they demonstrated state-of-the-art in volumetric MRI data recovery. Meanwhile, the development in tensor factorization, such as the higher-order singular value decomposition (SVD) (HOSVD) (28), enabled better sparse representations using learned basis rather than the fixed orthogonal basis that cosine/wavelet transforms generally used in BM3D/BM4D. Rajwade et al. (29) derived the HOSVD denoising algorithm, which manipulated the NLM filtering with HOSVD transform instead. As the learning basis was adaptable to image contents, redundant procedures of patches rearrangements were saved, and further performance improvements were promising. In Zhang et al. (30) have extended the HOSVD algorithm for MRI, and excellent noise-reduction effectiveness was obtained. However, the HOSVD-based denoising method generally computed the transform coefficients using hard threshold function with nonconvex and nonlinear properties, which was considered to constrain the denoising performance somehow. Further, the hard threshold function would also cause additional shock and pseudo-Gibbs effect, which may limit the retention of image structure.

The present study aimed to improve the performance of HOSVD application for denoising 3D MR volumetric data. To address the drawback mentioned above, we modified the HOSVD algorithm [named as modified HOSVD (MHOSVD)] with an adaptive multilinear tensor rank approximation method utilizing nonlocal similarity and nonconvex logarithmic regularization. Image cubes from volumetric data were stacked based on similarity to construct a fourth-order tensor. Then tensor factorization was performed. A low-rank tensor was derived to approximate the sparse representations by exploiting the image structural redundancy. We estimated the ranks of unfolding matrices along different modes of the tensor using an adaptive nonconvex low-rank method. Experiments were performed based on various MR images, obtained from either computer synthesis or clinical screening, to investigate denoising improvements of proposed framework against several advanced algorithms with the following novelties:

1. Considered the nonlocal similarity in 3D MR datasets and formulated the grouped similar cubes into a low-rank tensor approximation (LRTA) problem.

2. Applied a nonconvex low-rank function to adaptively estimate the rank of unfolding matrices along different modes.

3. Used the proximal operator to obtain the global closed-form solution for the constructed low-rank approximation problem.

We structured the rest of this manuscript as follows: Background reviews necessary backgrounds about the tensor. Proposed Model describes our algorithm proposed for Rician noise removal based upon adaptive HOSVD framework. We validated the proposed schemes to both synthetic and clinical 3D MR images, and the effectiveness of noise reduction was evaluated and compared with that of existing denoising algorithms in Experiments and Results. Last but not the least, we draw our conclusion in Conclusions.



BACKGROUND

A tensor can be considered as a generalization of vector and matrix for the representation of multidimensional quantities. Throughout the article, we represented the scalars as lowercase letters (e.g., x), vectors as bold lowercase letters (e.g., x), matrices as bold uppercase letters (e.g., X), and tensors as bold calligraphic letters (e.g., [image: image]). For example, the symbol [image: image] signified an arbitrary Nth-order tensor over the multidimensional space of size J1 × J2 × … × JN. We also used the subscript lowercase letters to present the element tensor; e.g., an arbitrary element of the tensor [image: image] can be denoted as [image: image] using (j1j2…jN).

Definition 1 (Tensor fiber). A tensor generally consists of fibers that can be thought as the high-dimensional generalization of matrix rows and columns. The mode-n fiber of tensor [image: image] is defined by fixing the index in all dimensions but the n-th dimension.

Definition 2 (Tensor unfolding). Tensor unfolding, also called tensor matricization, is to rearrange the elements of the tensor into the matrix format under predefined order. The mode-n matricization of an Nth-order tensor [image: image] would be represented as [image: image], which ordered the mode-n fibers of tensor [image: image] into its columns.

Definition 3 (n-mode matrix product). The product of a tensor [image: image] and a matrix [image: image] along the n-th dimension is a tensor of size J1 × … × Jn−1 × K × Jn+1 × … × JN, denoted as [image: image], with its element expressed by following equation:

[image: image]

Definition 4 (Multilinear tensor rank). The multilinear tensor rank of [image: image] is defined as the rank of the mode-n unfolding matrix X(n), denoted as [image: image].



PROPOSED MODEL


Low-Rank Matrix Approximation

Low-rank matrix approximation (LRMA) aimed to solve the minimization problem through optimizing the cost function between the given data and an approximation with reduced rank. The method was helpful in various image processing such as 2D image denoising (31, 32). The LRMA usually applied for image noise removal following steps, as follows: searching and grouping nonlocal similar patches, performing collaborative filtering, and aggregating the recovered patches to restore the denoised images. Mathematically, the LRMA method can be modeled as follows:

[image: image]

where rank(·) represented the rank of matrix, referring to the number of nonzero singular values of matrix. λ was the trade-off parameter balancing the contribution between fidelity and regularization term. However, due to the high nonconvex and nonlinear properties, problem (Eq. 2) was practically intractable. Therefore, convex relaxation nuclear norm was used instead, and problem (Eq. 2) can be transformed into the following LRMA problem:

[image: image]

where [image: image] denoted the nuclear norm that was defined as the sum of a singular value from matrix X. Cai et al. (33) have proved that the solution of the LRMA problem (Eq. 3) can be conveniently obtained by singular value thresholding; i.e., [image: image], where Y = UΣVT was the SVD of the noisy image Y, and Sλ(Σ) = max(Σ−λ, 0).



Low-Rank Tensor Approximation

LRTA can extend the LRMA algorithm for multidimensional image processing. In this study, we employed the LRTA for 3D MR image denoising. First, reference cube sized of p × p × p was extracted from the MR noisy image. Block matching was performed with a local search window of size k × k × k, and m similar cubes (including the reference cube) were found and stacked to a fourth-order tensor [image: image]. Then the problem estimating the noise-free version [image: image] according to noisy image [image: image] can be regarded as an LRTA mathematically modeled as

[image: image]

where [image: image] denoted the rank of the mode-i unfolding matrix of the fourth-order tensor [image: image]. Based upon the HOSVD (28), tensor [image: image] can be decomposed into the following:

[image: image]

where [image: image] was the core tensor and [image: image] was the factorization matrix. The key for solving problem (Eq. 5) was to estimate the multilinear tensor rank parameter ri(i = 1, 2, 3, 4). Therefore, the LRTA problem (Eq. 4) can be independently decomposed into four relative minimization problems:

[image: image]

where rank(X(n)) was the number of nonzero singular values of the mode-n unfolding matrix X(n), and [image: image] were the Frobenius norm.



Adaptive Multilinear Tensor Rank Algorithm

As the solution of problem (Eq. 6) was intractable, the nuclear norm with nonconvex properties have been demonstrated an effective tool for sparsity of singular values compared with the convex rank function. Motivated by Selesnick and Bayram (34), Chen and Selesnick (35), and Parekh and Selesnick (36), we propose a parameterized logarithmic nonconvex penalty function on singular values, formulated as follows:

[image: image]

where δi(X(n)) was the i-th singular value of the mode-n unfolding matrix X(n). Although the nonconvex penalty function was employed, the proposed LRTA problem (Eq. 7) was strictly convex when 0 ≤ a < 1/λ, which could be proven by Lemma 1, as follows.

Lemma 1(37): The nonconvex function [image: image] satisfied Assumption 1 as mentioned in literature (36). The function h: R→R represented as h(x, a) = ψ(x, a)−|x| was continuously differentiable and concave and satisfied −a ≤ h″(x, a) ≤ 0.

Eq. (7), which was considered to be strictly convex when 0 ≤ a < 1/λ, was proved, as follows.

Proof: Define the function J:Rm × n→R as

[image: image]

where [image: image]. Since both the linear function tr(XYT) and trace norm ||X||* were convex function and the function tr(YTY) was independent on X, the J(X) was strictly convex when the function J1(X) was strictly convex. According to Parekh and Selesnick (36), we can conclude that the function J1(X) was strictly convex when 0 ≤ a < 1/λ.

According to Selesnick and Bayram (34), the proximal operator of the proposed penalty function (Eq. 7) was defined as:

[image: image]

and the equivalent threshold function of the proximal operator (8) can be defined as (34, 38)

[image: image]

When the proximal operator θ(•) was applied to matrix X, the element-wise would need to be treated. Then the proposed LRTA problem (Eq. 7) can globally solved with optimal solution:

[image: image]

where [image: image]. Therefore, the multilinear tensor rank parameter rn can be adaptively estimated as the number of the nonzero elements in θ(Σ(n); λ, a), and the estimated factorization matrix [image: image]was selected as the first rn columns of the U(n). Thus, the estimated core tensor can be formulated as:

[image: image]

and the restored tensor [image: image] can be obtained by:

[image: image]
 

Variance-Stabilizing Transform

MR images were mainly contaminated by Rician-distributed noise (3). For Rician noise removal in 3D MR image, we implemented the forward and inverse variance-stabilizing transform (VST) (38) into our proposed denoising framework. The forward VST was used to convert the 3D MR images with signal-dependent Rician-distribution noise into the new volumetric data with homoscedastic Gaussian-distributed noise. Once the proposed denoising algorithm was applied, the inverse VST (VST−1) counteracted the recovered data to obtain the denoised images. Therefore, the whole scheme of the proposed denoising algorithm in 3D MR images can be formulated as:

[image: image]

where [image: image] is the 3D MR images contaminated by Rician-distributed noise, σn represents the Rician noise level, and σVST is the standard deviation of noise after VST. We describe the proposed denoising method in Algorithm 1.


[image: Table 4]




EXPERIMENTS AND RESULTS

In this section, we validated the performance of the proposed algorithm (refer as MHOSVD) on both the synthetic and clinical 3D MR images. The noise-free MR images for noise synthesis, including T1-weighted (T1w) data, T2-weighted (T2w) data, and proton density-weighted (PDw) data, were downloaded from BrainWeb database (39, 40). The raw data were formatted in a size of 181 × 217 × 181 with 1 mm3 × 1 mm3 × 1 mm3 voxel resolution. The noise data were simulated by adding different levels of spatially invariant Rician noise (from 1% to 15% of the maximum intensity with an increase of 2%).

The peak SNR (PSNR) and structural similarity index measurement (SSIM) were calculated to quantitatively evaluate the denoising performance. PSNR was a metric measuring the ratio of the maximum possible signal power to the noise power, which is defined as:

[image: image]

where MSE is the mean squared error (MSE) between the denoised image and ground truth and MAX represents the maximum image intensity. According to the definition, a higher PSNR value would indicate lower noise content that related to a better image quality.

Meanwhile, the metric of SSIM was defined according to human eye perception:

[image: image]

where μx and σx denote the mean and standard deviation of the ground truth image, respectively, while the [image: image] and [image: image] denote the mean and standard deviation of the denoised image, respectively. c1 and c2 are constants. Therefore, the range of SSIM was from −1 to 1. An SSIM value close to 1 referred to a perfect similarity comparing the denoised image with the ground truth, which resulted in a higher performance of image restoration.


Parameter Sets

The parameters that may determine the denoising performance of the proposed algorithm (MHOSVD) included the following: the size of cube p, the number of similar cubes in a group m, the size of searching volume L, and noise-feedback parameters β and γ. A large value of p and m tended to benefit the removal of image data corruption at high-level noise. However, a large value of parameter m that denoted the number of similar cubes would also result in intragroup dissimilar cubes as a trade-off. Efforts were paid to balance the advantages and disadvantages; the setting of parameters p and m at different noise levels was chosen and shown in Table 1. Similarly, the increase in searching volume parameter L can help better in cube grouping according to image similarity for higher PSNR and also with a cost of the computational burden. The size of the search window (L) was set as 13 according to previous studies (27). The noise-feedback parameters β and γ, which were critical to the feedback of the residual image and residual noise, were set to 0.65 and 0.2 on the basis of previous research (30), respectively. In addition, the parameter a from parameterized logarithmic nonconvex penalty function (Eq. 7) and threshold τ from the proximal operator (9) were set as 0.5/τ and 2 × log(p3m), respectively.


Table 1. The setting of the cube size p and numbers of similar cubes m at varying noise levels.

[image: Table 1]



Denoising on Synthetic Three-Dimensional Magnetic Resonance Images

The performance of proposed algorithm (MHOSVD) was first tested on synthetic brain 3D MR images, against several existing classical algorithms including RSNLMMSE (11), BM4D (27), PRI-NLM3D (22), and HOSVD-R (30). The corresponding PSNR performance and SSIM performance on T1w, T2w, and PDw images were compared across algorithms. As illustrated by Figure 1, the proposed MHOSVD exhibited encouraging improvements over the other three methods, which had been previously verified to be state-of-the-art. Further, we also tabulated the PSNR (Table 2) and SSIM (Table 3) obtained by these four denoising algorithms (RSNLMMSE, BM4D, PRI-NLM3D, HOSVD-R, and MHOSVD) on MR images (T1w, T2w, and PDw) adding Rician noise under different noise levels (1, 3, 5, 7, 9, 11, 13, and 15%, respectively). The proposed MHOSVD outperformed RSNLMMSE (ranged from 1.9337 to 3.8249 dB), PRI-NLM3D (1.091 to 2.2149 dB), BM4D (0.4305 to 1.3077 dB), and HOSVD-R (0.0737 to 0.46 dB) with regard to PSNR. The same superiority was also observed according to the metric SSIM, indicating that the proposed MHOSVD can better remove Rician noise with structure preservation against corruptions across a board range of noise level.


[image: Figure 1]
FIGURE 1. Peak signal-to-noise ratio (PSNR) and structural similarity index measurement (SSIM) comparisons across four denoising methods (RSNLMMSE, BM4D, PRI-NLM3D, HOSVD-R, and MHOSVD) for Rician noise removal in three-dimensional magnetic resonance (3D MR) images synthesized with corruptions under different noise levels.



Table 2. Peak signal-to-noise ratio (PSNR) comparisons across RSNLMMSE, BM4D, PRI-NLM3D, HOSVD-R, and MHOSVD for Rician noise removal in synthetic three-dimensional magnetic resonance (3D MR) images.

[image: Table 2]


Table 3. Structural similarity index measurement (SSIM) comparisons across BM4D, PRI-NLM3D, HOSVD-R, and MHOSVD for Rician noise removal in synthetic three-dimensional magnetic resonance (3D MR) images.

[image: Table 3]

Examples of denoising results of all four algorithms on synthesized MR images (T1w, T2w, and PDw) corrupted by the Rician noise at level of 15% are visually shown in Figures 2–4. Through visible observation, the RSNLMMSE and the PRI-NLM3D exhibited a relatively degraded performance as undesirable oversmoothing and higher detailed structure loss were found to be accompanied with noise reduction, than did the other three methods (BM4D, HOSVD-R, and MHOSVD). Though all four algorithms showed intensity oscillations in homogenous regions according to the results of residual images (Figures 2–4) and enlarged regions of interest (ROIs) (Figure 5), the proposed MHOSVD decreased the unpleasant fluctuation in performance somehow. Nevertheless, the figures illustrate that our algorithm MHOSVD retained fine textures pretty well in 3D volumetric images.


[image: Figure 2]
FIGURE 2. Denoising T1-weighted (T1w) images by different methods (RSNLMMSE, BM4D, PRI-NLM3D, HOSVD-R, and MHOSVD) under 15% Rician noise. First line: T2w image without noise and with 15% Rician noise. Second line: the denoised images with four different methods. Third line: the corresponding residual images (the absolute difference between the denoised and noise-free images).



[image: Figure 3]
FIGURE 3. Denoising T2-weighted (T2w) images by different methods under 15% Rician noise. First line: T2w image without noise and with 15% Rician noise. Second line: the denoised images with four different methods. Third line: the corresponding error images.



[image: Figure 4]
FIGURE 4. Denoising proton density-weighted (PDw) images by different methods under 15% Rician noise. First line: T2w image without noise and with 15% Rician noise. Second line: the denoised images with four different methods. Third line: the corresponding error images.



[image: Figure 5]
FIGURE 5. Performance comparison with enlarged region of interest (ROI) visualization using four different methods under 15% Rician noise. ROIs selected from above (red rectangles in Figures 2–4). First line: T1-weighted (T1w) images. Second line: T2-weighted (T2w) images. Third line: proton density-weighted (PDw) images.


Compared with hard threshold function, the proposed logarithmic penalty function was closer to the rank function. The singular values on unfolding matrices along different modes also were compared across ground truth and restored images (noisy level set as 15%) via HOSVD-R and MHOSVD method, respectively. As shown in Figure 6, the singular values extracted from recovered images using our proposed method were obviously closer to those of the noise-free images than HOSVD-R, especially in the small singular value domain.


[image: Figure 6]
FIGURE 6. The singular value decomposition (SVD) comparison of different mode unfolding matrices about ground truth and denoised image, destroyed by 15% Rician noise, through the HOSVD-R and the proposed MHOSVD method. (A) Mode 1 matrix; (B) mode 2 matrix; (C) mode 3 matrix.


In addition, we further applied the proposed algorithm to verify its reliability and effectiveness on the basis of MR images with various abnormities. The ground truth was obtained from the Multimodal Brain Tumor Image Segmentation Challenge (BraTS) 2013, which provided MRI datasets that have already been optimized by several image preprocessing approaches for further application simulations such as CAD segmentations (41). Figure 7 shows some examples randomly selected from the BraTS, as Figure 7A focuses on T1w contrast-enhanced modes from three different patients, while Figure 7B involves a specific case imaged via different modes including T1w contrast enhanced, T2w, and fluid-attenuated inversion recovery (FLAIR). In this study, Rician noise with a level of 11% was introduced into the BraTS data to synthesize the noisy images. As illustrated by the second column of Figure 7, the boundary of lesions can be severely blurred with the impact of noise, and some small structures were even buried by the stochastic variances that noise introduced. The proposed algorithm (MHOSVD) was applied to remove the image corruption and restore the image qualities, and the relative results were compared with those of several classical denoising method including RSNLMMSE, PRI-NLM3D, BM4D, and HOSVD-R. Figure 7 illustrates that all algorithms can repair images with different noise removal abilities. Comparing columns 3–7 with column 2, it can be visibly observed that the blurry images were degraded after the denoising procedure (Figure 7), the boundary of pathological context was re-highlighted, and fine structures covered by the additive noise were restored as a result of noise removal. Further, compared with other classical methods (RSNLMMSE, PRI-NLM3D, BM4D, and HOSVD-R), our proposed algorithm can emphasize the lesion edge more effectively and preserve more small structures, which may assist the physician in decision making under complex conditions when images were acquired with heavy noise and play a key role for accuracy improvements in computer-aided detection/diagnostic tools such as tumor segmentation and recognition.


[image: Figure 7]
FIGURE 7. Denoising performance based upon synthesized brain images with abnormities acquired via different MRI modes. The ground truth images (1st column) were downloaded from the open source of BraTS, which included clinical datasets after several image preprocessing approaches. A level of 11% Rician noise was added into the ground truth to synthesize the noised images (second column). The proposed algorithm (MHOSVD) was applied to remove the corruptions against four classical denoising methods (RSNLMMSE, PRI-NLM3D, BM4D, and HOSVD-R), and the results were compared. (A) Denoising performances based on T1-weighted contrast-enhanced images acquired from three different patients, and each row corresponds to one patient. (B) Denoising performances based on MR datasets acquired by different imaging modes [from top to bottom: T1-weighted contrast-enhanced, T2, and fluid-attenuated inversion recovery (FLAIR)] of the same patient.




Denoising on Clinical Three-Dimensional Magnetic Resonance Images

We also validated the denoising performance of the proposed algorithm on clinical MR datasets downloaded from the publicly available Open Access Series of Imaging Studies (OASIS) database (http://www.oasis-brains.org) (42). The clinical datasets (brain images, T1w) were of size 256 × 256 × 128 with a resolution of 1.0 mm3 × 1.0 mm3 × 1.25 mm3. The obtained MR images were originally corrupted by a certain level of clinical noise through acquisition. The Rician noise level was investigated according to (38), and the noise estimates for these MR images (OAS1_0092 and OAS1_0112) were ~4.5 and 3% of the maximum intensity, respectively.

The restored results of our proposed MHOSVD for T1w brain images in sagittal, coronal, and transverse planes are presented in Figure 8. Further comparisons across four different algorithms (RSNLMMSE, BM4D, PRI-NLM3D, HOSVD-R, and MHOSVD) are shown in Figure 9. According to performance comparison (Figure 9), the statistical approach RSNLMMSE can restore the images but also severely erased structural details, and the PRI-NLM3D also showed some blurry edge and several tiny structures loss after noise removal. Again, based upon clinical images, the outstanding noise-reduction performance with excellent detailed structure reservation was practically observed using MHOSVD.


[image: Figure 8]
FIGURE 8. Example of clinical image denoising using the proposed method. First line: clinic noise image. Second line: the denoised images with the proposed method. Third line: the corresponding error images (the absolute difference between the denoised and noise images). Regions of interest (ROIs) (red rectangle) were selected and enlarged for better detail representation in this figure.



[image: Figure 9]
FIGURE 9. Denoising performances comparison based on regions of interest (ROIs) of top images (red rectangle in Figure 8). (A) Enlarged ROI from OAS1_0092. (B) Enlarged ROI from OAS1_0112. The proposed algorithm (MHOSVD) was compared with existing state-of-the-art methods including RSNLMMSE, BM4D, PRI-NLM3D, and HOSVD-R.





CONCLUSIONS

In this study, we proposed an adaptive multilinear tensor rank approximation algorithm based on parameterized nonconvex logarithmic function for Rician noise removal in 3D MR images. The framework extracted 3D cube from noise images and searched similar cubes according to the Euclidean distance between cubes to construct the corresponding fourth-order tensor. The nonconvex logarithmic function was applied for the rank estimation of unfolding matrices along different modes of the tensor. Then the fourth-order tensors can be effectively recovered through the adaptive multilinear tensor rank approximation. Afterwards, the recovered cubes were aggregated to obtain the recovered volumetric images. Finally, we verified our algorithm on synthetic and clinical MR images. The proposed method exhibited a state-of-the-art performance in Rician noise removal with excellent fine detail preservation, which even outperformed several existing classical denoising methods (RSNLMMSE, BM4D, PRI-NLM3D, and HOSVD-R). Further, the capability to effectively capture the sparsity of multidimensional dataset would enable our work to be extended to several other domains, such as hyperspectral images (43, 44), color images (45), and video (46).
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The 2016 WHO classification of central nervous system tumors has included four molecular subgroups under medulloblastoma (MB) as sonic hedgehog (SHH), wingless (WNT), Grade 3, and Group 4. We aimed to develop machine learning models for predicting MB molecular subgroups based on multi-parameter magnetic resonance imaging (MRI) radiomics, tumor locations, and clinical factors. A total of 122 MB patients were enrolled retrospectively. After selecting robust, non-redundant, and relevant features from 5,529 extracted radiomics features, a random forest model was constructed based on a training cohort (n = 92) and evaluated on a testing cohort (n = 30). By combining radiographic features and clinical parameters, two combined prediction models were also built. The subgroup can be classified using an 11-feature radiomics model with a high area under the curve (AUC) of 0.8264 for WNT and modest AUCs of 0.6683, 0.6004, and 0.6979 for SHH, Group 3, and Group 4 in the testing cohort, respectively. Incorporating location and hydrocephalus into the radiomics model resulted in improved AUCs of 0.8403 and 0.8317 for WNT and SHH, respectively. After adding gender and age, the AUCs for WNT and SHH were further improved to 0.9097 and 0.8654, while the accuracies were 70 and 86.67% for Group 3 and Group 4, respectively. Prediction performance was excellent for WNT and SHH, while that for Group 3 and Group 4 needs further improvements. Machine learning algorithms offer potentials to non-invasively predict the molecular subgroups of MB.

Keywords: medulloblastoma, radiomics, molecular subgroups, machine learning, prediction


INTRODUCTION

Medulloblastoma (MB) is one of the most common pediatric brain tumors with high malignancy (1). In 2012, an international consensus on the molecular subgroups of MB was reached among pediatric neuro-oncology researchers (2, 3). The four putative molecular subgroups of MB were named as sonic hedgehog (SHH), wingless (WNT), Grade, 3, and Group 4, with the subgroups carrying genetic, transcriptionomic, demographic, and prognostic differences (2–6). The 2016 WHO classification of central nervous system tumors has also included the four molecular subgroups under medulloblastoma (7). The molecular subgroups now form an important factor for MB risk stratification and will be the basis for future clinical trials aimed at developing subgroup-specific treatments (3). However, the availability of molecular subgrouping of MB has been hampered by the relatively high cost of and lack of access to molecular techniques in many health settings (8).

It has been revealed that the four molecular subgroups of MB have different cellular origins (9, 10). In mice models, the WNT subgroup of MB arises from dorsal brainstem precursors, while the SHH subgroup originates from cerebellar granule neuron precursors at the upper rhombic lip (9). Therefore, tumor localization patterns may provide some clues for the molecular subgrouping of MB, and several research teams have reported promising results (11–13). Nevertheless, much more information lies in the radiographic patterns of tumor parenchyma which are not yet explored. A few studies (11, 14) have attempted to delineate different molecular subgroups of MB in terms of contrast enhancement, T2-weighted intensity, hemorrhage, necrosis, etc. However, these imaging features were human-recognized qualitative characteristics that cannot embrace all the multi-dimensional and subtle patterns presented by magnetic resonance imaging (MRI). Recently, machine learning-based radiomics analysis has been successfully applied to quantify radiographic features for identifying image biomarkers with the capability to predict genotypes and the clinical outcomes of various tumors (15, 16).

In the current study, we used a machine learning-based radiomics approach to develop a predictive model for molecular subgroups of MB (pediatric and adult) based on multi-parameter MRI, tumor location and clinical factors in a relatively large cohort (n = 122).



MATERIALS AND METHODS


Patients and Molecular Subgroup Assignment

The Human Scientific Ethics Committee of The First Affiliated Hospital of Zhengzhou University has approved the protocol of this study (No. 2019-KY-176). A total of 183 patients received craniotomy for tumor resection and were pathologically diagnosed as primary MB in the Department of Neurosurgery, The First Affiliated Hospital of Zhengzhou University from January 2009 to January 2018. The 183 cases were further assessed for molecular subgroups and selected by the following criteria: (1) availability of pre-operative MRI, (2) availability of multi-parameter MRI, including axial pre-contrast T1-weighted imaging (T1), axial contrast-enhanced T1-weighted imaging (T1c), axial T2-weighted imaging (T2), axial fluid-attenuated inversion recovery (FLAIR) imaging, and apparent diffusion coefficient (ADC) maps generated from acquired diffusion-weighted imaging (DWI), and (3) availability of sufficient image quality without significant artifacts, determined by neuroradiologists (J. Yan and J. Cheng) and neurosurgeons (Z. Zhang and X. Liu). The selection procedure is depicted in Supplementary Figure 1. Clinical parameters (gender and age) were acquired from the medical record system. For molecular subgroup assessment, we used the NanoString assay for formalin-fixed paraffin-embedded tissues that were available in all the MB cases for identification of molecular subgroups (WNT, SHH, Group 3, and Group 4) as described by Northcott et al., and we used the R-script for the assay kindly provided by Dr. Michael Taylor of Sickkids, Toronto (17, 18).



MRI Acquisition

All MR images of the enrolled patients were acquired on 3.0 T MR units (Discovery MR750, GE Healthcare, Milwaukee, WI, United States; Magnetom Trio TIM/Skyra, Siemens Healthcare, Erlangen, Germany) with 8-, 12-, or 20-channel head coil. Briefly, the brain MRI protocol included the following: (a) pre-contrast axial and sagittal T1, (b) axial T2, (c) axial FLAIR, (d) DWI, and (e) axial, sagittal, and coronal T1c acquired immediately after an intravenous administration of a 0.1-mmol/kg dose of a gadolinium-based contrast agent (gadolinium-diethylenetriamine pentaacetic acid, Bayer Healthcare, Leverkusen, Germany, or gadoteric acid meglumine salt injection, Hengrui Healthcare, Jiangsu, China) with the same parameters as the matched pre-contrast sequence. All DWI acquisitions were obtained before injection of the contrast agent and were used as a monopolar spin-echo echo-planar sequence, with diffusion sensitizing gradients encoded in the x, y, and z directions. ADC maps were calculated from acquired DWI with b = 0 and b = 1,000 s/mm2 images using the dedicated software (version 4.6, GE Healthcare, Milwaukee, WI, United States; Syngo, Siemens Healthcare, Erlangen, Germany). Details of the parameters for all the sequence acquisitions are available in Supplementary Table 1.



Location and Hydrocephalus Status

Location features were defined as the location of the tumor geometric center and determined by a neuroradiologist (J. Yan, with 10 years of experience) according to pre-operative MRI. A second neurosurgeon (Z. Zhang, with 10 years of experience) reviewed all the location features. Any disagreement between the two raters was resolved by discussion and consensus. In this study, three locations were defined, including the midline vermian/fourth ventricle, cerebellar hemisphere, and cerebellar peduncle/cerebellopontine angle cistern (CP/CPA) (11). Moreover, hydrocephalus was defined as Evans’ index (EI) > 0.3 based on EI calculated as the ratio of the maximum width between the frontal horns of the lateral ventricles (frontal horn width) and the maximum transverse inner diameter of the skull at the same axial level (19). The EIs for all patients were determined by J. Yan and Z. Zhang.



Image Preprocessing and Tumor Delineation

An overview of the radiomics analysis pipeline is shown in Figure 1. Image pre-processing was performed to normalize the intensity and the geometry. First, N4ITK algorithm was applied to correct the bias field distortion. After isotropic voxel resampling into 1 mm × 1 mm × 1 mm with linear interpolation, multi-parameter MRI rigid registration was performed with mutual information similarity metric using T1c as a template. Histogram matching was used for intensity normalization. A neuroradiologist with 10 years of experience (J. Yan), blinded to clinical, pathological, and molecular data, manually delineated the three-dimensional volume of interest (VOI) of tumor contours slice by slice using the ITK-SNAP software1 in the axial plane primary from FLAIR, T2, and T1c images. The VOI was defined as the region including the contrast-enhancing area, the non-enhancing area, and the necrosis area of the tumor. Specifically, the VOI contours were delineated based on FLAIR images; meanwhile, T2 and T1c were used to cross-check the tumor extension and fine-tune the tumor contour. Considering feature repeatability against intra-rater and inter-rater delineation variations, the VOI delineation process was repeated by the same neuroradiologist (J. Yan) and by another neurosurgeon (Z. Zhang) on 30 randomly selected patients, generating a test–retest data set for intra-rater repeatability analysis and a multiple delineation data set for inter-rater repeatability analysis, respectively. The segmented VOI was then overlaid with co-registered resampled T1, T1c, T2, FLAIR, and ADC images.


[image: image]

FIGURE 1. Overview of the radiomics pipeline in this study. The pipeline consisted of tumor delineation, image preprocessing, radiomics feature extraction, feature selection, model building, and model evaluation.




Radiomics Feature Extraction

An open-source Python tool Pyradiomics was used to extract all radiomics features. Feature descriptions and mathematical definitions can be found in (20). From each VOI, high-throughput features were extracted, including (1) location features, (2) shape features, (3) intensity features, and (4) texture features. Fourteen shape features were extracted from the delineated VOI masks to describe the 3D characteristics of tumor shape. First-order intensity features were extracted to describe the intensity distributions of the voxel intensities. The texture features were extracted using five different methods, including the gray-level co-occurrence matrix, gray-level run length matrix, gray-level size zone matrix, gray-level dependence matrix, and neighborhood gray-tone difference matrix (NGTDM). The intensity features and the texture features were extracted not only from the original images but also from the transform-domain images using both wavelet transform and Laplacian of Gaussian (LoG) filter with four sigma levels (2.0, 3.0, 4.0, and 5.0). A total of 234 intensity features were extracted, where 18 were from original images, 72 were from LoG images, and 144 were from wavelet images. A total of 949 texture features were obtained, including 73 original texture features, 292 LoG texture features, and 584 wavelet features. In total, 5,929 quantitative features were extracted from five MRI sequences for each patient. The radiomics features extracted are summarized in Supplementary Table 2.

The features included three texture features and eight intensity features extracted from T1, T1c, FLAIR, or ADC images. All features were calculated from wavelet-transformed images, where H and L were high-pass and low-pass filters in wavelet transform, respectively. pFDR is short for false discovery rate-adjusted P value.



Feature Selection

The features were standardized with z-score normalization to zero mean and unit variance. First, features with low repeatability against intra-rater and inter-rater delineation variations were excluded from subsequent analysis. Here the intra-rater and inter-rater repeatability for each feature was quantified by intraclass correlation coefficient (ICC) calculated between feature pairs on the intra-rater test–retest data set and inter-rater multi-delineation data set, respectively. Any feature with ICC smaller than 0.85 was discarded. To minimize feature redundancy, correlation coefficients between each pair of the remaining features were calculated. For feature pair with correlation coefficients greater than 0.90, the feature with better univariate predictive power (smaller Mann–Whitney U test P value) was retained, while the other was removed. Based on the remaining robust and non-redundant feature subset, a random forest-based wrapper feature selection algorithm Boruta (21) was used to further select the optimal all-relevant features. Boruta searched for relevant features iteratively by comparing the importance of original features with the importance of artificially added random ones and progressively removing irrelevant features. Within each iteration, a random forest algorithm was used to measure the feature importance and evaluate the model. After evaluating all possible feature combinations, the most important features for an optimal model were selected.



Machine Learning Classification

Based on the selected feature subset, a radiomics model was built using random forest algorithm (22) for classifying the four molecular subgroups. Then, a radiomics, location, and hydrocephalus (RLH) model was built using random forest by radiomics features, tumor location, and hydrocephalus information. For comparison, a clinical model based only on clinical factors (gender and age) was also built using random forest algorithm. Furthermore, a combined radiomics, location, hydrocephalus, and clinical factors (RLHC) model was built by combining the 11 radiomics features, tumor location, hydrocephalus information, and clinical factors (gender and age), using random forest algorithm. The number of trees in a random forest algorithm was set to 500, where the Gini index was used as importance measure (22). We also evaluated three univariate parameters alone for molecular subgroup classification, including lack of contrast, location, and hemorrhage. Three prediction models using univariate logistic regression were built using each single parameter. The R packages utiml and randomForest were used for model building.



Statistical Analysis

All statistical analyses were done with R software, version 3.6.1. A two-side P value of less than 0.05 was considered significant. The study population was randomly divided into a training cohort and a testing cohort at a ratio of 3:1, where the distribution of the clinical characteristics was balanced. Differences in gender, age, and molecular subgroups between the training and the testing cohorts were assessed by using Wilcoxon test or χ2 test. Differences in patient characteristics across the four molecular subgroups were assessed by using Kruskal–Wallis test. All four classification models (radiomics model, clinical model, RLH model, RLHC model, and three univariate logistic regression models) were trained on the training cohort and tested on the testing cohort. Molecular subgroup-specific classification performance (one specific class versus all other classes) was assessed by using receiver operating characteristic (ROC) analysis in terms of AUC, accuracy, sensitivity, and specificity. For each subgroup-specific dichotomous classification, the optimal cutoff was chosen as the maximum value of the Youden index (sensitivity + specificity − 1). All indices were calculated for both training and testing cohorts. The AUCs were statistically compared between different classifiers using DeLong analysis (23).



RESULTS


Patient Characteristics

According to the selection criteria, a total of 122 patients were included in the current study. The patients were divided into a training cohort (n = 92) and a testing cohort (n = 30). Between the training and the testing cohorts, there were no significant differences in clinical characteristics [molecular subgroup (P = 0.8037), tumor location (P = 0.6365), hydrocephalus (P = 0.8482), gender (P = 0.6983), and age (P = 0.9028)], as shown in Table 1. Among the four molecular subgroups, significant differences in sex (P = 0.0004), age (P = 0.0001), location (P < 0.0001), and hydrocephalus (P = 0.0004) have been found, as shown in Supplementary Table 3.


TABLE 1. Characteristics of patients with medulloblastoma in the training cohort and testing cohort.

[image: Table 1]


Feature Selection

After the intra-rater and inter-rater robustness tests, 2,978 out of 5,929 features remained. After the redundancy reduction, 486 features were selected for subsequent analysis. The heat maps of the correlation coefficients of both the 2,978 features and the selected 486 features are shown in Supplementary Figure 2. After the Boruta feature selection, 11 most important features for an optimal model fit were finally selected, including three texture features and eight intensity features, as shown in Table 2. The result of the Boruta feature selection is shown in Supplementary Figure 3, where the boxplots of importance of all features fed to Boruta are shown. All the selected features were extracted from wavelet-transformed images. The univariate association of each selected feature with the molecular subgroup was significant (false discovery rate-adjusted P < 0.001).


TABLE 2. Eleven selected radiomics features for predicting the molecular subgroups of medulloblastoma patients.
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Classification Performance

The subgroup-specific ROC curves for both training and testing cohorts of the radiomics model and the RLHC model are shown in Figure 2. The ROC curves of the clinical model and the RLH model are shown in Supplementary Figure 4. The AUCs of the 11-feature radiomics model were 0.8264 for WNT, 0.6683 for SHH, 0.6004 for Group 3, and 0.6979 for Group 4 in the testing cohort. When combining the 11 imaging features with tumor location and hydrocephalus information, the AUCs of the RLH model were 0.8403 for WNT, 0.8317 for SHH, 0.6451 for Group 3, and 0.6111 for Group 4 in the testing cohort. In the training cohort, significant differences of AUCs between the radiomics model and the RHL model were found for both WNT and SHH subgroups (DeLong P < 0.01). However, in the testing cohort, no significant AUC difference between the radiomics model and the RLH model was found for any subgroup.


[image: image]

FIGURE 2. Receiver operating characteristic (ROC) curves of the radiomics model and the radiomics, location, hydrocephalus, and clinical factors (RLHC) model. (A,B) ROC curves of the radiomics model on the training cohort and testing cohort, respectively. (C,D) ROC curves of the RLHC model on the training cohort and testing cohort, respectively.


The AUCs of the clinical model in the testing cohort were 0.8681 for WNT, 0.7163 for SHH, 0.5469 for Group 3, and 0.5035 for Group 4. After incorporating the clinical information into the RLH model, the AUCs of the RLHC model in the testing cohort further improved to 0.9097 for WNT, 0.8654 for SHH, 0.6652 for Group 3, and 0.6736 for Group 4. In addition, among the three univariate models, the location-based model achieved AUCs of 0.5352 for WNT, 0.8410 for SHH, 0.6610 for Group 3, and 0.5311 for Group 4. The contrast- and hemorrhage-based models failed in subgroup prediction (AUCs: 0.5000 to 0.5127). The subgroup-specific ROC curves of the location model are shown in Supplementary Figure 5. In the training cohort, significant differences of AUCs between the radiomics and the RLHC models were found for both WNT and SHH subgroups (DeLong P < 0.01). In the testing cohort, a significant AUC difference between the RLHC model and the radiomics model was found only for the SHH subgroup (DeLong P = 0.04). The classification performance of the radiomics model and that of the RLHC model in both training and testing cohorts are summarized in Tables 3, 4, respectively. The performance of the clinical model and that of the RLH model are shown in Supplementary Tables 4, 5, respectively.


TABLE 3. Summary of the subgroup-specific classification performance of the radiomics model.
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TABLE 4. Summary of the subgroup-specific classification performance of the RLHC model.

[image: Table 4]To further illustrate the relevance of the selected 11 radiomics features with the four molecular subgroups, typical MR images and corresponding feature maps are presented in Figure 3 for a WNT patient, a SHH patient, a Group 3 patient, and a Group 4 patient, respectively. To describe the univariate contribution of each parameter used (the selected 11 radiomics features, tumor location, hydrocephalus information, age, and gender) to subgroup classification, a heat map of the subgroup-specific parameter importance in classification is shown in Figure 4. The meanings of the 11 radiomics features are detailed in Supplementary Table 6.
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FIGURE 3. MR images and corresponding feature maps of the selected 11 features for a wingless patient, a sonic hedgehog patient, a group 3 patient, and a group 4 patient. The delineated tumor contour was overlapped on the MR images. The radiomics features f1–f11 are defined in Table 2. The feature maps visualized the intratumoral variations of the image patterns, revealing the association of the radiomics features with the molecular subgroups.



[image: image]

FIGURE 4. Heat map of the subgroup-specific importance of all parameters used in subgroup classification.


The importance values are calculated as the Gini index in building the RLHC model, indicating the univariate contribution to the classification. A larger value means more importance in classifying a specific subgroup. For example, the feature f6 was the most important in Group 4 classification, while tumor location contributed most in SHH classification.



DISCUSSION

In this study, data from clinical factors (age and gender) and radiographic information (tumor location, hydrocephalus, and radiomic features from tumor parenchyma) were utilized to develop predictive models for the molecular subgroups of MB. Compared to other reports focusing on the relationship of MRI features and the molecular subgroups of MB (8, 11–14, 24), the current study has several strengths. First, this study used a machine learning method to analyze nearly all the suitable information extracted from routine pre-operative examinations for MB patients. Third, T1, T1c, T2, FLAIR, and ADC MR sequences were used to provide radiomic signatures, which were also the most integrated MR sequences to date.

The consensus of the four molecular subgroups is now the basis for MB patient stratification and design of many clinical trials (25). Nonetheless, the assignment of molecular subgroups of MB in routine clinical situation is still a challenge for many institutions with limited resources (8, 17). The NanoString assay demonstrated by Northcott et al. is an accurate, reproducible, and rapid method for the molecular subgrouping of MB (17), but this method is only recently available for research use in a few medical centers in China, India, and Brazil (26–28). Therefore, it is of great clinical and social significance to be able to predict the molecular subgroups of MB with the information provided in routine examinations conducted in daily medical practice. Another merit of the non-invasive assignment of molecular subgroup before surgical intervention is its guidance for neurosurgical strategies. EM Thompson et al. revealed that no significant survival benefit existed for greater extent of resection for patients with WNT, SHH, and Group 3 tumors and suggested that the surgical removal of small residual of MB tumors should not be pursued if there is clinical risk of neurological sequelae, especially in these three molecular subgroups (6).

It is conceivable that the optimal prediction model for the molecular subgroups of MB in clinical situation should include data from pre-operative routine examinations as much as possible. There are two aspects of data suitable for developing the prediction model, namely, clinical and radiographic parameters. Clinical parameters (age and gender) have been demonstrated to be associated with the molecular subgroups of MB (2, 4, 5). The bulk of information lies in the radiographic features presented in MRI, and recent progress in radiomic algorithms has enabled researchers to extract high-dimensional radiographic patterns indiscernible to the human eye and analyze them quantitatively instead of qualitatively (15, 16, 29). Radiomics has been extensively investigated in several major cancers, such as lung cancer, breast cancer, hepatocellular carcinoma, and gliomas (16, 30). To date, a limited number of studies have explored the relationship between MRI features and the molecular subgroups of MB (8, 11–14, 24), most of which characterized the qualitative imaging features, such as location, hydrocephalus, enhancement patterns, T2-weighted characteristics, hemorrhage, necrosis, and calcification. Prior studies have shown that location is a key feature predictive of molecular subgroups. SHH tumors occur most frequently in the cerebellar hemisphere, while Group 3 and Group 4 tumors often arise in the midline vermian/fourth ventricle, and most WNT tumors involve both the midline and the CP/CPA regions (11–14, 24, 31). Moreover, the enhancement patterns differ across MB subgroups. For instance, WNT tumors lie at one end of the spectrum, with homogeneous enhancement involving almost the entire tumor, while Group 4 tumors lie at the other end, with a large proportion of non-enhancing or very faintly enhancing tumor (11, 13, 14). In addition, Dasgupta et al. have reported that hydrocephalus may have an important role in discriminating between subgroups (14).

Recently, M Iv et al. extracted T2 and T1c radiomic features from pediatric MB to develop a predictive model for molecular subgrouping (8). Their models reached acceptable performance for predicting SHH and Group 4 subgroups with AUCs of 0.70–0.73 and 0.76–0.80, respectively, while the AUCs for predicting WNT and Group 3 reduced to 0.45–0.72 and 0.39–0.57, respectively. The reasons for the latter may be related to the limited MR sequences, the relatively small sample size, the lack of information of tumor location, and clinical parameters. Previous imaging–genomics studies in patients with gliomas have shown that extracting radiomics features from multiple MR sequences significantly benefited the prediction performance (32–34). In this study, we extracted radiomics features from five conventional MRI sequences (T1, T1c, T2, FLAIR, and ADC) and finally constructed an 11-feature-based model to predict the molecular subgroups of MB. The visualized feature maps of four patients in Figure 3 give an illustrative example of how the selected 11 radiomics features were associated with the subgroups.

Furthermore, since tumor location and hydrocephalus status were revealed to be significantly related to the molecular subgroups of MB (11–14, 24, 31), these two aspects were evaluated and added to the predictive model. The resulting RLH model achieved improved AUCs of 0.8403 and 0.8317 for predicting WNT and SHH, respectively, as shown in Supplementary Table 5. The heat map of parameter importance in Figure 4 shows the location which contributed the most in predicting the SHH subgroup. Moreover, by combining the 11 radiomics features, location, hydrocephalus, gender, and age, the resulting RLHC model predicted WNT and SHH with further improved AUCs of 0.9097 and 0.8654, respectively, while the overall accuracy for predicting Group 3 and Group 4 was improved to 70 and 86.67%, respectively, as shown in Table 4. Our predictive model outperformed current qualitative criteria in predicting a WNT medulloblastoma but had poorer performance in predicting Group 3 and Group 4 medulloblastoma (14). This may be due to the specific radiomics features used in our study which better reflect the underlying biological processes or cellular functions associated with the WNT subtype. This warrants further investigation on a relatively larger study cohort with paired MRI and RNA sequencing data. Recently, one study revealed that Group 3 and Group 4 MBs both exhibited a developmental trajectory from primitive progenitor-like to more mature neuronal-like cells (10). The heat map in Figure 4 also shows that age was of great importance in the prediction of SHH and Group 3 subgroups.

There are several limitations concerning the current study. First, this study utilized NanoString assay for molecular subgrouping, which is not a calibrated assay. Second, the sample size of the current cohort is still insufficient to utilize the full potential of radiomics features especially when machine learning approach was applied. A prospective, multicenter collaborative study with much greater number of participants will further improve the performance and the generalization of the predictive model. Third, there are several advanced MRI sequences, such as magnetic resonance spectroscopy (MRS) and dynamic susceptibility contrast perfusion MR, that were not included since these were unavailable in most of the cohorts. It has been reported that a subgroup classifier based on MRS was able to discriminate between SHH subgroup and Group 3 and Group 4 subgroups with satisfying accuracy (35). These clinically used MRI sequences are recommended to be included in the design of a future study. Finally, the underlying mechanisms why radiomics features could reflect the molecular subgroups of MB remain elusive and need extensive investigations. Analyzing data of high-throughput sequencing of tumor specimens and paired radiographic features by advanced artificial intelligence algorithms may be the way to gain insight to these mechanisms.



CONCLUSION

In summary, by using a machine learning algorithm, clinical and radiographic information from pre-operative routine examinations were demonstrated to be capable of predicting the molecular subgroups of MB with high accuracy. The prediction performance of the model for WNT (AUC 0.9097 and accuracy 80%) and SHH (AUC 0.8654 and accuracy 86.67%) subgroups was excellent in the testing cohort, while that for Group 3 and Group 4 MB needs further improvements. Machine learning algorithms using data from routine examinations hold great promises for non-invasive pre-operative prediction of the molecular subgroups of MB.
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Background: The management of ground glass nodules (GGNs) remains a distinctive challenge. This study is aimed at comparing the predictive growth trends of radiomic features against current clinical features for the evaluation of GGNs.

Methods: A total of 110 GGNs in 85 patients were included in this retrospective study, in which follow up occurred over a span ≥2 years. A total of 396 radiomic features were manually segmented by radiologists and quantitatively analyzed using an Analysis Kit software. After feature selection, three models were developed to predict the growth of GGNs. The performance of all three models was evaluated by a receiver operating characteristic (ROC) curve. The best performing model was also assessed by calibration and clinical utility.

Results: After using a stepwise multivariate logistic regression analysis and dimensionality reduction, the diameter and five specific radiomic features were included in the clinical model and the radiomic model. The rad-score [odds ratio (OR) = 5.130; P < 0.01] and diameter (OR = 1.087; P < 0.05) were both considered as predictive indicators for the growth of GGNs. Meanwhile, the area under the ROC curve of the combined model reached 0.801. The high degree of fitting and favorable clinical utility was detected using the calibration curve with the Hosmer-Lemeshow test and the decision curve analysis was utilized for the nomogram.

Conclusions: A combined model using the current clinical features alongside the radiomic features can serve as a powerful tool to assist clinicians in guiding the management of GGNs.

Keywords: machine learning, growth, solitary pulmonary nodule, tomography, X-ray computed, nomograms


INTRODUCTION

The detection rate of pulmonary nodules has been significantly increased since the introduction of low dose CT screening, especially for the ground glass nodule (GGN) (1, 2). The GGN, which includes pure and part-solid GGN, is defined as a hazy region of increased opacity on lung windows without obscurity to bronchial and vascular structures (3). The pathophysiology of GGN is based on the accumulation of fluid, cells or amorphous material in the alveoli itself, or thickening of the alveolar walls and septal interstitium (4). The GGN is observed in many lesions, such as malignant tumors and benign lesions which include inflammatory lesions, interstitial lung disease, and so on (5–7). In 2017, the Fleischner society released new guidelines for GGN management, with more aggressive guidelines toward follow up (8). Although radiologists were able to observe changes of GGN in follow-up CT examinations, most GGNs progress at a slow rate, particularly persistent GGN (9). Therefore, long windows of follow-up are often required. This is a source of great anxiety for patients and their families. Furthermore, the increased duration of follow up often increases the rate of no-shows. Therefore, several studies have sought to provide a greater diagnostic indicator for the growth of GGNs through the analysis of traditional imaging features, such as diameter and CT attenuation (10–13). For example, Matsuguma et al. showed there were significant differences in diameter between rapidly growing and non-growing pure GGNs (12). However, distinguishing the growing GGNs from static GGNs using traditional quantitative CT imaging remains a distinctive challenge.

With the advancements in imaging technology, many radiologists attach importance to these parameters, such as the Gray-Level Co-occurrence Matrix (GLCM) and the Gray Level Run-length Matrix (RLM) (14). While there have been many radiomic pulmonary studies in recent years, there have been no studies comparing and contrasting radiomic features with clinical features to predict the growth of GGNs (15, 16).

Therefore, the purpose of the current study is to compare the performance of clinical signatures and radiomic features in predicting the growth of GGNs and to build a clinical-radiomic nomogram to accurately predict the growth of GGNs.



MATERIALS AND METHODS


Patients

This retrospective study was approved by our institutional review board and informed consent requirement was waived.

Between September 2012 and December 2018, a total of 85 patients with 110 GGNs were involved in this study which included 68 patients with a single GGN, 11 patients with two GGNs, 5 patients with three GGNs, and 1 patient with five GGNs. The inclusion criteria were as follows: (1) detected pulmonary nodules showed GGNs on non-enhanced CT thin-sectioned images; (2) the GGN diameter between 5 and 30 mm in the initial CT image; (3) there were more than two follow-up, thin-section CT examinations and the follow-up interval was longer than 2 years.

The exclusion criteria were as follows: (1) biopsy, radiotherapy, chemotherapy or surgical resection during any follow-up; (2) severe respiratory artifacts on CT images; (3) a history of lung surgery; (4) the first or final CT examinations were low dose CT examinations.

The patients were randomly divided into a training cohort and a validation cohort. A flow chart of patients who were selected is presented in Figure 1.


[image: Figure 1]
FIGURE 1. Flow diagram of GGN selection.




CT Examination Acquisition

All images were obtained with a Siemens Somatom sensation, 64 slice, CT scanner (Siemens Healthcare). The imaging parameters were as follows: tube voltage, 120 kVp; automatic tube current modulation; collimation, 0.6 mm*64; matrix, 512*512; rotation time, 0.37 s, reconstruction slice thickness, 0.75 mm with a 0.5 mm interval, reconstruction kernel, B31f.



Nodule Selection and Growth Definition

The GGNs were assessed by two radiologists (one with 11 years of experience and another with 4 years of experience in pulmonary radiology) based on thin-section unenhanced CT images. All GGNs were confirmed by two radiologists with consensus agreement. If the two radiologists cannot reach a consensus, the GGNs were assessed by a third-party professor with 28 years of experience in pulmonary radiology. The diameter of GGN was defined as the maximum length of on the transverse lung window in thin-section CT images. The solid diameter was defined as the maximum size of the solid portion of GGNs on the transverse lung window in thin-section CT images. All measurements in the initial and final CT images were constructed from transverse sections by two radiologists to reach a consensus. To eliminate measuring error, growth was defined as an increase in diameter or the size of the solid portion ≥2 mm, or an emerging solid portion (17).



Region of Interest Segmentation and Feature Extraction

All regions of interest (ROI) were manually segmentation by a radiologist with 4 years of experience in pulmonary radiology on initial thin-section CT images by using ITK-SNAP 3.6.0 (www.itksnap.org), and further verified by another radiologist with 11 years of experience in pulmonary radiology. For situations of a discrepancy between the two radiologists, the segmentation patterns were evaluated by a professor of radiology with 28 years of experience in pulmonary radiology. Normal structures within or around the GGNs, such as vessels and pleura, were not included in ROIs. A total of 396 radiomic features were quantitatively extracted using Analysis Kit software (AK, GE Healthcare). These features included single-order (histograms and morphologic features) alongside higher-order parameters (Supplementary Descriptions). The higher-order parameters were described as “texture” features, such as GLCM and RLM. Texture features described statistical interrelationships between voxels with similar (or dissimilar) contrast values. The values of each feature for all GGNs were normalized with Z-scores ((x – μ)/σ) for the purpose of removing the unit limits of each feature before being applied to a machine learning model for classification. For the model parameters, x represents the value of the feature, μ indicates the average feature values in all GGNs within the cohort, and σ represents the corresponding standard deviation.



Radiomic Feature Selection and Construction of Rad-Score

The minimum Redundancy Maximum Relevance (mRMR) and the least absolute shrinkage and selection operator (LASSO) algorithm were used to select radiomic features (18). Initially, mRMR was performed to eliminate redundant and irrelevant features. The top 20 features were selected, and the optimized subset of features was chosen by LASSO to construct the final model. After the number of features was determined, the most predictive feature subset was chosen and the corresponding coefficients were calculated. Rad-score was composed by summing the chosen features, weighted by their coefficients, and comparing it between the training group and test group. The performance of the model was then evaluated by ROC analysis.



Establishment of the Clinical and Combined Model

In the establishment of the clinical model, a univariate logistic regression was used to evaluate the clinicopathological factors. Factors with a P-value < 0.05 were considered in the stepwise multivariate logistic regression analysis. Meanwhile, the Akaike information criterion (AIC) was used to determine a stopping rule. A combination of the clinical signatures from the clinical model and rad-score were used to develop the combined model with multivariate logistic regression. Afterward a test process was implemented.



Model Comparison and Nomogram Establishment

The predictive accuracy of the three models was assessed by the area under the curve (AUC) in both the training and validation group. The AIC of the clinical model was applied to identify the most appropriate clinical model. The probability of growth for each GGN was analyzed by logistic regression, and GGNs were grouped into growth and non-growth cohorts based on the highest Youden index. According to the actual growth results, the accuracy, specificity, sensitivity, negative-predictive value (NPV) and positive-predictive value (PPV) for the three models were calculated in the training and test group. Then, the nomogram of the most appropriate model was established. According to the reference of Iasonos et al. and Stephenson et al., the usefulness of a nomogram is that it maps the predicted probabilities into points on a scale from 0 to 100 in a picture and the total points accumulated by the various factors correspond to the predicted probability for a patient (19, 20). Meanwhile, the calibration curves measured the consistency between the actual growth probability and the predicted growth probability to evaluate the running characteristic of the nomogram. The degree of fit of the prediction models was also evaluated by the Hosmer-Lemeshow (H-L) test.



Development of Decision Curve Analysis (DCA)

To assess the added value of radiomic features to clinical in the prediction of the growth of GGNs, three DCA was performed based on clinical diagnosis, radiomics, and the combined model. The clinical application of said model could be verified by quantifying the net benefits for a range of threshold probabilities.



Statistical Analysis

R statistical software (version 3.5.1) was used for all statistical tests. A chi-square test or Fisher's exact test was used for the categorical variable. A student's t-test, Mann-Whitney U-test or Kruskal-Wallis H-test was used for the continuous variable. The “mRMRe” package was used to perform the mRMR model, and the “glmnet” package was used to conduct the LASSO model. The “pROC” package was used to plot the ROC curves and the “rms” package was used to build nomogram and perform calibration curves. The ROC curve analysis was performed using the “ROC.TEST” packages. Meanwhiles, the “generalhoslem” package and the “dca.R.” package were used to conduct the H-L test and DCA, respectively. A two-sided P < 0.05 was considered statistically significant.




RESULTS


Clinical Characteristics and Development of the Clinical Model

The baseline of GGNs is shown in Tables 1, 2. There were no significant differences between the training and validation cohorts (Table 1). The difference in clinical characteristics between non-growth group and growth group was shown in Table 2. The univariate logistic regression analysis demonstrated the type, diameter, solid-diameter, and volume as risk signatures for the growth of GGNs. However, only the diameter was still considered as a viable predictive indicator in the clinical model after using the stepwise multivariate logistic regression analysis as shown in Table 3.


Table 1. Characteristics of the GGNs in the training and validation group.

[image: Table 1]


Table 2. Characteristics of the non-growth and growth cohorts.

[image: Table 2]


Table 3. Stepwise multivariate logistic regression analysis.
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Features Selection and Construction of Model

By using the mRMR method, 20 features were retained. Then, five features after regression by the LASSO model. These features were presented in the rad-score and were calculated by using the following formula: rad-score = 0.088*RunLengthNonuniformity_AllDirection_offset7_SD-0.367*SurfaceVolumeRatio-0.214*LongRunLowGreyLevelEmphasis_angle0_offset1+0.03*ShortRunEmphasis_AllDirection_offset1_SD+0.227*VolumeCC-0.753. As seen in Figure 2, rad-score was significantly different between the growth and non-growth groups in both the primary and test cohort (P < 0.01) when using the Wilcoxon rank-sum test. The rad-score [odds ratio (OR) = 5.130; 95%CI: 0.948–37.835; P < 0.01] and diameter (OR = 1.087; 95%CI: 0.785–1.564; P < 0.05) were both considered as predictive indicators for the growth of GGNs by using the multivariate logistic regression analysis as seen in Table 4. In the combined model, the rad-score was the key predictive indicator of the growth of GGNs.


[image: Figure 2]
FIGURE 2. Feature selection and the performance of rad-score and three models. (A) The least absolute shrinkage and selection operator (LASSO) regression was used to choose the features to construct the final model. (B,C) The rad-score from non-growth (class 0) and growth (class 1) on the training group (B) and test group (C) were compared, respectively. (D,E) Receiver operating characteristic (ROC) curve for predicting the growth of GGNs in the training group (D) and test group (E).



Table 4. Risk factors for the growth of GGNs.
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Model Comparison and Construction of the Nomogram

For the training group, the AUC of the combined model, the radiomic model, and the clinical model were 0.801, 0.803, and 0.741, respectively. For the validation cohort, the AUC of the combined model, the radiomic model, and the clinical model were 0.782, 0.791, and 0.686, respectively. There were significant differences between the ROC of the combined model and clinical model (Z = 1.987, P = 0.047). No significant differences were found between the ROC of the combined model and radiomics model (Z = −0.490, P = 0.624). Meanwhile, the combined model also showed the greatest accuracy (accuracy: 80.8%; sensitivity: 86.7%; specificity: 79.4%; PPV: 50.0%; NPV: 96.2%) in the prediction of the growth of GGNs (Table 5). Therefore, the nomogram was generated based on the combined model (Figure 3). Compared to the diameter, the rad-score made up a high proportion of the nomogram.


Table 5. Accuracy and predictive value between three models.

[image: Table 5]


[image: Figure 3]
FIGURE 3. The evaluation of the degree of fitting for the combined model and comparison of clinical utility of three models. (A) The combined nomogram based on clinical factors and rad-score for predicting the growth of GGNs. (B,C) Calibration curves for prediction of the growth of GGNs based on the combined model in two cohorts. The X-axis represents the predicted probability of GGN growth based on the combined model and the Y-axis is the actual probability for the growth of GGNs. (D) The X-axis represents high-risk threshold and the Y-axis represents net benefit. The green line represents the clinical model. The blue and red line, respectively represent the radiomic model and the combined model. The black line represents a hypothetical GGN growth. The yellow line a non-growing GGN.


As the calibration plots illustrates, there is a high degree of consistency between actual observation and the combined model in both the training and the validation cohort (Figure 3). Meanwhile, the results of the H-L test were non-significant statistics in the training group (P = 0.6305) and test group (P = 0.6698), which represented a good fitting model.



Clinical Use of DCA

The DCA based on three models was shown in Figure 3. However, the DCA based on the radiomic model showed a greater benefit in the prediction of GGN growth in the 10–60% threshold probabilities as opposed to the clinical model. In essence, the diagnostic utility of the rad-score surpassed that of the clinical model within this threshold range. Combining the clinical features and rad-score allowed for a DCA similar to that of the radiomic model.




DISCUSSION

In this study, the predictive value of radiomic features was analyzed to determine their utility in predicting the growth of GGNs. For the combined model, an improvement in diagnostic utility was also evident through the rad-score for predicting the growth of GGNs. The combined model showed the performance with an AUC of 0.801. Then, the results of DCA showed that the combined model and the radiomic model demonstrated greater performance over the clinical model in predicting the growth of GGNs (Figure 3).

Before this study, the majority of investigations used conventional CT features to predict the growth of GGNs. Parameters, such as the diameter, CT attenuation, volume, and shape were commonly used (21, 22). For example, Masaya Tamura et al. retrospectively analyzed the potential value of conventional CT features including diameter, and mean CT attenuation in the prediction of the growth of GGNs (22). Their result showed the mean CT attenuation (OR = 7.572; P = 0.0023) was the best predictor of the growth of GGNs by using multivariate analysis. However, in our study, the diameter of GGNs was found to be significant indicator of GGN growth in the clinical model after using a stepwise multivariate logistic regression analysis. A potential explanation is that conventional CT features require visual inspection and measurement on a macro scale. In essence, features less than the resolution of the equipment are missed. CT radiomic features offer the advantage of extracting high-throughput data from CT images (23). Therefore, many studies using radiomic methods to analyze GGNs have been reported (24–26). A retrospective study by Li Fan et al. analyzed the value of radiomic features as a potential biomarker for the distinction between pre-invasive lesions and invasive lung adenocarcinoma appearing as GGNs (25). A separate study by Q. Sun et al. sought to investigate the relationship between CT texture features and the growth trends of GGNs (27). Features quantitatively extracted from 89 GGNs including the mean value, uniformity, entropy, and energy, were used in their analysis. Their results showed that there was a significant relationship between uniformity and volume doubling time for pure GGNs (P = 0.022). In our study, the radiomic model were compared alongside the clinical and combined model for the evaluation of GGNs. The SurfaceVolumeRatio and VolumeCC were considered key parameters for the accuracy of the proposed model according to its corresponding coefficients. Specifically, the SurfaceVolumeRatio was defined as the surface area of lesions in square millimeters divided by the volume of lesions in cubic centimeters using AK. The SurfaceVolumeRatio was inversely related to the rad-score using corresponding coefficients, which suggested that the value of SurfaceVolumeRatio may be large in non-growth GGNs. According to the general pathophysiology, the SurfaceVolumeRatio is relatively small in irregular GGN which may indicate heterogeneity and malignancy (28). Therefore, the SurfaceVolumeRatio is inversely related to the degree of malignancy, further confirming the findings made herein. According to definitions of these radiomic features (Supplementary Descriptions), the RunLengthNonuniformity, LongRunLowGreyLevelEmphasis, and ShortRunEmphasis also reflect the heterogeneity of lesions. The definition of VolumeCC was set as the volume of GGNs in cubic centimeters using AK. Based on the corresponding coefficients, the value of VolumeCC was positively correlated with the rad-score in our study, suggesting that the value of VolumeCC may be larger in the growth group. Results by Jacob Scharcanski et al. indicated that the growth pattern of pulmonary nodules is exponential (29). Therefore, GGNs with large volumes will have a faster growth rate over smaller nodules. These findings are in line with those obtained herein. Additionally, the mRMR method was used to select radiomic features, which can then evaluate the correlation between the radiomic features and results and the correlation between different radiomic features (30). The aim was to select the features most relevant to the results and remove redundant features. In the current study, the top 20 features selected from 396 total features were used in the mRMR model. By doing so, the accuracy of feature selection was greatly increased. Once the nomogram was developed, a calibration curve and H-L test were performed to evaluate the predictive model (31). The results of both studies suggested that the combined model showed a good correlation with the actual data.

Despite the findings presented herein, several limitations are of note. Firstly, the design of the retrospective study meant that sample sizes were small as a result of the strict inclusion criteria. There was also a lack of external validation as data was gathered from a single institution. Secondly, the growth of GGNs was only measured in two dimensions. Yet, a volume change may better reflect the growth of GGNs as their growth can often be in asymmetric axis (32). Several studies have also investigated the use of volume double time and mass double time to reflect the growth rate of GGNs (33, 34). Yet, current controversy exists as to the best method to measure the natural history of GGNs. The use of manual segmentation in the current study also predisposes results to observer bias. Furthermore, clinical confounding variables, such as patients' social and family history were not included in this analysis, as information regarding such variables is insufficient in the current long-term study. Specifically, the smoking history of patients was not elicited, despite smoking history is a potential confounding factor in the growth of GGNs (35–37). Finally, pathological data from GGNs were not obtained, meaning that one cannot infer as to the relationship between the results presented and the types of GGNs with their respective growth trends.

In conclusion, this study has developed and compared three models for predicting the growth of GGNs; the current clinical model, the radiomic model and a combination of the two. The results suggested that the radiomic model and the combined model showed increased utility in predicting the growth of GGNs as opposed to the clinical model. The nomogram studies conducted herein suggested the combined model as offering the greatest diagnostic value. Therefore, this study indicates the utility and versatility of the combined model in guiding the management of GGNs.
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Background

Patients with non-calcified hamartoma were more susceptible to surgery or needle biopsy for the tough discrimination from lung adenocarcinoma. Radiomics have the ability to quantify the lesion features and potentially improve disease diagnosis. Thus, this study aimed to discriminate non-calcified hamartoma from adenocarcinoma by employing imaging quantification and machine learning.



Methods

Forty-two patients with non-calcified hamartoma and 49 patients with adenocarcinoma were retrospentation; Manual lesion segmentation, feature quantification (e.g., texture features), and artificial neural network were performed consecutively. Independent t-test was used to conduct the inter-group comparisons of those imaging features. Receiver operating characteristic curve was performed to investigate the discriminating efficacy.



Results

Significantly higher contrast, cluster prominence, cluster shade, dissimilarity, energy, and entropy in non-calcified hamartoma were observed compared with lung adenocarcinoma. Texture-grey-level co-occurrence matrix showed a well discrimination between non-calcified hamartoma and adenocarcinoma as the detection sensitivity, specificity, accuracy, and the area under the curve were 87.22% ± 9.07%, 82.64% ± 8.07%, 85.11% ± 5.40%, and 0.942, respectively.



Conclusion

Quantifying imaging features is a potentially useful tool for clinical diagnosis. This study demonstrated that non-calcified hamartoma has a heterogeneous distribution of attenuations probably resulting from its complex organizations. Based on this property, imaging quantification could improve discrimination of non-calcified hamartoma from adenocarcinoma.





Keywords: imaging quantification, texture, non-calcified hamartoma, lung adenocarcinoma, radiomics



Introduction

Pulmonary hamartoma is the most common benign tumor in the lung, which constitutes approximately 8% of all neoplasms (1, 2). Patients with pulmonary hamartoma require no further treatment unless the lesion grows rapidly or the patients become symptomatic during clinical follow-up (2); only clinical monitoring is required for some patients with confirmed symptoms (3). The presences of fat and calcification in computed tomography (CT) detection have been reported to be good indicators of pulmonary hamartoma (2), and nearly 45% of 89 hamartomas were diagnosed depending on needle biopsy (1). However, about 35% of hamartomas lack of the appearance of fat or calcification (2), and the finding of fat was with little specificity in discriminating benign from malignant tumors (4). In a clinical practice, Cicco et al. (5) reported that only 26/42 (62%) of hamartoma patients in CT examination (calcification was found in 9 patients) were diagnosed as probably benign. Alternatively, positron emission tomography examination reached an accuracy of 81%, indicating that nearly 20% of the patients still had uptake characteristics suggesting malignancy (5). Therefore, for diagnostic and therapeutic purposes, these patients with non-calcified hamartoma (NCH) were susceptible to suffer from unneeded surgery or needle biopsy.

Different solid tumors have different biological bases varying from the density of tumor proliferation and the tissue components, and by taking the advantages of quantitative imaging technology this intra-tumoral heterogeneity can be reflected by calculating the complicated distributions of CT attenuations, termed imaging heterogeneity (6, 7). Therefore, radiomics, possessing the ability to quantify the high-dimension mineable features and identify the underlying differences, appears to offer a nearly limitless supply of imaging biomarkers that could potentially improve disease diagnosis (6–9). Specifically, texture-based features have been widely applied in the recognition tasks of pulmonary nodule, which could provide quantitative interrelationships between voxels and therefore capture the intra-tumoral heterogeneity (10–13). Taken together, we hypothesized that quantifying the high-dimension imaging features, especially the texture-based ones, would contribute to their discriminations and potentially reduce the invasive operations for patients with NCHs.

In the present study, we retrospectively collected 42 patients with NCH and 49 patients with adenocarcinoma. Procedures, including manual segmentation of lesions, feature extraction, and artificial neural network (ANN), were performed. This study aimed to discriminate NCH from lung adenocarcinoma by using imaging quantification and determine the internal biological behavior within these two tumors.



Materials and Methods


Subjects

This retrospective study was approved by the Medical Ethic Committee in the Second Affiliated Hospital, Zhejiang University School of Medicine, with a waiver of patients’ approvals. We retrospectively collected 42 patients with NCH (female/male, 22/20) in the past five years. All of them showed solid lesion, with the largest diameters from 6.6 to 32.4 mm, and accepted either thoracic surgery or needle biopsy. No one was diagnosed with a calcification (density > 120 HU) by experienced radiologists in our institute. Considering the distribution of these lesions, we found 6 lesions in the right superior lobe, 17 lesions in the right inferior lobe, 10 lesions in the left superior lobe, and 9 lesions in the left inferior lobe.

Forty-nine patients (female/male, 34/15) diagnosed as solid adenocarcinoma (the largest diameters from 9.1 to 40.0 mm) were also identified by the pathologists in the same institute. The lesions that had obvious cavitation and vessels passing through were excluded. The biggest lesion confirmed by pathology was segmented in a patient with pulmonary metastasis. All of these adenocarcinoma lesions were confirmed as having no calcification inside. To exclude the influence of obstructive pneumonia on feature extraction, the same radiologists confirmed that all lesions were solitary without obvious obstructive pneumonia. In addition, there were 11 lesions in the right superior lobe, 6 lesions in the right middle lobe, 14 lesions in the right inferior lobe, 7 lesions in the left superior lobe, and 11 lesions in the left inferior lobe.

Table 1 showed the demographic information and lesion descriptions.


Table 1 | Demographic information and lesion descriptions.





Data Collection

The thorax images were obtained from four CT scanners in the institute (Siemens Sensation 16-detector, Siemens Volum Zoom 4-detector, Siemens Definition AS 32-detector, GE Right Seep RT 16-detector) with a breath-held helical acquisition, 120 or 140 kV, 120–240 mAs, and pitch 1.0–1.45. The collimations of them were 0.75, 0.625, 0.625, and 0.6 mm, respectively. All chest images were reconstructed with a reconstruction algorithm. The reconstructed slice thicknesses were 1.2–1.5 mm and the FOVs were 318–378 mm with a matrix 512 × 512 mm.



Imaging Quantification

Three-dimensional (3D) ROIs were manually extracted using MITK open-source software in a slice-by-slice method. Two experienced radiologists (XG and XX) who were blind to the patient classifications conducted the 3D ROI segmentation (Figure 1). These ROI masks, stored in NIFT format, were converted into a ROI list where axial positions (x and y), slice indices (z), and CT attenuation values of each voxels were recorded. Attenuation values were normalized between μ ± 3σ where μ denotes the mean value and σ the standard deviation. This normalization is to reduce inter-scanner effects in CT feature analysis. Both 3D and two-dimensional (2D) features were extracted (Table 2): 3D attenuation features included mass, sigmoid function parameter, and statistical attenuation; 2D texture features included gray-level co-occurrence matrix (GLCM) and local binary pattern (LBP). Attenuation features record global pixel distribution without considering neighborhood restraint, while both GLCM and LBP consider neighborhood restraint. Moreover, GLCM makes statistics on global neighborhood restraint, while LBP just accounts local neighborhood restraint (14–17). Of note, GLCM and LBP were computed from the maximum-area slice in each ROI.




Figure 1 | A flowchart of the imaging quantification. Flowchart I: Raw data. Flowchart II: ROI segmentation. Pathologically confirmed non-calcified hamartoma from a male patient with 44 years old locating in the left inferior lobe (A1–A2), pathologically confirmed adenocarcinoma from a female patient with 70 years old located in the right inferior lobe (B1–B2). Flowchart III and V: Adenocarcinoma patients were labelled as positive group; Non-calcified hamartoma patients were labelled as negative group. Flowchart IV and VI: Three kinds of features, e.g., attenuation features, GLCM features, and LBP features, were respectively extracted, and were trained by ANN model with 10-flod cross-validation method. ROI, Region of interest; ANN, Artificial neuronal network; GLCM, Gray-level co-occurrence matrix.




Table 2 | The information of 94 features in detail.



For texture-GLCM, the normalized attenuation values were decimated to 8 gray levels, based on which four co-occurrence matrices were generated to represent texture distribution on 0°, 45°, 90°, and 135°, respectively. On each orientation, 20 features were selected according to the previous studies (Table 2) (14, 16, 17). For texture-LBP, we computed rotation-invariant LBP codes and calculated both spatial and histogram features of LBP codes (15).

Figure 2 visualized features as well as the classification targets of 91 subjects. Each row represented one sample, recording 94 features (from left to right, attenuation features, f1–f8; GLCM features at 0 degrees, f9–f28; GLCM features at 45 degrees, f29–f48; GLCM features at 90 degrees, f49–f68; GLCM features at 135 degrees, f69–f88; LBP features, f89–f94), and the target index on the last column (0 denoted adenocarcinoma and 1 NCH). Prior to visualization, features on each column were linearly normalized to be within 0 and 1, respectively.




Figure 2 | Patterns-features matrix (the quantification of 94 extracted features). Each row represents one sample recording 94 features (from left to right, mass feature, f1; sigmoid features, f2–f4; attenuation features; GLCM features at 0 degrees, f9–f28; GLCM features at 45 degrees, f29–f48; GLCM features at 90 degrees, f49–f68; GLCM features at 135 degrees, f69–f88; LBP features, f89–f94), and the target index on the last column (0 denotes adenocarcinoma and 1 non-calcified hamartoma). Prior to visualization, features on each column were linearly normalized to be within 0 and 1, respectively. * was considered as statistically significant after Bonferroni correction (p < 0.0005). GLCM, Gray-level co-occurrence matrix.



ANN has been demonstrated to be more relevant to human brain perception and more flexible to be extended to deep learning classifiers such as deep stack networks or convolution neural networks (18). Therefore, in the present study, the ANN was implemented using Matlab feedforward networks that can be trained to classify the above features according to target labels. Here, a total of 94 features (80 GLCM features, 6 LBP features, and 8 attenuation features) were taken as input neurons. Since this paper aims to discriminate NCH from adenocarcinoma, two output neurons are adequate. The hidden neuron size was optimized to be 50 by 10-fold cross-validation; 100 training-testing cycles were conducted.

As a reference, this study invited two experienced radiologists (XX and LY, with 20 and 8 years of experience in diagnostic radiology) to review the CT images and make a clinical diagnosis according to their clinical knowledge. Both radiologists were unaware of clinical and pathologic results. Agreement would be achieved after a discussion if diagnostic inconsistency occurred.



Statistical Analysis

Independent t-test was performed to test the intergroup difference of age distribution, and chi-square test was performed to analyze the differences of sex distribution and lesion location between patients with NCH and adenocarcinoma.

DICE similarity coefficient was performed to analyze the inter-observer variability in the lesion (ROI) segmentations between two radiologists, where the coefficient > 0.7 indicates an excellent agreement (19, 20). To compare the intergroup differences among 94 features, independent test was performed. We used Bonferroni correction to reduce the type I error, so that p < 0.0005 (0.050/94) was considered to be statistically significant. As 80 features of texture-GLCM were calculated on 4 orientations, to confirm its overall efficacy, features attaching to different orientations were averaged so that 20 pooled GLCM-based features were analyzed. The results were corrected by Bonferroni correction, and p < 0.0025 (0.050/20) was considered to be statistically significant.

The receiver operating characteristic curves (ROC) are plotted afterwards, and once the ROC curve is plotted, we can get sensitivity, specificity, accuracy, positive predictive value (PPV), negative predictive value (NPV), and the area under curve (AUC) between the positive group (NCH) and the negative (adenocarcinoma). Analyses of covariance (ANOVA) were used to compare the AUC distributions among different ANN models fed with texture-GLCM, texture-LBP, attenuation, and all features. Bonferroni method was used for the multiple comparison correction.




Results


Demographic and Clinical Statistic

A total of 91 patients were recruited in the present study, including 42 patients with NCH and 49 patients with adenocarcinoma (Table 1). There were no significant differences in the distributions of age (p = 0.413), sex (p = 0.096), and lesion location (p = 0.092) between patients with NCH and adenocarcinoma. Compared with the mean diameter of the adenocarcinoma (22.6 ± 7.4 mm), the NCH had a smaller mean diameter (14.3 ± 6.0 mm) (p < 0.050).



Features Extraction

A total of 94 features, including attenuation, texture-GLCM, and texture-LBP, were extracted quantitatively from each lesion of NCH and adenocarcinoma (Figure 2). Intergroup comparisons showed that there were 53 features with significantly differences, 50 of which were derived by texture-GLCM features (p < 0.0005) (Figure 2).

Of note, each feature defined by texture-GLCM was calculated on 4 different orientations (0°, 45°, 90°, and 135°). Therefore, we averaged each feature of texture-GLCM with 4 orientations to observe the overall differences between two groups. After Bonferroni correction, averaged features, such as contrast, cluster prominence, cluster shade, dissimilarity, energy, and entropy, in the NCH were significantly higher than that in the lung adenocarcinoma (P < 0.0025) (Figure 3).




Figure 3 | The averaged value of texture-GLCM features on 4 orientations that showed significant difference between non-calcified hamartoma and adenocarcinoma (after Bonferroni correction, p < 0.0025). GLCM, Gray-level co-occurrence matrix.





Discriminating Efficacy of Imaging Quantification

As a preliminary study to explore the underlying clinical application of imaging quantification, we tested three commonly used feature extraction techniques in the present study. As texture-GLCM features derive from 4 isotropic sub-bands, i.e., 4 different orientations, averaging across all orientations, provided a perspective of statistical heterogeneous distribution from which lesions with diverse imaging attributes were projected into particular orientations. This is helpful for machine learning techniques to predict the target of a lesion comprehensively with low computing complexity. We observed that the sensitivity, specificity, accuracy, and AUC were 87.22% ± 9.07%, 82.64% ± 8.07%, 85.11% ± 5.40%, 0.942 respectively for the ANN model trained with texture-GLCM and 82.63% ± 11.38%, 67.46% ± 11.53%, 75.63% ± 7.09%, and 0.857 for that trained with texture-LBP. For the attenuation features, the sensitivity, specificity, accuracy, and AUC were 78.01% ± 10.55%, 73.73% ± 11.87%, 76.03% ± 7.58%, and 0.887, respectively. Finally, by combining the whole 94 features, the sensitivity, specificity, accuracy, and AUC were as follows: 87.23% ± 10.18%, 83.20% ± 8.61%, 85.37% ± 6.23%, and 0.951. Figure 4 showed the performance of each ANN model fed with corresponding feature set; AUC, PPV, and NPV were exhibited.




Figure 4 | The receiver operating characteristic curves of attenuation features (A), texture-GLCM (B), texture-LBP (C), and all features (D) to discriminate non-calcified hamartoma and adenocarcinoma. GLCM, Gray-level co-occurrence matrix; LBP, Local binary pattern; PPV, Positive predictive value; NPV, Negative predictive value.



Among the AUC distributions among 4 ANN models fed with different feature sets, we observed that ANN model trained with texture-GLCM had significantly better performance than that trained with texture-LBP and attenuation features (p < 0.001 and p = 0.006, respectively). Similar performance (texture-GCLM vs. all features, p = 1.000) was observed when training the ANN model with all features in comparison with the models trained with texture-LBP and attenuation features (both p < 0.001). No significant difference of AUC distribution was observed between the models trained with texture-LBP and attenuation features (p = 0.177).



Discriminative Efficacy of Experienced Radiologists

In the discrimination between adenocarcinoma and NCH by two experienced radiologists, the sensitivity, specificity, and accuracy were 87.76% (43/49), 71.43% (30/42), and 80.2% (73/91).




Discussion

Radiomics integrating the high-dimension features of CT data has its limitless potential ability to identify the attenuation distribution, which is unavailable to human visual resolution. Through our practice of imaging quantification, our major findings were as follows. First, NCH had a more heterogeneous internal distribution of attenuations than adenocarcinoma, which probably indicated the complex components of organization inside the NCH. Then, as we hypothesized, by implementing the imaging features into ANN classifier, NCH could be well discriminated from lung adenocarcinoma, which was obviously outperforming the experienced radiologists in diagnosing NCH (ANN classifier trained with texture-GLCM vs. experienced radiologists, 83.20% vs. 71.43%).

The heterogeneities of imaging features mainly depend on the differences of interrelationships between voxels, which could reflect the intra-tumoral heterogeneity (6, 7). Putting insight into the biological behavior of different tumors, a majority of evidences supported that the intra-tumoral heterogeneity generally results from the different tumor growth (21), internal necrosis (22), and complex organizations. Relative to adenocarcinoma being the most common malignant tumor in lung, NCH manifests a less progressive biological behavior indicating slower growth rate and less internal necrosis but larger heterogeneity of tissue organizations including fibrous connective tissue and the cartilage, fat in different proportions (23). Currently, we observed a significantly higher averaged contrast, cluster prominence, cluster shade, energy, and entropy in the NCH compared to the adenocarcinoma. All these features increase with an amplification of heterogeneity of attenuation distribution in NCH. Nevertheless, Dennie et al. reported that malignant tumors in the lung had more complex and inhomogeneous internal structure compared to a benign lesion (granulomatous nodule) quantified by texture analysis (24). The key reason for this inconsistency was that the benign lesions both studies included were with obviously different histological organizations. Indeed, NCH owns greatly complex organizations but is undetectable to human visual resolution. Therefore, the quantitative imaging features would be helpful to identify these differences. However, it may be suggestive that, as imaging quantification is widely used previously (6, 7), the heterogeneity is not always indicative of malignant lesions; the internal complex organization should be also taken into consideration.

Because those microscopic alterations (texture features) are imperceptible to human sight for its lacking of the diagnostic hallmark (calcification), patients with NCH are susceptible to accept invasive examinations including surgery resection. Therefore, it was significant for us to test the capacity of imaging quantification in discriminating NCH from adenocarcinoma, which is of great importance in future clinical application. Here, we confirmed that texture-GLCM analysis showed the highest efficacy to discriminate the lesions among the three kinds of features, which was demonstrated to outperform the invited experienced radiologists. Specifically, the performance of ANN classifier trained with texture-GLCM features to correctly diagnose NCH patients was significantly better than the radiologists (83.20% vs. 71.43%), while they had comparable ability to diagnose adenocarcinoma patients (87.22% vs. 87.87%). Taken together, in future clinical practice, if it is difficult to discriminate the lesions while NCH and adenocarcinoma are both suspected, such a machine-learning model trained with a texture-GLCM feature would contribute to identifying the internal distribution of attenuations and provide evidence for the discrimination.

There were some limitations in this study. First, though we collected the pathologically confirmed NCH with a distance of 5 years in our institute, the sample size here was relatively small, which made it difficult to perform external validation. Therefore, studies with larger sample size (e.g., multi-center database) would be expected to further facilitate the clinical translation. Second, the raw images were collected from different CT scanners. The existence of variability in image acquisition may influence the results, but that may not be evitable in the clinical practice. Third, the ROI segmentation was performed manually, which might be affected by the observers’ subjective bias. Nevertheless, for solid lesions, manual segmentation is stable rather than ground-glass lesions, and the DICE Similarity coefficients demonstrated an excellent inter-observer agreement in the segmentations. Fourth, the lack of other benign lesions consisting of single tissue component as another reference may limit future application; therefore, the alterations of radiomics features among multiple kinds of lesions should be explored in the future.



Conclusions

Quantifying imaging features is a potentially useful tool for clinical diagnosis. Our study demonstrated that NCH has a heterogeneous distribution of attenuations probably reflecting its complex organizations. Based on this property, imaging quantification could improve the discrimination of NCH from adenocarcinoma.
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Background and Purpose

Pretreatment prediction of the response to neoadjuvant chemoradiotherapy (NCRT) helps to determine the subsequent plans for the patients with locally advanced rectal cancer (LARC). If the good responders (GR) and non-good responders (non-GR) can be accurately predicted, they can choose to intensify the neoadjuvant chemoradiotherapy to decrease the risk of tumor progression during NCRT and increase the chance of organ preservation. Compared with radiomics methods, deep learning (DL) may adaptively extract features from the images without the need of feature definition. However, DL suffers from limited training samples and signal discrepancy among different scanners. This study aims to construct a DL model to predict GRs by training apparent diffusion coefficient (ADC) images from different scanners.



Methods

The study retrospectively recruited 700 participants, chronologically divided into a training group (n = 500) and a test group (n = 200). Deep convolutional neural networks were constructed to classify GRs and non-GRs. The networks were designed with a max-pooling layer parallelized by a center-cropping layer to extract features from both the macro and micro scale. ADC images and T2-weighted images were collected at 1.5 Tesla and 3.0 Tesla. The networks were trained by the image patches delineated by radiologists in ADC images and T2-weighted images, respectively. Pathological results were used as the ground truth. The deep learning models were evaluated on the test group and compared with the prediction by mean ADC value.



Results

Area under curve (AUC) of receiver operating characteristic (ROC) is 0.851 (95% CI: 0.789–0.914) for DL model with ADC images (DL_ADC), significantly larger (P = 0.018, Z = 2.367) than that of mean ADC with AUC = 0.723 (95% CI: 0.637–0.809). The sensitivity, specificity, positive predictive value (PPV) and negative predictive value (NPV) of DL_ADC model are 94.3%, 68.3%, 87.4% and 83.7%, respectively. The DL model with T2-weighted images (DL_T2) produces an AUC of 0.721 (95% CI: 0.640–0.802), significantly (P = 0.000, Z = 3.554) lower than that of DL_ADC model.



Conclusion

Deep learning model reveals the potential of pretreatment apparent diffusion coefficient images for the prediction of good responders to neoadjuvant chemoradiotherapy.





Keywords: rectal cancer, magnetic resonance imaging, apparent diffusion coefficient, deep learning, good responder



Introduction

Locally advanced rectal cancer (LARC) is defined as rectal cancer with clinical tumor stage 3-4 (cT3-cT4, tumor invades through the muscularis propria) or positive clinical nodal stage (cN+, malignant lymph nodes are detected). Preoperative neoadjuvant chemoradiotherapy (NCRT) is the standard treatment procedure for LARC patients (1–3). Some good responders (GR) may achieve pathological tumoral stage 0-1 (ypT0-1, muscularis propria is not invaded) and negative pathological nodal stage (ypN0, no malignant lymph nodes are found) after NCRT. These GRs may avoid total mesorectal excision (TME) surgery by using “wait and see” strategy or local excision to preserve organs and improve the life quality (4, 5). Several methods have been proposed to predict the pathological complete response (6–10), pathological good responses (11–13), lymph node metastasis (14, 15) of LARC by using two sets of MRI data, one before the initiation of NCRT and another during or after NCRT. In addition to assessing response after or during NCRT, it is also beneficial to predict GRs before the start of NCRT. If GRs and non-good responders (non-GR) could be classified before the initiation of NCRT, individualized treatment could be implemented to each classification to maximize their benefit from NCRT.

Several radiomics methods have been proposed to discriminate GRs and non-GRs based on MRI data before the initiation of NCRT. (16–21). In these works, classification models were constructed by handcrafted features such as shape, gray histogram and texture. But these generalized features are not specially designed for rectal MRI data. The development of deep learning (DL) makes it possible to adaptively extract features without the need of predefinition. A study has shown that VGG19 networks pre-trained by ImageNet dataset (AUC = 0.73) yield significantly larger AUC than handcrafted features (AUC = 0.64) (22). However, it is still a challenging problem to train DL networks by rectal MRI data because DL requires much more data than conventional machine learning. If data from multiple scanners are used, the signal variation in magnetic field or venders cannot be ignored. A study based on two 1.5 Tesla scanners has found that 75% of features are unstable to variations in vendors and image acquisition protocols (21). The variations are larger if images are scanned at different magnetic field strength. If DL is trained by data with considerable discrepancy, the networks may fail to reach the optimal condition.

Compared with T2-weighted images or diffusion-weight images, apparent diffusion coefficient (ADC) is an inherent physical value of the tissues and is independent on the scanning conditions. Therefore, it could be expected that the DL model based on ADC images is insensitive to the difference in scanning conditions. In this study, a DL model was proposed to classify GRs and non-GRs to NCRT by the pretreatment MRI data of rectal cancer. The networks were trained by ADC images of 500 participants from a 1.5 Tesla scanner and a 3.0 Tesla scanner. A chronologically separated test group with 200 participants was used to validate the performance of the model. The same networks trained by T2-weighted images were used for comparison.



Materials and Methods


Subjects

This retrospective study enrolled 700 participants with rectal cancer from Dec 2009 to July 2016. The protocol has been approved by the medical ethics committee of Beijing Cancer Hospital. All candidates satisfied the following criteria: (a) proven as locally advanced rectal adenocarcinoma by histopathology and baseline MRI examination (≥cT3 or cN+); (b) scheduled to NCRT in our hospital. Participants were excluded if (a) NCRT was incomplete; (b) pathological results were unavailable; (c) Lack of diffusion-weighted image at b = 0 or b = 1000 s/mm2 or lack of T2-weighted image; (d) the quality of images is insufficient for measurement due to artifacts or noise. All participants (n = 700) were divided into a training group (n = 500, from December 2009 to March 2015) and a test group (n = 200, from March 2015 to July 2016) chronically. Figure 1 is the flowchart of inclusion and exclusion.




Figure 1 | Flowchart of inclusion and exclusion.





Scanning Parameters

All participants underwent MRI within one week before initiation of NCRT. 221 participants were scanned on a 1.5 Tesla MRI scanner (Optima MR360) and 479 participants were scanned on a 3.0 Tesla MRI scanner (Discovery MR750) using an 8-channel phased array body coil in the supine position. The scanning parameters of diffusion-weighted imaging (DWI) and T2-weighted imaging (T2WI) are summarized in Table 1.


Table 1 | Scanning parameters of T2-weighted imaging (T2WI) and diffusion-weighted imaging (DWI) protocols on 1.5 Tesla and 3.0 Tesla scanners.





ROI Delineation

Region of interests (ROI) of rectal tumor were manually delineated on each slice of T2-weighted images and diffusion-weighted images at b-value of 1000 sec/mm2 by two experienced radiologists with ITK-SNAP (http://www.itksnap.org/). Tumor shows slightly high signal on T2-weighted images and shows high signal on diffusion-weighted images at b-value of 1000 sec/mm2. The region of intestinal lumen was excluded. Images of other protocols were used as reference to exclude false positive signals. Randomly selected 50 subjects were used to train the two radiologists to reach a dice similar coefficient larger than 0.9. An example of ROI delineation was shown in Figure 2.




Figure 2 | Delineation of region of interest on the images of rectal cancer. (A) T2-weighted image; (B) T2-weighted image overlaid by the manual delineation. (C) diffusion-weighted image with b-value of 1000 sec/mm2. (D) Diffusion-weighted image with b-value of 1000 sec/mm2 overlaid by the manual delineation.





Neoadjuvant Chemoradiotherapy (NCRT)

All participants received 22-fraction (5 times per week) of 2.3 Gy (gross tumor volume) and 1.9 Gy (clinical target volume) intensity-modulated radiation therapy using a Varian Rapidarc system (Varian Medical Systems). 825 mg/m2 capecitabine was orally given twice every day concurrently with radiation therapy. All participants received TME surgery within 8–10 weeks after completion of NCRT.



Pathological Assessment

After TME, surgically resected specimens were examined and analyzed by two pathologists in consensus. Pathological results were used as ground truth to define GR (ypT0-1 and ypN0) and non-GR (ypT>1 or ypN>0).



Image Pre-Processing

ADC images were calculated by images at b = 0 and image at b = 1000 sec/mm2 with an in-slice 3 × 3 convolutional kernel for smoothing to eliminate the possible misregistration between two images. ROI delineated at b = 1000 sec/mm2 was directly used as the ROI of ADC images. T2-weighted images were normalized to the range between 0 and 1 to minimize the difference among the scanners. The smallest cuboid that contain the whole delineation was cropped. 6 mm margins were added to the slice plane. All image patches were reshaped to the size of 64 × 64 × 16 by zero-padding. Data augmentation was performed by rotating the ROI by N times with each of 360/N degrees. N is 100 for GRs, and N is 25 for non-GRs according to the ratio of two classes to keep a balance in training.



Deep Convolutional Neural Network

Processed ADC patches or T2-weighted patches were inputted into the convolutional neural networks shown in Figure 3. A feature-extract unit is designed with a convolution followed by a max-pooling layer and paralleled by a cropping layer. The size of convolution kernel is 3 × 3. The size of max-pooling is 2 × 2, which passes the maximal value of each 2 × 2 voxels into the next layer. The cropping layer extracts the central 1/4 region of the image into next layer and concatenated with the output of max-pooling layer. This structure manages to extract information from both the whole image and the central area. After 4 repetitions of the feature-extract units, dense connected layers and a SoftMax function was used at final to produce a probability between 0 and 1. The network architecture was implemented using Python 3.6 based on Keras 2.1.5 with TensorFlow 1.4.0 as its backend. The network was trained by stochastic gradient descent algorithm with the adaptive moment estimation and a binary cross-entropy loss function. 64G memory and a graphic processing unit (GPU: NVIDIA TITAN XP 12G) was used. It took averagely 10 hours to train the networks.




Figure 3 | The architecture of neural networks for deep learning. A feature-extract unit is designed with a convolution followed by a max-pooling layer and paralleled by a center-cropping layer. The networks contain four repetitions of the feature-extract units.



The training group is randomly divided into five subgroups for 5-fold cross-validation to determine the optimal hyperparameters for training. For each fold, four subgroups (400 samples) were used for training and the other subgroup (100 samples) was used for validation. The hyperparameters (learning rate, decay rate, batch size, and number of epochs) corresponding to the largest mean accuracy were used for subsequent construction of the final model by training all 500 samples. The network was evaluated by the participants in the test group (200 samples). The networks trained by ADC images are named as DL_ADC model, and the networks trained by T2-weighted images are named as DL_T2 model. The area under the curve (AUC) of receiver operating characteristic (ROC) were calculated. Two DL models were first trained by combining images from 1.5 Tesla and 3.0 Tesla scanners and then trained by images scanned at the 3.0 Tesla scanner only. The processed data and the weights of trained networks can be found at the following link (https://github.com/radiologypkucancer/rectal_MR_DL).




Results

The 500 patients in the training group included 116 (23.2%) GRs and 384 (76.8%) non-GRs. The 200 patients in the test group included 60 (30%) GRs and 140 (70%) non-GRs. The distribution of GRs and non-GRs shows insignificant difference between the training group and the test group by Chi-square test (χ 2 = 3.510, P = 0.07) (P < 0.05 is considered significant difference). The clinical information was summarized in Table 2. The age, sex, pretreatment T-stage and N-stage show insignificant difference between GRs and non-GRs in both training group and test group. The pretreatment mean ADC value inside tumor ROI shows significant difference between GRs and non-GRs in both training group (T = 3.937, P = 0.000) and test group (T = 4.439, P = 0.000).


Table 2 | Characteristics of participants in training group and test group.



After cross-validation, the optimal hyperparameters were determined as follow: the learning rate is 3 × 10-5, the decay rate is 1 × 10-4, and the batch size is 30 for both DL_ADC and DL_T2 models. The mean AUC of DL_ADC model reached maximum after training 2 000 epochs and then declined. The mean AUC of DL_T2 model reached maximum after training 1,200 epochs and then declined. Finally, the models were trained by the whole training group with the optimal hyperparameters above and evaluated by the participants in the test group.

ROC curves of test group were plotted in Figure 4 by comparing the pathological ground truth with the mean ADC value, GR probability predicted by DL_ADC model and DL_T2 model in the test group. The cut-off value was determined by maximizing the Youden’s index (sensitivity+specificity-1). Figure 4A shows the models trained by the combination of images from 1.5 Tesla and 3.0 Tesla. The AUC of mean ADC value is 0.723 (95% CI: 0.637–0.809). The cut-off value of mean ADC is 1.07 × 10-3 mm2/sec. The AUC of DL_ADC is 0.851 (95% CI: 0.789–0.914), significantly larger (P = 0.018, Z = 2.367) than the AUC of mean ADC value by DeLong test (23). The AUC of DL_T2 is 0.721(95% CI: 0.640–0.802), significantly lower than DL_ADC model (P = 0.000, Z = 3.554). Figure 4B shows the models trained by the images from a 3.0T scanner only. The AUC of DL_ADC_3.0T is 0.825 (95% CI: 0.752–0.899), and the AUC of DL_T2_3.0T is 0.809(95% CI: 0.739–0.878). There is no significant difference between two models (P = 0.676, Z = 0.418). Sensitivity, specificity, positive predictive value (PPV) and negative predictive value (NPV) were summarized in Table 3.




Figure 4 | Receiver operating characteristic (ROC) curve analysis for the prediction of good responders to neoadjuvant chemoradiotherapy. (A) Models trained by the combination of images acquired from both 1.5 Tesla and 3.0 Tesla scanners. (B) Models trained by the images acquired from a 3.0 Tesla scanner only.




Table 3 | Performance of therapy response prediction in the test group by mean ADC and four different deep learning (DL) models.





Discussion

In this study, we proposed a deep learning method to predict the response to NCRT by only using the pretreatment MRI data. Compared with the strategy that uses both pretreatment and posttreatment data, the method may predict the response to NCRT before the initiation of treatment. It enables a chance to modify the treatment plan as early as possible. NCRT in this study generally takes 30 days, which is a crucial period during the treatment. A patient predicted as non-GR may require intensified chemoradiotherapy or combination with other treatments to avoid tumor progression during therapy and increase the chance of organ preservation. If the prediction accuracy could be further improved, individualized strategy could be used to treat LARC to optimize the benefit of each patient.

It has been debated whether pretreatment ADC image can predict GRs. Dzik-Jurasz et al. have reported that a GRs group has significantly lower pretreatment ADC than non-GRs (24). Sun et al. have also found that pretreatment ADC is significantly lower in the LARC patients with histopathologic downstaging than no downstaging (25). But DeVries et al. have found that pretreatment ADC values in GRs are almost identical to non-GRs (26). Bulens et al. have claimed that there is no significant difference in pretreatment ADC between GRs and non-GRs (11). In this work, the mean ADC value shows significant difference between GRs and non-GRs in both training group and test group. But the prediction of GRs by mean ADC value is unsatisfactory (AUC = 0.723). The cut-off value of mean ADC in this work is slightly smaller than that in reference (24, 25), but much larger than that in reference (26). The variance in measured ADC values may come from ROI delineation, which is probably smaller or larger than the true tumor region. In this work, most of the uncertain pixels on the boundary between normal tissues and tumor were excluded from ROI during delineation, resulting in the decrease in ADC measurement. DL model produces a significantly larger AUC of 0.851 than mean ADC value. It suggests that a lot of information hidden in the ADC image is useful for the prediction of GRs. The result of DL model is also better than the reported results predicted by radiomics methods (19, 21). The advantage of DL method is its ability to adaptively extract features according to the data instead of using predefined features. Different from the Fu’s work (AUC = 0.73, n = 43) that uses VGG network (22) pretrained by natural images, the network in this work was trained by real images of rectal cancer. Therefore, the networks are more likely to capture some effective features for GR/non-GR differentiation.

In this study, an architecture of networks was designed in this study by paralleling a max-pooling layer with a center-cropping layer to extract features from different scales. The max-pooling layer downsamples the image into its 1/4 size and the center-cropping layer gets the central 1/4 part of the image. Several approaches have been proposed to handle differently scaled data, such as pyramid feature extraction or dilated convolution (27, 28). The advantage of these networks is the segmentation or detection of multiple objects with different sizes. Since manual delineation is used in this study, our task focused on classification rather than segmentation or detection. In addition, the region of rectal tumor is the only target in the image and located in the central area of the image patch after zero-padding. Therefore, a center-cropping layer was designed in this study to reduce the complexity of the networks.

In this work, DL model was trained by images scanned at both 1.5 Tesla and 3.0 Tesla scanners. Unlike T1-weighted, T2-weighted or diffusion-weighted images that depend on magnetic field strength and scanning parameters, ADC values are the inherent characteristics of the tissues that are generally unchanged in different scanning conditions. Therefore, ADC images from different scanners in this work could be directly inputted into the network without normalization. When T2-weighted images were used, normalization is indispensable. Because MRI signal is nonlinearly related with proton density, relaxation time such as T1 and T2, scanning parameters such as time of repetition (TR) and time of echo (TE), it is a challenging problem to normalize MRI image scanned at different magnetic field strength or parameters. In this study, T2-weighted images were normalized to the range between 0 and 1. However, results show that the AUC of DL_T2 model is significantly lower than DL_ADC model. After inclusion of T2-weighted images acquired at 1.5 Tesla scanner, the AUC is lower than the model trained by images from the 3.0 Tesla scanner only. It suggests that the normalization method is inadequate to eliminate the difference of MRI data acquired at different scanning conditions. Signal inconstancy is still an unsolved problem in training DL network if images from multiple sources are used. On the contrary, the AUC of ADC model slightly increased after combining images from two scanners. It is probably due to the increase of the training samples for deep learning. The results suggest that ADC images are less affected by the variance among different scanners. ADC images could be good candidates for the construction of deep learning models by the data from multiple sources.

Retrospective study is the main limitation of this work. A respective study with external validation cohort at multiple centers may further demonstrate the performance of the model in clinical practice. Data augmentation was used in this work to increase the size of training samples. Although augmentation is a common trick for DL, real samples should be used if more data are available. Another limitation of this work is manual delineation that is both subjective and time-consuming. Automatic segmentation is a promising solution, but the accuracy and stability still require improving.



Conclusion

DL model based on pretreatment ADC images is potentially useful in the prediction of response to NCRT. The method could be used to individualize the treatment plan for LARC patients before the start of NCRT.
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Objectives

To develop a radiomics nomogram that incorporates contrast-enhanced spectral mammography (CESM)-based radiomics features and clinico-radiological variables for identifying benign and malignant breast lesions of sub-1 cm.



Methods

This retrospective study included 139 patients with the diameter of sub-1 cm on cranial caudal (CC) position of recombined images. Radiomics features were extracted from low-energy and recombined images on CC position. The variance threshold, analysis of variance (ANOVA) and least absolute shrinkage and selection operator (LASSO) algorithms were used to select optimal predictive features. Radiomics signature (Rad-score) was calculated by a linear combination of selected features. The independent predictive factors were identified by ANOVA and multivariate logistic regression. A radiomics nomogram was developed to predict the malignant probability of lesions. The performance and clinical utility of the nomogram was evaluated by receiver operating characteristic (ROC) curve, calibration curve, and decision curve analysis (DCA).



Results

Nineteen radiomics features were selected to calculate Rad-score. Breast imaging reporting and data system (BI-RADS) category and age were identified as predictive factors. The radiomics nomogram combined with Rad-score, BI-RADS category, and age showed better performance (area under curves [AUC]: 0.940, 95% confidence interval [CI]: 0.804–0.992) than Rad-score (AUC: 0.868, 95% CI: 0.711–0.958) and clinico-radiological model (AUC: 0.864, 95% CI: 0.706–0.956) in the validation cohort. The calibration curve and DCA showed that the radiomics nomogram had good consistency and clinical utility.



Conclusions

The radiomics nomogram incorporated with CESM-based radiomics features, BI-RADS category and age could identify benign and malignant breast lesions of sub-1 cm.





Keywords: nomogram, small lesion, breast, radiomics, contrast-enhanced spectral mammography



Introduction

Breast cancer is a malignant tumor that endangers women’s health and quality of life. The development of medical imaging technology and the widespread use of breast cancer screening have gradually increased the detection rate of small breast lesions (1). For small lesions, malignant signs are not obvious due to the lack of specificity in imaging features. Existing imaging methods have difficulty making accurate qualitative diagnosis; thus, breast lesions recognized as breast imaging reporting and data system (BI-RADS) category 4 or 5 are usually recommended for biopsy (2). However, the results of biopsy are affected by the biopsy site and material (3), and the small amount of biopsy tissue cannot cover the entire lesion, preventing biopsy from fully reflecting the heterogeneity of the whole lesion. Moreover, the small size of lesions brings difficulty for clinicians in performing a successful biopsy, and as an invasive examination, biopsy has the risk of causing serious complications, such as severe bleeding and infection (4, 5). Therefore, using non-invasive methods to discriminate the nature of small lesions and help radiologists and clinicians make accurate diagnosis and clinical decision is important.

Mammography is a common examination method for breast diseases, but has difficulty finding small lesions, especially in dense breasts. Initial results showed that contrast-enhanced spectral mammography (CESM) had higher specificity in the diagnosis of breast cancer than mammography (6). Breast ultrasound can evaluate breast lesions with the combination of morphology and blood flow, but is insensitive to calcification. Breast magnetic resonance imaging (MRI) has high sensitivity (90.1%) and accuracy (82.8%) in distinguishing breast lesions (7), but showed lower accuracy on small lesions than on advanced lesions (8). Moreover, MRI has not been used as a routine examination method due to its long imaging time and contraindications.

CESM is an emerging technology that combines intravenous iodine contrast enhancement with digital mammography. After intravenous contrast injection, high-energy and low-energy mammography are taken. Recombined images are generated by subtracting the unenhanced tissue on post-processing system. The low-energy images are equivalent to mammography, showing various signs of lesions such as calcification and distorted structure. The recombined images retain the abnormal enhanced area, and the degree of lesion enhancement indirectly reflects the blood supply of the lesion. Related research showed that CESM had similar sensitivity (94% vs. 99%) and higher positive predictive value (93% vs. 60%) in detecting breast cancer compared with MRI (9).

In clinical settings, using above-mentioned methods to determine the nature of small breast lesions is still a challenge (10), and the accuracy depends on the experience of radiologists. In 2012, the concept of radiomics was first proposed by Lambin et al. (11). A goal of radiomics is to convert medical images into collectable, high-fidelity, and high-throughput data, and use radiomics features to develop predictive models and support clinical decisions (12, 13). To some extent, radiomics has solved the problem of quantitative assessment of tumor heterogeneity and has shown great advantages in clinical application, such as lesions discrimination, prediction of cancer molecular subtypes, and prediction of lymph node metastasis (14–18).

At present, studies that focus on classification of small breast lesions are very limited. Our research extracted radiomics features from CESM images and aimed to establish a radiomics nomogram based on radiomics signature and clinico-radiological predictive factors to automatically identify benign and malignant breast lesions of sub-1 cm.



Materials and Methods


Patients and Cohorts

This retrospective study was approved by the institutional Ethics Committee. A total of 2,439 patients underwent CESM examination from July 2017 to August 2019. The inclusion criteria included (a) the diameter of lesion was less than 1 cm on cranial caudal (CC) position of recombined image, (b) diagnosed with a definite pathology result, and (c) surgery within 14 days after CESM examination. The exclusion criteria included (a) multifocal or bilateral breast lesions, (b) biopsy before CESM examination, and (c) patients underwent neoadjuvant chemotherapy before CESM examination. Finally, 139 women (mean age=46.20 ± 11.02 years; range=17–71 years) were enrolled in this study, including 39 malignant lesions and 100 benign lesions (Figure 1). The patients were separated into a training cohort with 104 lesions (75 benign and 29 malignant lesions) and a validation cohort with 35 lesions (25 benign and 10 malignant lesions) randomly with the ratio of 8:2.




Figure 1 | Flow chart of patients enrolment.





CESM Image Acquisition

All patients underwent CESM examination on a full-digital breast machine (Senographe DS Senobright, GE Healthcare). The contrast agent Omnipaque 300 (GE Healthcare, Inc., Princeton, NJ) was injected into the upper arm vein with the dose of 1.5 ml/kg and the injection flow rate of 3.0 ml/s. The mammogram was obtained after injecting the contrast agent for 2 min. Same as the compression method of mammography, the CC position and mediolateral oblique (MLO) position photography were performed on bilateral breast. After low-energy exposure and high-energy exposure, eight images were collected within 5 min, including four low-energy and four high-energy images. Then, four recombined images were acquired by post-processing system.



Clinico-Radiological Characteristics

The diameters of lesions were measured on CC position of recombined images. The CESM images were evaluated by two radiologists (reader 1 with 10 years of experience on breast imaging, and reader 2 with 6 years of experience on breast imaging) according to BI-RADS. Differences in BI-RADS category between the two readers were determined by another radiologist with 15 years of experience on breast imaging. Considering that the background parenchymal enhancement (BPE) and breast density may be the risk factors of breast cancer (19, 20), BPE was evaluated on MLO position of recombined images in bilateral breast according to enhancement range (21) and breast density was evaluated on MLO position of low-energy images in bilateral breast according to the amount of fibroglandular tissue.



Image Segmentation and Radiomics Feature Extraction

All Digital Imaging and Communications in Medicine (DICOM) images were acquired from the Picture Archiving and Communication System (PACS) and uploaded to Radcloud (Huiying Medical Technology Co., Ltd.). Reader 1, who was blind to the pathology reports, identified the regions of interest (ROIs) and segmented manually on low-energy and recombined images of CC position. A sample of segmentation process is shown in Figure 2. Data preprocessing was conducted before features extraction by standardizing the images. Quantitative radiomics features were extracted from ROIs on Radcloud platform (http://radcloud.cn/). The extracted features were divided into three categories: first-order statistics, shape- and size-based, and texture features.




Figure 2 | Examples of regions of interest (ROIs) segmentation on contrast-enhanced spectral mammography (CESM) images. (A, C) The low-energy and recombined images on cranial caudal (CC) position, respectively. (B, D) The ROIs of breast lesions were drawn manually on low-energy and recombined images, respectively.



To calculate the intra- and inter-observer agreement of feature extraction, 30 breast lesions were selected randomly by statistical software. Reader 2 used the same method to extract radiomics features, and after 3 months, reader 1 repeated features extraction. Inter- and intra-correlation coefficients (ICCs) were calculated to assess the reproducibility of radiomics features, and ICCs > 0.75 was considered to represent good agreement.



Radiomics Feature Selection and Radiomics Signature Construction

The variance threshold, analysis of variance (ANOVA), and least absolute shrinkage and selection operator (LASSO) methods were used to reduce the redundant features and select optimal radiomics features. The threshold of variance threshold method was 0.8; thus, the eigenvalues of the variance smaller than 0.8 were removed. In ANOVA method, all the features that showed significant differences (p < 0.05) between benign and malignant lesions were included. For LASSO algorithm, the optimal LASSO alpha parameter was set by five-fold cross validation and radiomics features with non-zero coefficients within the training cohort were finally selected.

The radiomics signature (Rad-score) of each lesion was calculated by a linear combination of selected features, which were weighted by their respective coefficients.



Development of the Radiomics Nomogram

Using data from the training cohort, one-way ANOVA and multivariate logistic regression were performed to analyze independent predictive factors related to the identification of benign and malignant breast lesions, including clinico-radiological characteristics (age, tumor diameter, BI-RADS category, BPE, and density) and Rad-score. After multivariate logistic regression, variables with P<0.05 were considered as independent predictive factors. A radiomics nomogram was developed by multivariate logistic regression. Rad-score and clinico-radiological model were also developed in the training cohort to estimate the value of radiomics.



Validation of the Nomogram

The receiver operating characteristic (ROC) curves and the area under curves (AUC) were performed to evaluate the predictive performance of the nomogram in the training and validation cohorts. The calibration curves were used to evaluate the agreement between the observed results and predicted probability. The clinical utility of the nomogram was evaluated through quantifying the net benefit under different threshold probabilities in the validation cohort by decision curve analysis (DCA). Net benefit is defined as the proportion of true positive minus the proportion of false positive as weighted by the relative risk of false positive and false negative results. The formula of net benefit is as follows:

	

where n is the number of patients; and Pt is the threshold probabilities.



Statistical Analysis

The training cohort (80%) was used to develop radiomics nomogram, while the validation cohort (20%) was only utilized for assessment. The pathology results were used as gold standard in classifying benign and malignant lesions. Continuous variables (age and diameter) were compared by t-test, while qualitative variables (BI-RADS category, BPE, and density) were analyzed by chi-square test or Fisher’s exact test. One-way ANOVA and multivariate logistic regression analysis were used to select the significant predictive factors in identifying benign and malignant lesions. The DeLong test was used to compare the difference between AUCs in Rad-score, clinico-radiological model, and radiomics nomogram. The statistical analysis was performed in R software (version 3.4.1) and SPSS (version 26). The “glmnet,” “glm,” “rms,” “pROC,” “CalibrationCurves,” and “DecisionCurve” packages were used. P < 0.05 was regarded as a statistically significant difference.




Results


Clinico-Radiological Characteristics

A total of 27.9% and 28.6% of patients were found with malignancy in the training and validation cohorts, respectively, with no significant difference (p=0.938). The clinico-radiological characteristics between benign and malignant lesions of the training and validation cohorts are shown in Table 1. Significant differences in age (p=0.001), diameter (p=0.011), and BI-RADS category (p<0.001) but no significant differences in BPE (p=0.393) and density (p=0.221) were found between benign and malignant lesions in the training cohort.


Table 1 | Clinico-radiological characteristics in the training and validation cohorts.





Radiomics Feature Selection and Radiomics Score Construction

The inter- and intra-observer reproducibility of features extraction has achieved with ICC > 0.75 both between the two different radiologists and the same radiologist 1. A total of 2,056 features were selected from 2,818 radiomics features using variance threshold method. Then, 103 features were further selected by ANOVA method. Finally, the optimal 19 features were selected with non-zero coefficients in LASSO logistic regression (Figure 3 and Table 2).




Figure 3 | Lasso algorithm for radiomics features selection. (A) Least absolute shrinkage and selection operator (LASSO) coefficient profiles of the 103 features. The y-axis represents coefficient of each feature. The optimal value of alpha was 0.0214, and the optimal –log(alpha) was 1.67, where 19 features with non-zero coefficient were selected. (B) Mean square error path using five-fold cross-validation.




Table 2 | Least absolute shrinkage and selection operator (LASSO) coefficient profiles of the 19 features.



Rad-score of each lesion was calculated by the 19 radiomics features. Rad-score showed a significant difference between benign and malignant lesions in the training cohort (p<0.001), and the optimal cutoff value was 0.376 in distinguishing benign and malignant lesions.



Development of the Nomogram

In the training cohort, diameter (p=0.017), BI-RADS category (p<0.001), and age (p<0.001) were input to multivariate logistic regression after one-way ANOVA. In the multivariate logistic regression, Rad-score and age (both p<0.05) were proven to be the independent predictive factors in identifying benign and malignant lesions. The radiomics nomogram was developed with Rad-score, BI-RADS category, and age (Figure 4). To estimate the value of radiomics nomogram, clinico-radiological model was built with BI-RADS category and age.




Figure 4 | Radiomics nomogram with Rad-score, Breast imaging reporting and data system (BI-RADS) category, and age incorporated.





Validation of the Nomogram

Figure 5 displays the ROCs of Rad-score, clinico-radiological model, and radiomics nomogram in the training and validation cohorts. The optimal cutoff value of Rad-score, clinico-radiological model, and radiomics nomogram was 0.376, 0.369 and 0.512, respectively. The AUCs of Rad-score, clinico-radiological model and radiomics nomogram in the training cohort were 0.903 (95% CI, 0.830–0.953), 0.889 (95% CI, 0.812–0.942) and 0.961 (95% CI, 0.904–0.989), respectively; and AUCs in the validation cohort were 0.868 (95% CI, 0.711–0.958), 0.864 (95% CI, 0.706–0.956), and 0.940 (95% CI, 0.804–0.992), respectively. DeLong test showed that there was significant difference between clinico-radiological model and radiomics nomogram (p=0.019) in the training cohort, but showed no significant difference in the validation cohort (p=0.153). The radiomics nomogram showed higher accuracy and specificity than Rad-score and clinico-radiological model in predicting benign and malignant lesions (Table 3).




Figure 5 | Receiver operating characteristic (ROC) curves of Rad-score, clinico-radiological model and radiomics nomogram in the training (A) and validation (B) cohorts.




Table 3 | Predictive performance of three models.



The calibration curves of radiomics nomogram demonstrated good consistency between predictive outcome and observation in the training and validation cohorts (Figure 6). The DCA indicated that radiomics nomogram could add more net benefits than “all treatment” or “none treatment” with the threshold probability range from 0 to 1.0, while Rad-score and clinico-radiological model could add more net benefit with the range of 0–0.78 and 0.09–0.75, respectively (Figure 7). Figure 8 showed the clinical use of the nomogram in two patients, who were both diagnosed with BI-RADS 4B category by radiologists.




Figure 6 | Calibration curves of radiomics nomogram in the training (A) and validation (B) cohorts. The diagonal line represents the perfect prediction of the radiomics nomogram. The black solid line represents the calibration curve of radiomics nomogram. The calibration curves are close to the diagonal line both in the training and validation cohorts, which shows that the prediction probability have good agreement with the actual probability.






Figure 7 | Decision curve analysis (DCA) for the prediction models in the validation cohort. The y-axis represents the net benefits, while the x-axis represents the threshold probability. The red line represents the Rad-score. The blue line represents the clinico-radiological model. The black line represents the radiomics nomogram. The gray line represents the assumption that all patients were included in benign group. The dotted black line represents the assumption that all patients were included in malignant group. The decision curve shows that radiomics nomogram can add more net benefit than “none” or “all” treatment with the threshold probability range from 0 to 1.0.






Figure 8 | Clinical use of two patients who were both diagnosed with BI-RADS 4B category. The breast lesions of the two patients had similar imaging features on the contrast-enhanced spectral mammography (CESM) images, and the arrow points were the lesions of the two patients. (A, B) A 35-year-old woman, whose malignancy probability was calculated less than 10% by nomogram, was confirmed as fibroadenoma by pathological examination. (C, D) A 41-year-old woman, whose malignancy probability was calculated at about 62% by nomogram, was confirmed as invasive ductal carcinoma by pathological examination.






Discussion

The popularity of breast cancer screening has significantly increased the detection rate of small lesions, but making accurate qualitative diagnosis is still a challenge for radiologists. Our study discussed the potential ability of CESM-based radiomics in identifying benign and malignant breast lesions of sub-1 cm. Our results indicated that the radiomics nomogram combined with the radiomics signature and clinico-radiological variables could preoperatively predict the nature of small breast lesions with acceptable performance.

Radiomics is an emerging discipline based on traditional imaging examination and artificial intelligence. Radiomics features provide a stable and non-invasive approach to reflect the heterogeneity of lesions by revealing the texture features in depth. In this study, although the prediction accuracy of Rad-score was slightly lower than that of BI-RADS category, the radiomics nomogram combined with Rad-score was higher in accuracy and specificity than BI-RADS category only. This showed that radiomics could be used as an important supplement to clinico-radiological information in identifying benign and malignant small lesions. Luo et al. (22) extracted the radiomics features from the ultrasound images of BI-RADS category 4 and 5 patients, and analyzed the Rad-score containing 9 radiomics features and BI-RADS category, founding that the radiomics nomogram combined with Rad-score and BI-RADS category had the best predictive performance.

Gibbs et al. used radiomics analysis based on different MRI parameter maps to discriminate small benign and malignant breast lesions, yielding best AUC of 0.78 in the test set (23). A study by Lo et al. (24) conducted radiomics analysis on 96 BRCA-positive patients. They found that combining MRI-based radiomics with machine learning could improve the accuracy of the diagnosis of small breast masses in BRCA mutation carriers. And compared with the BI-RADS classification alone for assessment, radiomics could provide higher accuracy of 0.815. Our results also showed that CESM-based radiomics had good performance in identifying benign and malignant small breast lesions, and had AUCs of 0.903 and 0.868 in training and validation cohort, respectively.

The calibration curve is often used to verify the predictive effect of the prediction model by comparing actual probability with predictive probability. Our results showed that the predictive probability had high agreement with actual probability. In DCA, the theoretical relationship between the threshold probability and the relative values of false positive and false negative results was used to determine the clinical utility of the prediction model (25). In our study, DCA estimated the clinical value of radiomics nomogram and showed that the radiomics nomogram added more net benefit than “full treatment” or “none treatment”. This finding further confirmed that combining radiomics features with other available clinico-radiological data can improve the effectiveness of individual clinical decision making.

Our research has several advantages. First, to our knowledge, using CESM-based radiomics to identify benign and malignant breast lesions has not been previously reported. CESM has great advantages of showing calcification and reflecting blood flow, and can provide additional information on detecting breast diseases (26). Our results showed that CESM-based radiomics had better predictive performance in identifying benign and malignant breast lesions with an AUC of 0.940 compared with mammography-, ultrasound- and MRI-based radiomics (AUC=0.80, 0.928, 0,921) (22, 27, 28). Second, to ensure the reproducibility of feature extraction, only the features with ICCs>0.75 were qualified for the final analysis. Third, we used nomogram to predict benign and malignant small breast lesions. As a highly individualized visual prediction tool, nomogram has shown great potential in predicting disease progression and prognosis (29). The proposed nomogram could help clinicians choose the most appropriate treatment based on the predicted probability.

Admittedly, our study still has some limitations. First, the patients in this study were enrolled from a single institution with a limited number. Due to the small amount of patients in the validation cohort, this might have a certain impact on the validation of the proposed models. Mispredictions of a small number of lesions might cause significant difference. Despite the promising prospect of our results, a multicenter study with more balanced samples is warranted to prove the robustness of the proposed nomogram. Second, the ROIs were obtained manually; however, intra- and inter-correlation coefficients have shown good reproducibility in feature extraction. Previous studies have shown that the semi-automatic segmentation method could obtain relatively high intra- and inter-observer reproducibility (30, 31). Further work should use semi-automatic segmentation to draw the ROIs. Finally, the radiomics features were extracted on two-dimensional (2D) ROIs. Compared with three-dimensional (3D) features, 2D features may lose some important information that may fully describe the features of the entire lesion. However, studies have shown that 2D features had better performance than 3D features in lung cancer (32, 33).

In conclusion, the radiomics nomogram combined with CESM-based radiomics signature, BI-RADS category, and age demonstrated good predictive performance, calibration, and clinical utility in identifying benign and malignant breast lesions of sub-1 cm. CESM-based radiomics could serve as a potential tool to help clinicians make optimal clinical decision prior to biopsy or surgery and avoid overtreatment of benign lesions.
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Background

The purpose of this study was to investigate the role of CT radiomics features combined with a support vector machine (SVM) model in potentially differentiating pelvic rhabdomyosarcoma (RMS) from yolk sac tumors (YSTs) in children.



Methods

A total of 94 patients with RMS (n = 49) and YSTs (n = 45) were enrolled. Non-enhanced phase (NP), arterial phase (AP), and venous phase (VP) images were retrieved for analysis. The volumes of interest (VOIs) were constructed by segmenting tumor regions on CT images to extract radiomics features. Datasets were randomly divided into two sets including a training set and a test set. In the training set, the least absolute shrinkage and selection operator (LASSO) algorithm was used to screen out the optimal radiomics features that could distinguish RMS from YSTs, and the features were combined with the SVM algorithm to build the classifier model. In the testing set, the areas under the receiver operating characteristic (ROC) curves (AUCs), accuracy, specificity, and sensitivity of the model were calculated to evaluate its diagnostic performance. The clinical factors (including age, sex, tumor site, tumor volume, AFP level) were collected.



Results

In total, 1,321 features were extracted from the NP, AP, and VP images. The LASSO regression algorithm was used to screen out 23, 26, and 17 related features, respectively. Subsequently, to prevent model overfitting, the 10 features with optimal correlation coefficients were retained. The SVM classifier achieved good diagnostic performance. The AUCs of the NP, AP, and VP radiomics models were 0.937 (95% CI: 0.862, 0.978), 0.973 (95% CI: 0.913, 0.996), and 0.855 (95% CI: 0.762, 0.922) in the training set, respectively, which were confirmed in the test set by AUCs of 0.700 (95% CI: 0.328, 0.940), 0.800 (95% CI: 0.422, 0.979), and 0.750 (95% CI: 0.373, 0.962), respectively. The difference in sex, tumor volume, and AFP level were statistically significant (P < 0.05).



Conclusions

The CT-based radiomics model can be used to effectively distinguish RMS and YST, and combined with clinical features, which can improve diagnostic accuracy and increase the confidence of radiologists in the diagnosis of pelvic solid tumors in children.
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Background

Rhabdomyosarcoma (RMS) is a malignant tumor originating from primitive mesenchymal cells that have the potential to differentiate into striated muscle cells. RMS is the most common soft tissue sarcoma in childhood (1), and it is also the third most common extracranial solid tumor in children, behind neuroblastoma and nephroblastoma (2). The clinical manifestations and laboratory tests of the disease lack of specificity, and there are few radiology reports about RMS (3, 4). Furthermore, RMS has the general radiological appearance of soft tissue tumors, making it difficult to distinguish from other soft tissue malignancies (4). Therefore, it is difficult for radiologists to diagnose RMS correctly before surgery. During the course of routine radiology diagnosis, 54% (20/37) of RMS cases in this study were misdiagnosed as yolk sac tumor (YST) or were difficult to distinguish from YST. RMS in the pelvis of children can be misdiagnosed as YST, which is the most common tumor among pelvic germ cell tumors (5). If a pelvic mass is present, RMS should be considered only when a laboratory examination of alpha fetoprotein (AFP) is used to exclude the mass as a germ cell tumor. At present, biopsy is the only way to confirm the diagnosis of RMS, but only a small part of the tissue can be sampled, and biopsy is invasive, which may lead to complications for some patients. Although RMS and YST are both malignant tumors, RMS has high rates of recurrence and malignant transformation and a poor prognosis (6). There are some differences in the treatment of the two tumors. YSTs are more sensitive to preoperative neoadjuvant chemotherapy than RMS, which are mainly treated by neoadjuvant chemotherapy combined with the surgery. RMS are mainly treated by surgery combined with postoperative adjuvant chemotherapy. Therefore, studies on new radiological methods to effectively identify the two tumors are essential for accurate treatment and assessments of patient prognosis.

In 2012, the Dutch scholars Lambin et al. (7) first proposed “radiomics,” which can convert traditional radiological images into data that can be mined. The extracted high-throughput radiomics features can quantify the spatial-temporal heterogeneity of tumor tissue and provide more objective information beyond visual evaluations. In addition, machine learning has been introduced for further statistical analysis to achieve a more accurate diagnosis or prediction model. In recent years, as a non-invasive and reproducible radiological analysis method, radiomics has been extensively applied for adult diseases (8–14). Compared with the radiomics study of adult diseases, reports of radiomics in children’s diseases are rare. MRI-based radiomics has value in the diagnosis and differential diagnosis of posterior fossa tumors in children (15–17). With regard to radiomics of children’s abdominal tumors, at present, there is only one study (18), which found that histogram parameters (90th percentile of D *, mean value of f, etc.) based on MRI with intravoxel incoherent motion diffusion-weighted imaging (IVIM-DWI) can help to distinguish retroperitoneal neuroblastoma from nephroblastoma in children. This study is the first to apply CT-based radiomics to differentiate pelvic RMS tumors from YSTs in children. To the best of our knowledge, this has not been reported in any published radiology study.



Methods


Patients

This study was approved by the Ethics Committee of the Children’s Hospital Affiliated with Chongqing Medical University, and the requirement for written informed consent was waived. The medical record management system and radiology picture archiving and communication system (PACS) of our department were searched from January 2013 to March 2020, and 94 patients with RMS (n = 49) and YST (n = 45) were recruited according to the inclusion and exclusion criteria. The inclusion criteria were as follows: 1) patients underwent abdominal contrast-enhanced CT less than 2 weeks before surgery, and the CT images were clear and usable; 2) pediatric patients with pathologically proven pelvic RMS or YST; and 3) on CT, the tumors appeared as a solid mass. The exclusion criteria were as follows: 1) patients with mixed YST, which contained teratoma (calcifications and adipose tissue) components (5) and 2) patients with bladder RMS (characteristic CT manifestations).



CT Examination

All RMS and YST patients underwent abdominal three-phase CT scans, and non-enhanced phase (NP), arterial phase (AP), and venous phase (VP) images were acquired. CT examination was performed using a LightSpeed VCT 64-slice CT (GE Healthcare, USA) scanner. The scan extended down to the level of the lower margin of the pubic symphysis. The CT acquisition parameters were as follows: tube voltage of 120 kV, tube current of 200 mAs, pitch of 0.984:1, slice thickness of 5.0 mm, and slice interval of 5.0 mm. After conventional non-enhanced scanning, the contrast agent iohexol (350 µg/ml, 1.5 ml/kg) was injected into the elbow vein through a high-pressure syringe at a flow rate of 1–3 ml/s. The AP and VP images were obtained at 25–30 and 65–70 s, respectively.



Tumor Segmentation and Image Preprocessing

The lesions were manually delineated on all slices using a radiomics analysis platform [Radcloud, Huiying Medical Technology (Beijing, China) Co., Ltd.] (Figure 1). Two radiologists (with over 5 and 10 years of diagnostic experience) delineated and reviewed the regions of interest (ROIs) of the NP, AP, and VP images, and the computer fused the two-dimensional ROIs of the tumor to obtain the three-dimensional volume of interest (3D VOI) of the tumor.




Figure 1 | Examples of manual segmenting and contouring of regions of interests (ROIs) of rhabdomyosarcoma (RMS) and yolk sac tumor (YST). Outline of the ROI on one slice of an RMS on non-enhanced phase (NP) (A), arterial phase (AP) (B), and venous phase (VP) (C) images; outline of the ROI on one slice of a YST on NP (D), AP (E), and VP (F) images.



To minimize CT intensity changes and obtain more stable radiomics features, we normalized the intensity of the image using the following formula (where x represents the original intensity; f(x) represents the normalized intensity; μ indicates the average value; σ refers to variance; and s is an optional scaling ratio, which has been set to 1 by default).

	



Feature Extraction and Standardization

We used Python software (PyRadiomics, v2.2.0) for feature extraction. A total of 1,321 quantitative radiomics features were extracted from the VOIs based on NP, AP, and VP images and could be classified into two categories as follows: 1) first-order statistics, such as peak value, mean value, and variance, which were used to quantitatively describe the distribution of voxel intensity on CT images and 2) texture features, such as gray level cooccurrence matrix (GLCM), gray level run length matrix (GLRLM), and gray level size zone matrix (GLSZM), which were used to quantify the heterogeneity of the selected area. In addition, a variety of filters, such as the logarithm, exponential, gradient, square, square root, local binary patterns (LBPs), and wavelet (including wavelet-LHL, wavelet-LHH, wavelet-HLL, wavelet-LLH, wavelet-HLH, wavelet-HHH, wavelet-HHL, and wavelet-LLL), were used to calculate the first-order statistics and texture features of the transformed images (11). Moreover, before feature selection, the feature values were standardized to [0, 1] to avoid features with a large value interval dominating features with a small value interval (19).



Feature Selection and Model Construction

The study cohort was randomly divided into two subsets, a training set and testing set, in a proportion of 9:1. First, to reduce the model redundancy, the least absolute shrinkage and selection operator (LASSO) method was used to extract the effective feature values that were closely related to the difference between RMS and YSTs in the training set. Then, to avoid overfitting the model, the 10 most valuable features were screened out by the size of the feature correlation coefficient. Finally, a support vector machine (SVM) model was established based on the extracted optimal features, and the prediction model was verified in the testing set.



Statistical Analysis

Statistical analysis was performed using Python software (PyRadiomics, v2.2.0) and SPSS (Version 22.0, IBM). Using the pathological results as the gold standard, we calculated the sensitivity and specificity of the SVM model, plotted the receiver operating characteristic (ROC) curve, and calculated the area under the ROC curve (AUC), thus evaluating the prediction performance of the model.

The chi-square test or Fisher’s exact test were used to compare the differences in count data between the two groups, and the independent samples t-test or a non-parametric test were used to compare the differences in measurement data. A value of P < 0.05 was considered statistically significant.




Results


Patient Characteristics

A total of 94 patients were enrolled in this study. The 49 patients in the RMS group included 21 males and 28 females, aged 0.5 to 11.7 years, with an average age of 3.9 ± 2.6 years. The tumor sites of the RMS patients included 7 cases of tumors in the perianal area or sacral tail, 4 cases of tumors in the vagina, and 38 cases of tumors in the pelvic (abdominal) cavity. There were 45 patients in the YST group, including 3 males and 42 females, aged 0.4 to 12 years, with an average age of 5.4 ± 4.3 years. The tumor sites of YST patients included 12 cases of tumors in the perianal area or sacral tail, 5 cases of tumors in the vagina, and 28 cases of tumors in the pelvic (abdominal) cavity. The basic clinical data and comparison results of the two groups of patients are shown in Table 1. The differences in age and tumor location between the two groups were not statistically significant (P > 0.05), but the difference in sex, tumor volume, and AFP level were statistically significant (P < 0.05). The patient characteristics of the training and testing sets are shown in Table 2, and there were no significant differences between the two cohorts.


Table 1 | Clinical data of patients with rhabdomyosarcoma (RMS) and yolk sac tumors (YST).




Table 2 | Patient characteristics in the training and testing sets.





Feature Extraction and Selection

A total of 1,321 radiomics features were extracted from each patient’s NP, AP, and VP images. The LASSO algorithm was used to reduce the dimensionality of the above high-dimensional features based on the optimal parameters (Figure 2), and 23, 26, and 17 related features were screened from the images, respectively. However, to prevent SVM model overfitting, the 10 features with the highest correlation coefficients were retained (Table 3). These features were statistical features of intensity and texture features, and four statistical features of intensity and six texture features were selected from the NP images, including first order, GLSZM, GLDM, and GLRLM. Four statistical features of intensity and six texture features were selected from the AP images, including first order, GLSZM, GLCM, and GLRLM, and six statistical features of intensity and four texture features were selected from the VP images, including first order, GLSZM and GLRLM.




Figure 2 | Lasso algorithm for feature selection on non-enhanced phase (NP) (A, B), arterial phase (AP) (C, D), and venous phase (VP) (E, F) images. The optimal a parameters of the least absolute shrinkage and selection operator (LASSO) model were determined [NP: -log(a) = 1.16; AP: -log(a) = 1.25; VP: -log(a) = 1.11]. Features that correspond to the optimal a value were extracted.




Table 3 | The 10 optimal features selected by the least absolute shrinkage and selection operator (LASSO) algorithm for each CT phase.





Diagnostic Performance of Radiomics

These 10 selected radiomics features were used to establish the SVM model, which was evaluated by ROC curves. The SVM model achieved good classification performance for differentiating RMS from YSTs. The AUCs of the NP, AP, and VP radiomics models were 0.937 (95% CI: 0.862, 0.978), 0.973 (95% CI: 0.913, 0.996), and 0.855 (95% CI: 0.762, 0.922) in the training set, respectively, which were confirmed in the test set by AUCs of 0.700 (95% CI: 0.328, 0.940), 0.800 (95% CI: 0.422, 0.979), and 0.750 (95% CI: 0.373, 0.962), respectively (Figure 3). The accuracy, sensitivity, specificity, and AUC of the radiomics model for each CT phase are shown in Table 4.




Figure 3 | ROC curves of the support vector machine (SVM) classifier in the training set during the non-enhanced phase (NP) (A), arterial phase (AP) (B), and venous phase (VP) (C); receiver operating characteristic (ROC) curves of the SVM classifier in the test set during the NP (D), AP (E), and VP (F).




Table 4 | Performance of the support vector machine (SVM) classifier for the differential diagnosis of rhabdomyosarcoma (RMS) and yolk sac tumors (YSTs).






Discussion

Occult tumors located in the basin are difficult to locate on CT images in the presence of large tumors occupying the entire pelvic cavity. RMS comprises a group of highly heterogeneous malignant tumors that can grow anywhere in the body but mainly occur in the retroperitoneal and genitourinary system in the pelvis in children (20). YST is the most common type of germ cell tumor of the pelvis of children. Simple YST is the most common form, mainly originating from the gonads (testes and ovaries), but other types of extragonadal YST can occur in the pelvis, sacral tail, and vagina. (21). The tumor locations of RMS and YSTs partially overlap, and these tumors have similar imaging manifestations, including larger solid tumors occupying the pelvis, with little calcification and hemorrhaging, abundant blood vessels in the AP, and progressive enhancement (21–23). Although some studies have summarized imaging features of RMS, its manifestations still lack specificity (4, 20). Laboratory examination of AFP level is an important indicator for differentiating RMS from YST. In this study, there is significant differences in AFP levels between the two tumors. It is necessary to combine clinical examinations and AFP level to distinguish pelvic germ cell tumors to improve the diagnostic accuracy of RMS.

In recent years, with the development of precision medicine, radiomics has developed rapidly.

Radiomics uses many automatic data characterization algorithms to convert images of areas of interest into quantitative high-throughput feature values. These quantitative features may not be perceivable by the human eye and can reflect the biological information of tumors, such as cell morphology and molecular and gene expression (24). Radiomics provides non-invasive information for diagnosis, differential diagnosis, staging, efficacy evaluation, and prognosis of tumors. Among adult diseases, reports of CT radiomics are more common, including in the differential diagnosis, staging and grading of pancreatic tumors (12), renal cell carcinoma (11), lung cancer (9), and gastric cancer (14). Reports of CT radiomics in children are lacking. In this study, radiomics was combined with machine learning to extract and select quantitative radiomics features derived from NP, AP, and VP CT images of the lesion. Finally, 10 features were selected from each phase as important predictors of radiological characteristics to construct the model. Among the selected features, the texture features were obviously superior to the first-order statistical features, and among the texture features, each phase contained GLSZM features. The GLSZM records the number of occurrences of case where j and i elements are adjacent in the two-dimensional image area and describes the distribution of similar intensity area, which is a measure of the uneven gray level of the tumor area. The GLSZM has a significant value in characterizing texture consistency, aperiodicity, and speckle texture, indicating differences in texture uniformity between RMS and YSTs.

The results showed that radiomics features can distinguish between RMS and YSTs. The classification efficiency of AP CT scans was better than that of the VP and NP scans. The AUC of the AP radiomics model was 0.973 (95% CI: 0.913, 0.996) in the training set, which was confirmed in the test set with an AUC of 0.800 (95% CI: 0.422, 0.979). The reason for this high value may be that the radiomics features extracted from post enhancement AP images can better detect and describe the biological heterogeneity of the tumor. RMS and YSTs are malignant tumors, and the high heterogeneity of malignant tumors may be related to abnormal tumor angiogenesis and cell infiltration. There are abundant blood sinuses and blood vessels between the cell clusters in the AP, and the enhancement is rapid and long-lasting. Therefore, we suggest that radiomics characteristics of the dominant AP in CT scans can be used to distinguish RMS from YSTs, and the VP and delay phase can be omitted in the diagnosis RMS, to reduce the radiation dose.

There were some limitations in this study. First, this was a retrospective study, which may have inherent selection bias. Second, the study did not include other pelvic cell tumors; considering the low incidence of other solid germ cell tumors, RMS was mainly distinguished from YST by clinical radiological diagnosis. Third, the sample size was small. RMS and YST are not common diseases in children; therefore, in future research, we need to further expand the sample size and establish a multicenter, prospective study. Finally, the image layer thickness used in this study was 5 mm, which likely affected the diagnostic performance of radiomics features. We will evaluate the performance differences between thin- and thick-layer images in radiomics analysis in future studies.



Conclusions

In summary, the CT-based radiomics model developed and validated can be used to effectively distinguish RMS and YST, and combined with clinical features, which can improve diagnostic accuracy and increase the confidence of radiologists in the diagnosis of pelvic solid tumors in children. It is believed that as an important part of precision medicine, radiomics will be widely used in the diagnosis, evaluation, and individualized treatment of diseases in children in the future.
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Purpose

Distant metastases are currently the main cause of treatment failure in locally advanced rectal cancer (LARC) patients. The aim of this research is to investigate a correlation between the variation of radiomics features using pre- and post-neoadjuvant chemoradiation (nCRT) magnetic resonance imaging (MRI) with 2 years distant metastasis (2yDM) rate in LARC patients.



Methods and Materials

Diagnostic pre- and post- nCRT MRI of LARC patients, treated in a single institution from May 2008 to June 2015 with an adequate follow-up time, were retrospectively collected. Gross tumor volumes (GTV) were contoured by an abdominal radiologist and blindly reviewed by a radiation oncologist expert in rectal cancer. The dataset was firstly randomly split into 90% training data, for features selection, and 10% testing data, for the validation. The final set of features after the selection was used to train 15 different classifiers using accuracy as target metric. The models’ performance was then assessed on the testing data and the best performing classifier was then selected, maximising the confusion matrix balanced accuracy (BA).



Results

Data regarding 213 LARC patients (36% female, 64% male) were collected. Overall 2yDM was 17%. A total of 2,606 features extracted from the pre- and post- nCRT GTV were tested and 4 features were selected after features selection process. Among the 15 tested classifiers, logistic regression proved to be the best performing one with a testing set BA, sensitivity and specificity of 78.5%, 71.4% and 85.7%, respectively.



Conclusions

This study supports a possible role of delta radiomics in predicting following occurrence of distant metastasis. Further studies including a consistent external validation are needed to confirm these results and allows to translate radiomics model in clinical practice. Future integration with clinical and molecular data will be mandatory to fully personalized treatment and follow-up approaches.





Keywords: radiomics, rectal cancer, predictive model, distant metastasis, neoadjuvant chemoradiotherapy



Introduction

Colorectal cancer is the third most incident malignancy and the fourth in cancer-related death, being more prevalent in regions with high human developmental index (1).

The standard treatment of locally advanced rectal cancers (LARC) is neoadjuvant chemoradiotherapy (nCRT) followed by surgery with total mesorectal excision (TME) (2, 3).

The combination of nCRT and surgery has improved local control (LC) of the disease in LARC patients, but it does not affect the disease-free (DFS) and overall survivals (OS) (3).

Recurrence in the form of distant metastases (mainly affecting the liver) is the main cause of treatment failure and near 25% of treated LARC patients develop metastases in 5 years (4, 5). Early development of metastases (within 2 years) identifies biologically aggressive tumors and is considered a strong predictor of OS (3). Identification of patients with higher risk of developing distant metastasis within 2 years (2yDM) represents therefore a topic of great interest for the clinical community, as it could allow a more accurate personalized management, defining more strict clinical and imaging vigilance or even proposing more intensive treatments.

Mesorectal fascia involvement, depth of invasion, lymphovascular invasion and lymph node involvement currently represent key features that imply worse prognosis (6, 7).

Similarly, pathological response predicts patient prognosis and outcome, regarding local or distant recurrence and OS (3).

Rectal cancer is a rather heterogeneous disease, both inter and intratumoral, in space and time, regarding histology, immunochemistry and genetic profiles. This heterogeneity in the tumor cell populations may explain the variability of biological behavior and response to therapy existing in rectal cancer (8, 9). Tumor heterogeneity can be reflected in imaging, arising the opportunity of identifying imaging biomarkers that correlate with the tumor’s biological behavior (10).

Magnetic resonance imaging (MRI) is the standard imaging technique for local staging and re-evaluation after nCRT in rectal cancer (11), although it still has some limitations in the clinical and pathological prediction staging (12, 13).

In this context, radiomics, can play a key role, providing minable data from standard radiological images and exploring quantitative features which can describe tumor heterogeneity and other intrinsic characteristics that could correlate with its biological behavior (10, 14).

Several previous experiences have described radiomics based models for the prediction of pathological complete response (pCR) after nCRT (9, 15–20), clinical outcomes (8, 21) and grading in LARC (22, 23).

The already existing data show that active oncological treatments can modify radiomics features, an approach known as “delta radiomics”, and that the evaluation of these changes may successfully predict tumor behavior in terms of synchronous or metachronous distant metastasis (DM), DFS and OS (4, 14–16, 21, 24–26).

The purpose of this study is to assess the ability of the delta radiomics approach in predicting 2yDM in LARC, combining radiomics features extracted from staging and post-treatment MRI (24, 27).



Materials and Methods


Population of Study

The target population were LARC patients treated with nCRT and subsequently addressed to surgery.

We retrospectively and consecutively selected patients from our institution, a national reference centre for rectal cancer treatment, between May 2008 and June 2015, who met the following inclusion criteria: (a) patients older than 18 years old; (b) with pathologically proven rectal adenocarcinoma (including the mucinous variant that was regarded as separate); (c) clinical stage T3-4 N0, T1-4 N1-2 or with mesorectal fascia involvement (MRF+) according to the AJCC TNM 7th edition; (d) nCRT followed by surgery at our centre; (e) with both pre-treatment (staging) and post-treatment (re-evaluation) MRI performed in our institution; (f) maximum intervals of 3 months between the end of nCRT and post-treatment MRI (14); (g) clinical and imaging follow-up of at least 3 years from surgery.

All patients underwent radiotherapy treatment with a prescribed total dose of 45 Gy (1.8 Gy/die) delivered on the whole mesorectum and the drainage nodal stations and a boost on the tumor plus corresponding mesorectum up to 55 Gy with simultaneous integrated boost (SIB) technique (2.2 Gy/die) or to 50.4 Gy in case of sequential boost.

The considered neoadjuvant chemotherapy regimens were: CapOx (60 mg/m2 of iv oxaliplatin at the first day plus 1300 mg/(die*m2) of oral capecitabine, day to 1st to 7th, q7), capecitabine alone (1300 mg/m2 day 1st to 7th or 1st to 5th q7 during radiotherapy), or 5-fluorouracil (225 mg/(mq*die) from 1st to 7th day q7 during radiotherapy) depending on clinical stage and clinical patients compliance.

Surgery was performed at from 8 to 12 weeks from the end of nCRT and included: anterior resection (AR), abdominal-perineal resection (APR), transanal endoscopic microsurgery (TEM).

Adjuvant chemotherapy was administered for selected patients with clinical high-risk factors (i.e. cT4 and ypT3-4, ypN1-2, lymphovascular invasion of the tumor, TRG=4, etc.).

Adjuvant chemotherapy was based on 5-fluorouracil or capecitabine with or without oxaliplatin.



MRI Protocol

All MRI images were acquired using 1.5 T scanners (Signa Excite, GE Medical Systems, Milwaukee, Wisconsin, USA), with a pelvic phased-array surface coil.

All patients were scanned in supine position. An enema of ultrasound gel (63 cm3) to distend rectal lumen and limit luminal air and 20 mg of intramuscular hyoscine-N-butylbromide (Buscopan; Boehringer Ingelheim Italia, Florence, Italy), as antiperistaltic, were administered to reduce artefacts. All MRI followed the standard protocol of our centre for rectal cancer (T2-weighted FSE images in axial, coronal and sagittal planes, T2-weighted FSE 3D high-resolution images perpendicular to the tumor, and axial DWI using b values of 0 and 1000 s/mm2) (12).

For radiomics analysis T2-weighted fast spin-echo 3D high-resolution images acquired in a plane orthogonal to the tumor longitudinal axis were used, according to the fact that it is the main staging modality and its use for radiomics was previously widely explored in rectal cancer (11–16, 25).

Pixel spacing of these images was not greater than 0.8 mm and slice thickness was not higher than 3 mm.

For each patient, pre and post nCRT MRI were analyzed.

MRI images were then uploaded on a radiotherapy delineation console (Eclipse, Varian Medical System™, Palo Alto, California, USA) for gross tumor volume (GTV) segmentation.

Gross tumor volumes (GTV) were delineated by an abdominal radiologist and blindly reviewed by a radiation oncologist (28).

Contouring and revision of MRI images were blinded with respect to all clinical data including the histology of the tumor, treatment received, surgical results and clinical evolution.

In case of disagreement between the two experts a final GTV was agreed on consensus.

Tumor response on MRI after nCRT was classified as “complete”, “partial” or “stable”. Complete response was considered when tumoral tissue had completely disappeared on the analyzed T2-weighted images, in absence of any suspicious residual tissue of intermediate signal or no residual hyperintense signal in DWI sequences (12, 13). In these cases of apparent complete response at MRI, the former tumor bed was contoured.



Radiomic Analysis

Radiomics features were extracted from both pre-nCRT and post-nCRT MR images using an in-house developed radiomics software, called Moddicom (29, 30). Different families of features were extracted: statistical, morphological, textural grey level co-occurrence matrix (GLCM), textural grey level run length matrix (GLRLM), textural grey level size zone matrix (GLSZM), and fractals. GTV extraction and filter application are shown in Figure 1.




Figure 1 | GTV extraction and filter application.



Before extracting the statistical and textural radiomics features, a Laplacian of Gaussian (LOG) filter was applied to the MR images, considering 13 different sigma values in the range of 0.4–1.6 mm. Fractal features were calculated on the processed MR images, as described by Cusumano et al. (16).

Finally, pre-nCRT features were combined with the post-nCRT features to define the delta features as the ratio of the latter to the former, so that a value smaller (bigger) than 1 implies that the post-nCRT feature value has decreased (increased) with respect to the pre-nCRT value.



Statistical Analysis

For radiomics features analysis, the dataset was randomly split into 90% training and cross-validation data and 10% testing data. The time of distant metastases (DMs) was calculated as the difference between the surgery date and the last follow-up date or the date of metastases event. The analyzed outcome was 2yDM rate, defined as the occurrence of DM within 2 years from the date of the surgery.

Features selection was performed using a 5-folds cross-validation method: the training set was divided in 5 combinations of 4 folds, the remaining fold (each unique combination of 20% training data set) was used for cross-validation. For each combination, a univariate analysis using Wilcoxon Mann-Whitney test was performed if the variables did not show a normal distribution, and T-test was used instead if a normal distribution was observed. Features showing statistical significance (p<0.05) at least in three configurations were selected.

Correlation analysis among the selected features was then performed in terms of Pearson correlation coefficient, selecting only those with a correlation inferior to 30%.

The final set of features was used to train 15 different classifiers on the 5-fold partitioned training set, repeating the cross-validation 3 times and using the accuracy as target metric. The up-sampling method was used to handle the outcome class imbalance. The predictive performance of the trained models was then assessed on the testing data and the best performing classifier was chosen maximising the confusion matrix balanced accuracy.

R statistical software version 3.4.4 was used for statistical analysis (R Core Team (2018). R: A language and environment for statistical computing. R Foundation for Statistical Computing, Vienna, Austria. URL https://www.R-project.org/.).

Features selection, models training, and validation processes are shown in Figure 2.




Figure 2 | Features selection, models training, and validation processes.






Results

From May 2008 to June 2015 out of 580 LARC patients consecutively treated, 213 patients (37%) met enrolment criteria. In fact, 186 patients (32%) were excluded because the staging and/or restaging MRI was performed in another institution; 105 patients (18%) were excluded because they underwent surgery in another institution; 76 patients (13%) had an inadequate follow-up period.

Details of patient characteristics, clinical and treatment features are summarized in Table 1. At a median follow-up of 61 (14–119) months, the 2yDM rate was 17% (Figure 3) and the median OS of 65 months (13.7–118.8).


Table 1 | Patient characteristics, clinical and treatment features.







Figure 3 | Kaplan-Meier estimator for distant metastasis.



Kaplan-Meier estimator for DMs was computed as shown in Figure 3.


Feature and Model Selection

For the delta radiomics analysis, the described feature selection strategy selected 216 features on the first 5-fold run, 390 on the second, 168 on the third, 190 on the fourth, and 275 on the fifth (9, 16, 7, 8, and 11% of the total number of features, respectively). The selected features were 110, equal to 4% of the total. The correlation analysis identified 4 non-collinear features (Table 2) which were used to train the 15 classifiers, whose results on the testing set were reported in Table 3.


Table 2 | Final selected features correlation matrix.




Table 3 | Models performance on the testing set taken from the confusion matrix at 0.5 cut-off for probability prediction.



The highest balanced accuracy model was the logistic regression (0.785) which also had an overall classification performance (specificity: 0.857, sensitivity: 0.714, negative predictive value: 0.857, positive predictive value: 0.714, Cohen’s Kappa statistics: 0.571).




Discussion

Several studies highlighted the validity of the radiomics approach in rectal cancer, obtaining predictive models that allow identifying responding patients or risk categories for different outcomes using staging MRI (8, 9, 14, 17–23).

Our previous experiences confirmed that the radiomics models based on staging MRI provide a relevant predictive tool to identify tumor behavior in terms of pCR after nCRT (14–16, 24).

Despite the important effort made in terms of treatment response prediction, few experiences reported the relation between radiomics predictors and early distant recurrence (14–16).

In the framework of personalized medicine, a new radiomics approach is spreading in the scientific literature, called delta radiomics, which aims to elaborate predictive models analysing the variation of radiomics features extracted from images acquired before and after the treatment and including information regarding the response to the treatment of the individual patient.

In this context, some experiences tried to predict tumor behavior considering clinical features (4) or merged texture analysis features in addition with morphological MRI and histopathological parameters for both staging and post-nCRT MRI (21) or just on the staging MRI (25).

Liu et al. (26), investigated the predictive role of pre-nCRT MRI radiomics parameters to predict synchronous DM in 177 rectal cancer patients with an area under the curve of receiver operating characteristic of 0.827.

Liang et al. (31) analyzed the differences between metastatic and non-metastatic patients using a support vector machine and identifying MRI radiomics features able to predict metachronous liver metastasis in a cohort of 108 patients with an AUC of 0.87.

Jeon et al. (32). identified a nomogram to predict, using delta-radiomics signatures, LR, DM and DFS on 101 patients (67 patients for model training, 34 for internal validation).

Our study was focused on the 2yDM prediction in patients affected by LARC based on a larger retrospective cohort than the one reported by Jeon et al.

Starting from clinical nomogram based on a pooled analysis (27) ypN stage, ypT stage, surgery procedure and adjuvant chemotherapy (CT) seem to contribute to DM prediction. Furthermore, the role of adjuvant CT is still controversial with only small benefit in high-risk group (33, 34).

The value of a stronger predictive model of early systemic disease in LARC patients could help to identify the subset of patients with a higher risk of DM for a tailoring specific adjuvant treatment.

This personalized approach may allow avoiding unnecessary systemic toxicities for patients with low risk of DM, considering the small contribute of CT in this subset of patients.

On the other hand, treatment intensification, based on a multidrug combination or personalized approaches, could be designed for patients with a high risk of early development of DM.

Using a delta radiomics approach, with a logistic regression classifier, we built a model with a balanced accuracy, accuracy, specificity and sensitivity of 0.785, 0.809, 0.857, and 0.714, respectively.

There are several limitations in this study: first, the lack of an external validation with an independent dataset of patients, mandatory to confirm the applicability of the model in a cohort of patients from other institutions (35). The known variability in MRI acquisition parameters and the signal obtained from different patients, scanners and protocols, pose an additional challenge to the reproducibility of radiomic signatures and represent sources of uncertainty. In fact, despite for this study all MRI were acquired using the same protocol and the same MRI scanner, the applicability of this model is tightly linked to the opportunity to conduct an external validation with an independent dataset to confirm the MRI vendor-independency of delta-radiomics features, as previous confirmed for radiomics ones (15). Other limitations of our study are the lack of other prognostic, clinical, histological and genetic endpoints in the analysis, which would allow to perform a multivariate analysis and build a more robust hybrid predictive model.

Despite the disclosed limitations, this paper shows the relevance of the delta radiomics approach to predict the subset of patients with a higher risk of 2yDM in a large single-institution cohort.

In conclusion, delta radiomics is a promising imaging biomarker that can estimate the disease’s behavior in LARC, predicting the risk of early systemic recurrence. Early diagnosis of aggressive tumors may represent a significant added value in order to offer innovative personalized and tailored treatments, allowing physicians to guide their choices avoiding unjustified toxicity or preferring an intensified treatment when necessary.
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With the increasing daily workload of physicians, computer-aided diagnosis (CAD) systems based on deep learning play an increasingly important role in pattern recognition of diagnostic medical images. In this paper, we propose a framework based on hierarchical convolutional neural networks (CNNs) for automatic detection and classification of focal liver lesions (FLLs) in multi-phasic computed tomography (CT). A total of 616 nodules, composed of three types of malignant lesions (hepatocellular carcinoma, intrahepatic cholangiocarcinoma, and metastasis) and benign lesions (hemangioma, focal nodular hyperplasia, and cyst), were randomly divided into training and test sets at an approximate ratio of 3:1. To evaluate the performance of our model, other commonly adopted CNN models and two physicians were included for comparison. Our model achieved the best results to detect FLLs, with an average test precision of 82.8%, recall of 93.4%, and F1-score of 87.8%. Our model initially classified FLLs into malignant and benign and then classified them into more detailed classes. For the binary and six-class classification, our model achieved average accuracy results of 82.5 and73.4%, respectively, which were better than the other three classification neural networks. Interestingly, the classification performance of the model was placed between a junior physician and a senior physician. Overall, this preliminary study demonstrates that our proposed multi-modality and multi-scale CNN structure can locate and classify FLLs accurately in a limited dataset, and would help inexperienced physicians to reach a diagnosis in clinical practice.
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Introduction

Liver cancer, which is one of the most malignant types, represents the second-highest leading cause of cancer death in men worldwide, with a 5-year survival rate of less than 18% (1, 2). Hepatocellular carcinoma (HCC) is the most common type of liver cancer, accounting for approximately 90% of the total (3). Apart from HCC, several other types of lesions also frequently occur in the liver, including malignant lesions such as intrahepatic cholangiocarcinoma (ICC), metastases of malignant tumors from other tissues, benign lesions such as hemangioma (HEM), focal nodular hyperplasia (FNH), and cysts. Therefore, early detection and precise classification of focal liver lesions (FLLs) are particularly important for subsequent effective treatment.

Diagnostic radiographic imaging such as dynamic contrast-enhanced computed tomography (CT) provides useful information for the differential diagnosis of the aforementioned FLLs (4, 5). However, there are two obvious deficiencies. First, the evaluation of these images is usually subjective, as it is mostly dependent on the physicians’ experience. Second, physicians have to decide on the presence of lesions based on an exhaustive examination of slice-by-slice in CT images, which is very time-consuming. A recent study reported that, in some cases, radiologists have to read CT images at a speed of every 3–4 s per image during an 8 h workday to meet their workload demands (6). Under such constraints, errors are inevitable because radiology relies on visual perception and decision-making in cases of uncertainty (7, 8). The automatic detection and classification of lesions in diagnostic images using a computer-aided diagnosis (CAD) system has been developed to overcome these issues.

Deep learning (DL), an emerging branch of machine learning, can automatically extract and learn features from data in a complex nonlinear procedure based on a neural network structure (8, 9). At present, numerous studies have shown that DL, particularly convolutional neural network (CNN) models, can be used for pattern recognition of various organs and tissues, such as lung (10), renal (11), breast (12), retina (13), and skin (14) in diagnostic medical images, and can achieve satisfactory results. Two-dimension (2D) CNN models used on each CT or magnetic resonance imaging (MRI) slice have become mainstream to detect or classify FLLs (15–18). However, there are two disadvantages. First, they ignore the problem of the spatial discontinuity between the slices (19), leading to detection failure in some slices and diagnostic errors. Second, they focus on either the detection task alone or the classification task alone, ignoring the interconnection between them.

Therefore, three-dimension (3D) approaches may be more favorable, particularly for classification, as they can address the problem of discontinuity and can provide more detailed spatial and structural information of the lesions. Much research has focused on the detection and classification of lung nodules using 3D strategies (10, 20–22). However, 3D approaches are not perfect for the detection of FLLs in a limited dataset, particularly 3D deep CNNs (19). The detection of FLLs is more difficult due to the variation in the six types of FLLs present in the background (e.g., blood vessels and bile ducts) and inherent characteristics (e.g., size, texture, density, and scale), as shown in Figure 1. Besides, compared to 2D CNNs, 3D CNNs usually suffer from parameter explosion and slow inference speed due to the additional dimension (23). Thus, approaches that lie somewhere between 2D and 3D (i.e., 2.5D) may be a preferred option to detect FLLs.




Figure 1 | Representative images of focal liver lesions (FLLs) in different phases of dynamic contrast-enhanced computed tomography (CT). The contours represent the manually labeled boundary of the nodules.



In this study, we developed a strategy based on a multi-modality and multi-scale CNN structure, composed of three 2.5D Faster R-CNN w/FPN and one 3D ResNet-18, for the automatic detection and classification of FLLs in three-phases (unenhanced, arterial, and portal venous phases) of CT images, respectively. Through a series of comparison experiments, we show that our established model performed better than other commonly adopted strategies, and would help physicians to diagnose FLLs in their daily practice.



Materials and Methods


Dataset

The multi-phasic CT data used in this study were collected from January 2016 to December 2018 via the picture archiving and communication system (PACS) in our institution. After searching and excluding non-FLL cases, 435 patients with a total of 616 liver lesions were enrolled in this study. The inclusion criteria were as follows: at least one FLL appeared in the CT image; malignant tumors had corresponding pathological diagnosis results; patients had not undergone any disease-related treatment before CT inspection, including transarterial chemoembolization therapy, surgery, radiofrequency abolition, and systemic chemotherapy; image quality was high and clear.

Among the 616 liver lesions, 280 (109 HCCs, 95 ICCs, and 76 metastases) were confirmed to be malignant tumors by tissue biopsy or postoperative pathology, and the remaining 336 (120 HEMs, 101 FNHs, and 115 cysts) were diagnosed as benign nodules through pathological analyses or a combination of typical image performance and clinical data. This retrospective study was approved by the institutional review board of the Second Affiliated Hospital, Zhejiang University School of Medicine and the need for patient informed consent was waived.



CT Image Acquisition

Dynamic contrast-enhanced CT scanning was performed using three manufacturer’s CT models, i.e., SOMATOM Definition AS (Siemens), Brilliance iCT 256 (Philips), and Optima CT540 (GE Medical system), with the following parameters: tube voltage, 120 kVp; tube current, 250–600 mAs; pitch spacing 0.5–1 mm; and single collimation width, 0.625–1.25 mm. Three phasic images from unenhanced, arterial, and portal venous phases were enrolled in this study. During the enhancement phases, the concentration of contrast agents was determined by the patients’ body weight, with the criterion of 300 mg/mL iodine for patients weighing less than 60 kg, and 350 mg/mL iodine for those weighing more than 60 kg. In general, a total volume of 80–100 mL contrast material was injected into the patients at a rate of 3–4 mL/s with the use of a power injector via an 18- or 20-gauge cannula in the antecubital vein.

The scanning time of the arterial and portal venous phases was determined by the dose and injection rate of the contrast agents. In our institution, the scanning time of the arterial phase lasted ~20 s, during which the enhancement of the abdominal aorta reached its peak, and the CT enhancement value of the liver parenchyma was less than 10 HU. The period ended when the enhancement of the aorta decreased slightly, and the enhancement value of the liver parenchyma was between 10–20 HU. The scanning time of the portal venous phase usually started at 60 s after injection of the contrast medium. The slice thicknesses of the unenhanced and contrast-enhanced images were 5 mm and 0.8–5 mm, respectively.



Data Annotation and Processing

To maximize the quality and resolution of CT images, all of the images were exported from our institution’s PACS and stored in a Digital Imaging and Communications in Medicine (DICOM) format. Medical image processing software (ITK-SNAP (24)), was used to label the regions of interest (ROIs) of the liver lesions in each CT image slice by two physicians (with 3 years’ experience in abdominal CT reporting), and then these ROIs were confirmed by another physician (with 30 years’ experience in abdominal CT reporting). Large blood vessels and bile ducts were excluded as much as possible from the region of the lesions. Among the 616 liver lesions, a quarter of nodules were randomly selected to make up the test set, and the remaining nodules formed the training set. Data augmentation is often used in the training set during deep learning to improve learning and extract features (25). In this study, each image was augmented randomly using the following five strategies: random flipping, random rotation, brightness transformation, Gaussian blur, and elastic transformation.



Hierarchical Multi-Phase Lesion Detection and Classification Framework

The main architecture of the framework used in this study is shown in Figure 2A. Our framework contains three 2.5D detection networks (Faster R-CNN w/FPN (26)) and one 3D classification network (ResNet-18 (25)) which were used for feature extraction and learning. Following the detection and classification networks, post-processing and voting modules were applied, respectively, to process the received information further and to generate detection and classification outputs.




Figure 2 | The main architecture of the hierarchical multi-phase lesion detection and classification framework. (A) The entire framework is constructed by three 2.5D detection networks (Faster R-CNN w/FPN) and one 3D classification network (ResNet-18). (B) The detailed architecture of the detection networks is composed of five components: a backbone convolutional network for basic feature learning and generating feature maps, a feature pyramid network (FPN) to exploit the inherent multi-scale, pyramidal hierarchy of the backbone network to construct feature pyramids with marginal extra cost, a region proposal network (RPN) that outputs a set of rectangular object proposals with objectness scores, and two sub-networks that produce bounding box regression and foreground/background classification. Abbreviations: NC, non-contrast; HA, hepatic artery; PV, portal venous; HCC, hepatocellular carcinoma; ICC, intrahepatic cholangiocarcinoma; Met, metastasis; HEM, hemangioma; FNH, focal nodular hyperplasia.





Detection Networks

Three detection networks were utilized for lesion localization in three phases of CT images, respectively. All three detection networks shared the same architecture because the scale of each type of lesion in different phases was almost identical, and differences in the six lesion types in each phase were similar. The first reason ensures that the detection networks can utilize the same receptive field and bounding box settings during network training and inference, and the second reason requires networks with similar learning abilities. We utilized a modified Faster R-CNN w/FPN to detect the six types of FLLs in three phases. The network was composed of five components: a backbone convolutional network for basic feature learning and generating feature maps, a feature pyramid network (FPN) to exploit the inherent multi-scale, pyramidal hierarchy of the backbone network to construct feature pyramids with marginal extra cost, a region proposal network (RPN) that outputs a set of rectangular object proposals with objectness scores, and two sub-networks that produce bounding box regression and foreground/background classification. A detailed diagram of our detection network is shown in Figure 2B. As described in the Introduction section, a trade-off between 2D and 3D is better for deep CNN training. We defined our 2.5D strategy as follows: To input each of the detection networks, each slice in a single CT image was concatenated with the two nearest neighbor slices (if these existed). The input size of the detection networks was 512×512×3. The ground truth label of one input was the annotation of the lesions in the center slice. For our task, we utilized ResNet-101 as proposed in a previous study (25), as our backbone network. Instead of using ROIPool (27) to extract small feature maps (e.g., 7×7) from each ROI (26, 28), ROIAlign (29) was utilized to obtain better results. Nine anchors with three aspect ratios [(1.5:1, 1:1, 1:1.5)] at three scales [(1, 21/3, 22/3)] were utilized on each of the pyramid levels. Each anchor was assigned with a 2-dimensional one-hot vector representing its class (background, foreground) and a 4-dimensional vector representing the coordinates of the upper left and lower right corners of the rectangular box surrounding the objects.

The classification sub-networks were supervised by binary cross-entropy (BCE) loss and the localization networks were supervised by smooth L1 loss (28). Because the backbone networks were utilized for basic feature learning and were deep, to train them from scratch would be time-consuming. Thus, we initialized parameters in the backbone networks with pre-trained parameters on the ImageNet dataset (30) before network training, and fine-tuned them with CT images afterwards. This kind of transfer learning strategy can effectively improve the representativeness of models (31). Parameters outside the backbone networks were randomly initialized by drawing weights from a zero-mean Gaussian distribution with a standard deviation of 0.01. The networks were trained for 200 epochs with a batch size of eight and the Adam optimizer (32). The learning rate started at 1e-3 and was decreased at the 40th, 80th, and 120th epochs by multiplying by 0.1.

After acquiring the detection outputs, we applied non-maximum suppression (NMS) to the proposal regions based on their classification scores to reduce redundancy (28). The Intersection-over-Union (IoU) threshold of the NMS was set to 0.5. Finally, we collected all of the localization results in each CT image and generated a minimum circumscribed cuboid (MCC) for each lesion detected.



Classification Network

Because the outputs of detection networks only classify regions into foreground and background, we required a classification network to classify the foreground into detailed FLL types. We utilized a 3D version of ResNet-18 by modifying all of the 2D operations in a previous study (25) to 3D. It should be noted that because the lesions detected in the detection networks were not the same size, the input size of the CNNs during training should remain the same if the batch size is larger than 1. We resized all of the regions to 64×64×64 as the input for 3D ResNet-18. However, in real-world applications, not all three phases of the CT images are always captured. It may not be sufficient to concatenate the three phases of the CT images as the input for 3D ResNet-18. For this reason, we input each phase of each case into the network successively and utilized a voting strategy that collected the classification scores of multiple phases and calculated the average classification results for each CT image.

The 3D ResNet-18 was supervised by cross-entropy loss. We randomly initialized the parameters by drawing weights from a zero-mean Gaussian distribution with a standard deviation of 0.01. The network was trained for 200 epochs with a batch size of eight and a stochastic gradient descent (SGD) optimizer with a momentum of 0.9 and weight decay le-4. The learning rate started from 1e-3 and was decreased at the 60th and 120th epochs by multiplying by 0.1.



Observer Study Evaluation

To compare the performance between our framework and humans in the classification of FLLs, two physicians (with 3 and 8 years of experience in abdominal CT interpretation, respectively) were enrolled in the observer study. The physicians did not participate in the model construction and data processing. In addition, the histopathology and other clinical data of the FLLs were not available to them. Each physician independently classified the FLLs from the test dataset into two and six categories using three-phasic CT images (unenhanced, arterial, and portal venous phases).



Statistical Analyses

Because our framework contained two types of outputs (detection and classification results), different metrics were used for their evaluation.

Precision, recall, and F1-score were utilized to evaluate whether the FLLs were detected using our detection networks, and IoU was utilized to evaluate the size of the detected regions compared to ground truth annotation. Using the ground truth acquired from the annotation by the physicians, we categorized the prediction of the detection networks as true-positive (TP), false-positive (FP), true-negative (TN), and false-negative (FN). We denoted positive as detecting the FLLs and negative as detecting the background. True and false correspond to the presence of- and the absence of a match with the annotation results, respectively. The precision, recall, and F1-score could then be calculated as follows:

	

IoU is defined as follows:

	

Sensitivity, specificity, receiver operating characteristic (ROC) curves, area under the receiver operating characteristic curves (AUCs), and average accuracy were utilized to evaluate the performance of the classification results. For each FLL class c, we denoted positive as classifying FLLs into c, and negative as classifying FLLs into other classes. True and false corresponded to the presence of- and the absence of a match with the annotation results, respectively. Sensitivity was equal to recall as defined above, and specificity and accuracy were calculated as follows:

	

The trained framework was tested by inputting CT images in the test dataset to the three detection networks as inputs. Then the detection and classification outputs were obtained, and the above metrics were calculated by comparing the outputs with the ground truth annotation. Our framework was trained and tested five times to reduce the variance of the neural network training, and the averaged results are reported.




Results


Evaluation of FLL Detection

After training, all FLLs in the test set were evaluated via our established detection network. We conducted five experiments using the same settings to reduce the variance in the training of the neural networks, and further evaluated the detection performance based on the metrics obtained from the test set. Representative images of the detection frames generated by the model for five test cases are presented in Figure 3. As shown in Figure 3A, an HCC lesion with a maximum diameter of 2.6 cm, was easily detected in 3D CT images. The 2D IoU values of the nodule in the transverse, sagittal, and coronal planes were 0.82, 0.90, and 0.92, respectively, and the 3D IoU value reached 0.82. For benign lesions, Figure 3B shows the detection result for a HEM, with a maximum diameter less than 3 cm. After analyses and calculation, the 3D IoU value of the lesion was 0.78. However, a small number of lesions with relatively small diameters or densities close to that of the surrounding liver parenchyma or blood vessels were easily overlooked and were ultimately not detected by our model (Figures 3C–E). In general, our framework achieved an average test precision of 82.8%, recall of 93.4%, F1-score of 87.8%, and a 3D IoU value of 34.8% (Table 1).




Figure 3 | Representative images of the model-generated detection frames of lesions for five test cases in the transverse, sagittal, and coronal planes. Manually labeled and model-generated frames of (A) HCC, (B) HEM, (C) metastasis and HEM, (D) HCC, (E) FNH are shown in green and red, respectively.




Table 1 | Detection results of different networks in comparison experiments.



To evaluate the performance of our detection networks, we compared our results with RetinaNet, a commonly adopted detection network (33), and with the original Faster R-CNN (28). We also evaluated the importance of post-processing (the NMS module) and the performance of networks using different dimensions. We utilized the same network settings and hyper-parameters for all of the network training to ensure fair comparisons. For the 3D networks, the detection outputs were already cuboid, and so the MCC module was of no value and was not utilized under these conditions.

The results of comparison experiments are listed in Table 1. Faster R-CNN commonly outperformed RetinaNet. This may be because Faster R-CNN is a two-stage detection network, which makes it more complicated and time-consuming (34). In terms of the different dimensions in the same network structures, 2.5D networks commonly outperformed 2D networks, and 3D networks performed the worst. Furthermore, the networks commonly achieved better results with post-processing, indicating the importance of post-processing. Overall, 2.5D Faster R-CNN with post-processing performed better than all of the other experiments, and our modified 2.5D Faster R-CNN w/FPN achieved the best results. This suggests that our modified network structure is effective and would lead to improved FLL detection.



Evaluation of FLL Classification

After the lesions were detected using our detection network, they were classified using the 3D ResNet-18 deep neural network. This was divided into two steps. We first classified FLLs into malignant (HCC, ICC, and metastasis) and benign (HEM, FNH, and cyst), after which they were further classified into detailed classes. The binary and six-class classification results were evaluated. To further assess the performance of our classification network, we compared the results with both the commonly adopted classification networks (2D Faster R-CNN (28), 3D VGG-16 (35) and the original 2D ResNet-18 (25)) and those of two physicians (a junior and senior physician with 3 and 8 years of experience in abdominal CT reporting, respectively).

For the binary classification, our model achieved an average classification accuracy of 82.5% with an average sensitivity of 76.6%, and specificity of 88.4% for malignant lesions, as well as an average sensitivity of 88.4% and specificity of 76.6% for benign lesions (Table 2). Through a series of comparison experiments, the performance of our 3D ResNet-18 model was better than the other three networks, and particularly the 2D networks (Table 2). In the observer study, the junior physician (physician 1) obtained slightly worse results than our model, where the overall accuracy was 80.4%, and the sensitivity and specificity of malignant lesions were 73.7 and 87.3%, respectively (Table 2). However, the classification results obtained from the senior (physician 2) were better than our model (Table 2). In addition, a ROC curve was generated by varying the probability threshold at which the model would classify a lesion as malignant (Figure 4). From that, our model achieved a better result with an AUC of 0.921 compared to 0.861 in 2D ResNet-18 and 0.907 in 3D VGG-16 models, respectively.


Table 2 | Binary classification results of different networks and physicians.






Figure 4 | ROC curves of different networks for binary classification. The performance of physicians in the observer study is also shown in the graph.



For the six-class classification, our model sensitivity ranged from 46.4% (for ICC) to 93.1% (for FNH), with specificity ranging from 91.9% (for HEM) to 98.6% (for cyst) (Table 3). As can be seen, the model’s performance in fine classification of benign lesions was higher than that of malignant lesions. This may be because malignant lesions are more similar in their inherent characteristics compared to benign lesions, and therefore, more samples are needed to improve the accuracy. As depicted in Table 4, our model achieved the best results with an average accuracy of 73.4% across the six lesion types compared to the other three networks. Moreover, the AUCs of each category ranged from 0.766 (for ICC) to 0.983 (for cyst) in our 3D ResNet-18 model, which outperformed the 2D ResNet-18 and 3D VGG-16 networks (Figure 5). Similar to the binary classification results, the performance of our model in the six-class classification was better than the junior physician but worse than the senior physician (Table 4). However, the total time taken for our model to detect and analyze each lesion was 2 ± 0.5 s, whereas it was 21.4 ± 9.2 s and 27.2 ± 9.3 s for the physicians, respectively (Table 4). This suggests that our model saves time and may help physicians with their diagnoses in daily clinical practice.


Table 3 | Six-class classification results of different networks and physicians.




Table 4 | Average accuracy and runtime of networks and physicians for six-class classification.






Figure 5 | ROC curves of different networks for discriminating (A) HCC, (B) ICC, (C) metastasis, (D) HEM, (E) FNH, and (F) cyst. The performance of physicians in fine classification is also shown in the graph.






Discussion

Due to the increasing incidence of liver lesions and the increased workload of physicians, it is increasingly important to use noninvasive imaging analysis techniques to improve the accuracy of lesion detection and discrimination. In this study, we developed a CAD framework based on hierarchical CNN structures, which could simultaneously detect and classify six types of hepatic lesions in multi-phasic CT images, and achieve good results.

The advantages of DL systems are that they can constantly recognize, extract, and learn the different hierarchical features that are invisible to the human eyes. This assists physicians in detecting and classifying lesions, particularly those with atypical features in the images obtained. Previous studies have shown that CNN models can be used for the detection or classification of FLLs in single- or multi-phasic CT images by previously grouping those lesions into one to five categories (16, 17, 36–38). However, we investigated six types of hepatic lesions in our study, and three-phasic CT images from three scanners were utilized for the model training. This not only improved the ability of the model to detect lesions but also allowed the model to learn more features from dynamic contrast-enhanced CT images, thus facilitating subsequent nodule classification. Besides, it also demonstrated the robustness of our model using heterogeneous imaging sources from different CT scanners and acquisition protocol settings.

Chen et al. (39) demonstrated that both classification and localization of liver lesions could be handled using a dual-attention dilated residual network. However, we proposed three 2.5D Faster R-CNN w/FPN and one 3D ResNet-18 for the detection and classification tasks, respectively. We did not utilize the detection networks for both detection and classification even if they were able to classify the detected regions because the classification sub-networks in the detection networks were relatively shadowy, which makes the patterns within the six types of lesions difficult to learn. A relatively deep classification network would be required. On the other hand, our detection networks utilized a 2.5D strategy that divided each CT image into groups. The direct classification of each group generated different classes for a single lesion. To extract the features in the six types of lesions better, and to maintain the consistency of the lesion types, a 3D deep classification network was set up alone.

To address problems of spatial discontinuity in 2D CNN models (19) or parameter explosion and slower inference speed in 3D CNN models (23), we utilized a 2.5D strategy for lesion detection, which was a trade-off between 2D and 3D. Comparison experiments with another two CNN models showed the superiority of our modified model. Furthermore, we evaluated the importance of the model dimensions in the detection task. The 2.5D networks commonly outperformed the 2D networks, and the 3D networks performed the worst. The reason that 2D networks outperformed 3D networks is that more parameters were utilized for feature learning of each pixel/voxel in the CT images. Even if the 2D networks ignored the problem of the spatial discontinuity between the slices, they were still able to learn better within each slice. The 2.5D networks with post-processing performed the best because it utilized fewer parameters than the 2D networks for feature learning of each pixel/voxel, but the spatial discontinuity problem was alleviated.

The classification performance of our model was variable overall, with an average accuracy of 82.5 and 73.4% for binary and six-class classification, respectively. The finding was inferior to that of previous studies used a 2D CNN model (15, 18). However, our classification of liver lesions differed as it was based on the regions obtained from the previous detection networks, and we utilized the 3D CNN model. In addition, compared to 2D CNN structures, 3D CNNs utilize all of the spatial-temporal information contained in the 3D space, instead of just the local features, which assists with pattern recognition (40). This was validated in our experiments. Similar to the previous study (18), our model’s performance in fine classification of malignant nodules was lower than that of benign nodules, especially in ICC type. The reasons caused the lower accuracy of malignant lesions maybe as follows. Firstly, the variation of background (e.g., peritumoral enhancement and bile ducts dilation) and inherent characteristics (e.g., size, texture, density, and scale) in ICC CT imaging is more heterogeneous, and therefore, more samples should be included to improve the overall accuracy. Secondly, thinner layer-thickness of CT can improve the resolution and continuity of lesion region, which in turn helps to learn more detailed imaging features. Besides, introducing medical history and laboratory test results to CT imaging may be of better diagnostic value. To clinically evaluate the model, two physicians were enrolled in the observer study who classified the same cases in the test set. Interestingly, the classification performance of the model was placed between that of a junior physician and a senior physician. The diagnostic accuracy of the junior physician may increase or exceed that of the model if additional image sequences and clinical data are provided. However, for the model, limited data are an important factor that inhibits its performance.

While the results are promising and indicate the feasibility of our framework for the automatic and image-based detection and differentiation of malignant and benign FLLs, there are some limitations. First, overfitting is a critical issue attributed to the size of the dataset, particularly in complex models such as CNNs (9, 41). Because all of the data were collected from a single center, problems of bias and insufficient data were inevitable, resulting in a limited performance of the model during the training phase. To improve the applicability of the model and accelerate clinical transformation, additional training, and independent test sets from other institutions should be included. Second, we adopted some strategies to improve the models’ performance, such as an NMS module to reduce the redundant bounding boxes, and the detection and classification networks supervised by the ground truth labels separately to achieve better results during network training. However, for a cascaded and coupled design, it’s possible to degenerate the performance of classification network due to the error accumulation caused by the anterior detection networks. Third, lesions with a low incidence or those difficult to diagnose preoperatively were not enrolled in this study. Because the framework was effective for detecting and classifying six types of hepatic lesions commonly encountered in daily clinical practice, we will focus on uncommon types of liver lesions in the future. Besides, there was no corresponding histopathological assessment of all of the liver lesions. Because most benign lesions can be diagnosed by typical imaging findings or continuous follow-up evaluation, and do not involve subsequent surgical treatment, it is difficult to evaluate the histopathology for all lesions. For lesions without histopathological evaluations, ROIs were labeled by two physicians who analyzed all of the available imaging sequences and clinical data.

In summary, this preliminary study demonstrates that our proposed multi-modality and multi-scale CNN structure can locate and classify FLLs accurately, which could potentially be useful to help inexperienced physicians arrive at a diagnosis in daily clinical practice. With the increasing demand for radiological services, collaborative workflows that combine the experience and knowledge of physicians with DL-based CAD systems can provide more accurate disease diagnosis and higher quality patient care in a time- and labor-saving manner.
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Background

Residual cancer cells remaining after chemotherapy may have more aggressive behavior that promotes recurrence or metastasis, and which patients would benefit from subsequent additional treatment is controversial. The purpose of our study was to evaluate the prognostic value of the preoperative radiomics features of computed tomography (CT) imaging in breast cancer (BC) patients with residual tumors after neoadjuvant chemotherapy (NAC).



Methods

Post-NAC CT images were reviewed from 114 patients who had received breast surgery and had residual breast tumors. The association of the 110 radiomics features derived from CT images with 5-year disease-free survival (DFS) was assessed by log-rank test in the training cohort, resulting in 13 prognostic radiomics features.



Results

We constructed a radiomics signature consisting of four selected features by using least absolute shrinkage and selection operator (LASSO) Cox regression analysis, which performed well in the discrimination with an area under the curve (AUC) of 0.78 (95% CI, 0.67–0.89) and 0.73 (95% CI, 0.59–0.87) in the training and validation cohorts, respectively. Radiomics nomogram, incorporating the radiomics signature with the conventional clinical variables, also performed well in the two cohorts (training cohort: AUC, 0.84; validation cohort: AUC, 0.82). Moreover, we found that the high-risk patients determined by our radiomics nomogram could benefit from postoperative adjuvant chemotherapy, while the low-risk and total patient groups could not.



Conclusions

Our novel radiomics nomogram is a promising and favorable prognostic biomarker for preoperatively predicting survival outcomes and may aid in clinical decision-making in BC patients with residual tumors after NAC.
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Introduction

Neoadjuvant chemotherapy (NAC) in the management of breast cancer (BC) has become a popular treatment strategy in recent years (1, 2). Only a subset of patients will achieve a pathological complete response (pCR) following NAC, defined as absence of invasive cancer in the breast and the axillary lymph nodes (ALNs), with rates varying according to the different subtypes of BC (3, 4). The presence of residual tumor following NAC indicates the increased recurrence risk; however, to date, the role of additional postoperative adjuvant chemotherapy for non-pCR patients is not clear, although non-pCR is clearly associated with high recurrence and metastasis (4–6). Therefore, a more accurate understanding of the molecular and genomic characteristics of tumors will undoubtedly facilitate the development of clinical trials for the treatment of residual diseases (3, 7, 8). Moreover, identifying high-risk, non-pCR patients using noninvasive approaches for additional treatments is urgently needed.

There is evidence that radiogenomics can define the association between imaging features and genomic phenotypes, which has recently attracted great interest (9, 10). To facilitate the use of image features to directly estimate patients’ outcomes, "radiomics" has made rapid progress (11). It is now possible to extract quantitative risk variables from traditional computed tomography (CT) images to achieve non-invasive profiling of tumor heterogeneity (11, 12). To date, radiomics has made great contributions in the field of cancer and has been widely applied to tumor detection, subgroup identification, treatment response evaluation, and so on. A multiple radiomics features-based signature is often more valuable than a single biomarker, and a recent study has shown that radiomics features from magnetic resonance imaging (MRI) performed well in the prognostic prediction of BC (13–15). However, to our knowledge, CT images radiomics features-based signatures have not yet been deeply assessed, especially in non-pCR BC patients after NAC.

Therefore, the purpose of this study is to develop and validate a CT-based radiomics signature and nomogram to predict the 5-year disease-free survival (DFS) and response of additional chemotherapy in non-pCR BC patients and then to precisely guide the implementation of postoperative adjuvant chemotherapy.



Materials and Methods


Patients

Ethical approval for this retrospective study was granted by the ethics committee of Sun Yat-sen University Cancer Center. Four hundred sixty-two consecutive invasive breast cancer patients (mean age, 49 years) who received neoadjuvant chemotherapy (NAC) before surgery between January 2010 and December 2016 were identified. All patients were treated at the Sun Yat-sen University Cancer Center, and the corresponding ethical approval was obtained for this retrospective analysis at our cancer center. The informed consent requirement was waived due to the retrospective nature of the study. The inclusion criteria of our study were as follows: (a) preoperative dynamic contrast enhanced chest CT performed <30 days before surgical resection at our institution; (b) initial unilateral breast malignancy with histologically confirmed invasive breast cancer; (c) residual breast tumor after NAC; (d) a lesion presenting as a mass on CT; (e) no other malignant neoplasm found previously; (f) available clinicopathological characteristics and follow-up data. The exclusion criteria of our study were as follows: (a) tumor lesions that could not be recognized by CT; (b) patients with distant metastatic disease after six- or eight-cycle preoperative chemotherapy; (c) CT images of poor quality and with large artifacts, which cannot therefore be used for analysis. Finally, 114 female patients (mean age, 48 years; range, 30–69 years) were included in this study (Figure S1).



Clinical Factors and Follow-Up

The potential DFS-related clinical risk factors of the enrolled patients were collected, including age, menopausal status, tumor grade, vascular invasion, estrogen receptor (ER) status, progesterone receptor (PR) status, human epidermal growth factor receptor 2 (HER2) status, Ki-67 expression level, adjuvant treatment after surgery, and so on. Invasive tumors with HER2 scores of 3+ by immunohistochemistry (IHC) were defined as positive, while fluorescence in situ hybridization (FISH) was conducted to determine HER2 amplification for tumors with HER2 scores of 2+ by IHC (Table S1). The end point of our study was DFS, which was determined as the time from the date of surgery to the date of relapse (event), death, or from the date of surgery to the date that the patient was last known to be free of relapse or death (censored). All enrolled patients had been followed up for at least 3 months after surgery.



CT Image Acquisition and Preparation for Radiomics Analysis

All patients underwent contrast-enhanced CT. The radiomics workflow is shown in Figure 1. Before receiving breast-conserving surgery or mastectomy after NAC, all patients underwent contrast-enhanced chest CT with a 64-slice spiral CT scanner (64-slice CT750 HD scan, GE Medical Systems). The acquisition parameters of the CT scan were as follows: 120 kV, 200 effective mAs, a rotation time of 0.4 or 0.5 s, detector collimation of 64 × 0.625 mm, a matrix of 512 × 512, and a thin layer reconstruction layer thickness of 1.25 mm. After conventional nonenhanced CT scanning, 85–100 ml of contrast agent (iopamidol, 300 mg i/ml, Bracco) was intravenously administered, and dynamically contrast-enhanced CT scans were performed at a speed of 3.5 ml/s, followed by 30 ml saline flushing. Arterial- and vein-phase images were obtained at 30 and 60 s, respectively. Tumor regions of interest (ROI) were semi-automatically segmented in vein-phase images three-dimensionally using 3D Slicer software. Radiomics features were extracted from enhanced CT images by using pyradiomics. Intraclass correlation coefficients (ICCs) were used to evaluate the repeatability of radiomics features extraction within and among observers. Two experienced radiologists analyzed the repeatability between observers for determining ROI segmentation-based radiomics features (readers 1 and 2 with 5 and 8 years of clinical imaging reading experience in chest CT), reader1 and reader 2 repeated features extraction independently on 30 randomly chosen patients. The radiologists did not know anything about the clinical or pathological data of patients but were told that the patients had breast carcinoma.




Figure 1 | Study flow diagram showing the development of a computed tomography (CT) imaging-based model for patients with breast cancer who had residual tumors after neoadjuvant chemotherapy. The steps include (1) CT image acquisition and segmentation, (2) extraction of features using the pyradiomics platform, and (3) selection of CT image features and construction of the model. LASSO, least absolute shrinkage and selector operation.





Development and Validation of the CT-Based Radiomics Signature and Nomogram

Radiomics features were extracted from the tumor regions of interest (ROIs) drawn from CT images by the radiologists. The features were computed using the pyradiomics package from the Python platform. In total, 110 features in seven distinct categories were extracted. The features were grouped into First Order Statistics (19 features), Shape-based (16 features), Gray Level Cooccurence Matrix (24 features), Gray Level Run Length Matrix (16 features), Gray Level Size Zone Matrix (16 features), Neighboring Gray Tone Difference Matrix (5 features), and Gray Level Dependence Matrix (14 features). We randomly divided patients into two groups: a training cohort (n = 76) and a validation cohort (n = 38). The characteristics of the patients in the training cohort and the validation cohort were compared by variance for continuous variables and chi-squared test or Fisher’s exact test for categorical variables. In multivariate analysis, the number of events should be at least 10-fold larger than the number of covariates included according to the Harrell guideline. To solve this problem in high-dimensional data, we conducted least absolute shrinkage and selection operator (LASSO) Cox regression analysis to choose the most useful prognostic radiomics features in the training data cohort. The radiomics signature was constructed based on the selected imaging features, and the risk score of each patient was calculated using a linear combination of the selected features weighted by their respective coefficients. Among the enrolled patients, univariate Cox regression analysis was first performed to screen DFS-associated CT image-based features (all features were standardized using Z-score) in the training cohort and then validated in the validation cohort. The patients were then classified into high- or low-risk groups according to the radiomics signature, the threshold of which was confirmed with receiver operating characteristic (ROC) curve analysis. Kaplan-Meier curves and log-rank tests were used to compare survival between the high- and low-risk groups. In the training cohort, a univariate Cox proportional hazards model was used to verify the effects of clinicopathological variables (age, menopausal status, initial tumor status, initial node status, initial ER status, initial PR status, initial HER2 status, initial Ki-67 expression level, tumor size at surgery, grade at surgery, vascular invasion at surgery, ALN status at surgery, ER status at surgery, PR status at surgery, HER2 status at surgery, Ki-67 expression at surgery, adjuvant chemotherapy, and adjuvant endocrine therapy) and the radiomics signature on DFS. Variables determined as significant in the univariate Cox proportional hazard model (P < 0.05) were included in the multivariate Cox proportional hazard model. To prove the value of the radiomics signature, a radiomics nomogram was developed in the training cohort and then evaluated in the validation cohort. The radiomics nomogram combined the radiomics signature and various clinical risk factors based on the multivariate Cox analysis with stepwise selection. The performance of the radiomics nomogram was analyzed by calibration curves. The area under the curve (AUC) between the predicted probability and the actual result was computed to evaluate the predictive ability and discriminability of the model (1.0 indicates a perfect discrimination; 0.5 indicates no better discrimination than random chance). Decision curve analysis (DCA) was also used to evaluate the clinical usefulness of the radiomics nomogram by quantifying the net benefits at different threshold probabilities.



Statistical Analysis

All statistical analyses were conducted with R statistical software (version 3.5.3; https://www.r-project.org/). The R packages used in our study were as follows: “glmnet,” “rms,” “Hmisc,” “pROC,” “survival,” and “dca.R.” The LASSO Cox regression analysis was applied with L1-penalty parameter tuning (λ), performed by 10-fold cross-validation based on the minimum criteria. A conventional two-tailed P value <0.05 was determined to be significant.




Results


Clinical Characteristics

A total of 114 patients who underwent breast-conserving surgery or mastectomy after NAC were included in our study. There were 36 events (10 local-regional recurrence, 4 contralateral breast, and 22 distant metastasis) during a mean follow-up period of 44.4 months (range, 5–93 months). The mean time to disease event was 21.2 months (range, 5–78 months). Disease events occurred in three patients during a follow-up period of the first 6 months, which might have resulted from residual disease. The patients' clinical characteristics are summarized in Table S1. The baseline clinical characteristics of patients were similar among the two cohorts (P < 0.05). Among patients enrolled, 37.7% were treated with postoperation chemotherapy, while all patients received adjuvant radiotherapy. The intraobserver agreement of the radiomics features extraction between the two readers was excellent [the mean ICC value was 0.982 (range, 0.781–0.999)]. Therefore, all the results are based on the first radiologist's measurements.



Development of Radiomics Signature-Based Model

The 110 radiomics features were extracted from the CT images of enrolled patients. From these candidate features, we selected 13 potential DFS-associated predictors from the 110 features identified in the training cohort using univariate Cox proportional regression analysis. In addition, we conducted colinear analysis and discovered colinearity in some predictors, which may affect the accuracy of the traditional Cox regression analysis (Figure S2). To minimize the colinearity between variables, we applied a Cox regression model combined with the LASSO algorithm to further eliminate nine features, yielding a final four-feature panel (Figure S3). We then calculated the risk score of the radiomics signature for every BC patient based on the values of the final four remaining features weighted by their regression coefficients: risk score = original_firstorder_Kurtosis*(−5.570173e-03)+original_glcm_Correlation*(1.004042e+00)+original_glcm_MaximumProbability*(−9.648413e-01)+original_glszm_LargeAreaEmphasis*(1.643472e-08). The radiomics signature showed an AUC of 0.78 (95% CI, 0.67–0.89) in the training cohort and 0.73 (95% CI, 0.59–0.87) in the validation cohort (Figures 2A, B). The optimum cutoff value was 0.185 generated by the ROC curve analysis. Patients were stratified into a low-risk group (radiomics signature <0.185) and a high-risk group (radiomics signature ≥0.185) based on this cutoff value. Furthermore, Kaplan-Meier curves showed statistically significant difference between the two groups in the training (P < 0.001) and validation cohorts (P = 0.003) (Figures 3A, B).




Figure 2 | Receiver operating characteristic (ROC) curves for the newly developed computed tomography (CT) imaging features-based radiomics signature (A, B) in the training (AUC, 0.84) and validation (AUC, 0.82) cohorts of patients with breast cancer who have residual tumors after neoadjuvant chemotherapy.






Figure 3 | Kaplan–Meier curves for 5-year disease-free survival in breast cancer patients who had residual tumors after neoadjuvant chemotherapy. For patients with high and low risks of DFS, stratified by our newly developed radiomics signature, the 5-year survival rates were 89 and 86% for the low-risk group and 48 and 27% for the high-risk group, with a significant difference between groups (P < 0.01) in both the training (A) and validation (B) cohorts. The log-rank test was used to calculate the corresponding P-values.





Performance and Validation of the Radiomics Nomogram for Individualized Prediction

In the training cohort, the results of the univariate analysis based on the training cohort are shown in Table 1. The radiomics signature, Ki-67 expression at surgery and ALN status at surgery were associated with DFS. In the multivariate Cox regression analysis with stepwise selection, the radiomics signature (DFS hazard ratio, 30.328; 95% CI, 2.677–343.550; P = 0.006), Ki-67 expression at surgery (DFS hazard ratio, 1.018; 95% CI, 1.001–1.035; P = 0.041), and ALN status at surgery (DFS hazard ratio, 2.360; 95% CI, 1.032–5.397; P = 0.042) remained independent prognostic features in the final Cox proportional hazards model (Table 2).


Table 1 | Univariate cox analysis of disease-free survival in the training cohort.




Table 2 | Multivariate cox regression analysis for DFS in NAC-BC.



A radiomics nomogram was developed based on the radiomics signature and clinical risk factors (Ki-67 expression at surgery and ALN status at surgery) for predicting the risk of disease in patients with non-pCR BC (Figure 4A). Calibration curves (Figures 4B, C) showed good performance in the training and validation cohorts. Compared to the radiomics signature, the radiomics nomogram showed a better discrimination performance in the training (AUC, 0.84; 95% CI, 0.76–0.92) and validation cohorts (AUC, 0.82; 95% CI, 0.74–0.90) (Figures 4D, E). The DCA indicated that when the threshold probability for a patient was not between 19 and 27%, the nomogram showed better net benefit than the “treat all” or “treat none” strategy. The DCA for the nomogram is presented in Figure 5.




Figure 4 | Nomogram for the prediction of disease-free survival (DFS) in breast cancer patients who had residual tumors after neoadjuvant chemotherapy (A). Calibration curves of the nomograms developed in the training (B) and validation (C) cohorts. The ROC curves of the radiomics nomogram in the training (AUC, 0.84) and validation (AUC, 0.82) cohorts (D, E).






Figure 5 | Model comparisons and clinical usefulness of the radiomics nomogram. Decision curve analysis of the prediction nomogram model in the (A) training cohort and (B) validation cohort. The solid black line represents the net benefit when no breast cancer patients are thought to have relapse or death, while the solid blue line indicates the net benefit when all patients with breast cancer are thought to have relapse or death. The solid red line indicates the net benefit when all breast cancer patients are considered based on our newly constructed radiomics nomogram model. In this study, the decision curves show that the radiomics nomogram predicting DFS adds more benefit than treating either all or no patients if the threshold probability is not between 19 and 27% in both the training and validation cohorts, while the ideal model refers to the model with the highest net benefit at any given threshold.





Association With Additional Chemotherapy and Clinical Outcome

For all total patients, postoperative chemotherapy was not associated with 5-year DFS (HR 1.576, 95% CI 0.736–2.504; P = 0.082; Figure 6A); however, after stratification by our generated radiomics nomogram, 45.8% improvement of 5-year DFS were observed by additional chemotherapy in the high-risk group (HR 4.264, 95% CI 1.321–7.248; P = 0.008; Figure 6B), whereas no significant improvement of the 5-year DFS in the low-risk group (HR 0.565, 95% CI 0.281–3.132; P = 0.071; Figure 6C).




Figure 6 | Kaplan–Meier curves of postoperative adjuvant chemotherapy for 5-year survival in non-pCR patients. For all patients enrolled in our study (A), postoperative adjuvant chemotherapy had no significant effect on 5-year DFS (P > 0.05); for patients in the low-risk group stratified by the radiomics nomogram (B), postoperative adjuvant chemotherapy had no significant effect on 5-year DFS (P > 0.05); for patients in the high-risk group stratified by the radiomics nomogram (C), postoperative adjuvant chemotherapy significantly improved 5-year DFS (P < 0.05).






Discussion

Due to its non-invasive advantages, medical imaging is often used in disease diagnosis, treatment, and the dynamic evaluation of therapeutic effects, especially for patients with cancer (16–19). Currently, traditional image analysis is qualitative, and there are large subjective differences that limit its clinical value (9, 20, 21). In recent years, medical imaging has achieved rapid development, especially with the advent of radiomics, which has enabled high-throughput information extraction from imaging features, and it is possible to quantify differences between tissues that cannot be observed by the naked eye (12, 20, 22). In this study, we used high-throughput methods to extract radiomics features and develop a radiomics signature, which can be used to predict DFS and the response of postoperation chemotherapy in patients with residual breast tumors after NAC. Using our prognostic radiomics signature classifier, the high-risk group exhibited a worse 5-year DFS rate (48%) than those in the low-risk group (89%). We also proved that our constructed radiomics nomogram, which combined the radiomic signature and clinical risk factors, has a better prediction performance than the radiomics signature alone. However, the benefit of additional chemotherapy after surgery in these patients remains unclear. In all enrolled patients, additional chemotherapy was not associated with 5-year DFS, which is consistent with previous studies. However, our study showed that high-risk group patients could get significant benefit from additional chemotherapy, whereas patients stratified as low-risk did not get any benefit.

We demonstrated that the radiomics signature, Ki-67 expression at surgery, and ALN status at surgery were outstanding clinical predictors of DFS in patients with residual breast tumors after NAC. The Ki-67 expression level in residual tumor tissues is a significant risk factor and a prognostic predictor of the chemotherapy response in patients who have residual tumors after the administration of NAC. Our results concur well with those of published studies (23–27). ALN status at surgery has been demonstrated to be a risk factor for 5-year DFS in non-pCR patients with BC, which is similar to the results of previous studies as well (28–31). Interestingly, four DFS-related radiomics features were selected in the current study, including one first-order features, one GLSZM features, and two GLCM features. The well-known radiomics features, entropy, was not included. Kurtosis, selected from one of the first-order features, was negatively associated with the risk of disease in this study. Many recent studies have particularly emphasized the significance of Kurtosis in colorectal, pancreatic, and breast cancers (16, 32, 33). The large area emphasis belongs to one of the features of GLSZM and is very suitable for quantifying the texture and heterogeneity of tumors because it considers the interaction between adjacent pixels (34, 35). Correlation feature shows the linear dependency of gray level values, and the maximum probability is the appearance of the most predominant pair of neighboring intensity values obtained from the GLCM features. These GLCM features reflect the texture heterogeneity of tumors in different aspects for they have different mathematical definitions.

Accordingly, we developed a nomogram based on these radiomics features for prediction of the DFS status and management of additional treatment strategies for each non-pCR patient with BC. The parameters of the nomogram can be easily obtained. For example, both Ki-67 expression at surgery and ALN status at surgery are conventional predictive factors and components of the TNM system in BC patients. In addition, the radiomics features could be extracted from breast tumor image via engineered hard-coded feature algorithms. In summary, our study demonstrated that the nomogram may serve as either a scoring system or a useful tool for chemotherapy response and prognostic prediction in non-pCR patients with BC, thus aiding physicians to rapidly evaluate the risk of relapse via a simple calculation method in the clinic.

Overall, our study has two strengths. First, this is the first study (to our knowledge) conducted to predict survival and postoperative chemotherapy response in invasive BC patients who received NAC and surgery using a radiomics signature. This study found that the radiomics nomogram can predict BC patient survival with a higher C-index and better calibration than the radiomics signature, with a higher C-index and better calibration. Second, because all radiomics features had different ranges, we standardized radiomics features values prior to the LASSO analysis, which achieved better predictive efficacy of the radiomics features. However, there were also several limitations in our study. First, our study included a small number of enrolled patients. Further studies in larger populations are needed, although we used the LASSO Cox method (10-fold cross-validation) to prevent overfitting. Second, a larger multicenter database that combines genomic and radiomics parameters has the potential to achieve a better performance of our current radiomics nomogram. Third, CT-based radiomics signature were used in the study, but the contrast resolution of the soft tissues was low in CT than MR imaging. Finally, we profiled the ROIs on the whole tumor area and calculated the radiomics predictors semi-automatically, which were time-consuming and laborious tasks. However, we believe that our research, mainly as a proof-of-concept study, has demonstrated the potential of the use of radiomics signatures in clinical practice. With the advent of commercially available software that offers automatic segmentation of tumors and automatic derivation of radiomics predictors, radiomics signatures are bound to be applied to daily clinical practice in the near future.

In conclusion, we observed a predictive radiomics signature might be a potential biomarker of risk stratification for DFS in invasive BC patients with non-pCR after NAC. Additionally, this study presents a radiomics nomogram that combined the radiomics signature and clinicopathological findings can assist in preoperative risk stratification, individualized predictions of recurrence and evaluate whether non-pCR patients will benefit from adjuvant chemotherapy after surgery. Therefore, our radiomics nomogram model may be potentially useful for personalized medicine and subsequently customize treatment strategies for BC patients with residual tumors after NAC.
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Objective

To evaluate a combination of texture features and machine learning-based analysis of apparent diffusion coefficient (ADC) maps for the prediction of Grade Group (GG) upgrading in Gleason score (GS) ≤6 prostate cancer (PCa) (GG1) and GS 3 + 4 PCa (GG2).



Materials and methods

Fifty-nine patients who were biopsy-proven to have GG1 or GG2 and underwent MRI examination with the same MRI scanner prior to transrectal ultrasound (TRUS)-guided systemic biopsy were included. All these patients received radical prostatectomy to confirm the final GG. Patients were divided into training cohort and test cohort. 94 texture features were extracted from ADC maps for each patient. The independent sample t-test or Mann−Whitney U test was used to identify the texture features with statistically significant differences between GG upgrading group and GG non-upgrading group. Texture features of GG1 and GG2 were compared based on the final pathology of radical prostatectomy. We used the least absolute shrinkage and selection operator (LASSO) algorithm to filter features. Four supervised machine learning methods were employed. The prediction performance of each model was evaluated by area under the receiver operating characteristic curve (AUC). The statistical comparison between AUCs was performed.



Results

Six texture features were selected for the machine learning models building. These texture features were significantly different between GG upgrading group and GG non-upgrading group (P < 0.05). The six features had no significant difference between GG1 and GG2 based on the final pathology of radical prostatectomy. All machine learning methods had satisfactory predictive efficacy. The diagnostic performance of nearest neighbor algorithm (NNA) and support vector machine (SVM) was better than random forests (RF) in the training cohort. The AUC, sensitivity, and specificity of NNA were 0.872 (95% CI: 0.750−0.994), 0.967, and 0.778, respectively. The AUC, sensitivity, and specificity of SVM were 0.861 (95%CI: 0.732−0.991), 1.000, and 0.722, respectively. There had no significant difference between AUCs in the test cohort.



Conclusion

A combination of texture features and machine learning-based analysis of ADC maps could predict PCa GG upgrading from biopsy to radical prostatectomy non-invasively with satisfactory predictive efficacy.
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Introduction

Prostate cancer (PCa) is the second leading cancer expected to be diagnosed and the fifth leading cause of death in men worldwide (1). Among older males, PCa was the most common cancer globally (2). Based on prostate specific antigen (PSA), clinical stage, and biopsy Gleason score (GS), PCa is stratified into low-risk (GS 2 to 6), intermediate-risk (GS 7), and high-risk (GS 8 to 10) groups (3). Active surveillance (AS) is an effective strategy for patients with low-risk PCa (4, 5), while the management of intermediate-risk PCa is controversial. Traditionally, radical prostatectomy (RP) is the preferred treatment for patients with intermediate-risk PCa (3). Recently, increasing interest has been paid in expanding the indications for AS to intermediate-risk PCa (6, 7). In addition, studies indicate that GS 3 + 4 PCa shows better prognosis than GS 4 + 3 PCa (8, 9). A new PCa grading system was developed during the 2014 International Society of Urological Pathology (ISUP) Consensus Conference (10), distinguishing GS 3 + 4 PCa [Grade Group(GG)2] from GS 4 + 3 PCa (GG3) because of the different prognosis. Current guidelines and studies support AS for selected intermediate-risk patients such as GG2, meanwhile RP is mostly recommended for the patient of GG3 or higher (7, 11–14). AS of PCa depends on GG at biopsy, which has shown great promise in limiting overtreatment of GS ≤6 PCa (GG1) and GG2. Nevertheless, studies showed that patients with biopsy proven GG1 and GG2 could upgrade to GG3 or higher after RP (15–17). Therefore, in order to limit overtreatment and ameliorate the risk of PCa progression, it is crucial to predict whether biopsy-proven GG would upgrade after RP.

Magnetic resonance imaging (MRI) is currently recognized as the best imaging modality for the diagnosis of PCa (18). Apparent diffusion coefficient (ADC) maps derived from diffusion-weighted imaging (DWI) sequences are useful imaging markers to evaluate the aggressiveness of PCa non-invasively, and have repeatedly proven to be correlated with GS (19–21). Furthermore, ADC maps could differentiate GG2 from GG3 (22, 23). Moreover, studies showed that ADC maps had the value of predicting GS upgrading (24, 25). Texture feature analysis has become a growing field in PCa imaging research. It has the potential to extract additional quantitative data from medical imaging which could improve diagnostic accuracy and help personal decision-making like preventing overtreatment (26). These texture features may be helpful for predicting GG upgrading. In addition, machine learning methods with or without texture features are promising to expand the clinical role of prostate MRI, which could assess the aggressiveness of PCa (27, 28). Furthermore, machine learning methods showed advantage of predicting Gleason pattern 4 in PCa (29), which could be useful to predict GG upgrading. However, the potential value of the combination of texture features and machine learning-based analysis of ADC maps in predicting GG upgrading has not been fully investigated.

The aim of this study is to explore whether a combination of texture features and machine learning-based analysis of ADC maps could predict GG upgrading to GG3 or higher after RP in GG1 and GG2.



Materials and Methods


Patients Information

This retrospective study was approved by our institutional review board. Studies have shown that GG will enable patients to understand their true risk stratification better and reduce overtreatment (30, 31). Therefore, between November 2016 and February 2020, consecutive patients who were biopsy-proven to have GG1 or GG2 and underwent MRI examination with the same MRI scanner prior to transrectal ultrasound (TRUS)-guided systemic biopsy were included in this study. All these patients received RP to confirm the final GG. MRI examination included a DWI sequence with 14 b-values (0–1500 s/mm2). The exclusion criteria were as follows: (a) patients with prior therapy for PCa; (b) poor quality of the images due to movement artifacts, magnetic susceptibility artifacts or the presence of hip implants; (c) no visible lesion on DWI and ADC maps; (d) combined with other tumors and invaded to prostate tissue such as bladder cancer and rectal cancer. The flow chart of inclusion and exclusion criteria for patients is shown in Figure 1. Ultimately, 59 patients were included in the final analysis. A study showed that most texture features extracted from ADC maps had no significant difference between GG1 and GG2 (32). Moreover, a previous study also delineated tumors on the histology with GS and classed as high-grade cancer if GS≥4 + 3 (GG3 or higher), or low-grade cancer if GS ≤3 + 4 (GG1 and GG2). They used texture feature to classify the high-grade cancer and low-grade cancer, which had satisfactory performance (33). Hence patients who were biopsy-proven to have GG1 or GG2 were divided into GG upgrading group and GG non-upgrading group according to whether they upgraded to GG3 or higher after RP. The included patients were divided into training cohort (n = 48) and test cohort (n = 11). Patients’ characteristics are shown in Table 1. The histopathologic analysis of the prostate after TRUS-guided systemic biopsy and RP was performed by experienced pathologists.




Figure 1 | Flow chart of inclusion and exclusion criteria for patients.




Table 1 | Characteristics of patients.





MRI Examination

All patients underwent MRI examination with the same 3.0 T MRI scanner (Skyra, Siemens Healthcare, Erlangen, Germany), using an eighteen-channel abdomen coil and a spine phased-array coil. The scanning sequence included axial, coronal, sagittal T2-weighted turbo spin-echo sequence, axial T1-weighted turbo spin-echo sequence, and axial DWI. The minimum b value of axial DWI is 0 s/mm2, and the maximum b value is 1,500 s/mm2. The specific sequence parameters are shown in Table 2. The DWI images were fitted with mono-exponential model to automatically construct ADC maps by using the following formula:

	


Table 2 | MRI sequence parameters.



S(b) is the signal intensity at a particular b value, and S0 is the signal intensity at b = 0 s/mm2. ADC is the diffusion coefficient of the mono-exponential model.



Image Segmentation and Feature Extraction

MRI images of all patients were exported in DICOM format through the post-processing workstation. ADC maps were obtained for image analysis. The three-dimensional data analysis module of the MaZda software (version 4.6; http://eletel.eu/mazda) was used for manual segmentation. A proficient radiologist manually delineated the regions of interest covering the whole tumor slice by slice on ADC maps without knowing the pathological results to form volume of interest (VOI) (Figure 2). As the ADC maps were automatically reconstructed from DWI images, the ADC maps had the same locations as the DWI images. Besides, T2WI had high spatial resolution. The radiologist manually delineated VOI on ADC maps using T2WI (axial, coronal, sagittal) and DWI images as reference based on previous study (34). The same radiologist manually re-segmented the images a month later. A senior radiologist with 20 years of experience with prostate MRI verified all the segmentations.




Figure 2 | A 63-year-old man with a tumor of GS 3 + 4 (GG2) in the right peripheral zone was diagnosed at TRUS-guided 12-core systemic biopsy. The whole tumor was delineated by stacking up regions of interest slice by slice on the ADC maps.



The texture features of ADC maps were extracted by MaZda software, including nine histogram features, five absolute gradient features, 11 gray-level co-occurrence matrix features (GLCM), and five run-length matrix features (RLM). The GLCM were computed up to five times, for (d,0,0), (0,d,0), (d,d,0), (d,−d,0),(0,0,d), where the distance d take the value of 1. The RLM were computed five times for each VOI (for horizontal, vertical, 45-degree, 135-degree and Z directions). Therefore, a total of 94 features were extracted. All texture features were normalized by “ ± 3 sigma” option, which is equivalent to the range [μ − 3σ, μ + 3σ] where μ is the image mean and σ denotes its standard deviation (both μ and 3σ are computed separately for every VOI).



Statistical Analysis

The texture feature selection and model construction in the training cohort was performed using following steps. Comparisons were performed between GG upgrading group and GG non-upgrading group. The intraclass correlation coefficient (ICC) was calculated to evaluate the test-retest reliability. The Kolmogorov-Smirnov test was used to evaluate whether the texture features conform to the normal distribution. The independent t-test was performed to compare texture features conforming to normal distribution for differentiating GG upgrading group from GG non-upgrading group. The Mann−Whitney U test was used for the texture features violating the normal distribution. As the least absolute shrinkage and selection operator (LASSO) regression model has satisfying performance for filtering features (35), it with five-fold cross-validation was adopted for further feature selection. Features with non-zero coefficients were selected. Texture features of GG1 and GG2 were compared based on the final pathology of radical prostatectomy.

For the features selected by the LASSO regression model, four supervised machine learning methods were employed. The machine learning methods were as follows: random forests (RF), decision tree (DT), support vector machine (SVM) and nearest neighbor algorithm (NNA). The receiver operating characteristic (ROC) curve was constructed in both the training cohort and test cohort. The area under the curve (AUC), sensitivity and specificity were used to evaluate the prediction performance of each machine learning model. The De.Long test was used for statistical comparison between AUCs (36).

Feature reduction, ICC and comparison of texture features between GG1 and GG2 were performed on SPSS software (version 21; www.ibm.com/software/analytics/spss). And R software (version 3.6.1; www.r-project.org) was used for LASSO logistic regression model, machine learning methods and ROC analysis. And MedCalc software (version 19.5.6; www.medcalc.org) was used for statistical comparison between AUCs. The following R packages were used: the “lars” package was used to perform the LASSO regression model; the “randomForest” package was used to perform RF; the “rpart” package was used to perform DT; the “e1071” package was used to perform SVM; the “kknn” package was used to perform NNA; and the “pROC” package was used to construct the ROC curve. P <0.05 was considered as statistically significant.




Results

All the 94 texture features extracted from ADC maps have satisfactory test−retest reliability due to their ICC>0.8 (0.871−0.999). With the independent t-test and Mann−Whitney U test, 12 texture features were selected. Finally, through the five-fold cross-validation of the LASSO algorithm, six texture features (four histogram features, one absolute gradient feature, one GLCM) with non-zero coefficients were included to construct the machine learning models. The process of texture feature selection using the LASSO algorithm is shown in Figure 3. The six texture features include variance, skewness, kurtosis, 90% percentile, variance of absolute gradient (GrVariance) and S (1,0,0) difference variance [S(1,0,0)DifVarnc]. The contribution of each texture feature selected by the LASSO algorithm is shown in Figure 4. The LASSO algorithm reduced the complexity of the model. The heatmaps of texture features before and after LASSO algorithm are shown in Figure 5. The six texture features selected for constructing models had no significant difference between GG1 and GG2 in the training cohort and test cohort based on the final pathology of radical prostatectomy. The results of the comparison of texture features between GG1 and GG2 are shown in Table 3.




Figure 3 | The LASSO algorithm. In the five-fold cross-validation (CV) of the LASSO algorithm, the coefficients of texture features change with parameters (A). With the changes of CV, the model with minimum mean square error was selected (B).






Figure 4 | The absolute value of the coefficients from the LASSO algorithm represents the contribution of each feature.






Figure 5 | The heatmaps of texture features in the training cohort before (A) and after (B) LASSO algorithm. Some texture features were excluded after the LASSO algorithm, reducing the complexity of the model.




Table 3 | Comparison of texture features between GG1 and GG2.



According to the statistical comparison between AUCs in the training cohort, the diagnostic performance of NNA and SVM was better than RF. The AUC, sensitivity, and specificity of NNA were 0.872 (95% CI: 0.750−0.994), 0.967, and 0.778, respectively. The AUC, sensitivity, and specificity of SVM were 0.861 (95%CI: 0.732−0.991), 1.000, and 0.722, respectively. Although the performance of RF was not as good as NNA and SVM, its performance is also satisfactory with the AUC, sensitivity, and specificity of 0.728 (95%CI: 0.569−0.887), 0.900 and 0.556, respectively. Moreover, the LASSO regression model in the training cohort also had satisfactory predictive efficacy, whose AUC, sensitivity and specificity were 0.820 (95% CI: 0.680−0.960), 0.933, and 0.722, respectively. Despite the predictive efficacy of the models in the test cohort was not as satisfactory as the training group, it was acceptable (37). There was no significant difference between AUCs in the test cohort. The ROC curves of machine learning models and LASSO regression model for discriminating GG upgrading from GG non-upgrading in the training cohort and test cohort are shown in Table 4. The results of statistical comparison between AUCs are shown in Table 5.


Table 4 | Predictive performance of each model.




Table 5 | Pairwise comparison of AUCs.





Discussion

Predicting PCa GG upgrading from biopsy to RP non-invasively is crucial for PCa management and prognosis. The Prostate Imaging-Reporting and Data System (PI-RADS) and PSA were used to evaluate PCa aggressiveness and GS upgrading. Despite being widely applied, the unavoidable inter-reader variability of PI-RADS and the low accuracy of PSA may lead inappropriate management (38, 39). ADC maps and texture features extracted from original medical images can provide more quantitative and functional information of tumor characteristics. Moreover, machine learning methods can construct classifiers with good predictive efficacy. The combination of these two techniques has potential to predict GG upgrading and help select appropriate therapeutic strategy. At present, there is no research that combines texture features and machine learning methods to predict GG upgrading.

Our study showed that the combination of texture features and machine learning methods based on ADC maps yielded satisfactory predictive efficacy. It is a valuable way to decide whether to adopt AS or not for patients with biopsy proven GG1 or GG2, which could be widely used in clinical practice. The diagnostic performance of NNA and SVM was better than RF in the training cohort. The predictive efficacy of the models in the test cohort was not as satisfactory as the training cohort, possibly because the sample size of the test cohort was small. Park S Y et al. suggested that DWI may help predict GS upgrading in PCa with biopsy-proven GS ≤6, and the AUCs of the DWI variables such as mean ADC for predicting GS upgrading were 0.711–0.760 (24). Another study presented a multiparametric MRI (mp-MRI)-based radiomics approach to accurately predict upgrading in GS, and the study indicated that the radiomics signature on ADC showed the best predictive performance with the AUC of 0.805 (40).

Texture features can provide large amounts of quantitative and objective information from original medical images that are easily ignored by naked eye observation and help to select clinically relevant biomarkers for disease evaluation. In current study, six texture features including four histogram features, one absolute gradient feature and one GLCM were selected as optimal features to construct predictive model. All the six texture features including variance, skewness, kurtosis, 90% percentile, GrVariance and S(1,0,0)DifVarnc indicated the heterogeneity of PCa. The different values of all the selected texture features between GG upgrading group and GG non-upgrading group showed the different aggressiveness of PCa. These texture features could show subtle changes in tissue patterns more clearly. This result was consistent with previous studies (41, 42). Nevertheless, there is also a controversy that ADC texture features are limited for the prediction of GS upgrading (43). Therefore, our study combines texture features and machine learning methods to improve the predictive performance.

In current study, the combination of texture features and machine learning based on ADC maps was performed to provide tissue information and analyze GG upgrading. Machine learning analysis based on varied biomarkers has been successfully applied in PCa detection and evaluation (39, 44–46). In the study by Nitta S et al., the age of the patients, PSA level, prostate volumes, and white blood cell count in urinalysis were used as input data for the machine learning methods, reaching the higher AUCs than the AUCs of the PSA level, PSA density and PSA velocity (39). Li J et al. combined SVM and features derived from mp-MRI applied for automatic classification of PCa with an AUC of 0.99 (44). Liu B et al. found that the dynamic contrast-enhanced (DCE)-MRI original image-derived features integrated with machine learning methods could predict PCa invasiveness non-invasively with high accuracy (45). In a recent study by Winkel D J et al., using quantitative imaging parameters as input, machine learning models outperformed PI-RADS assessment scores in the prediction of PCa (46). All these studies indicated that machine learning methods could help to evaluate the heterogeneity and aggressiveness of PCa. However, there is a lack of research about the prediction of GG upgrading using the combination of texture features and machine learning methods. Compared with other studies, our study focused on predicting GG upgrading rather than distinguishing between malignant and normal prostate region. In our study, the PCa lesions were delineated slice by slice, and texture features provided a large number of valuable tissue information combined with machine learning methods obtained satisfactory predictive performance (the AUCs of 0.728−0.872).

Our study has several limitations. Firstly, our analysis was performed on a retrospective analysis of a small group of patients which is from a single center. More data from multiple centers are needed to validate our results. Secondly, due to the fact that some tumors simultaneously invaded the peripheral zone (PZ) and the transitional zone (TZ), and a small number of patients were included, PZ and TZ tumors were not investigated separately. In the future work, larger samples are needed to analyze PZ and TZ tumors separately. Thirdly, patients without visible lesions on ADC maps were excluded in this study, because we were unable to delineate the tumor region during MRI segmentation. This could lead to some selection bias. Despite the limitations of our study, we believe that the principal results of our preliminary study are sufficiently valid.

In conclusion, in our study, we established four machine learning models based on the texture features extracted from ADC maps to predict PCa GG upgrading from biopsy to RP non-invasively which had satisfactory predictive efficacy. Further studies are warranted to validate and confirm our primary findings. These machine learning models may have the potential to be an effective complement to conventional MRI and help clinicians select appropriate therapeutic strategy.
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Objectives

Anterior mediastinal disease is a common disease in the chest. Computed tomography (CT), as an important imaging technology, is widely used in the diagnosis of mediastinal diseases. Doctors find it difficult to distinguish lesions in CT images because of image artifact, intensity inhomogeneity, and their similarity with other tissues. Direct segmentation of lesions can provide doctors a method to better subtract the features of the lesions, thereby improving the accuracy of diagnosis.



Method

As the trend of image processing technology, deep learning is more accurate in image segmentation than traditional methods. We employ a two-stage 3D ResUNet network combined with lung segmentation to segment CT images. Given that the mediastinum is between the two lungs, the original image is clipped through the lung mask to remove some noises that may affect the segmentation of the lesion. To capture the feature of the lesions, we design a two-stage network structure. In the first stage, the features of the lesion are learned from the low-resolution downsampled image, and the segmentation results under a rough scale are obtained. The results are concatenated with the original image and encoded into the second stage to capture more accurate segmentation information from the image. In addition, attention gates are introduced in the upsampling of the network, and these gates can focus on the lesion and play a role in filtering the features. The proposed method has achieved good results in the segmentation of the anterior mediastinal.



Results

The proposed method was verified on 230 patients, and the anterior mediastinal lesions were well segmented. The average Dice coefficient reached 87.73%. Compared with the model without lung segmentation, the model with lung segmentation greatly improved the accuracy of lesion segmentation by approximately 9%. The addition of attention gates slightly improved the segmentation accuracy.



Conclusion

The proposed automatic segmentation method has achieved good results in clinical data. In clinical application, automatic segmentation of lesions can assist doctors in the diagnosis of diseases and may facilitate the automated diagnosis of illnesses in the future.





Keywords: anterior mediastinal lesion segmentation, deep learning, two-stage 3D ResUNet, attention gates, lung segmentation model



Introduction

Given the high incidence of chest diseases, the anterior mediastinal disease is an urgent medical condition. This disease includes a wide variety of illnesses (1–4), the most common of which are thymoma (5, 6), lymphoma, and more than 10 other illnesses (7, 8). However, despite its physiological significance, anterior mediastinal disease has received little attention in medical image analysis. On the one hand, the chest images used for detection often contain information irrelevant to the lesion. On the other hand, the anterior mediastinal lesion is characterized by low contrast, irregular shape, different sizes, and unstable anatomical positions. These features lead to challenges to the image acquisition and analysis of anterior mediastinal disease and difficulties for doctors to make diagnosis. Image segmentation can characterize the size and delineate the boundary of the lesion (9); thus, this process can assist doctors in diagnosing the disease. In radiomics, segmentation of the lesion area is usually the first step for automatic diagnosis (10–13). As a part of traditional radiomics, segmentation is usually performed by using traditional feature engineering methods. This handcrafted feature has certain limitations. Some traditional segmentation methods also need manual interaction, such as region growth (14) and graphcut (15, 16). Some conventional techniques, such as snakes (17, 18) and active contour model (19, 20), require the manual setting of many parameters. These processes cannot achieve fully automatic results, and the segmentation results for low-contrast medical images are poor.

Segmentation is an essential prerequisite in medical image analysis for image-guided intervention (21), radiotherapy (22), or improved radiological diagnostics. With the rapid development of segmentation technology, deep learning has become one of the mainstream technologies. Li et al. (23) combined the features extracted with CNN (convolutional neural networks) and those extracted with radiomics to predict the ICH1 in low-level neural mutations in gliomas. Fully convolutional networks (24), U-Net (25), and VNet (26) are commonly used architectures. Despite their good representation in feature description, these architectures rely on CNNs when the target lesions show large inter-patient variation in terms of shape and size. These frameworks have been applied in many areas, including abdominal computed tomography (CT) segmentation (27), lung CT nodule detection (28), and liver segmentation (29). However, these approaches lead to the excessive use of computational resources and model parameters. Compared with organ segmentation and some kind of tumor segmentation, anterior mediastinal lesions have various shapes and variable size. Nevertheless, no thymus-specific segmentation algorithm that uses deep learning has been proposed because of the lack of data and high difficulty of annotation.

In this study, to improve the segmentation accuracy, lesions of the anterior mediastinum have been segmented automatically by using two-stage Res3DUNet. Based on the 3DUnet network, the automatic segmentation of lung model is added as the data preprocessing stage, and image clipping is used to remove the information irrelevant to the lesion and reduce noise in the image. During network construction, the attention mechanism is added, such that the network is focused more on the areas of interest. These improvements result in good segmentation.

The contribution of this report includes the proposal of a two-stage Res3DUnet network structure to automatically segment the lesion area of the anterior mediastinal disease. Thus, a reference is provided for doctors to facilitate the diagnosis of the disease. In addition, information on the anatomic location of the lung is used to remove the irrelevant part of the image and relatively enlarge the region of interest. Attention gates (AGs) are added to the network to improve the accuracy of the model.



Materials and Methods


The Whole Framework

Given that the lesions differ in shape and size, inspired by Refs. (30) and (31), the lesions are segmented from coarse to fine by using a two-stage network structure (Figure 1). The first stage is mainly performed to determine the specific location of the lesion. The second stage is conducted for the fine segmentation of the lesion. The input of the second stage is concatenated the feature maps, which is out from the first stage with the high-resolution image. The parameter settings of the two-stage network are consistent, and cross-entropy (25) loss is used for end-to-end optimization and training.




Figure 1 | Framework of proposed model.





Lung Segmentation Model

Given that the anatomical structure of the thymus is roughly between the two lungs, the original image is clipped and preprocessed by the lung mask to remove some factors, such as the background plate, that may affect the segmentation of the lesion. Contrary to the conventional rotation and pixel truncation, the relative anatomical position of the lung and the anterior mediastinal lesion is used to clip the image. Specific pulmonary segmentation includes the following steps. To generate the threshold image, CT value lower than −300 is set as 0, and the CT value greater than −300 is set as 1. After the reverse operation of the threshold image, the maximum connected domain algorithm is used to obtain the thoracic cavity. The thoracic cavity is subtracted from the threshold image, and then the maximum connected domain is processed to remove a small amount of noise. Finally, the lung mask is obtained.



Data Pre-progressing

The original image is clipped according to the lung mask, and the size of the image is resized to 256×256. Then, some irrelevant pixels are filtered by grayscale truncation, and the images are normalized by using the max-min normalization method.



The Backbone of Network

The network structure is shown in Figure 2. In this study, the kernel size of all convolutional layers is 3×3×3. The parameter 1×256×256×32 in turn represents channel, the height, the width, and the depth of the image. The network learns the residual function from the input and output at each stage. To prevent the disappearance of the gradient, the residual block is added in this report. After each downsampling, the height, width, and depth of the feature map become half of the former input. After each upsampling, the height, width, and depth of the feature map become twice of the former input. The convolution kernel size used by the last convolutional layer is 1×1×1, which keeps the size of the output image consistent with that of the original input image. Therefore, the semantic segmentation results can be obtained as the original input image size. According to Refs. (32) and (33), the attention mechanism between the corresponding downsampling and upsampling layer is added, and the attention mechanism can select features useful for lesion segmentation. Finally, Softmax is used to generate the segmentation probability graph of the lesions and background. To train the two-stage Res3DUNet, the cross-entropy loss is used to measure the difference between the prediction and ground-truth distributions by calculating the “gap” between the two distributions pixel by pixel. The cross-entropy formula is defined as follows:

 

where Ω represents the image; k(x) represents pixel x, which belongs to the kth class; and wk(x) denotes the weight of pixel x belonging to the kth class.




Figure 2 | The architecture of network.





Attention Gates

The AGs can suppress the irrelevant and noisy responses of background areas without cropping the region of interest and training a large number of additional parameters in the network. To obtain a sufficiently large reception field to obtain the information in the semantic context, the feature map grid will usually use the downsampling strategy. However, with respect to small objects with large morphological changes, the CNN structure is difficult to reduce the false-positive error of prediction. To avoid these errors as much as possible, the proposed approach introduces AGs as reported in Refs. (32) and (33). AGs are used after the downsampling and upsampling features are integrated. The output of the AGs is the element-wise multiplication of the input feature-maps and attention coefficients, as follows:

 

where   is the feature map from upper layer and   is the attention coefficient belonging to [0,1], which identifies the salient image regions and prunes feature responses to preserve only the activations relevant to a specific task.




Results


Data Preparation and Parameter Setting

The Institutional Ethics Review Committee of the China-Japan Friendship Hospital approved this retrospective study. A total of 230 cases were used in this experiment, including 116 cases from the China-Japan Friendship Hospital and 114 cases from the Nanjing Eastern Theater General Hospital. The CT images from the China-Japan Friendship Hospital were obtained with a variety of scanners, including a 16-row multi-detector CT (MDCT) (Toshiba Aquilion, Japan), 320-row MDCT (Toshiba Aquilion TM ONE, Japan), and a 256-row MDCT (GE revolution, USA). The CT images from the Nanjing Eastern Theater General Hospital were obtained with a 128-row MDCT (SIEMENS SMOATOM Definition, Germany). Two physicians with clinical experience outlined the ground-truth of the data. A total of 116 cases were used as the training data and 114 cases as the test data to distinguish the differences in the data caused by the imaging equipment and to better highlight the advantages of deep learning models. The settings in all experiments were consistent for all compared methods to ensure a fair comparison. In the experiments, “Adam” was chosen as the optimizer to optimize the target of the model, the training epoch was 300, and the learning rate was 0.0001. The evaluation metric use the Dice coefficient to describe the global segmentation performance with the ground-truth mask as Equation (3). The network was trained on one piece Nvidia 2080Ti (11 GB) GPU machine. The network was implemented using the PyTorch framework.

 

where pi is the i-th pixel value of the predicted image and gi is the i-th pixel value in the ground truth.



Result of Adding Lung Segmentation

For the CT images, all images are grayscale corpuscles. In common segmentation tasks, noise is easy to be introduced, which reduces the accuracy of segmentation. Lung segmentation can separate the lung from the whole CT image, reduce the interference of background template, and enhance the segmentation results. The distribution of gray values during lung segmentation is contracted (Figure 3) because we only keep the area covered by the lung mask. After the image is cut according to the anatomical position of the lung, the noise is reduced considerably. To verify the effectiveness of the lung segmentation, the experimental results are compared with or without the lung segmentation, and the Dice coefficient is calculated for the segmentation results. The results in Table 1 show that adding the lung segmentation can improve the accuracy of the segmentation results.




Figure 3 | The distribution of gray values.




Table 1 | Results of whether adding lung segmentation model.





Result of Different Models

In the segmentation model, AGs are introduced to highlight the segmentation region and its important features. Therefore, based on the lung segmentation, the effects of the attention mechanism on the segmentation task are compared. The results are shown in Table 2. Introduction of the attention mechanism improves the accuracy of the results. Then, the results of the nnUNet (34) to the present results are compared. Table 2 shows the performance of different segmentation models. The two-stage 3D ResUNet with attention gates have better performance in terms of comprehensive time efficiency and Dice coefficient.


Table 2 | Performance of different models.





Results of Visualization

The segmentation results of the different methods in two hospitals are illustrated in Figure 4. The predicted areas and ground-truth annotations are shown with green and red, respectively. Among all the compared segmentation methods, the nnUnet provides better dice coefficient but is time consuming. The proposed model provides similar results but consumes less time. Compared to no lung segmentation model, the ROI of the lung segmentation model is more bigger, so that when doing convolutional operation, the receptive field will be bigger relatively. Because the attention mechanism helps to focus on the area of interest, the lesion predicted by the proposed model is clearly closer to the ground truth annotation. Therefore, the proposed model has more potential on the segmentation of anterior mediastinal lesions than the state-of-the-art method.




Figure 4 | Results of different model (A) two-stage 3D ResUNet, (B) nnUnet, (C) two-stage 3D ResUNet+lung segmentation, (D) two-stage 3D ResUNet + lung segmentation + Attention.






Discussion

This study shows that deep learning can achieve good results in the segmentation of anterior mediastinal lesions and provides a relatively reliable basis for subsequent clinical diagnosis. Full automatic segmentation can greatly improve the work efficiency of doctors.

The anterior mediastinal lesion is characterized by low contrast, uneven gray distribution, and close gray level of surrounding tissues. Thus, assessing the area of the lesion by the naked eye is difficult. With the improvement of the computing power, deep learning is widely used in tumor segmentation, organ separation, and pathological image segmentation. However, very little work on the segmentation of anterior mediastinal lesions has been performed. Existing work is mostly for the screening and diagnosis of mediastinal disease. As the first step of disease diagnosis and evaluation, lesion segmentation is usually outlined manually by an experienced doctor. He et al. (10) applied the RadCloud platform (Huiying Medical Technology Co., Ltd., Beijing, China) to delineate anterior mediastinal lesions. An experienced doctor confirmed the boundary of the lesion and then used machine learning to extract the characteristics of the lesion. Zhu et al. (35) used ITK-SNAP to manually segment thymoma to prepare for the extraction of lesion features by radiomics and deep learning methods. The two-stage 3DResUNet with attention based on the lung segmentation model proposed in this paper can automatically segment the lesions and still achieve relatively good results when the sources of the training set and the test set are different. This result indicates that the model has a certain degree of robustness. The lung segmentation model uses the anatomical position of the lungs to crop the image and removes irrelevant information brought in when CT images are collected. This process effectively reduces the noise interference and prevents the network from learning useless information. Thus, the accuracy and efficiency of the model are improved. The classic nnUnet is also compared with the proposed model. The result of the proposed method is close to that from nnUnet (34), but the former method consumed less time. Thus, the effectiveness of the proposed model is verified.

This study still has some limitations. On the one hand, the scale of the data set will limit the performance of the model. When the network learns the features of data, the network will be affected by the amount of data. This phenomenon results in learned features that are not comprehensive enough, and the generalization ability of the model has not been fully verified. On the other hand, the result of segmentation has inaccurate boundaries. Given that the pixel value of the lesion area is close to that of the surrounding tissues, the precise boundary is difficult to obtain. Xu et al. (36) added the traditional active contour model as a loss function to deep learning to segment the left ventricle, playing a role in boundary constraints.

Further research will include the combination of traditional segmentation methods and deep learning techniques, because the former methods have good interpretability. Such characteristics can strengthen the constraints on the boundary and shape of the lesion and obtain more accurate segmentation results. In addition, the application of automatic segmentation in disease screening, disease risk assessment, and other aspects can be explored to provide more intelligent and comprehensive support for clinical use.



Conclusion

In this study, the two-stage Res3DUnet is applied to fully automate the segmentation of the anterior mediastinal lesions from ordinary CT images. The two-stage Res3DUnet combined lung segmentation model and attention mechanism can enhance the accuracy of the result. The two-stage Res3DUnet segments the lesion from coarse to fine. The lung segmentation model can not only crop the unrelated background information but also enlarge the receptive field in the lesion. The attention mechanism focuses on the ROI without extra spatial consumption. The proposed approach is evaluated using the datasets collected from two different hospitals. The experimental results show that deep learning has great potential in the segmentation of anterior mediastinal lesions. The two-stage network architecture is more advantageous than the classical network architecture and is suitable for the segmentation of medical images.
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Purpose

We developed and validated a contrast-enhanced spectral mammography (CESM)-based radiomics nomogram to predict neoadjuvant chemotherapy (NAC)-insensitive breast cancers prior to treatment.



Methods

We enrolled 117 patients with breast cancer who underwent CESM examination and NAC treatment from July 2017 to April 2019. The patients were grouped randomly into a training set (n = 97) and a validation set (n = 20) in a ratio of 8:2. 792 radiomics features were extracted from CESM images including low-energy and recombined images for each patient. Optimal radiomics features were selected by using analysis of variance (ANOVA) and least absolute shrinkage and selection operator (LASSO) regression with 10-fold cross-validation, to develop a radiomics score in the training set. A radiomics nomogram incorporating the radiomics score and independent clinical risk factors was then developed using multivariate logistic regression analysis. With regard to discrimination and clinical usefulness, radiomics nomogram was evaluated using the area under the receiver operator characteristic (ROC) curve (AUC) and decision curve analysis (DCA).



Results

The radiomics nomogram that incorporates 11 radiomics features and 3 independent clinical risk factors, including Ki-67 index, background parenchymal enhancement (BPE) and human epidermal growth factor receptor-2 (HER-2) status, showed an encouraging discrimination power with AUCs of 0.877 [95% confidence interval (CI) 0.816 to 0.924] and 0.81 (95% CI 0.575 to 0.948) in the training and validation sets, respectively. DCA revealed the increased clinical usefulness of this nomogram.



Conclusion

The proposed radiomics nomogram that integrates CESM-derived radiomics features and clinical parameters showed potential feasibility for predicting NAC-insensitive breast cancers.





Keywords: radiomics, breast cancer, contrast-enhanced spectral mammograph, neoadjuvant chemotherapy, oncology



Introduction

Neoadjuvant chemotherapy (NAC) represents the primary and direct treatment modality of locally advanced breast cancers (1). The main advantages of NAC treatment are the reduction of tumor volume and metastasis, increased breast-conserving surgery probabilities instead of mastectomy, and determination of drug sensitivity (2–4). Nevertheless, response rates to NAC vary among patients due to intrinsic heterogeneity influenced by molecular features, clinical behavior, and morphological appearance (5). Approximately 10–35% of patients may be insensitive to NAC, and 5% have further disease progression after NAC (6). In these patients, NAC is proportionally less beneficial, delays surgery, contributes to poor prognosis, and increases treatment costs. Thus, an accurate method for predicting treatment resistance prior to NAC is necessary for personalized clinical strategies and further optimal triage of care, especially for short term survivors.

Varying methods are used to evaluate the response to NAC. Among them, magnetic resonance imaging (MRI) is regarded as the “gold-standard” for assessing response to NAC (7). when MRI is contraindicated, contrast-enhanced spectral mammography (CESM) may be a substitute novel instrumentation for breast cancer diagnosis, as revealed in recent studies (8). CESM has better sensitivity (SEN), significantly shorter exam time, and lower cost and higher negative predictive value (NPV), positive predictive value (PPV)and lesser background enhancement than MRI (9–12). Patients exhibit significantly high overall preference toward CESM, due to great comfort and low rate of anxiety (13).

Initial work on assessing treatment response was focused on the imaging measurements of tumor diameter before NAC, after NAC, and sometimes during NAC according to the response evaluation criteria in solid tumor (RECIST) criteria (14, 15). Despite the merits of CESM examination, the changes in tumor size on the image occurring after NAC treatment limits the role of CESM in the early determination of therapeutic outcomes. As a new method, radiomics has currently gained recognition in the field of oncology for noninvasive analysis (16). More specifically, previous studies revealed that response to anti-tumor therapy can be assessed using radiomics analysis, exemplified by rectal and breast cancers (6, 17–19). Moreover, our group has also achieved some encouraging outcomes in the field of breast cancer based on radiomics methods (20–22). Radiomics involves extracting quantitative imaging features to investigate associations between radiomics feature and clinicopathology beyond human capabilities (23–25) and connects medical imaging and precision medicine (26). A wide cluster of machine learning methods, including logistic regression analysis, random forest and support vector machine, have been successfully applied to various clinical research areas.

In this preliminary research, we developed and validated a radiomics nomogram based on CESM-derived radiomics features and clinical risk factors for the pretreatment determination of NAC-insensitive breast cancers.



Materials and Methods


Patients

This study was reviewed and approved by the Research Ethics Committee of Yantai Yuhuangding Hospital, and patient informed consent was waived. The initial cohort of 198 patients was retrospectively reviewed through July 2017 to April 2019. All eligible patients met the following inclusion criteria: (i) biopsy-confirmed unilateral invasive breast cancer without distant metastasis; (ii) no prior treatment other than NAC and no history of other malignancy; (iii) CESM examination conducted before and after the initiation of NAC; and (iv) a pathologic examination performed before the implementation of NAC. The exclusion criteria were as follows: (i) multifocal or bilateral lesions (ii) lack of CESM image data or clinical data before and after NAC; (iii) surgery not performed or incomplete immunohistochemical information; and (iv) insufficient CESM image quality for measurements. The entire cohort of 117 patients conforming to the inclusion criteria was divided randomly into the training and validation sets in a ratio of 8:2. Correspondingly, different treatment regimens were also randomly distributed in the training and validation sets.



CESM Data Acquisition

Only the CESM images before initiating NAC with cranial caudal (CC) projection of the eligible patients were routinely acquired from our Department of Radiology in this study, mainly including the low-energy and recombined images of suspected side in DICOM format. CESM is based on a dual-energy system developed by GE Healthcare (Chalfont St-Giles, UK): following 2 min of injection of an iodinated contrast agent (1.5 ml/kg body weight), and low- and high-energy images are acquired in rapid succession while the breast remains compressed, from which a recombined image is obtained. The average gland dose of examination is 3mGy. The low-energy image is the same as a conventional mammogram, whereas a recombined image shows contrast medium uptake (27–29). In a monolateral CESM, the radiographer compressed the breast for the mediolateral oblique (MLO) view 2 min after injecting the contrast agent and then decompressed the breast, and the breast was compressed for the CC view after another 2 min (14).



NAC Scheme and Response Assessment

All patients received NAC treatment before breast surgery, following the National Comprehensive Cancer Network (NCCN) guideline (1). 98 patients (84%) received taxane-based NAC schemes and 19 patients (16%) received anthracycline- and taxane-based NAC schemes. Furthermore, human epidermal growth factor receptor-2 (HER2) positive patients also received trastuzumab.

RECIST criteria was used to assess the response to NAC by comparing the largest dimension of tumor at baseline (pre-NAC) with that of residual lesion later during treatment (post-NAC) on the recombined image with CC projection. According to the reference standard, patients with tumors graded as stable disease (SD, < 30% dimensional reduction/< 20% dimensional increase) or progressive disease (PD ≥ 20% dimensional increase) were included in the NAC-ineffective group.



Tumor Masking and Radiomics Feature Extraction

Two experienced breast radiologists blinded to pathological outcomes manually delineated the tumor region of interest (ROI) by outlining the tumor margin on the low-energy and recombined images with standard CC projection before NAC via the ITK-SNAP software, as shown in Figure 1. If contradictory, other senior radiologists will evaluate the tumor mask again to reach agreement. The recombined images were used as reference to determine the tumor boundary on the low-energy images. Radiomics features per patient were then extracted from pretreatment CESM images with manually segmented ROIs. The task of radiomics feature extraction was conducted in the AK software (Artificial Intelligence Kit; GE Healthcare, China, Shanghai).




Figure 1 | Example of delineating region of interest (ROI) in a 35 year-old woman with a 4.5-cm mass in the left breast. (Left) The low-energy and (Right) recombined images with cranial caudal (CC) projection.



To ensure reproducibility of radiomics feature extraction, we employed intra-class correlation coefficients (ICCs) for assessing the intra- and inter-observer agreement of ROI delineation. First, two radiologists with 8 years (Reader 1) and 9 years (Reader 2) of experience in diagnosis of breast cancer delineated the ROI of 30 randomly chosen CESM images. One week later, Reader 1 repeated the same procedure. An ICC > 0.75 was considered as substantial agreement.



Radiomics Feature Selection and Radiomics Score Construction

Before the selection of radiomics feature, the normalization processing of all extracted features was performed in the training set, followed by sample augmentation technology which was used to artificially increase the training data set. First, features with ICC >0.75 within the training set were retained. Second, features were further selected using analysis of variance (ANOVA). Third, we applied the least absolute shrinkage and selection operator (LASSO) regression for selecting the key radiomics features with nonzero coefficients, and a 10-fold cross-validation with a maximum area under the receiver operator characteristic (ROC) curve (AUC) criterion was conducted to determine an optimal regulation weight (λ). A radiomics score for each patient was then computed using a linear combination of the key features weighted by their LASSO coefficients. We finally calculated AUC value to assess the predictive performance of the radiomics score.



Clinical Factor Selection, and Clinical Model Construction

Pretreatment clinicopathologic information was collected and identified by two experienced radiologists. ANOVA was applied to clinical variables for selecting the optimal clinical parameters. The clinical model was then developed with the key clinical risk factors by using multivariate logistic regression analysis.



Construction and Assessment of Radiomics Nomogram

A radiomics nomogram incorporating radiomics score and clinical risk factors was built using the multivariate logistic regression in the training set and used as a convenient visible tool to predict the individual probability of NAC-insensitivity.

The discrimination power of the radiomics nomogram was quantified by calculating AUC in both sets. In addition, the point on the ROC curve farthest from the diagonal line corresponds with the largest of the Youden index by calculating the sum of SEN and specificity (SPE) and then subtracting 1 over all possible threshold values, which was used to determine the cutoff value dividing the NAC-ineffective and NAC-effective patient predictive values. According to the cutoff value, the accuracy, PPV, NPV, SEN, and SPE were calculated in both sets.

Decision curve analysis (DCA) was employed to evaluate the benefit of nomogram-assisted decisions in a clinical context. The net benefit was calculated by subtracting the proportion of all false positive patients from the proportion of true positive patients. Standardized net benefit was scaled into the range between 0 and 1.



Statistical Analysis

The radiomics nomogram was developed in the training set by using multivariate logistic regression, whereas the validation set was used to validate the radiomics nomogram. Clinical characteristics between two sets were compared using the chi-squared or fisher exact tests for categorical variables and independent sample t test for continuous variables. The DeLong test was used to determine the statistical significance of the AUC of different models. LASSO regression analysis was performed by “python” scikit-learning package, and ANOVA was performed with the “anova” software package. ROC curves were plotted with the “roc” software package, and DCA was performed with the “decision-curve” software package. The statistical analyses were conducted using the R software version 3.5.3. P values < 0.05 were interpreted as statistical significance.




Results


Clinical Characteristics

A total of 198 patients with breast cancer undergoing NAC treatment were recruited in the study, and 117 patients were finally enrolled. The training set included 97 patients and the validation set included 20 patients, as shown in Figure 2. Patient Characteristics are shown in Table 1. No significant difference was found between the two sets in terms of no response prevalence (P = 22.7% and 50% in the training and validation sets, respectively, p = 0.82). No significant statistical differences in clinical characteristics were found between the NAC-effective and NAC-ineffective groups in the training set (P = 0.075–1), as well as in the validation set (P = 0.303–0.937).




Figure 2 | Flow chart of the study population with exclusion criteria.




Table 1 | Clinical characteristics in the training and validation cohorts.





Radiomics Feature Selection and Radiomics Score Development

We extracted 792 radiomics features from CESM images with manually segmented ROIs in the training set, including shape-and size-based, first-order statistical, and texture features. The substantial reproducibility of radiomics feature extraction were achieved with the intra- and inter- observer ICCs from 0.823 to 0.890 and 0.789 to 0.835, respectively. In order to determine the optimal regulation weight λ [−log(λ) = 1.5] for the LASSO algorithm, we finally screened 11 optimal radiomics features with nonzero coefficients for calculating radiomics score (Figures 3A, B, Table 2). The radiomics scores for each patient are shown in Figure 4. The red and blue colors indicate the NAC- ineffective and NAC-effective patient, respectively. The bars above and below the horizontal line indicate NAC-effective and NAC- ineffective patient as distinguished by the radiomics score, respectively. The results revealed that the radiomics score has a good predictive ability.




Figure 3 | Feature selection for the LASSO logistic regression and the predictive accuracy of the radiomics signature. (A) Tuning parameter (λ) selection by 10-fold cross-validation with minimum criteria. Mean square error (y-axis) was plotted as a function of log(λ) (x-axis). The dotted vertical lines were drawn at the optimal value of λ, where the model provided its best fit of the data. The optimal value -log(alpha) = 1.50 (B) LASSO coefficient profiles for the whole features. The dotted vertical line was plotted at the value selected with 10-fold cross-validation, where eleven optimal features with nonzero coefficients are indicated in the plot.




Table 2 | Radiomics feature for establishing radiomics score.






Figure 4 | Predicted scores of patients in (A) the training and (B) validation set. The red color indicates NAC-ineffective patient and blue color indicates NAC-effective patient. The bars above the horizontal line indicates NAC-effective patient and the bars below the horizontal line indicates NAC-ineffective distinguished by the radiomics score.





Construction of Radiomics Nomogram

The radiomics score and clinical characteristics, namely, HER-2 status, Ki67 index, and background parenchymal enhancement (BPE), significantly predicted early NAC-ineffective patients. Thus, the radiomics nomogram was developed with the combination of radiomics score, HER-2 status, Ki67 index, and BPE as listed in Figure 5.




Figure 5 | A radiomics nomogram for the prediction of NAC- ineffective patients in the primary cohort.





Performances of Radiomics Score, Radiomics Nomogram, and Clinical Model

The radiomics nomogram yielded AUC values of 0.877 (95% CI, 0.816–0.924) and 0.810 (95% CI, 0.575–0.948) in the training and validation sets, as shown Figure 6, respectively. The results showed that our nomogram had favorable predictive performances. The AUCs of the radiomics score and clinical model were 0.861 (95% CI, 0.798–0.911) and 0.668 (95% CI, 0.589–0.74) in the training set and 0.81 (95% CI, 0.575–0.948) and 0.55 (95% CI, 0.315–0.769) in the validation set, respectively. The diagnostic performances of three models are shown in Table 3. The results revealed that radiomics nomogram showed the highest accuracy, SEN, SPE, PPV, and NPV in both sets.




Figure 6 | ROC curve of radiomics nomogram in the training and validation set. AUC, area under the curve.




Table 3 | Predictive performances of the three models.



DCA was conducted to assess the benefit of the radiomics nomogram in Figure 7. The results showed that radiomics nomogram presented the greatest net benefit compared with either the treat-all patients or the treat-none patients strategies at between 0.24 to 1 threshold probability.




Figure 7 | Decision curve analysis of three models. The y-axis measures the net benefit. The black thick line represents the radiomics nomogram. The red thick line represents the radiomics score. The blue thick line represents the clinical model. The gray line represents the assumption that all patients gained substantial benefit after NAC. The horizontal black thin line represents the assumption that no patients gained substantial benefit after NAC.






Discussion

In the study, the proposed CESM-based radiomics nomogram showed a favorable pretreatment predictive ability for NAC-ineffective patients in breast cancer. Although prior studies proved that CESM seems at least as reliable as MRI in assessing response to NAC (14), the novelty of our findings may help to predict breast cancer response to NAC.

The means of predicting response to NAC was a key issue in the study. With the flourishing applications of radiomics, MRI, mammography, ultrasonography, diffuse optical spectroscopic, and positron emission tomography/computed tomography (PET/CT) have been successfully applied in treatment evaluation. For example, Antunovic et al. assessed the value of PET/CT radiomics features in predicting pathological complete response and used two approaches, namely, complete case and sensitivity, to build four radiomics models (30). Their model 4 showed the best discrimination, yielding an AUC of 0.73 without independent internal validation. Unlike the above research, we developed and validated a CESM-based radiomics model with a larger sample size (sample size, 117 vs. 79) and improved discriminatory power (AUC, 0.81 vs. 0.73). Moreover, in clinical practice, our CESM-based radiomics nomogram displayed a promising application prospect due to the mentioned strengths of CESM examination. From the results of the paper, we found that the radiomics model achieved a significantly better discriminative ability compared to clinical model (AUC, 0.81 vs. 0.55, p < 0.01). Adding clinical factors did not significantly improve the performance of the radiomics model (0.81vs. 0.81, p = 1.00), which may be caused by small sample size and unbalanced distribution of sample. We will continue our research with larger sample size in the future. The results of DCA proved that radiomics nomogram presented the greatest net benefit compared with either the treat-all patients or the treat-none patients strategies. It is worth noting that BPE was integrated into the radiomics nomogram in our study, which is consistent with recent evidence stating that BPE may be a novel predictor of treatment outcomes (31, 32). However, other studies found no significant relationship between BPE and response to NAC (33, 34). Thus, the relationship of BPE with response to NAC may be further discussed due to the variability and subjectivity inherent in the qualitative assessments of BPE. It was worth noting that most patients (84%) received taxane-based NAC schemes, according the National Comprehensive Cancer Network (NCCN) guideline (1), and 19 patients (16%) received anthracycline- and taxane-based NAC schemes. Although the distribution of treatment regimen was imbalanced, it was in accordance with the actual situation in clinical practice. Moreover, patients with different treatment regimens were divided randomly into two sets because of small sample size, which may affect the results of the study.

Our retrospective, single-institutional study exhibits several limitations. Firstly, the study includes a small sample size. The limited number of events (i.e., NAC-ineffective), related to the novelty of CESM examination and rigorous patient inclusion criteria, compromises the generalization of the results. Future work should include a highly standardized, large, multicenter dataset across patients and institutions. Secondly, ROIs were outlined manually by experienced radiologists. Although we sought to avoid inter- and intra-observer variabilities by using ICCs, this may still hinder the performance of the nomogram. Finally, compared with traditional radiomics method used in the study, the performance of the prediction model may be improved to some degree based on deep learning (DL). DL methods, such as convolution neural network, are emerging machine learning technologies suitable for to classification task, and DL application will be the priority of our future studies.

In conclusion, the proposed CESM-derived radiomics nomogram may provide a non-invasive tool for predicting response to NAC. A large sample size, multicenter, multimodal study with advanced image analysis should be further conducted to improve the performance of radiomics nomogram in predicting NAC-insensitive patients with breast cancer.
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Objective

To determine whether machine learning based on conventional magnetic resonance imaging (MRI) sequences have the potential for the differential diagnosis of multiple myeloma (MM), and different tumor metastasis lesions of the lumbar vertebra.



Methods

We retrospectively enrolled 107 patients newly diagnosed with MM and different metastasis of the lumbar vertebra. In total 60 MM lesions and 118 metastasis lesions were selected for training classifiers (70%) and subsequent validation (30%). Following segmentation, 282 texture features were extracted from both T1WI and T2WI images. Following regression analysis using the least absolute shrinkage and selection operator (LASSO) algorithm, the following machine learning models were selected: Support‐Vector Machine (SVM), K-Nearest Neighbor (KNN), Random Forest (RF), Artificial Neural Networks (ANN), and Naïve Bayes (NB) using 10-fold cross validation, and the performances were evaluated using a confusion matrix. Matthews correlation coefficient (MCC), sensitivity, specificity, and accuracy of the models were also calculated.



Results

To differentiate MM and metastasis, 13 features in the T1WI images and 9 features in the T2WI images were obtained. Among the 10 classifiers, the ANN classifier from the T2WI images achieved the best performance (MCC = 0.605) with accuracy, sensitivity, and specificity of 0.815, 0.879, and 0.790, respectively, in the validation cohort. To differentiate MM and metastasis subtypes, eight features in the T1WI images and seven features in the T2WI images were obtained. Among the 10 classifiers, the ANN classifier from the T2WI images achieved the best performance (MCC = 0.560, 0.412, 0.449), respectively, with accuracy = 0.648; sensitivity 0.714, 0.821, 0.897 and specificity 0.775, 0.600, 0.640 for the MM, lung, and other metastases, respectively, in the validation cohort.



Conclusions

Machine learning–based classifiers showed a satisfactory performance in differentiating MM lesions from those of tumor metastasis. While their value for distinguishing myeloma from different metastasis subtypes was moderate.
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Introduction

Bone metastasis and multiple myeloma (MM) are two different diseases, although both frequently involve bone marrow evaluation during clinical workup (1), which may result in bone pain and fractures for patients (2). Metastasis is the most common outcome of tumors and is often displayed as an osteolytic or sclerosing lesion on bone tissue (3). To identify metastasis, 18F-Fluorodeoxyglucose (18F-FDG) Positron Emission Tomography (PET) and Computed Tomography (CT) (18F-FDG PET/CT) play irreplaceable roles in detecting primary cancer and evaluating metastasis, but are accompanied by high radiation exposure and expensive costs for patients. For example, metastases from lung cancer are the most prevalent type of metastases (4). If these lesions were accurately predicted by conventional magnetic resonance imaging (MRI), it would narrow the examination range to using chest CT, which is easily accessible and much cheaper. The identification of cheaper imaging examinations to detect primary cancer will thus provide a beneficial cost-effective approach for the management of patients. Recently, the morbidity of MM has increased (5, 6). Although MM can be adequately monitored by quantifying paraproteins (M-protein) in the serum and urine, some myelomas are non-secretory or hypo-secretory and are therefore difficult to manage after the primary diagnosis (7). Thus, precise identification of vertebra lesions using medical images could be beneficial for follow-up examinations and treatment strategies. In particular, for patients who do not have a known primary cancer, a correct diagnosis would provide important information for choosing the most appropriate clinical workup. Chemotherapy and radiation therapy are the two main options for the treatment of myeloma patients (8). With regard to metastatic cancer, further follow-up for detecting the primary cancer may be needed before choosing the optimal treatment strategy, which may include surgery, radiation, and/or chemotherapy. While MRI can provide detailed morphological information about lesions and is the most sensitive imaging modality for tumor infiltration in bone marrow, MM and metastasis appear similar and are often indistinguishable (9), particularly for multiple vertebra focal osteolytic lesions (10). Previous studies have reported that vascular parameters measured by dynamic-contrast-enhanced (DCE) MRI can help identify primary spinal cancers (11, 12) and metastatic cancers of different primary tumors (13, 14).

Machine learning is an emerging area of “radiomics” that extracts, analyzes, and interprets quantitative imaging features and has been applied in many fields (15–17). Machine learning allows for objective evaluation of lesions and organ heterogeneity beyond a subjective visual interpretation and may provide valuable information about the tissue microenvironment (18). Machine learning algorithms are categorized into supervised (using labeled data) and unsupervised (using unlabeled examples) learning and are able to process a large number of radiomic variables to characterize tumor phenotypes. The goal of supervised learning is to learn from a certain portion of a trained data set with known labels and to predict the classification for unknown patterns from datasets using algorithms such as Support Vector Machine (SVM), Random Forest (RF), and Artificial Neural Network (ANN).

To the best of our knowledge, there have been no studies to date focusing on the differential diagnosis of MM and metastasis subtypes on lumbar vertebra based on conventional MRI sequences. This study aimed to determine whether machine learning–based classifiers could be helpful to differentiate MM lesions on lumbar vertebra from metastatic lesions and their respective subtypes.



Material and Methods


Patients

This study was approved by the Ethics Committee of our institution and the need for informed consent was waived. We retrospectively collected clinical and MRI information of patients experiencing back or lumbar pain from January 2018 to May 2020. Inclusion criteria: (1) patients diagnosed with MM according to the International Myeloma Working Group Diagnostic Criteria (19) or metastatic tumors on lumbar vertebra confirmed by core needle or excisional biopsy; (2) patients with no MRI examination contradiction; (3) patients with intact and high quality MRI images before treatment, including sagittal T1WI and sagittal and transverse T2WI sequences; (4) at least one lesion having a diameter >1 cm; and (5) availability of complete clinical information. Exclusion criterion: (1) patients presenting solely lumbar disc herniation; (2) patients presenting solely spinal degenerative changes; and (3) patients with primary bone neoplasm. All patients in the study had no prior history of malignant tumor diagnosis, and all metastasis patients had been subjected to pathological analyses for primary cancer. The eligible patients were randomly divided into the training and validation cohorts at a ratio of 7 to 3. The flowchart shows the analysis pathway for this study (Figure 1).




Figure 1 | The flowchart of inclusion and exclusion criteria.





MRI Examination

All patients underwent MRI examinations using a 3.0T MRI scanner (Magnetic Verio, Siemens Healthcare, Erlangen, Germany) equipped with a Total imaging matrix system. The protocol included the following parameters: sagittal T1W turbo spin echo (TSE) (repetition time/echo time, 1,700 ms/8.6 ms; section thickness, 4 mm; gap, 0.8 mm; turbo factor, 8; FOV, 448 mm × 448 mm), sagittal T2W TSE fs (repetition time/echo time, 3,000 ms/91 ms; section thickness, 4 mm; gap, 0.8 mm; turbo factor, 15; FOV, 448 mm × 448 mm), as well as transverse T2W TSE (repetition time/echo time, 4,040 ms/100 ms; section thickness, 4 mm; gap, 0.8 mm; turbo factor, 25; FOV, 348 mm × 384 mm). The scanning region ranged from T11 to S1.



Lesion Segmentation

All images were collected from the institution’s Picture Archiving and Communication System (PACS) in the form of DICOM with accordant window width and window location. The region of interest (ROI) was created manually from T2WI using MaZda (version 4.6.0, Institute of Electronics, Technical University of Lodz). Only lesions with hypointensity on the T1W TSE images and corresponding intermediate to high signal intensity on T2W TSE fs images were selected for analysis. Since there may be multiple lesions on each patients’ lumbar vertebra, only the lesions whose diameters were >1 cm were selected to avoid the partial volume effect. Meanwhile, if the number of lesions on the vertebra meeting the requirements were more than 3, then the largest of the 3 lesions was chosen for the analysis. The detailed procedures were as follows: ROI were manually defined along the largest cross-sectional area on the sagittal T2W TSE fs in MaZda carefully avoiding the edge of the vertebra, Schmorl nodule, vessels, and vertebral hemangiomas. Classical vertebral hemangiomas are usually displayed as high-signal intensities both on T1W TSE and T2W TSE fs images. Next, the ROIs of the T2W TSE fs images were copied to the same location of the T1W TSE sequence (Figure 2).




Figure 2 | An example of the manual segmentation in one lesion with myeloma. (A) The segmented area was within the red contour on the largest cross-sectional area on sagittal T2WI. (B) The segmented area was copied to the same slice of T1WI images. The two slices were from the same patient at the same axis.





Texture Feature Extraction

Before feature extraction, gray-scale normalization was performed between μ ± 3σ (where μ, the mean value of the gray levels within the ROI; σ, the standard deviation) to reduce brightness and contrast variations and minimize the influence of inter-scanner as well as field strength differences, in order to improve the robustness and repeatability of texture features, as in previous studies (20, 21). Each lesion was jointly selected by two radiologists (one having 3 years’ experience and was reassessed by another senior radiologist with 10 years’ experience). They were both blinded to the clinical results.

As many as 282 variables were generated within each ROI, which were derived from 5 different statistical image descriptors: histogram features, gradient features, gray-level co-occurrence matrix (GLCM), gray-level run-length matrix (GRLM), and an autoregressive model (AR). GLCM and GRLM features were calculated at 6 bits per pixel, gradient features were calculated at 4 bits per pixel, the first-order histogram and the AR features were calculated at 8 bits per pixel. A detailed description of these textural features can be found at the official MaZda website (https://www.Eletel.p.Lodz.Pl/mAzda/).



Feature Selection

All features were first normalized by subtracting the mean value and divided by the standard deviation. Then, to evaluate the reproducibility and stability of the features, another radiologist with 7 years’ experience independently segmented the ROIs in 30 randomly selected patients. All radiologists were blinded to the clinical information. Intraclass correlation coefficient (ICC) values were calculated for each texture feature. Only the features with ICC value ≥ 0.80 were termed as excellent reproducibility and were selected for further analysis. Then the least absolute shrinkage and selection operator (LASSO) regression method was performed for each classifier based on binomial deviance minimization criteria in the train cohort. A 10-fold cross-validation method was adopted to avoid potential bias.



Classification and Validation

Five supervised machine‐learning algorithms were implemented in this study: SVM, RF, Naïve Bayes (NB), K-Nearest Neighbor (KNN), and ANN. A combination of two sequences, a total of 10 machine‐learning classifiers were constructed in the train cohort and tested in the validation cohort. For each model, 10‐fold cross‐validation was used to verify the classification accuracy in the train cohort, and the Matthews correlation coefficient (MCC, Eq. 1) of the generated confusion matrix was applied to quantify the differentiation performance in function of its robustness in the imbalanced data, as previously reported (22, 23). Accuracy, specificity, and sensitivity were also calculated.

	

Eq.1. The equation of MCC; MCC, Matthews correlation coefficient; TP, true positive; TN, true negative; FP, false positive, FN, false negative.



Statistical Analysis

Statistical tests were performed using R statistical software (version 3.3.3, https://www.r-project.org). Student’s t‐test or Mann-Whitney U test was applied for the continuous variables, and the χ2 test was applied for the categorical variables between the two cohorts as appropriate. A value of two-tailed P < 0.05 was regarded as statistically significant in this study.




Results


Patients

Overall, 107 patients were enrolled in the study, which included 60 patients with metastases (37 males, 23 females; age, 61.5 ± 8.6 years old) and 47 patients with MM (29 males, 18 females; age, 59.5 ± 10.9 years old). According to the International Staging System classification, MM were 8 in stage I, 25 in stage II, and 14 in stage III. Distribution of primary tumor included: lung cancer (n = 30), stomach cancer (n = 2), hepatocellular carcinoma (n = 2), renal cell carcinoma (n = 1), nasopharyngeal cancer (n = 13), rectal cancer (n = 1), and breast cancer (n = 11). Among them, 60 MM lesions and 118 metastasis lesions were selected for the training and validation of classifiers. There was no statistically significant difference in age or sex distribution between the training (n = 75) and validation (n = 32) cohorts (P = 0.910, 0.268, respectively).



Analysis of Feature Reproducibility

In T1WI images, 194 out of 282 features showed excellent reproducibility (ICC ≥ 0.80). In T2WI images, 232 out of 282 features showed excellent reproducibility (ICC ≥ 0.80). Therefore, these features were accepted for further analysis.



Diagnostic Performance Between Myeloma and Metastasis

For the classification of myeloma and metastasis, 13 features in T1WI images and 9 features in T2WI images were generated using the LASSO algorithm. The selected features and their values are presented in Table 1 and Figure 3.


Table 1 | Selected features for classification.






Figure 3 | Heat-maps of the selected features from T1WI (A, B) and T2WI (C, D) for train (A, C) and validation (B, D) cohort show distribution and differences of normalized (z-score) feature values by presenting each lesion’s individual value.



After cross-validation training, the ANN-based classifiers from T1WI and T2WI images achieved optimal performance with an MCC and accuracy value of 0.965, 0.912 and 0.960, 0.984, respectively. While in the validation cohort, the ANN-based classifier from T2WI images outperformed the other classifiers with an MCC and accuracy value of 0.605 and 0.815, respectively (Table 2, Figure 4). Figure 4 shows the ANN-based confusion matrix generated for the training and validation cohorts and the performance of five classifiers from T2WI images.


Table 2 | Classification results of machine learning–based classifiers in differentiating myeloma and metastasis.






Figure 4 | The ANN-based confusion matrix of train (A) and validation (B) cohort. Histogram (C) shows the performance of classifiers from T2WI images for discriminating myeloma and metastasis in train and validation cohort. ANN, artificial neural network; RF, random forest; SVM, support vector machine; NB, Naive Bayesian; KNN, K-nearest neighbor; MCC, Matthews correlation coefficient.





Diagnostic Performance for Myeloma and Metastasis Subtypes

To differentially classify myeloma from metastasis from lung cancer (Met-Lung) and metastasis from other tumors (Met-Others), 8 features in TIWI images and 7 features in T2WI images were identified using the LASSO method. The selected features and their values are presented in Table 1 and in Figure 5.




Figure 5 | Heat-maps of the selected features from T1WI (A, B) and T2WI (C, D) for train (A, C) and validation (B, D) cohort show distribution and differences of normalized (z-score) feature values by presenting each lesion’s individual value; MET, metastasis.



After cross-validation training, the ANN-based classifiers from T1WI and T2WI images achieved the optimal performance with MCC = 0.818, 0.704, 0.631, accuracy = 0.750 and MCC = 0.800, 0.774, 0.692, accuracy = 0.831, respectively (Table 3). While in the validation cohort, the ANN-based classifier from T2WI images outperformed the other classifiers with MCC = 0.560, 0.412, 0.449 and accuracy = 0.648, respectively (Table 3, Figure 6). To differentiate myeloma lesions from metastasis, the ANN-based classifier from T2WI images achieved a better performance in comparison with differentiating Met-Lung or Met-Others lesions from others tumor lesions in both the training and validation cohorts. Figure 6 shows the ANN-based confusion matrix obtained for the training and validation cohorts and the performance of five classifiers from T2WI images.


Table 3 | Classification results of machine learning–based classifiers in differentiating myeloma and metastasis subtypes.






Figure 6 | The ANN-based confusion matrix of train (A) and validation (B) cohort. Histogram (C) shows the performance of classifiers for discriminating myeloma from MET-Lung and MET-Others in train and validation cohort. MET, metastasis; ANN, artificial neural network; RF, random forest; SVM, support vector machine; NB, Naive Bayesian; KNN, K-nearest neighbor; MCC, Matthews correlation coefficient.






Discussion

In this study, machine learning–based MRI classifiers were constructed to establish a noninvasive classification of MM and metastasis subtypes of lumbar vertebra. The ANN-based classifier from T2WI images achieved satisfactory performances for differentiating myeloma from metastasis and moderate performance for classifying metastasis subtypes. To our knowledge, this is the first study to establish machine learning–based classifiers using conventional MRI sequences to distinguish MM and metastasis subtypes. The analysis revealed the value of machine learning–based classifiers from T2WI images in discriminating malignant tumors of lumbar vertebra.

Prior radiological study reported that compare with MM, bone metastases more commonly affect the vertebral pedicles rather than vertebral bodies, rarely involve mandible and distal axial skeleton (24). Uygar et al. (25) have compared the CT features of MM and osteolytic metastatic bone lesions. The result confirmed that the presence of high density, lesional homogeneity, perilesional sclerosis, and marginal features could be used to distinguish metastatic from MM lesions. Lee et al. (26) found that the salt and pepper infiltration pattern, the presence of more than five lesions within one vertebra, and the involvement of more than three consecutive vertebrae on MRI images were useful findings for differentiation between MM and metastasis involving the spine, but there were no significant differences in signal intensities or enhancement patterns. They concluded that it is difficult to distinguish between the two conditions in most cases. In additional, these conventional radiological features were assessed visually, so they depend on readers’ subjective evaluation and are not always typical.

Considering the difficulty of classification based on conventional radiological features, in recent years, advanced MRI technologies have been gradually applied to the differential diagnosis of focal vertebral lesions. Park et al. (1) held that the value of ADCav, ADCmin, and ADCvol of MM were significantly lower than those of metastasis. This study suggested that the addition of axial DWI to standard MR imaging can be helpful to diagnose MM from metastasis at 3T. In Lang et al.’s study (27), the characteristic DCE parameters between the myeloma and metastatic cancer groups were compared, and the findings showed that the myeloma group had a significantly higher Ktrans and Kep compared to the metastatic cancer group. Based on these findings, Lang et al. explored how to differentiate metastatic lesions in the spine that originated from primary lung cancer from other cancers using radiomics and deep learning based on DCE-MRI (28). However, advanced imaging is not included in all medical conditions and places high demands on acquisition and analysis methods. Thus, the ability to classify vertebra tumors based on conventional MRI sequences would be beneficial for clinical work-up.

Recently, radiomics has been proposed as an approach to overcome the limitations of visual assessment and has become a promising tool in modern radiology. By extracting and analyzing high throughput of image features, radiomics can provide important information about tissue physiology. A method that combines radiomics and machine learning has produced a non-invasive classification and prediction model able to distinguish histological subtypes of lesions (29, 30), distant metastasis of tumors (31), and therapeutic response or prognosis (32). In the current study, feature selection was performed by the LASSO method, which had proven to be efficient and effective for feature dimensionality reduction (33).

The results of feature selection showed that the most contributory features to the classification between subtypes derive from GLCM. This feature set is calculated by the number of gray-level combinations of images, distances, and angles (34), which reflect the local heterogeneity changes inside the lesion, as previous studies have reported (35–37). Compared with metastases, spinal myelomas have high cellular density with little interstitial space in histological level (27). Hence, myelomas should have lower heterogeneity in theory than metastases, which could explain the different gray-level distribution between spinal myelomas and metastases. For instance, the entropy reflects the regularity of texture and uniformity of grey-level distribution (38). Consistent with higher heterogeneity, the entropy of metastases from T2WI images was higher than that of myelomas in our study.

Classifiers were trained using various machine-learning algorithms including ANN, SVM, k-NN, NB, and RF in our study. Prior to validation, each classifier underwent further internal cross-validation to assess the classification accuracy. The best classifier was obtained using the ANN algorithm in T2WI images, regardless of differentiating myeloma from metastasis or subtypes. It indicates that compared with T1WI, T2WI contains more valuable texture features for identifying metastasis and myeloma. This may be because the echo time of T2WI is longer than T1WI, which increases the contrast between tissues, thus providing more information for identifying tissue heterogeneity (39). Universally applied in medical practice (40, 41), the ANN algorithm has proven its robust ability against a variety of input features and random noise (42). There is no universal optimal learning algorithm for all fields. Nevertheless, the classifiers constructed in the current study showed ANN’s capability of distinguishing myeloma from metastasis and subtypes of lumbar vertebrae with moderate to excellent performance.

Our study has several limitations. First, this was a retrospective study so the selection bias cannot be fully avoided; however, the current major radiomics or machine learning studies are retrospective in nature. Secondly, the classifiers built into this study were validated with internal data but were not tested with an external dataset due to the relatively small number of patients. Thirdly, considering the limitations of lesion size, only two-dimensional features were analyzed. Three-dimensional features of tumors may be more comprehensive and representative, but would be too time-consuming for routine clinical workup and is sensitive to the partial volume effect. Fourthly, our study achieved only moderate efficiency for differentiating MM and metastasis subtypes. Though in our opinion, compared to contrast-enhanced T1-weighted sequenced and functional sequences, such as DWI and DCE, conventional sequences provide limited information for tissue heterogeneity and the tumor microenvironment. However, conventional sequences are included for almost all standard MRI protocols, so the developed radiomics method is generalizable and feasible for application in clinical practice. Considering the errors involved in subjective evaluation, the diagnostic performance of MM compared to metastasis with conventional MRI sequences has not been calculated. More advanced sequences and conventional MRI features may be selected for further prospective studies. Moreover, demographic characteristic and laboratory examination results were excluded in current study, model combined clinical information and radiomics may improve the efficiency of the test. Finally, in clinical practice, not every lesion is pathologically confirmed. Nevertheless, we believe that this bias may be effectively avoided by using strict inclusion and exclusion criteria.



Conclusion

Our findings demonstrate the satisfactory performance of machine learning methods based on conventional MRI sequence data to differentiate newly diagnosed myeloma lesions from metastatic lesions localizing on the lumbar vertebra. While the performance in distinguishing myeloma and metastasis subtypes is moderate, machine learning classifiers could potentially be valuable tools for optimizing precision medicine applied to lumbar vertebra tumors, and protecting patients from unnecessary exposure to radiation or examinations.
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Objectives

To evaluate the potential of a clinical-based model, a multiparametric ultrasound-based radiomics model, and a clinical-radiomics combined model for predicting prostate cancer (PCa).



Methods

A total of 112 patients with prostate lesions were included in this retrospective study. Among them, 58 patients had no prostate cancer detected by biopsy and 54 patients had prostate cancer. Clinical risk factors related to PCa (age, prostate volume, serum PSA, etc.) were collected in all patients. Prior to surgery, patients received transrectal ultrasound (TRUS), shear-wave elastography (SWE) and TRUS-guided prostate biopsy. We used the five-fold cross-validation method to verify the results of training and validation sets of different models. The images were manually delineated and registered. All modes of ultrasound radiomics were retrieved. Machine learning used the pathology of “12+X” biopsy as a reference to draw the benign and malignant regions of interest (ROI) through the application of LASSO regression. Three models were developed to predict the PCa: a clinical model, a multiparametric ultrasound-based radiomics model and a clinical-radiomics combined model. The diagnostic performance and clinical net benefit of each model were compared by receiver operating characteristic curve (ROC) analysis and decision curve.



Results

The multiparametric ultrasound radiomics reached area under the curve (AUC) of 0.85 for predicting PCa, meanwhile, AUC of B-mode radiomics and SWE radiomics were 0.74 and 0.80, respectively. Additionally, the clinical-radiomics combined model (AUC: 0.90) achieved greater predictive efficacy than the radiomics model (AUC: 0.85) and clinical model (AUC: 0.84). The decision curve analysis also showed that the combined model had higher net benefits in a wide range of high risk threshold than either the radiomics model or the clinical model.



Conclusions

Clinical-radiomics combined model can improve the accuracy of PCa predictions both in terms of diagnostic performance and clinical net benefit, compared with evaluating only clinical risk factors or radiomics score associated with PCa.
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Introduction

The incidence rate of prostate cancer (PCa) is rapidly increasing in China (1) and is the second most common cancer and the fifth leading cancer-related cause of death among males (2). As such, it has been one of the main health problems affecting many families. PCa screening has been studied in many randomized controlled trials, and different caveats have been proposed. Unfortunately, after detecting the serum level of prostate specific antigen (PSA) and/or performing a digital rectal examination, a 10- to 12-core systematic biopsy (3) is required by the standard diagnostic method. In addition to the complications related to this procedure (4), it has been reported that underestimation and overtreatment are high (5).Therefore, in order to avoid unnecessary trauma, the accuracy of non-invasive diagnostic methods before prostate biopsy must be improved.

In general, patients with PCa are divided into the low, medium, or high risk groups based on the level of prostate specific antigen (PSA), pathological assessment/Gleason score (GS), and clinical stage (i.e. T stage) (6). Although free prostate-specific antigen (fPSA), total prostate-specific antigen (tPSA), and the ratio of free PSA to total PSA (f/tPSA) are frequently applied to clinical PCa detection and grading indicators, (7–9), which indicators are more appropriate for the diagnosis and classification of PCa remains a controversy, and no agreement has been reached (10, 11). Based on the European Urology Association treatment guidelines for PCa in 2017, it is recommended that patients suffering from GS <7 PCa undergo active surveillance and wait for observation. On the contrary, because there is an increased risk of exacerbation and shorter rate of survival among patients with GS ≥7 PCa, it is necessary to take timely measures (3). Therefore, accurate risk assessment is important to select the best treatment option for these patients.

Multi-parameter magnetic resonance imaging (mpMRI) has become an important tool for PCa risk assessment. In the European Urological Association’s 2019 guidelines, the application of pre-biopsy mpMRI is recommended in their diagnostic approach. Nevertheless, in addition to several intrinsic limitations of MRI, such as high cost, limited availability, and unrealistic clinical application, the learning curve of prostate imaging report and data system (PI-RADS), is steep and there is a high risk of inconsistency between operators (12).

Ultrasound is another cost-efficient, widely available, and practical potential candidate for PCa imaging. Although some ultrasound modalities, such as shear-wave elastography (SWE), have shown encouraging results, targeted biopsies using B-mode ultrasound remain inferior to systematic biopsies (13). A multiparametric method has the principle of imaging well-known multifocal and heterogeneous diseases such as PCa (14) which is applicable to MRI and ultrasound by extracting information from tissue texture, elasticity, or perfusion and other complementary biomarkers. However, until now, a multiparametric ultrasound method has rarely been studied (15). Furthermore, there is growing interest in the use of quantitative features called radiomics. According to the definition, radiomics acts as the high-throughput extraction of many medical imaging characteristics and their conversion into mined, high-dimensional data whose quantitative analysis offers unprecedented opportunities to improve clinical decision-making (16, 17).

In previous studies, the analysis of radiomics features focused on evaluating and classifying PCa lesions (18, 19) using mpMRI. However, transrectal B-mode ultrasound is also a common imaging method to examine the prostate. Additionally, it is considered that tissue stiffness acts as an important indicator of malignant tumor for SWE, and recent studies have shown that it can also be used to detect PCa (20). In this study, our main purpose is to verify the feasibility of multiparametric ultrasound radiomics in discriminating between malignant and benign prostate lesions. Nevertheless, no studies exist that combine the features of ultrasound radiomics with clinical factors for risk assessment.

In consequence, we constructed models according to the principle of multiparametric ultrasound radiomics in combination with clinical factors to predict PCa, and compared whether the combination of these methods helps to improve diagnostic efficiency.



Methods


Patients Enrolled in This Study

The institutional Ethics Committee of our hospital approved this retrospective research, and an informed consent was been signed by all participants. A total of 128 patients were included in our hospital from July 2019 to November 2020. Inclusion criteria were as follows: (1) patients have clinical symptoms (frequency and urgency of urination, urination or dysuria pains) or enhanced PSA level; (2) patients have completed transrectal B-mode ultrasound and SWE examinations before receiving ultrasound-guided biopsy; (3) pathological results were confirmed through biopsy, and (4) patients with initial biopsy. Exclusion criteria were shown below: (1) it is difficult to describe pathological biopsy by transrectal ultrasound (TRUS) (according to pathological results, TRUS images fail to show lesion location) (n = 6); (2) surgery, radiotherapy or endocrine therapy prior to TRUS examination (n = 4); (3) PSA was too high to calculate (n = 3), or (4) incomplete TRUS data (lack of SWE data) (n = 3). Ultimately, the study population consisted of 112 patients including 58 PCa patients and 54 patients who do not show any histological evidence of cancer. Figure 1 shows the details of patient selection.




Figure 1 | Patient selection flow chart.





Clinical Data

Age, prostate volume (PV), serum PSA (including tPSA and fPSA), f/t PSA, Prostate-specific antigen density (PSAD), DRE result (normal vs abnormal), prostate biopsy pathology and other clinical information were collected from the patients selected. On the images of TRUS, PV was calculated as anteroposterior diameter × vertical diameter × transverse diameter× 0.52. PSAD was calculated as total PSA/PV.



Ultrasound Image Data Acquisition

Each patient underwent B-mode ultrasound and SWE recording of the apical, middle, and bottom of the prostate. The examination was performed using an Aixplorer® Ultrasound scanner (SuperSonic Imagine, Aix en Provence, France) equipped with a SE 12-3 transrectal probe.

After standard PV measurement and assessment of the prostate capsule and seminal vesicles, B-mode ultrasound was applied to slowly capture the transverse and sagittal scans of the whole prostate. Abnormal echo patterns (calcifications, cysts, and hypoechoic lesions) were recorded, and the pictures of the apical, middle, and bottom transverse plane of interest were determined and stored by the operator visually based on the anatomical shape of the prostate. If the prostate areas were considered to more suspicious than the anatomically selected imaging plane, these areas would be brought and stored to the field of view.

If necessary, the settings specific to SWE (maximum penetration and suitable elasticity level) were reviewed and optimized before SWE imaging. The SWE box would be used to scan each pre-defined transverse plane in one side (left/right only) and both sides (whole plane; maximum prostate plane coverage). During each scanning, a stable signal is ensured in case of 5-s stay of the sensor remained in a stable position. After storing the pictures and cine loops, elastic values could be determined later. If prostate areas on the SWE outside the predetermined imaging plane were considered more suspicious, then these areas would also be taken into account. Figure 2 shows an example of SWE.




Figure 2 | A 67-year-old patient had no obvious abnormal lesions in B-mode ultrasound (A), SWE (B) showed that the local tissue became stiff, and the biopsy result was Gleason = 3 + 4. ROI was delineated under the guidance of the abnormal area of SWE.



We conducted a retrospective review of the image data and selected ultrasound image data in digital imaging and communications in medicine (DICOM) format to clearly show the maximum cross section of each lesion. The above image information and format were retained for later image segmentation.



Biopsy Procedure and Pathology

All patients ceased taking anti-coagulants for one week before biopsy and took antibiotics for three days after biopsy. No local anesthetic was applied during the biopsy. The biopsies were performed by two sonographers with more than five years of biopsy experience. An Aixplorer® Ultrasound scanner (SuperSonic Imagine, Aix en Provence, France) equipped with a SE 12-3 transrectal probe (end-fire) was applied. An 18-G biopsy gun with the length of 18 mm and a penetration depth of 22 mm was applied to perform the procedure (Bard Biopsy Systems, Tempe, Arizona, USA).

All patients underwent the “12+X” biopsy, which is a targeted biopsy for suspicious areas (combined with B-mode and SWE) on the basis of 12-core transrectal systematic biopsy. Systematic biopsy means that, according to the plan, the needle is inserted into 12 regions of the prostate (medial and lateral apex, medial and lateral mid prostate, and medial and lateral base in both lobes), with one needle in each region (21). In addition to the above-mentioned 12 needles, one to two needles were punctured in the suspicious area.



Prostate Segmentation

We imported the images into the ITK-SNAP software (version 3.8.0) to manually draw the tumor boundary and determine the tumor region of interest (ROI). To ensure the consistency of the ROIs in the B-mode ultrasound and SWE images, the same criteria were applied to rigorously depict all the ROIs, and the same expert visually verified them. The following content shows the location and size of the lesion: (1) detailed records of prostate biopsy (puncture site and depth) and pathological findings were used to determine the location and nature of the lesion; (2) the description of pathology location matches the related lesion on the TRUS image, and (3) due to the uncertainty of tumor boundary in SWE images, ROIs of B-mode ultrasound images were applied to the corresponding SWE images. There is a notable aspect of ROI drawing: for multifocal PCa, biopsy pathology was applied to select and confirm the ROI of the lesion with the highest GS value; in the case of the same GSs, the ROI of the lesion with the largest diameter was used. Figure 3 shows an example of lesion segmentation for enrolled patients. At the same time, special personnel were responsible for checking the accuracy of the segmentation and relevant pathological results.




Figure 3 | TRUS B-mode ultrasound imaging (A) and SWE imaging (B) from the same position of 74-year-old PCa patient (fPSA, 1.28 ng/ml; tPSA, 7.855 ng/ml; biopsy GS,4 + 3 = 7). ROI (red solid line) was outlined in the B-mode ultrasound and SWE.



The repeatability of feature extraction was assessed on the basis of intra-observer and inter-observer repeatability of lesion segmentation. In order to assess the repeatability of characteristic extraction between intra-observer and inter-observer, 40 patients were randomly selected and the ROI was delineated by two radiologists. Both radiologists had more than three years of experience in prostate ultrasound diagnosis.



Radiomics Feature Extraction

This study used the Dr. Wise Multimodal Research Platform (https://keyan.deepwise.com) (Beijing Deepwise & League of PHD Technology Co., Ltd, 193 Beijing, China) for feature extraction. 1,218 features were extracted from ROI of B-mode and SWE; the extracted features were divided into seven categories: First Order Features, Shape Based, Gray-scale Co-occurrence Matrix(GLCM) Features, Gray-level Size Zone Matrix(GLSZM) Features, Gray-level Run Length Matrix (GLRLM) Features, Gray-Level Distance-Zone Matrix (GLDM) and Neighboring Gray Level Dependence matrix.



Model Construction

Prostate lesions were identified by clinical elements and radiomics characteristics. We used the five-fold cross-validation method to verify the results of training sets and validation sets of different models. With regard to clinical elements, logistic regression models were established by univariate and multivariate logistic analyses to identify the relationship between clinical factors and prostate lesions. In terms of the multiparametric ultrasound-based radiomics model, we attempted to use six kinds of feature-screening methods including F-Test, Pearson Correlation Coefficient, Mutual Information, L1-based, Tree-based models, and Recursive Feature Elimination. Only one of the above methods was used for feature screening each time to build the model. Finally, the L1-based model was selected because of its optimal diagnostic performance. Through analyzing the logistic regression of the selected characteristics weighted by their coefficients, a formula called RAD-SCORE was generated. An integrated clinical-radiomics combined model with the weight of radiomics characteristics and clinical risk factors was established by using multivariate logistic regression and was presented in the form of nomogram.



Statistical Analysis

When establishing the clinical model, the clinical factors were selected by applying univariate logistic regression, and the clinical model was established by introducing the clinical factors with p <0.05 into multivariate logistic regression. In logistic regression, the forward stepwise selection method was adopted. Finally, the clinical model was set up. The area under curve (AUC) with 95% confidence intervals (95% CIs) was used to quantify the performance of each model. Whether the AUC values of the three models were significantly different was determined by employing the DeLong test. The nomogram of the clinical-radiomics model was constructed to improve decision making. Decision curve analysis was conducted to determine the clinical usefulness of the clinical, radiomics and clinical-radiomics combined model. R software (version 4.0.2) and SPSS (version 23.0) were employed to perform analysis.

The entire workflow of this analysis was presented in Figure 4.




Figure 4 | The workflow of this study. (A) Regions of interest were segmented from B-mode ultrasound and SWE. (B) The quantitative imaging texture features were extracted and selected to construct the radiomics model. (C) Clinical risk factors were used to establish the clinical model. (D) At the same time, the radiomics and clinical factors were added to construct the combined clinical-radiomics model. (E) ROC curve analysis and DCA were used to evaluate the performance of the model.






Results


Patient Characteristics

Among the 112 patients, 58 (51.7%) presented with benign lesions, and 54 (48.2%) were diagnosed with PCa. The GS results of all patients were as follows: 3 + 3 = 6 (10 cases); 3 + 4 = 7(nine cases); 4 + 3 = 7 (10 cases); >4 + 3 (25 cases). Table 1 shows the features of all patients.


Table 1 | Characteristics of all patients (n = 112).





Clinical Model

With regard to clinical factors, tPSA, fPSA, and PSAD were important factors for the prediction of PCa based on the univariate logistic regression analysis. According to multivariate logistic analysis, age and PSAD were important (p < 0.05) as independent predictors. The outcomes of the univariate and multivariate logistic regression analysis were presented in Table 2. At the end, a logistic regression classifier was set up according to the clinical characteristics selected. The AUC of the training set was 0.88 (95% CI: 0.82–0.95), accuracy rate was 0.81, sensitivity was 0.75, and specificity was 0.87. The AUC of the validation set was 0.84 (95% CI: 0.76–0.91), accuracy rate was 0.76, sensitivity was 0.67 and specificity was 0.85.


Table 2 | Univariate and multivariate logistic analysis results of clinical factors.





Radiomics Model

Intra-observer and inter-observer consistency for characteristic extraction were assessed by using intra-class and inter-class correlation coefficients (ICCs). Feature extraction of intra-observer and inter-observer showed good reproducibility, with intra-observer ICCs ranging from 0.78 to 0.85 and the inter-observer ICCs ranging from 0.75 to 0.88.

In the training set, after the LASSO algorithm was applied, 1,218 B-mode features were reduced to 20 risk predictors, and corresponding steps were also completed for the SWE data set. Then, after the lasso regression, the total 2,436 features of the two modes were reduced to 20 related features, and the Multiparametric RAD-SCORE was obtained. The sum of the weighted features of B-mode RAD-SCORE, SWE RAD-SCORE and Multiparametric RAD-SCORE are shown in Appendix 1.

The AUC values of the training set of the B-mode RAD-SCORE, SWE RAD-SCORE, and multiparametric RAD-SCORE were 0.97 (95% CI: 0.94–1.00), 0.97(95% CI: 0.94–1.00), and 1.00(95% CI: 0.949–1.00)), respectively. And the AUC values of the validation set were 0.74 (95% CI: 0.65–0.84), 0.80(95% CI: 0.72–0.88) and 0.85 (95% CI: 0.77–0.92), respectively. The ROC curves of the three models were shown in Figure 5.




Figure 5 | ROC of B-mode ultrasound, SWE, and Multiparametric.





Clinical-Radiomics Combined Model

The nomogram of the clinical-radiomics combined model including age, PSAD, and RAD-SCORE is shown in Figure 6. The clinical-radiomics combined model displayed excellent predictive capacity with AUC of 0.91(95% CI: 0.86–0.97) in the training group and 0.89 (95% CI: 0.82–0.96) in the validation group. Despite showing the same diagnostic efficacy as the radiomics model, the clinical-radiomics combined model was better than the clinical model in diagnostic efficacy (p < 0.05). The AUC, accuracy, sensitivity, and specificity of the three models are compared and presented in Table 3. The ROC curves of the three models are compared in Figure 7.




Figure 6 | Nomogram of the combined model for predicting PCa.




Table 3 | AUC results of the clinical, radiomics, and clinical-radiomics combined models for predicting PCa.






Figure 7 | Comparison of ROC curves for differentiation of the three models for predicting PCa.





Decision Curve

The decision curves of the clinical model, the radiomics model, and the clinical-radiomics combined model are shown in Figure 8. According to the decision curve, the clinical-radiomics combined model was more beneficial in a wide range of high risk threshold than the clinical and radiomics models alone in predicting PCa.




Figure 8 | Decision curves of the clinical, radiomics, and clinical-radiomics combined models for predicting PCa.






Discussion

In this study, the development of a multiparametric radiomics classifier was reported for the classification of prostate lesions on basis of co-registration of B-mode ultrasound and SWE. The radiomics model was established by extracting quantitative imaging characteristics and effectively choosing these characteristics. Subsequently, a clinical-radiomics combined model was developed by combining the RAD-SCORE with clinical factors. According to the results, clinical-radiomics combined model can improve the accuracy of PCa predictions both in terms of diagnostic performance and clinical net benefit, compared with evaluating only clinical risk factors or radiomics score associated with PCa.


Clinical Factors Associated With PCa

In previous studies, prostate related clinical factors were identified by researchers to assist with diagnosing PCa and assessing its invasiveness. However, agreement has not been reached. Niu et al. showed that age, PI-RADS version 2 score, and adjusted PSAD were independent predictors of high-grade PCa (HGPCa), with an AUC of 0.83 (22). Fang et al. predicted the presence of PCa and HGPCa by applying clinical factors (age, PSA, fPSA, PV, and TRUS) with or without MRI outcomes. The AUC values for the prediction of PCa with or without MRI were 0.875 and 0.841, respectively, while those for the prediction of HGPCa were 0.872 and 0.850, respectively (23). In a study by Li et al., patients with benign lesions and GS = 6 were grouped into clinically insignificant PCa. After univariate and multivariate logistic analysis, the results showed that age, tPSA, fPSA and clinical factors were important factors for predicting significantly important PCa, with an AUC value of 0.842 (24). Our study also showed that age and PSAD were important predictors of PCa. Considering the total level of PSA and prostate volume, PSAD may have more individualized significance than serum PSA level, as previously reported in the literature (25). However, our results were not completely consistent with the previous studies mentioned above. This may be due to the different clinical factors selected in each study and inconsistent case grouping. Therefore, a more simple and accurate method should be developed for the grouping and scoring of prostate cancer patients.



Some Radiomics Features That Can Discriminate Prostate Lesions

According to the previous studies, hypoechoic lesions have a relatively low ability to predict PCa (26, 27). This may be due to the subjective choice of hypoechoic lesions by the operator, thereby making its reproducibility and representativeness problematic (26, 28). Although hypoechoic lesions of B-mode ultrasound cannot be used as a predictor of PCa, some studies have shown that PCa with hypoechoic lesions may represent high-grade Gleason. According to the report by Nakano Junqueira et al., patients who have received prostatectomy with hypoechoic lesions experienced greatly worse prognosis than those without hypoechoic lesions, despite great differences in Gleason score, PSA, and percentage of positive cores (29). However, previous studies have limitations in the repeatability and representativeness of the quantitative expression of outcomes. The significance of our study is that radiomics can provide a numerical value by quantitative analysis of gray level. Our results showed that the Mean@b (i.e. The average gray level intensity within the ROI) of PCa was lower than that of benign lesions, and the Mean@b can be used as a predictor of PCa. Moreover, the average gray level of different nodules can be obtained by using radiomics, which can provide an objective index for the prediction of PCa.

Variations in cellular composition, fluid content, collagen level, and fibromuscular stroma in different types of prostate lesions may be reflected by quantitative analysis through radiomics. Our study showed that patients with benign lesions displayed lower values in Correlation, which is a value between 0 (uncorrelated) and 1 (perfectly correlated) indicating the linear dependence of gray level values on their respective voxels, with high relative weight. In another parameter of homogeneity, benign nodules displayed higher levels of Gray Level Non-Uniformity Normalized (GLNN), that is the changes of gray-level intensity values in the image, with a lower value reflecting a larger similarity in intensity values, than that of PCa. The above results indicated that the consistency in benign prostatic lesions was lower than that in PCa. The most common benign nodular lesion in the prostate is benign prostatic hyperplasia (BPH), which is usually accompanied by an inflammatory reaction. Inflammatory cells and pro-inflammatory cytokines can be detected in the histopathology of the resected BPH specimens (30). In addition, studies have confirmed that BPH is often characterized by the increased number of cells of different components, not only in the number of gland cells, but also in the number of smooth muscle cells, or may even consist entirely of stromal nodules (31). However, the pathological changes of PCa are mostly because of the increase of the number of cancer cells and the changes of extracellular space (24). Therefore, we speculated that the heterogeneity of cellular components may be the reason for the lower consistency of ultrasound radiomics in benign prostatic lesions than in PCa.

Even before morphological changes are detected by MRI and ultrasound examination, the stiffness of prostate tissue changes early with the effect of desmoplastic reaction or cancer cells infiltrating into the interstitial tissues, leading to PCa tissue feeling harder than normal tissue (32–34). Therefore, current guidelines suggest that SWE can be used as an auxiliary means for TRUS to detect PCa (35). Considering the above factors, we incorporated SWE into the radiomics model in this study. As a rule, in SWE images, the redder the color, the stiffer the tissue, and in the radiomics standards, the redder the color, the higher the gray level. Our study showed that the value of Mean@SWE in PCa was higher, indicating that the nodules of PCa are stiffer, which is consistent with the results of previous studies. Our results also showed that the multiparametric radiomics model combined with B-mode ultrasound and SWE had better diagnostic performance than the single-parametric model, and the AUC can reach 0.85.



Some Advantages of Our Study: Widely Used Radiomics Features and Nomograms

Recently, some studies have compared or combined radiomics, including mpMRI, CT, and prostate specific membrane antigen-positron emission computed tomography (PSMA-PET), with common approaches to assess the diagnostic value of prostate lesions (25, 36, 37). The research focused on the use of mpMRI combined with PI-RADS, which can accurately characterize the prostate index lesions derived from mpMRI by using quantitative image data (38). Another important examination is ultrasound, which not only has the advantage of simplicity, but also plays an indispensable role in prostate biopsy. However, ultrasound-based radiomics studies of prostate lesions are rare. Only Wildeboer et al. reported that the multiparametric classifier combined B-mode, SWE and contrast-enhanced ultrasound (CEUS) radiomics can reach AUC of 0.75, PCa of 0.90 and great PCa, respectively (39). However, this study used unique radiomics characteristics that were inconsistent with the characteristics adopted by most studies. In our study, a more widely used Pyradiomic approach (40) was used to establish a combined model of prostate cancer diagnosis by combining radiomics with clinical factors associated with the diagnosis of prostate cancer. It can be seen that adding RAD-SCORE to the clinical model can improve the diagnostic efficiency and clinical net benefit in PCa diagnosis. As such, the model based on radiomics characteristics is obviously valuable in diagnosing PCa.

Lately, the field of clinical medicine has widely applied the nomogram figure forecast model. A lot of researches associated with this model have been published in the clinical journals with high impacts (41, 42). The nomogram figure forecast model represents a variety of disease risk elements and predicts the prognosis of patients by using risk score, which is more distinct, simple, and easy to understand. Meanwhile, after being used in clinical work effectively, it is conducive to physician–patient communication and an improved physician–patient relationship. In this study, the developed nomogram of the clinical-radiomics combined model offered an intuitive and convenient approach for physicians to diagnose PCa, and will be a new method of auxiliary diagnosis in clinical work.



Limitations

Although the proposed method was used to improve the performance of discrimination between malignant and benign prostate lesions, several malignant ROIs were missed, and several benign ROIs were wrongly categorized as malignant. In the future, the nature of false readings (39) may be clarified further by immunohistochemical techniques. It has been suggested that prostatitis or prostatic hyperplasia, which sometimes occurs simultaneously with prostate cancer, is also considered to promote angiogenesis and change the stiffness of prostate tissue, which may attribute to the false characterization (43, 44). Future analysis including CEUS parameters may help us find more radiomics features of the multiparameter model.

Despite the hopeful outcomes, there were several limitations in this research. Firstly, our results showed that there was no statistical difference in RAD-SCORE among patients with different Gleason scores, which may be due to the small number of enrolled patients. Moreover, this study was a retrospective study conducted at a single institution. Although cross-validation was used to test the model, better evidence for clinical application needs to be obtained by multi-center validation with a larger sample size. Secondly, the Peripheral zone (PZ) and Transition zone (TZ) of the prostate were not separated in this research due to highly malignant diseases in both regions. However, there may be differences between the two regions, including in B-mode ultrasound and SWE (35). Therefore, further investigation is required to expand the size of the research object and distinguish PZ from TZ of the prostate in different ways.




Conclusions

In our study, we developed a radiomics model to discriminate between benign and malignant lesions of the prostate with high diagnostic power and clinical net benefit. Moreover, we proved the feasibility of a multiparametric ultrasound classifier to improve the PCa localization. Using the nomogram to comprehensively consider the radiomics features and clinical factors can provide radiologists with a quantitative and intuitive method to predict PCa with more confidence. Our goal is to further expand the data set so that the performance of the model can be consolidated.
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Appendix 1. Formulas of three radiomics models

B-mode RAD-SCORE: −0.1832+wavelet-HLH_glszm_ZoneEntropy@b×0.5937–logarithm_firstorder_Kurtosis@b×0.5746–wavelet-HLL_firstorder_Minimum@b×0.5204+wavelet-HHH_glszm_ZoneEntropy@b×0.5094–exponential_glszm_SmallAreaHighGrayLevelEmphasis@b×0.4606–wavelet-HHH_firstorder_Kurtosis@b×0.4558+wavelet-HHL_gldm_DependenceNonUniformityNormalized@b×0.4526–wavelet-LHL_gldm_SmallDependenceLowGrayLevelEmphasis@b×0.44+wavelet-LHH_glszm_GrayLevelVariance@b×0.3751–wavelet-HHH_glcm_MaximumProbability@b×0.3649–wavelet-HHL_firstorder_Mean@b×0.3207–wavelet-LHL_gldm_DependenceVariance@b×0.3118+wavelet-HHH_glszm_SmallAreaHighGrayLevelEmphasis@b×0.3083–wavelet-HHH_glszm_ZonePercentage@b×0.2929+original_shape_Elongation@b×0.
2905+wavelet-HHH_glrlm_LowGrayLevelRunEmphasis@b×0.2846+wavelet-HLL_gldm_DependenceNonUniformityNormalized@b×0.2809+ gradient_glszm_SizeZoneNonUniformityNormalized@b×0.2713–wavelet-HHH_firstorder_Mean@b×0.2596+square_glszm_LowGrayLevelZoneEmphasis@
b×0.2353

SWE RAD-SCORE: −0.0836–wavelet-LLH_glszm_ZoneEntropy@swe×0.8769+wavelet-HHH_glszm_ZoneEntropy@swe×0.6888+wavelet-LLL_gldm_LargeDependenceHighGrayLevelEmphasis@swe×0.5955–wavelet-HLL_glszm_LargeAreaLowGrayLevelEmphasis@swe×0.5776–gradient_firstorder_10Percentile@swe×0.4288–wavelet-HHH_firstorder_Mean@swe×0.38–wavelet-LHH_glcm_MaximumProbability@swe×0.3763–wavelet-HLL_firstorder_Skewness@swe×0.3663+wavelet-LHH_glszm_ZoneEntropy@swe×0.3531+wavelet-LHH_glrlm_GrayLevelVariance@swe×0.3201+original_glszm_SizeZone
NonUniformityNormalized@swe×0.3135–wavelet-HHH_firstorder_Skewness@swe×0.2899+wavelet-HHL_glcm_ClusterShade@swe×0.2702–logarithm_glrlm_RunLengthNonUniformity@swe×0.2654–logarithm_glszm_SmallAreaLowGrayLevelEmphasis@swe×0.2582–wavelet-HLL_glcm_MaximumProbability@swe×0.2419+wavelet-HHH_glrlm_ShortRunHighGrayLevelEmphasis@swe×0.2303+wavelet-LHH_glszm_SmallAreaHighGrayLevelEmphasis@swe×0.1917–wavelet-LHH_glszm_GrayLevelVariance@swe×0.1844–wavelet-LLH_glszm_ZoneEntropy×1.4254

Multiparametric RAD-SCORE: -0.2383–wavelet-LLH_glszm_ZoneEntropy@swe×0.7143–logarithm_firstorder_Kurtosis@b×0.6721–wavelet-HLL_firstorder_Minimum@b×0.6536+wavelet-HHL_gldm_DependenceNonUniformityNormalized@b×0.5464+wavelet-HHH_glszm_ZoneEntropy@swe×0.5366–gradient_firstorder_10Percentile@swe×0.532+wavelet-LHH_glszm_ZoneEntropy@swe×0.4812–wavelet-LHL_gldm_SmallDependenceLowGrayLevelEmphasis@b×0.4767–logarithm_glrlm_RunLengthNonUniformity@swe×0.4657–wavelet-HHL_firstorder_Mean@b×0.4663–exponential_glszm_SmallAreaHighGrayLevelEmphasis@b×0.4619+wavelet-LHH_glrlm_LowGrayLevelRunEmphasis@b×0.4544+wavelet-LHH_glszm_GrayLevelVariance@b×0.4479+exponential_glcm_Correlation@
b×0.4148+original_glszm_SizeZoneNonUniformityNormalized@swe×0.4077+
wavelet-HHH_glszm_GrayLevelNonUniformityNormalized@swe×0.3646–wavelet-LHH_glcm_MaximumProbability@swe×0.3372+gradient_glszm_SizeZone
NonUniformityNormalized@b×0.3029–logarithm_glszm_SmallAreaLowGrayLevelEmphasis@swe×0.2991–wavelet-HHH_glrlm_GrayLevelNonUniformityNormalized@swe×0.2899–wavelet-LLH_glszm_ZoneE-ntropy@swe×0.2865
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Objectives

Anaplastic lymphoma kinase (ALK) rearrangement status examination has been widely used in clinic for non-small cell lung cancer (NSCLC) patients in order to find patients that can be treated with targeted ALK inhibitors. This study intended to non-invasively predict the ALK rearrangement status in lung adenocarcinomas by developing a machine learning model that combines PET/CT radiomic features and clinical characteristics.



Methods

Five hundred twenty-six patients of lung adenocarcinoma with PET/CT scan examination were enrolled, including 109 positive and 417 negative patients for ALK rearrangements from February 2016 to March 2019. The Artificial Intelligence Kit software was used to extract radiomic features of PET/CT images. The maximum relevance minimum redundancy (mRMR) and least absolute shrinkage and selection operator (LASSO) logistic regression were further employed to select the most distinguishable radiomic features to construct predictive models. The mRMR is a feature selection method, which selects the features with high correlation to the pathological results (maximum correlation), meanwhile retain the features with minimum correlation between them (minimum redundancy). LASSO is a statistical formula whose main purpose is the feature selection and regularization of data model. LASSO method regularizes model parameters by shrinking the regression coefficients, reducing some of them to zero. The feature selection phase occurs after the shrinkage, where every non-zero value is selected to be used in the model. Receiver operating characteristic (ROC) analysis was used to evaluate the performance of the models, and the performance of different models was compared by the DeLong test.



Results

A total of 22 radiomic features were extracted from PET/CT images for constructing the PET/CT radiomic model, and majority of these features used were based on CT features (20 out of 22), only 2 PET features were included (PET percentile 10 and PET difference entropy). Moreover, three clinical features associated with ALK mutation (age, burr and pleural effusion) were also employed to construct a combined model of PET/CT and clinical model. We found that this combined model PET/CT-clinical model has a significant advantage to predict the ALK mutation status in the training group (AUC = 0.87) and the testing group (AUC = 0.88) compared with the clinical model alone in the training group (AUC = 0.76) and the testing group (AUC = 0.74) respectively. However, there is no significant difference between the combined model and PET/CT radiomic model.



Conclusions

This study demonstrated that PET/CT radiomics-based machine learning model has potential to be used as a non-invasive diagnostic method to help diagnose ALK mutation status for lung adenocarcinoma patients in the clinic.
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Introduction

Lung cancer is the most common cause of cancer mortality worldwide, and non-small cell lung cancer (NSCLC) accounts for approximately 85% of all lung cancers (1). Treatment options for NSCLC greatly developed in the last decades with the advance in targeted therapies against mutated genes, such as epidermal growth factor receptor (EGFR), anaplastic lymphoma kinase (ALK), ROS proto-oncogene 1 (ROS-1) and v-raf murine sarcoma viral oncogene homolog B (BRAF) (2–7). All these activating mutated-genes can be targeted with FDA-approved drugs. To identify these patient subsets with the specific mutated genes, reliable biomarker testing is needed to identify the different genetic subtypes of lung cancers. The frequency of ALK mutation in NSCLC patients is about 5% in the western and about 4.9% in the Asian population, especially higher in lung adenocarcinomas patients (6.0%) (8). ALK mutation detection has been widely used in clinic for NSCLC patients (8).

Currently, several different techniques can be used to identify ALK-rearranged lung cancers, such as immunohistochemistry and fluorescence in situ hybridization (9, 10). However, there are several limitations to these techniques in the detection of ALK mutation. First, these examinations are based on surgical specimens or biopsies, which will exclude patients not suitable for surgery and also biopsy. Second, due to the heterogeneity of tumor tissues (11, 12), most sites in the tumor tissues could not be examined, which greatly affects the accuracy of conventional ALK mutation examination. Therefore, a non-invasive and more reliable tool for ALK mutation examination is urgently needed.

Recently, radiomic analysis based on data derived from clinically medical images has been used to analyze tumors, including tumor heterogeneity, gene mutation status, and response to treatments (13, 14). Conventional imaging evaluation of tumor lesions typically includes only lesion size, location, and enhancing characteristics. By contrast, radiomic analysis extracts highly detailed features from clinical images to tumor lesions, including tumor texture, shape and intensity (15). Thus, radiomic analysis has become an alternative method to evaluate tumors and also predict gene mutation status for lung cancer patients. A large number of studies have shown that the radiomic analysis can be used to predict the mutation status of several oncogenes (16, 17). Currently, most studies in lung cancer have been done in primary tumors using computed tomography (CT) images (18–22). For example, Gevaert et al. used CT images-based signature of primary lung tumors to predict EGFR mutation status (23). Liu et al. used a set of five CT-based features to predict EGFR mutation status (16). Arbour et al. showed that ALK rearranged NSCLC primary tumor CT imaging features are different from those of EGFR mutated or wide type NSCLC (3). Recently, Song et al. developed a machine learning model based on CT radiomic features to predict ALK rearrangement status for lung adenocarcinoma patients (24).

However, positron emission tomography/computed tomography (PET/CT) radiomic features of lung adenocarcinoma have not been well studied. In our previous studies, we demonstrated that lung adenocarcinoma tumors with micropapillary or solid contents have a higher maximum standard uptake value (SUVmax) and correlate with lymph node metastasis based on PET/CT images (25). Furthermore, we also found that the SUVmax of 18FDG PET/CT can be used to predict the histological grade of lung adenocarcinoma (26). Besides, we demonstrated that combining 18FDG PET/CT metabolic parameters and clinical parameters can be used to predict ALK and ROS-1 mutation in NSCLC patients (27).

To the best of our knowledge, this is the first study using PET/CT radiomic approaches and a machine learning model to predict the ALK mutation status in lung cancer primary tumors. We collected PET/CT images of lung adenocarcinoma patients, segmented the images, extracted radiomic features, and used machine learning algorithms to classify the mutation status. Here, we proposed that a novel machine learning model based on radiomic features of PET/CT images and clinical characteristics could be used to predict ALK mutation status in lung adenocarcinoma patients.



Materials and Methods


Patients Selection

We retrospectively identified 631 lung adenocarcinoma patients treated at our hospital between February 2016 and March 2019 who underwent PET/CT scan as well as surgery or biopsy treatments and tested for ALK mutation in primary tumors. Histological tumor slides were reviewed by two pathological specialists who have rich experience in the examination of lung tumors. The criteria used to select patients includes: (1) all patients were examined on a Siemens PET/CT machine with the same collection conditions; (2) all the cases included in this study had pathological results from surgery or biopsy specimens, and all underwent ALK genetic testing, and the surgery was completed within 2 weeks after PET/CT examination; (3) medical history of patients was complete, and the image collection was complete. The criteria used to exclude patients includes: (1) patients who had undergone radiotherapy, chemotherapy, or targeted drug therapy for lung adenocarcinoma before PET/CT examination (38 cases); (2) multiple tumor nodules in the lung or multiple tumors in other parts of the body (15 cases); (3) tumor lesions were close to the center and could not be separated from the adjacent hilar anatomy (10 cases); (4) PET/CT images with poor quality and artifacts affected the diagnosis (42 cases). According to the final pathological results, the included cases were divided into ALK-positive group and ALK-negative group. The detailed process of screening and grouping of lung adenocarcinoma cases is shown in Figure 1. This retrospective study followed a protocol approved by the Institutional Review Board at Shanghai Chest Hospital and the need for informed patient consent was waived.




Figure 1 | Flowchart of lung adenocarcinoma patient selection.





Positron Emission Tomography/Computed Tomography Scan Procedures

All 631 selected patients were examined by Biograph mCT-S PET/CT (Siemens) and the scanning conditions and parameters are set to be consistent. The imaging agent 18F-FDG was produced by Shanghai Atom Kexin Pharmaceutical Co., Ltd, with PH value is about 7.0 and radiochemical purity > 95%. Patients were examined with blood glucose less than 7.8 mmol/L. The amount of imaging agent injected according to the standard is 0.10–0.15mCi/kg. The parameters of the CT scan were set as voltage = 120 kV, the milliamp seconds are automatically adjusted according to CARE Dose, and the image acquisition is 5 mm thick per layer and reconstructed to a 512 × 512 matrix (voxel size: 0.98 × 0.98 × 3.0 mm3). CT scan was taken first, followed by a PET scan. PET scan used 5 beds, each bed lasts about 120 s, the layer thickness was 5 mm. After the whole-body PET/CT scan, a thin high-resolution CT (HRCT) scan with a layer thickness of 1.0 mm was performed. The matrix size of all PET reconstruction was 200 × 200, and the anisotropic voxel was 4.07 × 4.07 × 3.0 mm3. The PET images were attenuated by CT data and reconstructed by TrueX+TOF. Finally, the reconstructed PET and CT images were fused and transmitted to the post-processing platform.



Processing and Analysis of Positron Emission Tomography/Computed Tomography Images

The ITK-SNAP 3.8.0 software (www.itksnap.org) was employed to obtain the volume of interest (VOI). Firstly, PET images with 5mm slice thickness and HRCT images with 1 mm slice thickness from the workstation (DICOM format) were imported into the ITK-SNAP software to draw the primary lung cancer lesions in multi-plane modes including cross-section, sagittal plane, and coronal plane. After all the images were preprocessed, the images were resampled to 1×1×1 mm3, and grey discretization were performed to the images with 8 fixed bin numbers. Lung cancer lesions on CT with 1mm slice thickness or PET images were drawn on a dimensional interface. The region of interest (ROI) was sketched by two nuclear radiologists with more than 10 years of diagnostic experience without knowing the pathological results. For delineation on CT images, we observed the lesion on a window width of 1,600 HU and a window position of −600 HU. Then the boundary of the lung cancer was drawn semi-automatically, and slowly adjusted manually. For the delineation of PET image, refer to the CT boundary, the SUV threshold was set to 40% VOI by referring to the standard values in the TrueD tool suite of Siemens MMWP workstation, and manually sketched the three-dimensional ROI of lung cancer using the “adaptive brush” semi-automatic sketching tool on ITK-SNAP. When the lesion was close to the hilar blood vessels, the CT boundary had been delineated with reference to PET. To show the heterogeneity of lung cancer, necrosis, bleeding, calcification and burrs were included in the ROI drawing. If there was an inflammatory lesion around the lesion, the pulmonary inflammatory lesions had been excluded.



Image Pre-Processing and Feature Extraction

Based on PET/CT images, PET images displayed molecular metabolic information of lung adenocarcinoma lesions, while CT images displayed morphological features. The original images of PET images with 5 mm slice thickness and breath-hold thin-layer CT images with 1 mm (DICOM format) as well as the outlined lesions for every lung adenocarcinoma were imported into the Artificial Intelligence Kit software (A.K. software; GE Healthcare, China), two pre-processing techniques were used to improve the recognition of image textures. First, all the images were resampled to 1 × 1 × 1 mm3 voxels via linear interpolation. Second, the images were normalized into standardized intensity ranges by z-score transformation with a mean value of 0 and a standard deviation value of 1. A total of 402 features were extracted, including 42 histogram features, 11 grey level size zone matrix (GLSZM) features, 15 form factor features (refer to shape characteristics, such as sphericity of VOI and density of VOI), 154 gray level co-occurrence matrix (GLCM) features and 180 run length matrix (RLM) features. All the features were extracted by AK software, and the algorithm used in the AK software are IBSI compliant (28). The consistency of lesions segmentation between two nuclear medicine doctors was evaluated by calculating the intra- and inter-class correlation coefficients (ICCs) of the extracted PET/CT radiomic features of 50 random cases picked from 526 enrolled patients. The first nuclear medicine doctor sketched the PET/CT features twice in two months and the radiomics features were extracted to assess the intra observer ICCs; the second nuclear medicine doctor extracted the imaging features once and then assess the inter observer ICCs between two doctors. ICCs > 0.75 indicated good consistency (29), and the first doctor finished the remaining segmentation (Supplementary Table S1). The final selected features which were used to construct PET/CT model were explained as Supplementary Table S2.



Feature Extraction, Subsampling, Radiomics Signature Construction, and Model Validation

All patients were randomly divided into training group and test group at a ratio of 7:3. In the training group, to get a balance data distribution, a synthetic minority oversampling technique (SMOTE) was applied to sample generation of minority group from the joint weighting of optimal features. Then minimum redundancy and maximum correlation (mRMR) was used to select features with high correlation with ALK mutation and without redundancy. Least absolute shrinkage and selection operator (LASSO) logistic regression was performed to select the most distinguishable feature subsets in the training group. The workflow of radiomic analysis was shown in the Figure 2. Three different radiomic models based on radiomic features of PET and CT images, including PET + CT radiomic model, CT radiomic model and PET radiomic model were established respectively to predict ALK mutation in lung adenocarcinoma (Figure 3, Supplementary Figures S1 and S2). Radiomic score (radscore) was calculated by summing the selected features weighted by their coefficients and the radscore of each patient was calculated. The formula of radscore calculation was provided in the Supplementary Methods. The ROC curve was used to evaluate the diagnostic efficacy, and the critical value was taken when the Youden index was at its maximum (30). The sensitivity, specificity, and accuracy of predicting ALK mutation in lung adenocarcinoma were calculated, and the model was verified in the test group. DeLong test was performed between the three models to determine whether the area under the curve (AUC) values of the three radiomic models for predicting ALK mutation were statistically different. Finally, 100-folds leave-group-out cross-validation (LGOCV) was performed to verify the reliability of our results in PET/CT groups.




Figure 2 | The workflow of radiomic analysis. Feature extraction: AK software (402), 402 means the total number of extracted features from AK software. ROI, region of interest; GLCM, gray level co-occurrence matrix; GLSZM, grey level size zone matrix; RLM, run length matrix; mRMR, minimum redundancy and maximum correlation; LASSO, least absolute shrinkage and selection operator; ROC, receiver operating characteristic.






Figure 3 | Construction of a PET/CT radiomic model based on PET/CT images. (A) the Selection of the tuning parameter (λ) in the LASSO model via 10-fold cross-validation based on minimum criteria. Binomial deviances of the LASSO regression cross-validation model are plotted as a function of ln (λ). The y-axis shows binomial deviances and the lower x-axis the ln (λ). Feature numbers along the upper x-axis indicate the number of features via the change of λ. (B) The final retained features selected by mRMR, y axis was the retained features and x axis shows the corresponding LASSO regression coefficients of them. The fitted coefficients of the features plotted vs. ln (λ). (C) Representative results of PET/CT radiomic model for predicting ALK rearrangement in training (left) and testing (right) group of lung adenocarcinoma patients. 0, negative ALK rearrangement; 1, positive ALK rearrangement. (D) Cross-validation analysis showed that PET/CT radiomic model has good reliability to predict ALK rearrangement in training (left) and testing (right) group of lung adenocarcinoma patients.





Collection of Clinical Characteristics for Lung Adenocarcinoma

Two nuclear medicine doctors with more than 10 years of experience in chest diagnosis evaluated the PET/CT images. A total of 16 clinical factors in lung adenocarcinoma were collected (Table 1) including lobulation, burr, calcification, air bronchial sign, vacuolar sign, ground glass composition, pleural effusion, pleural traction, maximum length, location, SUVmax of primary tumors, age, sex, pre-treatment carcinoembryonic antigen (CEA), smoking history and clinical stage. Regarding the clinical factors, the smoking status was simply a binary variable in this study, including current smoker (1) versus non-smoker (0). The definition of smoking status was based on following criteria, current smokers include smokers (patients have been smoking) and ex-smokers (patients stopped smoke > 15 years, but have history of smoke > 10 pack-years), while non-smokers include patients never or smoked < 100 cigarettes in their lifetime. Tumor location is consistent with lung distribution include right upper lobe, right middle lobe, right lower lobe, left upper lobe, left lower lobe. CEA (ng/ml) is calculated according to the value measured by immunoassay method. Clinical stage is divided into stage I, II, III, and IV; CT evaluation indexes of lesions: burrs refer to high-resolution CT judgment on the lung window, thorny and radial protrusions around the lung tumor lesions; lobes refer to tumor edges are not smooth and protruding outward, uneven; pleural adhesion refer to the pleura or visceral pleura is stretched and shrinks towards the lung cancer; air bronchus signs refer to the HRCT lung window, combined with multi-planar reconstruction technology, if it can show bronchial shadow is defined as air bronchial signs; vacuolar sign refer to gas shadow seen in tumor lesions, generally less than 5 mm; calcification refer to the high-density shadow observed on the mediastinal window; ground glass composition refer to a cloud-like or ground glass opacity on the HRCT lung window, vascular lesions which may be displayed or bronchial movies; maximum length (cm) refer to primary lesion measuring the longest diameter on lung window; the PET image measuring metabolic indicator is SUVmax, measurement of lesion maximum standardized uptake value on PET.


Table 1 | Clinical features of 526 patients enrolled in this study.





Construction of the Individualized Prediction Model

Chi-square test, Student t-test and Mann-Whitney U test were applied to clinical features. The variables with p-value < 0.1 were included in the univariate logistic regression to calculate the odd ratio (OR) value and p-value of clinical features. By combining radiomic features with clinical features, we further constructed an integrated mode (PET/CT radiomics + clinical). The clinical model was constructed based on clinical features to predict ALK mutation status, by Chi-square test or Wilconxon test and univariate logistic test. Clinical variables contributing significantly to the model were also incorporated as well as radiomics score into a multivariate logistic regression to establish nomogram. Meanwhile, the variance inflation factor (VIF) was used for collinear analysis, removing factors with VIF > 10. The independent predictive risk factors were applied to construct the nomogram.



Statistical Analysis

IBM SPSS 25.0 (http://www.ibm.com) and R language software (version 3.5.1, http://www.R-project.org) were used for statistical analysis. The optimal cutoff value was the point on the ROC curve with the largest positive likelihood ratio in the training dataset and was used for the validation dataset. A calibration curve was used to assess the consistency between the radiomics nomogram and the observed value, the Hosmer-Lemeshow test was applied to evaluate the difference. The decision curve was used in the test group to evaluate the clinical utility of the integrated model to predict ALK mutation in lung adenocarcinoma.




Results


Patient Enrollment

A total of 526 patients with invasive lung adenocarcinoma were selected. Postoperative pathology confirmed 109 cases of ALK-positive, accounting for 20.7% of the total, 417 cases of ALK-negative, accounting for 79.3%. (Figure 1). All the patients were randomly subjected to training cohort (7/10) and testing cohort (3/10).



Extraction and Selection of Features Derived From Positron Emission Tomography/Computed Tomography Images

A total of 402 radiomic features were extracted. The mRMR was used to select the most distinguishable features. The inter- and intra-observer correlation coefficients show that 256 and 314 of 402 radiomics were identified as good reproducibility (ICC > 0.75) for the CT group and PET group respectively. First, 30 features were retained after mRMR analysis (Figure 3A). Then, a total of 22 PET/CT radiomic features were identified as robust by LASSO logistic regression for constructing model (Figure 3B).

The radscore distribution between negative and positive ALK mutation patients in the training group and test group respectively were shown in Figure 3C, Supplementary Figures S1C and S2C, we found that all 3 radiomic models can predict the ALK mutation status in lung adenocarcinoma patients (Table 2). We further used cross-validation analysis to investigate the reliability of the PET/CT model (Figure 3D).


Table 2 | The performance of radiomic models in training and testing groups.





Radiomic Models: Performance and Validation

We use ROC analysis to evaluate the performance of 3 different models and found that every model can predict the ALK mutation status (Figure 4). For example, the AUC based on the PET/CT radiomic model, is 0.85 (95% CI: 0.80–0.90) in the training cohort and 0.86 (95% CI: 0.78–0.94) in the test cohort, respectively; the AUC based on the CT radiomic model is 0.84 (95% CI: 0.81–0.88) in the training cohort and 0.80 (95% CI: 0.70–0.89) in the test cohort, respectively, the AUC based on the PET radiomic model is 0.84 (95% CI: 0.81–0.87) in the training cohort and 0.82 (95% CI: 0.73–0.91) in the test cohort, respectively. Although the AUC value of ROC curve in PET/CT radiomic model is higher than the other two models, there is no significant difference between every two groups (Supplementary Table S3, DeLong test).




Figure 4 | ROC curve analysis of three radiomics models, PET/CT, CT, and PET in training group (A) and testing group (B), respectively.





Integrated Clinical and Radiomic Model: Performance and Validation

After clinical model screening, we found that age, burr, pleural adhesion, maximum length, pleural effusion, calcification, ground glass opacity and tumor grade were associated with ALK mutation status by univariate logistic analysis in the training cohort (Supplementary Table S4). We further analyzed the 8 clinical features using multivariate logistic, and found 3 clinical variables with significant influence on the model (age, burr and pleural effusion), among which 2 clinical features (age and pleural effusion) were independent predictors of ALK mutation status (Supplementary Table S5). The ROC curve analysis results of the three models were shown in Figure 5A. The performances of the integrated model and PET/CT radiomic model were very close in both the training cohort and test cohort (Table 2). In both cohorts, the integrated model achieved the best performance with AUC = 0.87 in the training cohort and AUC = 0.88 in the test cohort (Table 2). A statistically significant difference in AUC was found between the integrated model and the clinical model with the DeLong test (p <0.001), and also between the PET/CT radiomic model and the clinical model (p = 0.023) by DeLong test in the training cohort (Supplementary Table S6, DeLong test). However, there was no significant difference between the integrated PET/CT + clinical model and PET model or CT model alone.




Figure 5 | Evaluates the performances of integrated PET/CT radiomics-clinical model. (A) Receiver operating characteristic (ROC) curves of predictive performances of different methods in the training cohort (left) and test cohort (right). The curves of 3 colors represent different models: red, PET/CT radiomics + clinical model; blue, PET/CT radiomics model; green, clinical model. AUC, area under the curve. (B) Nomogram for ALK mutation prediction. The nomogram was developed by integrating radiomic score with 3 significant clinical features (age, burr and pleural effusion). The probability of each predictor can be converted into the “points” scale at the top of the nomogram. By sum up the points for each predictor and locate in the “Total points” scale, we can predict the probability of ALK mutation in the “Risk” scale. (C) Calibration curve with Hosmer-Lemeshow test of the nomogram in the training cohort (left panel) and test cohort (right panel). Calibration curve shows the calibration of the model in terms of consistence between predicated risk of ALK mutation and real observed ALK mutation status. The x-axis represents the predicted risk of ALK mutation and y-axis represents the real ALK mutation status. (D) Decision curve analysis for the nomograms. The y-axis measures the standardized net benefit. The net benefit is calculated by adding up the true positive results and subtracting the false positive results, weighting the latter by a factor relevant to the relative harm of an undetected cancer compared with the harm of unnecessary treatment. The red line represents the PET/CT radiomics and clinical features model, the green line represents the PET/CT clinical features model, the gray line represents the assumption than all patients are negative for ALK mutation and the blue line represents the assumption that all patients are positive for ALK mutation.



Further, we built a nomogram to predict the presence of ALK mutation (Figure 5B). The calibration curves of the nomograms were shown in Figure 5C. This curve showed the good calibration of the nomogram in terms of the agreement between the estimated and the observed ALK mutation status in the training cohort (p = 0.142) and test cohort (p = 0.254). Finally, we token steps to evaluate the clinical usefulness of these models by decision curve analysis, as shown in Figure 5D, the benefits of an integrated model based on radiomics and clinical features were relatively higher than model based on clinical features alone, especially between 20–80% high risk threshold.




Discussion

The application of tyrosine kinase inhibitors against specific gene targets (EGFR, ALK and ROS1) has revolutionized the treatment for lung adenocarcinoma (31). ALK inhibitors, such as Crizotinib and Ceritinib, have been widely used to treat cancers with mutations of ALK, especially for non-small cell lung cancers (32, 33). For example, a small subset of lung cancer patients with rearrangements of ALK or ROS1 genes are sensitive to ALK inhibitors (34, 35). Therefore, the screening of patients with ALK mutation has become a routine test in NSCLC treatments. Currently, four primary tools for detecting ALK rearrangement have been used in the clinic, including fluorescence in situ hybridization, immunohistochemical staining, reverse transcription-polymerase chain reaction (RT-PCR) and next-generation sequencing (36). Each of these techniques has both its advantages and limitations (37). For example, ALK rearrangements with distinct breakpoints and multiple fusion partners (38). Also, all these examinations need biopsy or surgical tumor specimens. Accordingly, these traditional ALK tools usually present a significant technical challenge. In order to non-invasively identify patients with ALK mutations, this study intends to develop a predictive radiomic model based on PET/CT images.

Recently, several machine learning models based on CT images and clinical features have been developed to predict ALK rearrangement in lung adenocarcinoma (24, 39). The aim of the current study is to construct a machine learning model that can be used to non-invasively and automatically detect ALK mutation based on PET/CT images from tumor lesions of lung adenocarcinoma patients and clinical characteristics of these patients. First, we constructed 3 different models using PET/CT, CT and PET radiomic features, respectively. Our findings showed that the PET/CT radiomic model is slightly better than the other two models to predict ALK mutation, but there is no significant difference between each of the two models, which suggests that our new model based on PET/CT radiomic features has advantage to predict ALK mutation status with the highest AUC value (0.86) in the test cohort. There are two PET radiomic features have been selected to construct PET/CT model. First, the PET_Percentile10 in statistics indicates that the value below which a given percentage of observations in a group of observations fall 10%. Second, the PET_differenceEntropy means the randomness/variability in neighborhood intensity value differences. The final retained features used in our model includes more CT radiomic features than PET radiomic features after mRMR and LASSO selection, which may be because the images used for delineation in this study are 5mm PET images and 1mm thin-layer resolution CT images. The extracted 1 mm CT images have higher resolution than 5 mm PET images, which also suggests that adding a thin layer of 1 mm CT scan in conventional PET/CT scans can help to extract more features.

We further took steps to build an integrated model by combining PET/CT radiomic features with clinical characteristics and found that this integrated model has the advantage to predict ALK mutation with the highest AUC value (0.87) in our training cohort, which is slightly higher than the AUC value (0.85) in the training cohort from PET/CT radiomic model but there is no significant difference between these two models. Notably, the integrated model has a significant advantage to predict ALK mutation status compared to the clinical model (AUC = 0.76).

There are several limitations in the current study. First, one of the limitations of this study is that the model was constructed based on the images that acquired and processed in the same way. Parameter consistency is both our weakness and our strength, and the data of different parameters need to eliminate the batch effect of data (40). We will collect more data that acquire in different parameters to validate the generalization of this model in our next study. Second, this predictive model was constructed based on PET/CT scans from a selected population of lung adenocarcinoma patients in one single medical center, results derived from this model cannot represent broad ALK mutation status of the general lung adenocarcinoma population. Therefore, the predictive effect of this model needs to be validated in independent cohorts from multi-centers. Third, ALK rearrangements are almost always mutually exclusive with other driver mutations, such as EGFR and KRAS mutations in lung adenocarcinoma. Therefore, the mutation of other frequently mutated genes in lung adenocarcinoma needs to be counted in future studies. Last, only two PET features were employed to build this model compared to 20 CT features, and there is no significant difference between PET/CT radiomic model and CT radiomic model, which means that this model was built mostly on CT images-based structural features rather than PET images-based metabolic features. Therefore, more PET features should be extracted and selected to develop a more powerful model in the future.

As several other studies have pointed out previously that there is no “one fits all” approach, although several machine learning algorithms have been employed in radiomics model development for feature selections (41–45). Nevertheless, the integrated model developed in the current study may serve as a preliminary model to support future prospective studies using machine learning algorithms to identify ALK mutation status for lung adenocarcinoma patients. Future studies should be performed with a larger scale of sample size and external cohorts to validate our results.



Conclusions

In conclusion, this study highlights the feasibility of non-invasively detecting ALK genetic status in lung adenocarcinomas using a machine learning model based on combined PET/CT radiomic features and clinical characteristics. The detection of ALK mutation status using this approach might be useful for informing treatment strategies for lung adenocarcinoma patients.
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Background and Purpose

It is extremely important to predict the microvascular invasion (MVI) of hepatocellular carcinoma (HCC) before surgery, which is a key predictor of recurrence and helps determine the treatment strategy before liver resection or liver transplantation. In this study, we demonstrate that a deep learning approach based on contrast-enhanced MR and 3D convolutional neural networks (CNN) can be applied to better predict MVI in HCC patients.



Materials and Methods

This retrospective study included 114 consecutive patients who were surgically resected from October 2012 to October 2018 with 117 histologically confirmed HCC. MR sequences including 3.0T/LAVA (liver acquisition with volume acceleration) and 3.0T/e-THRIVE (enhanced T1 high resolution isotropic volume excitation) were used in image acquisition of each patient. First, numerous 3D patches were separately extracted from the region of each lesion for data augmentation. Then, 3D CNN was utilized to extract the discriminant deep features of HCC from contrast-enhanced MR separately. Furthermore, loss function for deep supervision was designed to integrate deep features from multiple phases of contrast-enhanced MR. The dataset was divided into two parts, in which 77 HCCs were used as the training set, while the remaining 40 HCCs were used for independent testing. Receiver operating characteristic curve (ROC) analysis was adopted to assess the performance of MVI prediction. The output probability of the model was assessed by the independent student’s t-test or Mann-Whitney U test.



Results

The mean AUC values of MVI prediction of HCC were 0.793 (p=0.001) in the pre-contrast phase, 0.855 (p=0.000) in arterial phase, and 0.817 (p=0.000) in the portal vein phase. Simple concatenation of deep features using 3D CNN derived from all the three phases improved the performance with the AUC value of 0.906 (p=0.000). By comparison, the proposed deep learning model with deep supervision loss function produced the best results with the AUC value of 0.926 (p=0.000).



Conclusion

A deep learning framework based on 3D CNN and deeply supervised net with contrast-enhanced MR could be effective for MVI prediction.





Keywords: hepatocellular carcinoma, microvascular invasion, convolutional neural network, deeply supervised network, contrast-enhanced MR



Introduction

Hepatocellular carcinoma (HCC) has become the fourth most common cause of cancerous death in the world (1). Microvascular invasion (MVI) of HCC has been shown to be a key predictor of recurrence and poor prognosis. Furthermore, preoperative knowledgement of MVI of HCC can be helpful in deciding treatment strategy and patient management (2). However, MVI is not similar to the macrovascular invasion, which can be evaluated by radiologic images. The gold standard of MVI information is generally determined by the histopathological characteristics of HCC lesions (3, 4). Therefore, it is desirable to develop a preoperative method for MVI prediction with non-invasive assessments.

Many studies focus on imaging findings of preoperative imaging to predict MVI of HCC. Numerous clinical features, including tumor size, edge smoothness, capsule, tumor peripheral enhancement, multifocality, apparent diffusion coefficient (ADC), alpha-fetoprotein (AFP), 18F-deoxyglucose (18F-FDG), have been shown to be helpful for the preoperative prediction of MVI (5–7). However, these radiologic features for MVI prediction were shown in inconsistent conclusions in different studies (8). Recently, Wei et al. (9) prospectively evaluated the potential role of intra voxel incoherent motion (IVIM), and demonstrated that the D value obtained by the IVIM model was better than the ADC used to evaluate the MVI of HCC, while it is reported that the tumor edge, enhancement mode, tumor capsule, and enhancement around the tumor have no predictive effect on the MVI in MR imaging characteristics. In addition, those radiologic findings are generally limited by individual experience, which may have inter-observer errors and be insufficient for MVI prediction.

Recently, radiomics has been widely utilized as non-invasive predictive biomarker in clinical practice (10), which has also been successfully applied in MVI prediction (10). Peng et al. (11) proposed an imaging radiomics model to predict the MVI risk of HCC before surgery, in which 980 candidate imaging radiomics features were obtained from the arterial and portal vein phases and significantly correlated with the MVI status. Bakr et al. (12) also proposed a non-invasive imaging radiomics model, including 717 quantitative features from arteries, portal veins, and delayed phases of contrast-enhanced CT images for MVI prediction of HCC. Feng et al. (13) developed a radiomics model for preoperative MVI prediction. Ma et al. (14) also proposed and validated an imaging radimoics model to use contrast-enhanced CT images to predict preoperative MVI in HCC patients. Xu et al. (15) recently analyzed the contrast-enhanced CT based on radiomics analysis to predict MVI and outcome in HCC, and demonstrated that the combination of radiological and imaging radiomics features could produce better performance in predicting MVI. In addition, there also have been some reports about radiomics predicting MVI based on ultrasound images (16, 17). As pointed out by the recent study (8), researchers currently construct radiomics models based on single modality image data, and the use of multimodality for MVI prediction has not to be investigated. In addition, due to the sensitivity of imaging radiomics features to acquisition methods and reconstruction parameters, the imaging radiomics features are very unreliable to be widely used in clinical practice (18).

The deep features obtained by direct learning from medical imaging data have been shown to be superior to traditional imaging radiomics features, which have been widely used in medical imaging analysis and clinical lesion characterization (19). As a new feature descriptor, deep feature is a result of autonomous learning compared with the traditional morphological texture feature, which avoids the typical drawback in the design of manual features (20, 21). Convolutional neural network (CNN) is currently the most successful type of deep learning model in image analysis (22). It has exhibited remarkably high performance in the diagnosis of liver fibrosis and liver masses (23, 24). Therefore, deep feature derived from CNN may be advantageous for tumor characterization. Inspired by the work of deep learning with multiple modalities combined to generate complementary improvements than single modality (25), it can be anticipated that the relationship between multiple phases of contrast-enhanced images can be learned by deep convolutional networks with multiple modalities and the learned deep features presentation from multiple phases of contrast-enhanced images may be useful for MVI prediction.

To this end, we preliminarily propose a deep learning network structure based on 3D CNN, which extracts HCC discriminant image features from multiphase images of contrast-enhanced MR for MVI prediction. Specifically, we first carefully evaluate the representation performance of 3D deep features in each phase, and then use feature concatenation to take advantage of the discriminative features from contrast-enhanced MR. Finally, we design a loss function for deep supervision of features from different phases of contrast-enhanced MR to achieve the best MVI prediction.



Material and Methods


Dataset and Preprocessing


Study Population

The present study has been approved by the local institutional review board, and the patient’s informed consent has also been obtained. In the time from October 2012 to October 2018, a total of 1114 consecutive patients were diagnosed as HCCs based on pathological results at our hospital. The inclusion criteria for this study were as follows (Figure 1): a) without prior treatment including microwave ablation (MWA), selective internal radiation therapy (SIRT), radiofrequency ablation (RFA), or transcatheter arterial chemoembolization (TACE); b) HCC was confirmed by evaluating surgical specimens; c) MR imaging examination should be performed no earlier than 1 month before the surgery. In addition, the exclusion criteria of cases are as follows: a) without MR imaging examination before hepatectomy; b) without contrast-enhanced MR imaging examination before hepatectomy; c) small HCCs lesions less than 10mm in diameter; d) MR images with severe artifacts. Specifically, we excluded small HCC with tumor diameter smaller than 10mm because of the difficulty in determining its 3D region on MR. Furthermore, surgical resection is rarely used for such small lesions and the pathological information is often unavailable.




Figure 1 | Flow chart of patients’ recruitment for the study. TACE, transcatheter arterial chemoembolization; RFA, radiofrequency ablation; MWA, microwave ablation; SIRT, selective internal radiation therapy.





MRI Protocol

Gd-DTPA-enhanced MR imaging of patients were conducted by two kinds of 3.0T MR scanners, including Signa Excite HD 3.0T (GE Healthcare, Milwaukee, WI, USA) with breath-hold axial LAVA (liver acquisition with volume acceleration, LAVA) protocol and Achieva 3.0T (Philips Medical Systems, Netherlands) with axial e-THRIVE (enhanced T1 high-resolution isotropic volume excitation sequence, e-THRIVE) protocol. The bolus injection rate of the contrast agent Gd-DTPA (Magnevist, Bayer-Schering Pharma AG) was set to 2.5ml/s, and the contrast dose of each patient was 0.025mmol/kg body weight (0.1 ml/kg), and 15 ml of saline were subsequently flushed through the power injector at a rate of 2 ml/s for each patient. The contrast-enhanced MR image consisted of images of arteries, portal veins, and delayed phases. Ideally, contrast-enhanced MR images could be obtained at 25–30, 45, and 70 s after Gd-DTPA injection during breath-holding. The parameters of the two different scanners were shown in Table 1.


Table 1 | Parameters of two MRI scanners.





Clinical and Pathological Characteristics

Table 2 summarizes the baseline clinical and pathological characteristics of all patients. The pathological diagnosis of HCC was based on surgically resected specimens, and the histological information of HCC was retrieved from archived clinical histology reports. The gold standard for diagnosis of MVI was pathological diagnosis which was based on surgically resected specimens. MVI positive was defined as tumor cells in blood vessels lined by endothelium that was visible only under the microscope. In addition, other pathological features were also evaluated, such as Edmondson-Steiner tumor grade.


Table 2 | Clinical characteristics of patients in training and validation cohorts.





Volumetric Region Extraction and Data Augmentation

All MR images were transferred to a workstation (Precision T7610; Dell Inc, Austin, USA) for postprocessing. A radiologist with 15 years of experience and another with 5 years of experience separately analyzed the tumor regions of interest (ROI) in medical images. The volumetric tumor regions were manually extracted by the in-house software implemented by Matlab (26). The training process of deep learning networks usually requires thousands of samples to complete. Data augmentation used the image resampling method (27) to extract more 3D samples from the current limited tumor sample area. First, the three-dimensional cube area of the tumor was manually extracted, which was placed at the center of mass of the 3D HCC. Note that the volumetric region contains the whole tumor and it also includes the area of non-tumor liver that outsides the tumor boundary to inside the volumetric cube. Due to the different sizes of tumors, all extracted cube tumor regions were normalized to a preset size (for example, 32×32×32), and many relatively small cubes (for example, 16×16×16) overlapping blocks can be extracted as the sample to train the network. Specifically, a 3D block with a size of 16×16×16 was centered on the centroid of the tumor, and then a translation (2 pixels) was performed along the axial, coronal, and sagittal directions within the normalized cube. There were a total of Na * Nc * Ns translations, where Na, Nc, and Ns were the times of translations along the axial, coronal, and sagittal directions, respectively. Na, Nc, and Ns were set to 7 in this work, and finally 343 block samples were obtained from each 3D tumor. Note that data augmentation was only performed on the training tumor data, not on the test tumor data.




The Proposed Method


The Overview of the Proposed Framework

Figure 2 shows the designed network structure, which uses 3D CNN to extract deep features related to MVI characterization from contrast-enhanced MR, and the loss function of deep supervision is designed to better predict MVI. First, many 3D block samples (16×16×16) were extracted in the tumor area via image resampling method in the three phases of contrast-enhanced MR. Then, the spatially corresponding 3D deep features are extracted from those 3D block samples for MVI prediction based on the 3D CNN. Subsequently, the 3D deep features from the three phases are concatenated, and connected with two fully connected layers and softmax layer for the final classification. Finally, the loss function for deep supervision is designed to combine the three loss functions corresponding to the pre-contrast, arterial and portal vein phases and the loss function related to the concatenated 3D deep features. The following sections will introduce the details of the designed network structure.




Figure 2 | The flowchart of the proposed deep learning framework.





3D CNN

In this work, the 3D CNN architecture which is a straightforward extension of typical 2D CNN architecture (28) is used to extract the 3D deep features of each phase in the contrast-enhanced MR images for MVI prediction of HCC. In detail, there are typically several convolutional layers, pooling layers, fully connected layers and a softmax layer in the 3D CNN architecture. For the convolutional layer, a 3D convolution operation (3×3×3) is performed on the extracted 3D block samples (16×16×16) to obtain the convolution feature map. The pooling layer is performed by image downsampling to reduce the size of 3D block samples in order to obtain different scales of deep features. In the fully connected layer, the neuron is connected to all the activations in its previous layer, which is mainly used to reduce the dimensionality of the acquired deep features. After the output of the last fully connected layer is connected to the “softmax” layer, the classification result will be output.



Loss Function

The deep supervision network (DSN) was originally proposed to directly supervise the features of the hidden layer and improve the effect of the hidden layer on the final performance during the CNN learning process (29). In this work, we expect to directly supervise the 3D depth features from the three phases of contrast-enhanced MR, thereby constraining the feature learning process of each phase to improve classification performance. The cross-entropy is adopted as the loss function for the concatenated features and the deep features corresponding to the three phases. The loss function for the concatenated features is defined as follows:

	

where yʹ is the ground-truth label of MVI information, and y is the output probability of MVI prediction by the CNN. Therefore, the deeply supervised loss function is the summation of the cross-entropy loss function of the concatenated feature and the cross-entropy loss functions of all deep features corresponding to each phases of contrast-enhanced MR, which can be defined as follows:

	

where LPP, LAP, and LPV are the supervised loss functions of 3D CNN corresponding to the three phases of contrast-enhanced MR, respectively.



The Implementation

The proposed network structure was implemented by “Tensorflow” (https://tensorflow.google.cn/install), and training and testing were performed under the configuration of GeForce GTX1080 8G. The optimization process of the total loss function of the deep network used the Adam algorithm (30). In order to improve the generalization performance of the network and reduce the risk of overfitting, we also adopted the “dropout” (31) mechanism and the parameter was set to 0.5. In addition, the neuron activation function “ReLU” (32) was used to accelerate the convergence of the network. The parameters of the network layer were set as follows: the size of the 3D convolution filter was 3×3×3, the stride was 1, the maximum buffered kernel size was 2×2×2, the stride was 2, and the learning rate was initialized to 1e−4, the attenuation of the learning rate was 0.98.




Statistical Analysis

For numerical variables, independent student’s t test or Mann-Whitney U test was used, and for categorical variables, chi-square test, or Fisher’s exact test was used to evaluate the statistical difference of age, gender, and HCC tumor diameter between MVI and no MVI. In order to evaluate the stability of the learning network and reduce measurement errors, the training and testing process were repeated five times. Accuracy, sensitivity, and specificity were expressed as the mean ± standard deviation of five repeated measurements in the test set. Note that MVI positive corresponds to the positive class, so sensitivity measured the ability of the proposed model to detect MVI positive of HCCs, while specificity measured the ability to differentiate MVI negative of HCCs. The output probability value of the deep learning model in the test set in differentiating the MVI present and MVI absent was evaluated by independent student’s t-test. Receiver operating characteristic curve (ROC) analysis was adopted to evaluate the performance in predicting the MVI. P<0.05 was considered statistically significant. Computer software packages (R software, version 3.6.1) were used for the statistical analyses.




Results


Training and Validation Dataset

Among the 117 lesions, 70 were pathologically determined as the absence of MVI, while 47 were pathologically determined as the presence of MVI. In order to verify the performance of the deep learning model for MVI prediction, the dataset was divided into two parts, including 77 HCCs for the training dataset and the remaining 40 HCCs for the independent validation dataset. Table 2 summarized the clinical characteristics of patients in training and validation cohorts, in which 30 MVI positive lesions and 47 MVI-negative lesions were chosen as the training set.



Performance of Clinical Information

As shown in Table 2, it can be found that tumor size, α-fetoprotein level, and presence of hemorrhage have statistical significance to differentiate the MVI present and absent in both training and validation cohorts. The performance of the three clinical variables in the test cohort with cutoff values determined in the training cohort was shown in Table 3. The AUC values of the three clinical variables were 0.715, 0.705, and 0.664, respectively. The AUC value of three-variables-model refers to nodules long diameter + presence of hemorrhage + α-fetoprotein level was 0.798.


Table 3 | Performance of three clinical variables in the test cohort whereas cutoff is determined in the training cohort using Youden Index.





Performance of Deep Learning Model

With respect to each phase of contrast-enhanced MR, we separately assess the performance of 3D CNN for MVI prediction in different phases. As tabulated in Table 4, it could be found that the 3D deep features of the arterial phase had the best performance in predicting MVI, which was better than the portal phase and the pre-contrast phase. In addition, compared to the single phase used for MVI prediction, the 3D deep feature concatenation (CON) method (33) from pre-contrast, arterial, and portal vein phases further improved performance. Clearly, the proposed method of 3D deep feature fusion with deep supervision net (DSN) yielded best performance. Finally, Figure 3 also plotted the ROC curves based on 3D CNN for single-phase and multi-phase combination for MVI prediction.


Table 4 | Performance of microvascular invasion (MVI) prediction using 3D convolutional neural networks (CNN) in single phases and the combination of multiple phases (%).






Figure 3 | ROC curves of 3D convolutional neural networks (CNN) for microvascular invasion (MVI) prediction in single phases and multiple phases.





Detailed Study of the Deep Learning Model

The learning process of the framework with limited number of clinical HCCs for MVI prediction was shown in detail. In Figure 4, the total loss function curve and its corresponding accuracy curve were shown for the test data. We could find that the test loss was significantly reduced after iterations, which indicated that the proposed deep learning framework had been successfully optimized. In particular, the values of test loss were gradually reduced, and the values of test accuracy were continuously improved. Even if the amount of training tumor sample data was small, the problem of network overfitting was not observed. Figure 5 showed a case of HCCs in which the single models were misdiagnosed, and the proposed fusion model made correct decisions.




Figure 4 | Test loss and accuracy (A) curves for different iterations (B).






Figure 5 | A case of hepatocellular carcinoma (HCC) with contrast-enhanced MR: a 51-year-old man with pathological confirmed HCC (white arrow) and microvascular invasion (MVI) present. This neoplasm was misdiagnosed as the absence of MVI by the 3D CNN model with pre-contrast phase (A), arterial phase (B), portal vein phase (C) images and concatenation (CON), while the proposed 3D convolutional neural networks (CNN) with deep supervision net (DSN) model made correct diagnose as the present of MVI.






Discussion

In the present research, we propose MVI prediction based on 3D CNN and contrast-enhanced MR images. This deep learning framework may have the potential in use for the precise medicine of neoplasm, especially in the application of small data for lesion characterization. To evaluate the performance of each phase, our experimental results show that the MVI produced in the arterial phase has the best predictive performance, which is better than the portal vein phase and the pre-contrast phase. The possible explanation might be that the arterial phase of contrast-enhanced MR images embedded MVI information of vascularity and cellularity of HCC, which can be well characterized by the deep learning framework with 3D CNN.

In this study, we have applied the 3D CNN for MVI prediction rather than the conventional 2D CNN. In fact, conventional 2D CNN has recently been used for liver fibrosis staging (23) and liver mass diagnosis (24). Since 2D CNN is based on a single slice and ignores the spatial information of the third dimension, 3D CNN is a better solution to characterize tumors, which can take advantage of the three-dimensional spatial information in volumetric data to more accurately characterize the lesion (34, 35). Recently, Hamm CA et al. (36) used 3D CNN to classify 494 lesions from 6 types of liver tumor entities on multiphase MRI, and demonstrated the high performance of 3D CNN for lesion characterization.

Furthermore, our study also investigates the performance of MVI prediction using 3D CNN with multiple phases of contrast-enhanced MR. This study shows that deep feature fusion from multiple phases of contrast-enhanced MR can significantly improve the prediction performance of MVI. Conventional multimodal fusion method with simple concatenation of 3D deep features (33) outperforms the performance of MVI prediction using 3D CNN in single phases, while our proposed method of 3D deep feature fusion with DSN exhibits even better performance than that of the simple concatenation. Deep supervision loss function that integrates loss functions of multiple phases and combines the three-loss functions corresponding to multiple phases can yield the best performance of MVI prediction. To our knowledge, very few studies had considered multi-modality medical information for better MVI prediction, while the proposed framework can simultaneously make use of multiple phases of contrast-enhanced images for better MVI prediction.

Radiomics features have been widely used as the non-invasive prognosis or predictive biomarker for MVI prediction. Peng et al. (11) proposed an imaging radiomics model to predict the risk of MVI by analyzing preoperative contrast-enhanced CT images and obtained the performance with the AUC value of 0.844 in the validation cohort. Feng et al. (13) proposed a radiomics model to analyze the hepatobiliary phase in Gd-EOB-DTPA-enhanced MRI for preoperative MVI prediction with the AUC value of 0.85. Xu et al. (15) recently assessed the radiomics characteristics for MVI prediction, and demonstrated that the radiomics signatures of contrast-enhanced CT were less important than the radiological features, with the AUC value from 0.787 to 0.841. In addition, the radiomics nomogram has also been used in the ultrasound images for MVI prediction with the reported AUC value of 0.731 (16) and 0.806 (17), respectively. Comparatively, our proposed deep learning framework with 3D CNN yielded the performance with the AUC value of 0.926, which is better than the reported radiomics approaches. It should be noted the present study is totally different from the radiomics approach. First, different medical images were used for the assessment of MVI prediction. Second, our proposed deep learning method with 3D CNN is based on deep feature extracted from 3D patches from lesions, while the radiomics approach is often based on radiomics features extracted from 2D region of interest in tumors. Third, our proposed deep learning method with 3D CNN assessed the performance of MVI prediction in single phases as well as the combination of multiple phases, while the radiomics approach is generally conducted in single phases.

It has been reported that tumor size has a certain effect on predicting MVI (37). In the present study, we find that there is statistical significance of tumor size for MVI prediction. We also used ROC analysis to calculate the predictive performance of tumor size for MVI. However, its performance for MVI prediction is not high enough (AUC=0.715, 95% CI: 0.549–0.881), which is much lower than our proposed deep learning framework. In addition, performance of clinical information has been comparatively assessed for MVI prediction with the AUC value of 0.798 (Table 3) in this study, which exhibits relatively lower performance than the deep learning method. The combination of clinical characterization and radiomics feature was shown to further improve the prediction performance (14, 15). Therefore, the combination of 3D deep features and clinical features may be expected to achieve better MVI prediction.

This present study does not assess the performance of 3D CNN in the delayed phase as 25 of the collection of clinical data fluctuate in the delay period (1–3 min) and different positions (coronal). In addition, we do not suggest that the delayed phase yields promising results for MVI prediction. As the contrast agent has overflowed from the tumor region in the delayed phase, the tumor region becomes dark and the tissue cellularity and vascularity within the tumor become to be unclear. Therefore, the heterogeneous of intensity distribution within the tumor may not be precisely represented by the deep feature.

There are several limitations to this retrospectively study. First, the data set was collected in a single institution, and the number of HCCs used in this study is limited. Although 1,114 HCCs were retrieved from the database, only 117 met the inclusion criteria of this study. Large multicenter studies and more samples are required to assess the predictive performance of the deep learning framework precisely. Secondly, we did not consider the influence of MR data slice thickness on prediction performance. Since a larger slice thickness will affect the image quality of the 3D block, future work will consider the influence of slice thickness on the prediction performance of 3D CNN. Third, simple image resampling is used for data augmentation to increase the number of training sets. This is the most common way of deep learning for small clinical samples. However, image patches may contain large overlapping areas with homogeneous features, which may result in a high risk of over-fitting for the deep learning framework. More advanced data augmentation methods, such as generative adversarial network (38), are expected to increase the discrepancy of augmented samples. Furthermore, other contrast agents or hepatobiliary phase with Gd-EOB-DPTA enhanced MR imaging, have not been comparatively evaluated in the present study. Finally, we only derive 3D deep feature from contrast-enhanced MR images for MVI prediction in this study. Embedding clinical information and radiological features into the current deep learning framework for better MVI prediction will be an important work in the future.

In conclusion, we propose a learning network based on 3D CNN and contrast-enhanced MR for MVI prediction, which extracts discriminative features from each phase of contrast-enhanced MR and combines them to obtain better prediction results. Although the current purpose of this task is to predict MVI, we believe that the proposed framework can be widely used in the description of many lesions in clinical practice.
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Background and purpose

Radiomics is an emerging field of quantitative imaging. The prognostic value of radiomics analysis in patients with localized clear cell renal cell carcinoma (ccRCC) after nephrectomy remains unknown.



Methods

Computed tomography images of 167 eligible cases were obtained from the Cancer Imaging Archive database. Radiomics features were extracted from the region of interest contoured manually for each patient. Hierarchical clustering was performed to divide patients into distinct groups. Prognostic assessments were performed by Kaplan–Meier curves, COX regression, and least absolute shrinkage and selection operator COX regression. Besides, transcriptome mRNA data were also included in the prognostic analyses. Endpoints were overall survival (OS) and disease-free survival (DFS). Concordance index (C-index), decision curve analysis and calibration curves with 1,000 bootstrapping replications were used for model’s validation.



Results

Hierarchical clustering groups from nephrographic features and mRNA can divide patients into different prognostic groups while clustering groups from corticomedullary or unenhanced phase couldn’t distinguish patients’ prognosis. In multivariate analyses, 11 OS-predicting and eight DFS-predicting features were identified in nephrographic phase. Similarly, seven OS-predictors and seven DFS-predictors were confirmed in mRNA data. In contrast, limited prognostic features were found in corticomedullary (two OS-predictor and two DFS-predictors) and unenhanced phase (one OS-predictors and two DFS-predictors). Prognostic models combining both nephrographic features and mRNA showed improved C-index than any model alone (C-index: 0.927 and 0.879 for OS- and DFS-predicting, respectively). In addition, decision curves and calibration curves also revealed the great performance of the novel models.



Conclusion

We firstly investigated the prognostic significance of preoperative radiomics signatures in ccRCC patients. Radiomics features obtained from nephrographic phase had stronger predictive ability than features from corticomedullary or unenhanced phase. Multi-omics models combining radiomics and transcriptome data could further increase the predictive accuracy.





Keywords: radiomics, computed tomography, clear cell renal cell carcinoma, prognosis, predictive model



Introduction

Renal cell carcinoma (RCC) is the third most prevalent malignancy of urological tumors (1). It is estimated that 80–90% RCCs belong to clear cell RCC (ccRCC) (2). For patients with localized ccRCC, nephrectomy remains to be the standard treatment. However, even after surgery, disease progression can still occur in many patients. Besides, due to the tumor heterogeneity, the prognosis of ccRCC varies from cases to cases. Precise prognostic prediction for ccRCC patients is not only important for patients’ counseling but also essential for clinicians making personalized therapeutic decision.

Computed tomography (CT) scan plays a critical role in RCC diagnosis and is also one of the routine examinations for post-treatment disease assessment. Yet, in clinic, the interpretation of CT images relies largely on the experience of radiologists, thus, lacking quantitative information and occasionally showing inter-observer inconsistency. In contrast, the recent emerging technique of radiomics texture analysis provides more objective and quantitative details for medical images. Thereby, it has great potential in assessing the heterogeneity of tumors. Many studies reported that radiomic analysis harbors promising ability in predicting oncologic characteristics such as malignant lesion, pathological type, tumor stage and etc. as well as non-oncologic disease (3–6). Furthermore, radiomics features were also associated with treatment response and prognosis in several tumors (7–9).

In kidney-related disease, radiomics analysis showed wide applications. CT texture analysis was capable of distinguishing benign and malignant renal masses and predicting the Fuhrman nuclear grade of RCC accurately (10–12). Besides, CT radiomics features could also assist in differentiating kidney stones from phleboliths (6). In addition, texture analysis was able to facilitate the assessment of renal allograft function after kidney transplantation (13). However, till now, little is known as to whether radiomics features extracted from different CT phases have prognostic value in predicting the survival outcomes of ccRCC patients after nephrectomy.

Apart from radiomics analyses, gene expression profiling also showed marked significance in prognostic evaluation in many cancers. Therefore, the aim of the current study is to explore the role of radiomics features extracted from CT images in predicting the postoperative prognosis of patients with localized ccRCC. In addition, we investigated if the combination of both radiomics features and transcriptome mRNA would further increase the predictive accuracy.



Material and Methods


Patients and Data Acquisition

No ethical approval or informed consent was needed for this study because all data we used were from public databases. Clinicopathological data and CT images were obtained from the Cancer Imaging Archive (TCIA) database (http://www.cancerimagingarchive.net/) (14). TCIA is the U.S. National Cancer Institute’s image repository supporting cancer research which contains millions of public oncology images. While transcriptome mRNA data were obtained from the Cancer Genome Atlas (TCGA) database (http://cancergenome.nih.gov) (15). TCGA is an openly web-accessible database collecting molecular information of 33 different cancer types. The inclusion criteria are shown in Figure 1A which mainly include: 1) patients with available CT images of good quality; 2) patients with M0 ccRCC, and 3) patients with accessible mRNA data. Eventually, 167 out of 537 patients from the TCGA-KIRC cohort were eligible.




Figure 1 | Flowchart showing the inclusion criteria (A), the detailed analytic strategy (B) and the results of the prognostic analyses (C). TCGA, The Cancer Genome Atlas; TCIA, The Cancer Imaging Archive; ccRCC, Clear cell renal cell carcinoma; CT, Computed tomography; OS, Overall survival; DFS, Disease-free survival.





CT Imaging

All abdominal CT images of included ccRCC patients were acquired before nephrectomy. The imaging data were collected from seven institutions and three different manufactures (General Electric (GE), Siemens and Philips Medical Systems). The acquisition parameters of CT were as follows: slice thickness, 1–5mm; tube voltage, 120–140 kV; tube current, 160–618 mA; display field of view, 278–628; matrix, 512 × 512; and pixel size, 0.542 × 0.542 mm2 to 0.976 × 0.976 mm2. The image format of DICOM was used in this study. Radiomics modeling details according to the Imaging Biomarker Standardization Initiative (IBSI) guidelines are shown in Table S1.



Data Pre-Processing

Pre-processing steps were performed in all images to reduce the potential influences of protocol variability from various institutions and CT scanners. Specifically, image pre-processing and features pre-processing were carried out before data analysis. Image pre-processing includes voxel resampling and gray-level discretization. The cubic B-spline interpolation method was employed for voxel resampling (resampled pixel spacing = 1 × 1 mm2) (16). The fixed bin size (FBS) discretization method (bin widths = 25 HU) was used for gray-level discretization (17). As for feature pre-processing, Combat algorithm was conducted for feature harmonization (https://github.com/Jfortin1/ComBatHarmonization) (18, 19). Besides, Z-score transformation was used for data normalization.



Feature Extraction

CT images were acquired before surgery. On the axial image slice, the regions of interest (ROI) of the tumor with the largest cross-sectional area were selected and contoured manually using the open-source software Imaging Biomarker Explorer (IBEX) by two radiologists independently (20). In order not to cover the adjacent normal renal tissue, the radiologists determine the tumor margin with the guide of available contrast-enhanced CT during segmentation of unenhanced CT. Finally, 486 radiomics features were extracted from nephrographic, corticomedullary and unenhanced phase, including gray-level co-occurrence matrix (GLCM), gray-level run length matrix (GLRLM), shape, gradient orient histogram (GOH), neighbor intensity difference (NID), and intensity histogram. Most definitions of IBEX feature are compliant with Image Biomarkers Standardization Initiative (IBSI) (21).



Prognostic Analyses and Radiotranscriptomics Models’ Building

All radiomic features were standardized using the Z-score transformation. The agreement upon radiomics features between the two radiologists were examined by inter-rater interclass correlation coefficient (ICC). Only features with inter-rater ICC >0.8 were further analyzed. As for transcriptome data, only genes with median FPKM mRNA value >0.5 were included.

The endpoints or predictive objects of this study were overall survival (OS) and disease-free survival (DFS). OS was the period from the initial diagnosis of ccRCC to death, while DFS was the duration from the initial diagnosis to the date of cancer progression or death.

The prognostic analyses consisted of three parts. In the first part, we applied unsupervised hierarchical clustering analyses using radiomics features from different CT phases and mRNA data, which classified patients into different clustering groups. Hierarchical clustering was conducted based on Euclidean distance. Then, to explore the overall value of radiomic features from each CT phase and the mRNA data in predicting patients’ prognosis, OS and DFS were compared within the clustering groups from each CT phase or mRNA data.

Secondly, we test and compare the predictive ability of radiomic features extracted from each CT phase and transcriptome mRNA in prognostic assessment, which was carried out as follows: firstly, univariate COX regression was performed to identify potential prognosticators from radiomic features and mRNA data. Then, radiomic features with p<0.05 and genes with p<0.01 in univariate analyses were further tested by the least absolute shrinkage and selection operator (LASSO) COX regression methods. Finally, backward stepwise COX was used to simplify the predictive models. The predictive accuracy of these models based on each CT phase and transcriptome data were compared by the concordance index (C-index).

The third part of prognostic evaluation was to build prognostic models by integrating radiotranscriptomics data together aiming at developing more accurate prognostic assessment tools. In this part, two prognostic models respectively predicting OS and DFS were developed using the 110 cases with available nephrographic phase data and mRNA data and were visualized by nomograms. Additionally, the models were tested by 1,000 bootstrapping replications. In this process, three distinct aspects of the final models were evaluated, i.e. discrimination ability examined by C-index; clinical benefit assessed by decision curve analyses (DCA) and consistency between observation and prediction by calibration curve.



Statistical Analyses

Radiomics features were extracted from CT imagines using the IBEX software. Statistical analyses were performed using R software (V 3.6.2). R packages used in this study include “pheatmap”, “survival” and “glmnet”. All tests were two-sided. A p value <0.05 was considered significant for all the tests except in univariate COX regression for mRNA data, a p value <0.01 was defined as significant.




Results


Patients’ Characteristics

According to our inclusion criteria, 167 eligible patients with M0 ccRCC were included (Figure 1A). Available images of nephrographic, corticomedullary and unenhanced phase were obtained from 110 (65.9%), 78 (46.7%) and 146 (87.4%) cases, respectively, while transcriptome mRNA data was accessible for all patients. The baseline characteristics of all cases are summarized in Table 1. The median follow-up time using the reverse Kaplan–Meier method was 50.0 Mo. In total, death and disease progression occurred in 34/167 (20.4%) and 46/167 (27.5%) cases, respectively. The median OS was not reached, while the median DFS was 118.8-Mo (95%CI: 84.6–152.9 Mo).


Table 1 | Baseline characteristics of the total patients included in the current study.





Unsupervised Hierarchical Clustering Analyses

Using radiomic features of different CT phases and mRNA data, we performed unsupervised hierarchical clustering to present the radiomic profiles of each CT phase and the expressional pattern of mRNA. According to the clustering groups, patients were classified into distinct radiomic or transcriptome subsets (Figure 2). Patients’ prognosis was compared within the clustering groups from each CT phase or mRNA data. Notably, clustering from both nephrographic phase and mRNA can divide patients into different prognostic groups (Figures 2A, D). Specifically, cases in the clustering groups A and B of the nephrographic phase had statically significant shorter median OS (not reach, 78.4-Mo vs. not reach) and DFS (62.8-Mo, 78.4-Mo vs. 123.7-Mo) against those in group C, while patients in the clustering groups B and C based on mRNA data harbored significantly poorer prognosis than those in group A (median OS: 74.1-Mo, 118.8-Mo vs. not reach; median DFS: 78.4-Mo, 118.8-Mo vs. not reach). In contrast, clustering groups from corticomedullary or unenhanced phase shared similar OS and DFS (Figures 2B, C). Based on the unsupervised characteristic of the clustering analysis, these findings reflected the strong potential of both nephrographic radiomic features and mRNA data in predicting the clinical outcomes of ccRCC patients, warranting further investigation.




Figure 2 | Unsupervised hierarchical clustering analysis of radiomic and mRNA data: (A) Nephrographic phase; (B) Corticomedullary phase; (C) Unenhanced phase; (D) mRNA data. Based on the clustering results, patients were divided into different clustering groups. The OS and DFS of cases in each group are shown and compared by Kaplan–Meier curves. OS, Overall survival; DFS, Disease-free survival.





The Prognostic Value of Radiomics Features and Transcriptome mRNA

We further explored the value of each radiomic feature and mRNA in predicting OS and DFS. The detailed processes of prognostic analyses are shown in Figures 1B, C. In univariate analyses, 48, 15 and 10 radiomic features extracted from nephrographic, corticomedullary and unenhanced phase were predictors of both OS and DFS, respectively, while the mRNA FPKM of 521 genes were significantly associated with patients’ prognosis (Figure 3, Table S2).




Figure 3 | Volcano plots illustrating the univariate COX regression results of features extracted from nephrographic (A), corticomedullary (B) and unenhanced (C) phase and transcriptome mRNA level (D). OS, Overall survival; DFS, Disease-free survival; HR, Hazard ratio.



The overall ability of each CT phase and transcriptome mRNA in predicting survival outcomes was further tested. LASSO COX regression was carried out using factors with ability in predicting both OS and DFS in univariate analyses (Figure 4). Then, potential OS- and DFS-predictors identified by LASSO COX regression were analyzed by the backward stepwise COX, aiming at generating more exquisite models and eliminating the redundant factors (Tables S3, S4). At last, 11 OS-predicting and eight DFS-predicting features were identified in nephrographic phase. Similar number of predictors were confirmed in mRNA data (seven OS-predictors and seven DFS-predictors). On the contrary, very few prognostic features were found in corticomedullary (2 OS-predictor and 2 DFS-predictors) and unenhanced phase (one OS-predictors and one DFS-predictors).




Figure 4 | LASSO COX regression for the OS- and DFS-predicting models based on radiomics features extracted from nephrographic (A), corticomedullary (B) and unenhanced (C) phase and transcriptome mRNA level (D). Left plot of each model: The dotted vertical line was plotted at the value selected by the 10-fold cross-validation based on the minimum criteria (the value of lambda with the lowest partial likelihood deviance). Right plot of each model: Selection of the tuning parameter (lambda) in the LASSO regression via 10-fold cross-validation based on minimum criteria. LASSO: Least absolute shrinkage and selection operator; OS, Overall survival.



Based on the beta value of predictors included in the backward COX regression, the prognostic models of each CT phase and mRNA were developed (Tables S3, S4). The C-index for OS-predicting in nephrographic, corticomedullary, unenhanced phase and transcriptome mRNA model was 0.815, 0.745, 0.680, and 0.856, respectively. In terms of DFS-predicting, the C-index was 0.771, 0.728, 0.643, and 0.823, respectively. Taking together, these findings demonstrated again nephrographic features harbored superior predictive value against features from corticomedullary or unenhanced phases. Besides, transcriptome mRNA data were also capable for prognostic evaluation.

Since radiomic features from the nephrographic phase and mRNA data exhibited strong prognostic power, we further investigated the inner correlation between them (Figure S1). The results revealed that a group of GLCM25 radiomic features belonging to the InformationMeasureCorr1 feature set were positively associated with the transcriptional expression of a great number of genes, while another group of GLRLM25 features (LongRunEmphasis and LongRunHigh/LowGrayLevelEmpha feature sets) were negatively associated with the mRNA level of many genes.

The above analyses were carried out based on radiomic features after Combat harmonization. The exact values before and after the Combat harmonization of nephrographic radiomic features included in the final predictive model are shown in Figure S2.



The Development and Validation of the OS- and DFS-Predicting Models Based on Radiotranscriptomics Data

With the hypothesis that the joint usage of the radiotranscriptomics data could further strengthen the performance of the models, we then combined nephrographic features and mRNA data to develop prognostic models. 110 cases with available data on both nephrographic phase and mRNA were included. For each patient, radiomic score and transcriptome score were calculated using nephrographic features and mRNA data (Tables S3, S4).

In univariate analyses for clinical factors, T stage could predict both OS and DFS, while age was capable of predicting DFS only. In the backward COX regression analysis, only radiomic features and transcriptome data were statistically significant in the OS- and DFS-prediction while no clinical factors were included (Table 2). The two models were virtually presented as nomogram (Figures 5A, C).


Table 2 | The development of the OS- and DFS-predicting models.






Figure 5 | Nomograms and validation of the OS- and DFS-predicting models. (A) Nomogram predicting OS. (B) Validation of the OS-predicting model: (A, B) DCA of the nomogram predicting 36-Mo and 60-Mo OS. (C, D) Calibration curves showing the probability of 36-Mo and 60-Mo OS between model prediction and actual observation. (C) Nomogram predicting DFS. (D) Validation of the DFS-predicting model: (A, B) DCA of the nomogram predicting 36-Mo and 60-Mo DFS. (C, D) Calibration curves showing the probability of 36-Mo and 60-Mo DFS between model prediction and actual observation. In DCA plot, the X-axis shows the threshold probabilities while the Y-axis shows the net benefit (adding true positives and subtracting false positives). The black horizontal line along the x-axis assumes that no patients died (or progressed) whereas the gray line assumes that death (or progression) occurred in all cases. DCA and calibration curve analyses were carried out using 1000 bootstrapping replications. The bootstrapped 95%CIs of the decision curves and calibration curves are present. OS, Overall survival; DFS, Disease-free survival; DCA, Decision curve analyses, CI, Confidence interval.



The models were then examined using 1000 bootstrapping replications (Figures 5B, D). The C-index of the OS- and DFS-predicting model was 0.943 and 0.881, respectively, which were much higher than the radiomics or transcriptome model alone. C-index at different time points also supported that the radiotranscriptomic model had the highest discrimination power (Figure S3). Besides, the DCA exhibited great positive net benefits among most of the threshold probabilities, suggesting satisfactory clinical effect of the novel models. Furthermore, calibration curves reflected great consistency between the models predicting survival and actual observation.




Discussion

The past two decades have witnessed the rapid development of radiomics. In the current study, we firstly investigated the prognostic value of radiomics signatures extracted from CT images in patients with localized ccRCC. According to our findings, radiomics features from nephrographic phase could predict the postoperative prognosis of ccRCC patients with high accuracy, whereas the prognostic value of corticomedullary or unenhanced phases was limited. We further showed that radiotranscriptomics models integrating both radiomics features and transcriptome data along with clinical factors could more precisely predict both OS and DFS.

The application of radiomics analysis could be traced back to the 1970s (22). Nowadays, the application scope of radiomics analysis has extended dramatically and penetrated into various fields of different diseases (3–6). The biggest advantage of radiomics analysis is that, unlike interpreting medical images using human eyes, radiomics provides objective and quantifiable imaging information that could reflect the biological process of different diseases (23). Because of this, radiomics is now recognized as an important biomarker.

Many studies had explored the association between radiomics analyses and clinical outcomes in patients with various cancers (7–9). In RCC, radiomics features were proved to be capable of not only differentiating benign and malignant masses but also predicting the stage and Fuhrman nuclear grade of tumor, two critical prognosticators of ccRCC (5, 10–12). Thus, presumably, radiomics signatures should also be related to patients’ prognosis. Actually, in 2016, there was a study exploring the clinical value of CT textural analysis in large primary RCC which also reported the relationship between radiomics features and clinical outcomes (24). However, a major flaw of that study was the mixture of both M0 and M1 cases as well as cases of different histologic types. Since the standard treatment schemes for these patients differed, it’s improper to evaluate their prognosis using a unified approach.

In this study, we found that nephrographic phase was the best CT phase for prognostic assessment, which was reasonable because nephrographic phase was commonly regarded as the most sensitive phase for tumoral detection (25, 26). Likewise, other studies focusing on the value of radiomics in predicting Fuhrman grade of ccRCC also revealed that models based on nephrographic phase had the highest discrimination power and contained more radiomics features than models based on other phases (10–12). Yet, several researchers reported that the unenhanced phase had better performance in differentiating RCC and angiomyolipoma than other phases (27, 28), suggesting that radiomics features from distinct CT phases might have different advantages in distinct areas.

It was reported that the combination of multi-omics data could strengthen the predictive precision of prognostic models (9). In our study, we found the predictive accuracy of the models increased remarkably when combining both radiomics and transcriptome data. This could be explained by the hypothesis that multi-omics models could reflect the biological characteristics with higher dimension, and thus, more precisely predict tumor progression.

Apart from prognostic assessment for localized ccRCC cases, radiomics was also capable of evaluating the clinical outcomes for advanced ccRCC patients. Early in 2011, Goh et al. reported that CT texture could predict the DFS of tyrosine kinase inhibitors (TKIs) treatment in patients with M1 ccRCC (29). The role of radiomics in predicting TKIs efficacy was also found in gastrointestinal stromal tumors and lung cancers (7, 8). Taking together, our study as well as the previous ones verified that the prognostic significance of radiomics features could be applied in both early and late stage of ccRCC. On the other hand, with the emerging of immunotherapy in advanced RCC (30), future studies are still needed to elucidate the role of radiomics in predicting treatment outcomes of immunotherapy in ccRCC patents.

Several limitations existed in this study. Firstly, this is a retrospective study with shortcomings connected to its retrospective nature. Secondly, the occurrence of outcome events (death and progression) was relatively low, which might hinder the accuracy of prognostic assessment. Thirdly, in our study, radiomics features were extracted from two-dimensional ROI rather than from three-dimensional ROI. Finally, only cases from the TCGA-KIRC were included and only a bootstrapping validation was used in this study, thus, the findings of this study require further external validation using data from other centers. Besides, we will also construct our own cohort in the future to further validate our findings.



Conclusion

To our knowledge, in this study, we firstly explored the value of radiomics signatures extracted from different CT phases in predicting the survival outcomes of ccRCC patients after nephrectomy. Our findings revealed that features obtained from nephrographic phase harbored promising prognostic ability in predicting both OS and DFS, while the prognostic value of features from corticomedullary or unenhanced phase was relatively weak. Besides, radiotranscriptomics models combining both radiomics and mRNA data exhibited improved predictive accuracy in prognostic evaluation. Our works will facilitate clinicians in better assessing the prognosis of ccRCC patients, and thus, making personalized therapeutic decision.
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Purpose: We aimed to investigate whether Epstein–Barr virus (EBV) could produce differences on MRI by examining the histogram and texture imaging features. We also sought to determine the predictive value of pretreatment MRI texture analyses incorporating with EBV status for disease progression (PD) in patients with primary nasopharyngeal carcinoma (NPC).

Materials and Methods: Eighty-one patients with primary T2-T4 NPC and known EBV status who underwent contrast-enhanced MRI were included in this retrospective study. Whole-tumor-based histogram and texture features were extracted from pretreatment T1-weighted imaging (T1WI), T2-weighted imaging (T2WI), and contrast-enhanced (CE)-T1WI images. Mann–Whitney U-tests were performed to identify the differences in histogram and texture parameters between EBV DNA-positive and EBV DNA-negative NPC images. The effects of clinical variables as well as histogram and texture features were estimated by using univariate and multivariate logistic regression analyses. Receiver operating characteristic (ROC) curve analysis was used to predict the EBV status and PD. Finally, an integrated model with the best performance was built.

Results: Of the 81 patients included, 54 had EBV DNA-positive NPC, and 27 had EBV DNA-negative NPC. Patients who were tested EBV DNA-positive had higher overall stage (P = 0.016), more lymphatic metastases (p < 0.0001), and easier distant metastases (P = 0.026) than the patients who were tested EBV DNA-negative. Tumor volume, T1WISkewness and T2WIKurtosis showed significant differences between the two groups. The combination of the three features achieved an AUC of 0.783 [95% confidence interval (CI) 0.678–0.888] with a sensitivity and specificity of 70.4 and 74.1%, respectively, in differentiating EBV DNA-positive tumors from EBV DNA-negative tumors. The combination of overall stage and tumor volume of T2WIKurtosis and EBV status was the most effective model for predicting PD in patients with primary NPC. The overall accuracy was 84.6%, with a sensitivity and specificity of 93.8 and 66.2%, respectively (AUC, 0.800; 95% CI 0.700–0.900).

Conclusion: This study demonstrates that MRI-based radiological features and EBV status can be used as an aid tool for the evaluation of PD, in order to develop tailored treatment targeting specific characteristics of individual patients.

Keywords: nasopharyngeal carcinoma, Epstein-Barr virus, histogram, texture feature, disease progression


INTRODUCTION

Nasopharyngeal carcinoma (NPC) is an epithelial carcinoma arising from the nasopharyngeal mucosal lining with distinct geographic distributions and is endemic in Southern China and Southeast Asia. Epstein–Barr virus (EBV) has been linked to the development of lymphoid and epithelial cell cancers, with a predominance of NPC. In the latest Union for International Cancer Control/American Joint Committee on Cancer (UICC/AJCC) TNM (tumor-node-metastasis) staging system, EBV DNA has been established as robust evidence for the presence of early-stage NPC (1). Establishing EBV status in patients with NPC is clinically significant because the treatments and prognoses are different between patients who were EBV DNA-positive and patients who were EBV DNA-negative. Plasma EBV DNA is considered a promising marker for tumor diagnoses, disease monitoring, and prognosis predictions in patients with NPC. Therefore, this test is widely used in clinical practice (2, 3).

MRI is a traditional and important tool for pretreatment staging and therapeutic strategy development for patients with NPC. Moreover, functional MRI includes diffusion-weighted imaging (DWI) (4) and perfusion-weighted imaging (PWI) (5), which have proved useful in the evaluation of tissue properties and tumor behaviors. However, traditional MRI is mainly based on the whole-tumor presentations and does not consider intratumoral heterogeneity. Radiomics, a prospective technique, can comprehensively analyze tumor phenotypes by converting medical images into minable data and extracting abundant quantitative features as imaging biomarkers. Evidence from previous studies showed that radiomic features could be helpful for the exact segmentation of gross tumor volume (6), personalized risk stratifications (7), and individual treatment decisions (8).They could serve as prognostic factors in patients with NPC (9, 10).

Limited data have distinguished the imaging features of primary EBV DNA-positive NPC from EBV DNA-negative NPC. Prior data describing these differences focused on primarily delineating the extent of lesions and displaying lymph node metastases. For example, a significant correlation was noted between pretreatment EBV DNA levels and disease stages (11). Plasma EBV-DNA is a critical molecular NPC biomarker, and imaging histogram and texture analyses could provide adequate details about NPC tumors. Therefore, combining EBV DNA levels with MRI histogram and texture features could improve NPC prognosis predictions.

In this study, we investigated the potential of MRI histogram and texture features, extracted from multiple modalities, to distinguish patients with EBV DNA-positive NPC from patients with EBV DNA-negative NPC. We also investigated the predictive value of pretreatment MRI texture analyses in combining clinical features and EBV status to determine disease progression (PD) in patients with primary NPC.



MATERIALS AND METHODS


Patients

This retrospective single-center study was approved by our institutional review board (IRB). One hundred and sixty-three patients, who had undergone radiation therapy of NPC at the Shanghai Cancer Center, Fudan University, from January 2018 to March 2019, were reviewed. The inclusion criteria were patients with (a) biopsy-proven primary NPC; (b) stage II–IV disease according to the eighth edition of the UICC/AJCC TNM staging system; (c) absence of secondary malignancies, pregnancies, or lactations; (d) MRI scans available for review, including pretreatment T1-weighted imaging (T1WI), T2-weighted imaging (T2WI), and contrast-enhanced (CE)-T1WI; (e) an absence of treatments, such as surgery, radiotherapy (RT), or chemoradiotherapy before the MRI scans; (f) PET examinations performed to evaluate metastatic sites before treatment; (g) blood samples obtained at baseline for the enumeration of EBV DNA copy numbers; and (h) completed clinical follow-up information. The histological subtype of the patients' tumors was categorized according to WHO standards and included type I (differentiated keratinizing carcinoma), type II (differentiated non-keratinizing carcinoma), and type III (undifferentiated non-keratinizing carcinoma). Finally, a total of 81 patients with primary NPC, who met the criteria, were identified.

Baseline clinical variables were collected, including age, gender, T stage, N stage, histology, and immunoglobulin A antibody testing against EBV capsid antigen (VCA-IgA) or early antigen (EA-IgA). The primary endpoint of this study was progression-free survival (PFS), which was defined as the time from the start of the MRI examinations until the date of local or distant PD.



Radiation Therapy and Follow-Up Visits

All patients received intensity-modulated radiation therapy (IMRT) or three-dimensional conformal RT to treat the primary tumors and cervical adenopathies. Total radiation doses ranged from 66 to 70.4 grays (Gy). Neoadjuvant or adjuvant chemotherapy and/or concurrent chemotherapy with RT were also performed, according to the National Comprehensive Cancer Network clinical practice guidelines for NPC. Patient follow-up visits occurred every 3 months. The minimum follow-up time for patients without local recurrence was 20 months after the first MRI examination. At each follow-up visit, medical histories were taken and physical examinations, MRI of nasopharyngeal-neck, thoracic CT scans, abdominal sonography, and whole-body bone scintigraphy were performed. Furthermore, PET-CT scans were arranged, if needed. All follow-ups ended in December 2020.



Plasma EBV DNA Assay

DNA was extracted from plasma using the Quantitative Diagnostic Kit for EBV-DNA (Daan Gene, Zhongshan University, China). The plasma EBV DNA concentrations in patients were measured with a quantitative (qPCR) assay before treatment. Amplifications were carried out using an ABI QuantStudio™ Dx Real-Time PCR Instrument (Thermo Fisher Scientific, Waltham, Massachusetts, USA). At our institution, the plasma EBV DNA was considered undetectable at concentrations <500 copies/ml. Patients who had more than 500 copies/ml were placed into the EBV-positive group.



MRI

MRI was performed using a 3T scanner (MAGNETOM Skyra, Siemens Healthcare, Erlangen, Germany) with a dedicated 16-channel head/neck coil. The MRI protocol included, axial T1-weighted turbo scan echo (TSE) (TR, 500 ms; TE, 6.5 ms; slice spacing, 5.4 mm, voxel size, 0.73 × 0.71 × 4.5 mm3, matrix, 320 × 372, field of view (FOV), 270 mm, FOV phase 84.4%), T2-weighted TSE (TR, 2,500 ms; TE, 78 ms; voxel size, 0.70 × 0.70 × 4.5 mm3, slice spacing, 5.4 mm, matrix, 384 × 324, FOV, 270 mm, FOV phase 84.4%), contrast-enhanced fat-saturated T1-weighted 3D fast low-angle shot (FLASH) with an resolution of 0.7 × 0.7 × 3 mm3. A rapid bolus of gadolinium contrast agent (Magnevist, Bayer HealthCare Pharmaceuticals Inc., Wayne, USA) was injected intravenously at a dose of 0.1 mmol/kg body weight.



Image Analysis

Two radiologists with 7 (LQ) and 8 years (WTT) experience in diagnostic MRI assessed all of the images for each patient and staged the tumors by consensus according to the established staging system. All manual segmentations of the tumor were performed by these two radiologists in a blinded fashion. Prototypic MR Multiparametric Analysis software (Siemens Healthcare, Erlangen, Germany) was used to perform histogram and texture analyses by the radiologists. The processing workflow included the following five steps:

• Data loading. MR data (T1WI, T2WI, and CE-T1WI) were loaded onto the software.

• Image registration. Automated registration was performed for the input MRI data using rigid plus non-rigid registration.

• ROI drawing. For CE-T1WI analysis, foreground and background seed points were manually drawn inside and outside the tumor, respectively, on the three multiplanar reconstruction (MPR) planes.

• Segmentation. The segmentation of whole tumor was executed based on these seed points with a random-walker algorithm. Manual adjustments for the segmentations were performed, if necessary. Then, the segmented regions of interest (ROIs) were automatically copied to the T1WI and T2WI data.

• Histogram and texture analyses. Whole-tumor-based volume size and histogram parameters, including the mean, median, SD, fifth percentile, 95th percentile, skewness, and kurtosis, were extracted from the input images. Texture parameters, including difference entropy, difference variance, contrast, and entropy were also extracted.

The steps of the imaging analysis are illustrated in Figure 1.


[image: Figure 1]
FIGURE 1. Schematic diagram of data processing.




Statistical Analyses

Categorical variables were summarized as percentages and compared using Pearson's chi-square test or Fisher's exact test, when appropriate. The intraobserver agreement was calculated based on the measurements of the tumor volume done by two radiologists using an interclass correlation coefficient (ICC). For continuous variables, the independent-sample t-test or Mann–Whitney U-test was used to compare the differences between the two groups. The differences among the three groups were compared with Kruskal–Wallis 1-way ANOVA followed by a Bonferroni correction. The abilities of each independent predictor or combined predictors in predicting the EBV status were assessed using ROC analyses. The area under the ROC curve (AUC), sensitivity, specificity, and accuracy of each model were calculated. The effects of clinical variables as well as the histogram and texture features were estimated by the univariate logistic regression analysis. The predictive factors with value of p < 0.1 in univariate logistic regression analysis were chosen for the multivariate logistic regression. ROC curve analyses were used to build an integrated model with best performance to predict PD. All analyses were performed using SPSS (version 22; IBM, Armonk, NY, USA). Statistical significance was determined with a value of p < 0.05.




RESULTS


The Intraobserver Consistency Analysis

Interobserver agreement between the two radiologists was excellent [ICC = 0.921, 95% confidence interval (CI), 0.880–0.949, p < 0.0001].



Clinical Characteristics

Baseline clinicopathologic characteristics of 81 patients with NPC are summarized in Table 1. A total of 27 patients were EBV DNA-negative (33.3%), and 54 patients were EBV DNA-positive (66.7%). Patients who were EBV DNA-positive had more lymphatic metastases compared with patients who were EBV DNA-negative (p < 0.05) and were more likely to present with distant metastases (p < 0.05). The overall stage also showed significant differences between the two groups (p < 0.05), and patients with stage IV NPC were present in higher proportions in the EBV DNA-positive group compared with those in the EBV DNA-negative group. Significantly, higher VCA-IgA titers were observed in patients with EBV DNA-positive NPC (p < 0.05) compared with patients with EBV-negative NPC. Age, sex, smoking, and drinking histories, T stages, and EA-IgA titers were not different between the two groups. The PFS of the EBV DNA-negative group was slightly longer than the EBV DNA-positive group; however, no significant differences were seen.


Table 1. Baseline characteristics of patients with nasopharyngeal carcinoma (NPC).

[image: Table 1]



Histogram and Texture Analyses

T1WISkewness, T2WIKurtosis, and tumor volume between the EBV DNA-positive and EBV DNA-negative groups were statistically different. T1WISkewness and T2WIKurtosis were significantly higher in the EBV DNA-negative group than those in the EBV DNA-positive group [153.2 (37.9–227.0) vs. 66.3 (16.9–153.7), p < 0.05; 200.8 (101.8–425.1) vs. 119.6 (33.7–211.0), p < 0.05, respectively] (Figure 2). In addition, tumor volume was significantly lower in the EBV DNA-negative group [6.4 (3.9–10.4) vs. 8.5 (5.7–15.4), p < 0.05]. The univariate analyses of extracted features are shown in Tables 2, 3. When the sensitivity and specificity of T1WISkewness, T2WIKurtosi, and the NPC tumor volume were compared using the ROC analysis, the AUCs were 0.653 vs. 0.671 vs. 0.636. Multivariable logistic regression analyses of combined tumor volume, T1WISkewness, and T2WIKurtosis values resulted in a model that allowed the correct classification in 71.6% of the cases, which corresponded to an AUC of the ROC curve of 0.783 (sensitivity, 70.4%; specificity, 74.1%). The accuracy was also higher than any single predictor mentioned above. The performance of these variables in differentiating the two groups is shown in Table 4 and Figure 3A.


[image: Figure 2]
FIGURE 2. T1WI overlaid with color maps (A,C) and histograms of whole-tumor using T1WI maps (B,D). A T1WI histogram from (A) male patient with EBV DNA NPC showed higher T1WISkewness (T1WISkewness = 0.737). (B) than that of a male patient with EBV DNA-positive NPC (T1WISkewness = 0.435). (D) T2WI) overlaid with color maps (E,G) and histograms of whole-tumor using T2WI maps (F,H). A T2WI histogram from a female patient with EBV DNA-negative NPC showed obviously higher T2WIKurtosis (T2WIKurtosis = 9.004) (F) than that of a male patient with EBV DNA-positive NPC (T2WISkewness = −0.958) (H). T1WI, T1-weighted imaging; EBV, Epstein–Barr virus; NPC, nasopharyngeal carcinoma, T2WI, T2-weighted imaging.



Table 2. Univariate analyses of histogram features for differentiating Epstein-Barr virus (EBV) DNA-negative from EBV DNA-positive patients with nasopharyngeal carcinoma.
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Table 3. Univariate analyses of texture features for differentiating patients with EBV DNA-negative NPC from patients with EBVDNA-positive NPC.
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Table 4. The diagnostic performance MRI histogram and texture features to differentiate patients with EBV DNA-negative NPC from patients with EBV DNA-positive NPC.
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FIGURE 3. An ROC curve to differentiate the EBV DNA-negative group compared with the EBVDNA-positive group using T1WISkewness, T2WIKurtosis, tumor volumes, and a combination of the three variables (A). An ROC curve to differentiate the PD from the non-PD group using overall stages, tumor volumes, T2WIKurtosis, and EBV statuses and a combination of the four variables (B). ROC, receiver operating characteristic; T1WI, T1-weighted imaging; EBV, Epstein–Barr virus; T2WI, T2-weighted imaging; PD, disease progression.


When comparing the different tumor stage groups (T2 vs. T3 vs. T4), tumor volume sizes increased from T2 to T4 (p < 0.05). The T1WI-based histogram and texture features, including the mean, median, 95th percentile, contrast, and entropy, showed significant differences among the three groups. In particular, seven T1WI-based histogram and texture features of the T2 group were significantly higher than those of the T3 group, while eight T1WI-based histogram and texture features of the T2 group were significantly higher than those of the T4 group. However, no significant differences were found between the T3 and T4 groups based on the histogram and texture features. Histogram and texture features extracted from T2WI, including the mean, median, skewness, and difference variance, showed significant differences among the three groups. Only one T2WI-based histogram and texture feature showed a significant difference between the T2 and T3 groups, and between the T3 and T4 groups. Moreover, four features of the T2 group were significantly different from those of the T4 group. However, none of the CE-T1WI-based histogram and texture features revealed significant differences among the three groups. CE-T1WIDiffVariance and CE-T1WI5% were higher in the T2 group compared with the T4 group. Histogram and texture parameter values of the T stages are summarized in Supplementary Table 1.



Disease Progression

Sixteen patients showed PD with a PFS mean of 12.5 months (range, 6.9–19.4 months). Among these patients, seven had local-regional recurrences, five had distant metastases, and four had distant relapses. The patients with local-regional recurrences, who showed progressive cervical adenopathy on MRI or neoplasm on nasopharyngoscopy, were subsequently confirmed by fine-needle aspiration biopsy. The distant metastases or relapses were confirmed with PET-CT. Sixty-five patients were included in the non-PD group with a mean PFS of 24.0 months (range, 21.5–26.5 months).

Univariate logistic regression analysis revealed that M stage, overall stage, tumor volume, T2WIKurtosis, and EBV status were significantly associated with PD. Since the M stage was reflected in the overall stage, only the overall stage was included in further statistical analyses. Finally, the overall stage, tumor volume, T2WIKurtosis, and EBV status were entered into the multivariable logistic regression analyses. The performance of these variables in differentiating PD group from non-PD group is shown in Table 5. The final regression model achieved an accuracy of 84.6% (sensitivity 93.8%, specificity 66.2%, AUC 0.800, and 95% CI 0.700–0.900). The performance of clinical and imaging features in differentiating the patients with PD from patients with non-PD of NPC is shown in Figure 3B.


Table 5. The diagnostic performance of clinicoradiological features to differentiate disease progression (PD) from patients with non-PD NPC.
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DISCUSSION

Using histogram and texture feature analysis, we found that MRI imaging features were closely in association with the EBV status and PD in patients with NPC. In this study, we built a predictive model that combined the imaging features and clinical variables to evaluate the risk of PD in patients with NPC before the initial treatment. The predictive model provides a visual tool for optimal clinical decisions, enabling clinicians to perform inexpensive and earlier identification of patients with NPC, who have a high risk of PD.

Plasma EBV DNA concentrations are believed to be associated with tumor burden (12, 13). Patients with positive EBV DNA were characterized as having more advanced T and N stages (14), which is in accordance with our research results. Although no differences between the EBV DNA-positive and EBV DNA-negative groups were seen for T stages, there were a higher number of EBV-positive patients with stage IV NPC. In this study, T1 cases were excluded because these cases had segmentation and assessment issues. However, a greater number of patients who were tested EBV DNA-negative had early-stage disease compared with patients who were tested EBV DNA-positive (15). We also found that tumor volume was another reliable choice for the radiologic evaluations of tumor burden because patients with positive pretreatment of EBV DNA plasma had larger tumor sizes. Ma et al. have already shown that EBV DNA was significantly correlated with tumor volume and volume of regional nodes (12). The close association between EBV DNA and tumor burden indicated the stage groups incorporating pretreatment with EBV DNA plasma could evaluate NPC more comprehensively than the other biomarkers (16).

In this study, T1WISkewness and T2WIKurtosis were significantly higher in the EBV DNA-negative group compared with those in the EBV DNA-positive group. Previous studies revealed Kurtosis derived from ADC maps correlated with p53 expression of the squamous cells in the head-and-neck of cases with carcinoma (HNSCC), and lower T2WIp10 or T2WIp25 correlated with hypoxia-inducible factor (HIF)-1α overexpression (17, 18). Bhatnagar et al. (19) suggested that a significant association existed between CE-T1WISkewness and microvessel density (MVD). Also, T2WIKurtosis was positively correlated with total cell counts (18); thus, the lower T2WIKurtosis in the EBV DNA-positive group of our study could be related to NPC tumor cell necrosis caused by EBV infection (20). Another study revealed that EBV infection promoted the chemokine (C-C motif) ligand 5 production, by increasing the expression of vascular endothelial growth factor (VEGF) and NPC angiogenesis by interacting with HIF-1α pathways (21). Moreover, greater MVD were observed in p53-positive tumors compared with those observed in p53-negative tumors (22); it has been proposed that p53 antagonizes HIF which induces hypoxia (23). Therefore, T1WISkewness and T2WIKurtosis were able to detect tumor heterogeneity, and higher T1WISkewness and T2WIKurtosis were potential indicators of hypoxia suppression, which is known to be associated with resistance to chemotherapy and RT, and poorer survival outcome (18).

Other studies have demonstrated that plasma EBV DNA has essentially become a tumor marker to predict prognoses and responses to various therapies in patients with NPC. Higher EBV DNA levels have been associated with poorer survival outcome (24, 25) and fewer distant metastases (3). In patients with NPC with detectable post-RT plasma EBV DNA, adjuvant chemotherapy did not improve relapse-free survival (RFS) (11, 26). On the contrary, post-RT plasma EBV DNA was associated with worse clinical outcomes, distant failure, and overall survival (OS) (13). In this study, MRI histogram and texture features were able to differentiate the EBV DNA-positive from the EBV DNA-negative NPC tumor groups and, thus, serve as in vivo and non-invasive imaging biomarkers, which can provide prognosis information for patients with NPC.

Texture analysis could quantitatively measure the intratumoral heterogeneity to discriminate tumor grades (27, 28). Several histogram and texture features showed significant differences when tumors with different T stages were compared, especially the distinct imaging features correlating with tumor heterogeneity, including T1WIEntropy, T1WIContrastnt, and T2WIDiffVariance. No features derived from CE-T1WI showed statistical differences among the three groups; however, CE-T1WIDiffVariance and CE-T1WI5% were significantly higher in the T2 group compared with the T4 group. This result may be caused by the exclusion of the patients with T1 stage tumors due to difficulties in the segmentation of the small tumors. Therefore, it is absolutely essential to detect small tumors in early stages. Recent studies have shown that deep learning can assist in tumor staging and segmentation (29, 30). Ke et al. (31) revealed that the self-constrained 3D DenseNet model showed an ability to distinguish NPC tumors at any T stage from benign hyperplasia, with high overall accuracy of 97.77%. Artificial intelligence (AI) tools could improve the accuracy of NPC staging and segmentation; therefore, we will collect more data with small tumor for future studies.

We demonstrated the combination of overall stage, tumor volume, T2WIKurtosis, and EBV status was the most effective model to predict PD in patients with NPC. Existing studies have used a few principal biomarkers as predictive tools for personalized therapy and survival status in patients with NPC, including EBV DNA level and imaging features. Radiomics nomogram combined radiomic features (8 CE-T1WI and 7 T2WI features) and clinical variables to provide pretreatment evaluations of local recurrences in patients with NPC (32). In patients with stage I–II NPC, pretherapy plasma EBV DNA level >4000 copies/ml was considered as poor risk indicators with a probability that distant failures would occur (33). Mao et al. (10) proved that higher CE-T1WI-based uniformity was an independent predictor of PFS and those patients with NPC could be clustered into four distinct survival group patterns based on multi-modality MRI radiomics (9). Pretreatment EBV DNA levels associated with 3-year PFS and overall survival (OS) in patients with NPC. The survival period was significantly higher in patients who achieved an undetectable EBV DNA level after treatment compared with patients with detectable EBV DNA (11). Moreover, radiomic signatures of pretreatment morphologic MRI could predict early responses to chemotherapy inductions in patients with NPC (34). However, limited studies have combined the histogram and texture features, and EBV DNA, to comprehensively evaluate NPC in clinical practice. In this study, not only EBV DNA status but also MRI histogram and texture imaging features were included in the predictive model for the prognosis of patients with NPC, according to previous studies mentioned above. To our knowledge, less previous studies combined EBV DNA status and imaging features to predict prognosis in patients with NPC. We think this clinical model could provide more predictive information for the clinicians.

This study has several limitations. First, the sample size was relatively small, especially for the PD cases, and patients were enrolled from a single center. The small sample size leads to no validation cohort in this study. The data imbalance can also cause inaccuracy of the statistical results. So the reliability and reproducibility of the predictive model should be validated by larger sample sizes from multiple centers. Second, only pretreatment EBV DNA samples were collected in this study. However, the dynamic changes in EBV DNA levels were also clinically significant as the decay of plasma EBV DNA during the latter part of therapy regimens could reflect a decrease in the number of tumor cells (35). More comprehensive information of EBV DNA should be collected, and maybe the changes in EBV DNA levels will influence the predictive model. Third, the follow-up period was relatively short, and the median PFS was only 23 months. With longer follow-up time, we can use survival analysis for more reliable predictive models. Fourth, we extracted only the seven first-order histograms and four texture-based features; more advanced radiomics and machine learning methods will be applied in further studies to obtain superior results and improve the reliability of the predictive model.

In conclusion, our study showed that larger tumor volume, T1WISkewness, and T2WIKurtosis were associated with EBV DNA-negative status. Based on these findings, we developed a simple predictive model integrated MRI features and EBV status to predict and evaluate PD in patients with NPC. The predictive model can be used as a non-invasive and cost-effective detection method, and it also served as a visual tool to identify high-risk individuals with PD who would benefit from aggressive therapeutic strategies.
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Objectives

This study aimed to investigate whether radiomics classifiers from mammography can help predict tumor-infiltrating lymphocyte (TIL) levels in breast cancer.



Methods

Data from 121 consecutive patients with pathologically-proven breast cancer who underwent preoperative mammography from February 2018 to May 2019 were retrospectively analyzed. Patients were randomly divided into a training dataset (n = 85) and a validation dataset (n = 36). A total of 612 quantitative radiomics features were extracted from mammograms using the Pyradiomics software. Radiomics feature selection and radiomics classifier were generated through recursive feature elimination and logistic regression analysis model. The relationship between radiomics features and TIL levels in breast cancer patients was explored. The predictive capacity of the radiomics classifiers for the TIL levels was investigated through receiver operating characteristic curves in the training and validation groups. A radiomics score (Rad score) was generated using a logistic regression analysis method to compute the training and validation datasets, and combining the Mann–Whitney U test to evaluate the level of TILs in the low and high groups.



Results

Among the 121 patients, 32 (26.44%) exhibited high TIL levels, and 89 (73.56%) showed low TIL levels. The ER negativity (p = 0.01) and the Ki-67 negative threshold level (p = 0.03) in the low TIL group was higher than that in the high TIL group. Through the radiomics feature selection, six top-class features [Wavelet GLDM low gray-level emphasis (mediolateral oblique, MLO), GLRLM short-run low gray-level emphasis (craniocaudal, CC), LBP2D GLRLM short-run high gray-level emphasis (CC), LBP2D GLDM dependence entropy (MLO), wavelet interquartile range (MLO), and LBP2D median (MLO)] were selected to constitute the radiomics classifiers. The radiomics classifier had an excellent predictive performance for TIL levels both in the training and validation sets [area under the curve (AUC): 0.83, 95% confidence interval (CI), 0.738–0.917, with positive predictive value (PPV) of 0.913; AUC: 0.79, 95% CI, 0.615–0.964, with PPV of 0.889, respectively]. Moreover, the Rad score in the training dataset was higher than that in the validation dataset (p = 0.007 and p = 0.001, respectively).



Conclusion

Radiomics from digital mammograms not only predicts the TIL levels in breast cancer patients, but can also serve as non-invasive biomarkers in precision medicine, allowing for the development of treatment plans.





Keywords: breast cancer, tumor-infiltrating lymphocytes, mammographic, radiomics, machine learning



Introduction

Breast cancer is the most common malignant tumor among women globally, with a high mortality rate, making early correct diagnosis and effective treatment essential. In recent years, immunotherapy and immune checkpoint blockade (ICB) for the treatment of breast cancer patients have raised concerns in clinical practice (1, 2). However, only a portion of patients respond to current immunotherapy, and predictive biomarkers are necessary for patients who are suitable for immunotherapy (3).

Tumor-infiltrating lymphocytes (TILs) is a promising biomarker; it is now known that the success of ICB-based immunotherapy requires pre-existing anti-tumor immunity (4), which can reflect an individual’s immune tumor response and has strong prognostic and predictive significance (5–7). Increased TIL levels positively correlate with pathological complete response (pCR) and improved patient survival rates, especially in triple-negative breast cancer (TNBC) and human epidermal growth factor receptor 2 (HER 2)-positive breast cancer subtypes. Although the International Immuno-Oncology Biomarker Working Group on Breast Cancer has issued the latest TIL assessment guidelines, the process is still laborious and subjective, with variability between and within raters (8). Therefore, a more objective and reliable method to evaluate TILs in breast tumor is essential.

Radiomics is a recently emerging technique in computational medical imaging and involves extraction and analyses of a large number of quantitative imaging features, such as volume, size, shape, and intensity from medical images. It is different from traditional methods because it converts medical images into mineable high-dimensional data (9, 10). Radiomics can help support patient diagnosis, prognosis, treatment, and prediction in clinical practice (11–13). Magnetic resonance imaging (MRI) plays an important role in the diagnosis of breast cancer, and a few recent studies reported its correlation with the clinical decision among breast cancer patients (14, 15). In addition, several studies have shown that quantitative imaging features from MRI can predict TIL levels and molecular subtypes in patients with breast cancer (16, 17). On the other hand, mammography is a simple, convenient, and low-cost examination without contrast agent injection, compared with MRI. It is widely used in breast cancer screening and diagnosis. Recently, a study demonstrated that quantitative radiomics features derived from mammography can distinguish high and low TILs in patients with TNBC (18). Another study showed that radiomics with mammography can predict breast cancer molecular subtypes (19). However, there are no studies that predict the relationship between TIL levels and breast cancer through mammography. Preoperative evaluation of TILs is a significant biomarker of prognosis and therapeutic response. Therefore, the aim of this study was to evaluate the usefulness of a radiomics model from mammography data in predicting TIL levels in breast cancer patients.



Materials and Methods


Patients and Imaging Dataset

This retrospective study was approved by the Institutional Ethics Review Committee of the China–Japan Friendship Hospital, and the requirement for informed consent was waived for all patients. Between February 2018 and May 2019, 121 consecutive patients with breast cancer were enrolled in this study. The inclusion criteria were as follows: (1) unilateral mass type breast cancer was recruited; (2) preoperative bilateral mammography must be performed; (3) having complete clinical data; (4) having complete pathological data, including postoperative immunohistochemical results. All patients received preoperative mammograms through a digital technique using Lorad Selenia (Hologic Gen-Probe, San Diego, USA). The quantization was set to 14-bit for the full-field digital mammographic images with pixel sizes of 70 µm × 70 µm. Images of the craniocaudal (CC) view and the mediolateral oblique (MLO) view were obtained from mammograms of each patient. A total of 121 single masses were analyzed. 121 patients were randomly divided into the training dataset (n = 85) and the validation dataset (n =36) using statistical software.



Tumor Segmentation and Radiomics Feature Extraction

A radiologist with more than ten years of work experience manually outlined tumor edges in the image. The three-dimensional segmentation of tumor regions of interest (ROIs) was performed using the ITK-SNAP software (version 3.8, Philly, PA, USA), in which the radiological characteristic of the lesion area was extracted. A total of 612 first order shape texture wavelet lbp2d features were extracted using the Pyradiomics software (version 2.2.0, Boston, MA, USA). These radiomics features included texture, morphologic, and statistical features of gray values. Shape, perimeter, area, and size represented the morphological characteristics. Correlation, entropy, contrast, inertia, and homogeneity were the texture features extracted. Finally, the statistical features of gray values involved kurtosis, variance, and gray average.



Radiomics Feature Selection and Classifier Construction

For the purpose of constructing a predictive model, a one-way analysis of variance (ANOVA) was applied to filter out features with a variance of 0, and then the rest of the radiomics features were retained to select the most relevant features using recursive feature elimination (RFE). According to the Mann–Whitney U test, the top-class features were screened out to build the final logistic regression classifier, which was used to perform radiomics feature selection in the training dataset. Classification performance was evaluated using the area under the receiver operating characteristic curve (AUC). Finally, a radiomics score (Rad score) was developed using the logistic regression model and was used to calculate for the training and validation datasets.



Evaluation of Tumor-Infiltrating Lymphocytes

After hematoxylin and eosin (H&E) staining, the tumor tissue section was evaluated by a pathologist who had 20 years of professional experience in breast tumor diagnosis. The number of TILs was confirmed by the same pathologist. In order to facilitate the evaluation of variables, we divided the tumor samples into two groups: (1) the low TIL level group was defined as having a TIL density of <50%, and (2) the high TIL level group was defined as having a TIL density >50%. The evaluation criteria followed the latest TIL assessment guidelines issued by the International Immuno-Oncology Biomarker Working Group on Breast Cancer (8).



Statistical Analysis

All statistical tests were performed using SPSS software (SPSS, version 25, Chicago, IL, USA). A p value <0.05 was considered statistically significant. To evaluate the disparity among the patients’ clinicopathologic characteristics, the chi-square test was used for categorical variables. ANOVA was used to filter out features with a variance of 0. The top-radiological features were correlated with the logistic regression classification using the Mann–Whitney U test. To assess the difference between the predictable competence of the high and low TIL levels based on the training and validation datasets, ROC curves were developed. A Rad score was generated using a logistic regression model to calculate the training dataset and validation dataset.




Results


Patients’ Characteristics

The basic characteristics of the patients are shown in Table 1. Among the 121 patients, 32 (26.44%) exhibited high TIL levels, whereas 89 (73.56%) showed low TIL levels. The mean ages and menopausal status of patients in the high and low TIL groups were not statistically significant (p = 0.87, p = 0.38), respectively. The ER negativity and the Ki-67 negative threshold level in the low TIL group were higher than that in the high TIL group, and the difference between the two groups was statistically significant (p = 0.01 and p = 0.03, respectively). The patients’ characteristics in the training and validation datasets of this study are listed in Table 2. In terms of clinicopathological aspects, there was no statistical significance between the validation and training datasets.


Table 1 | Clinicopathologic characteristics of patients.




Table 2 | Characteristics of patients in the training set and validation sets.





Radiomics Feature Selection and Classifier Construction

The study flowchart is presented in Figure 1. A diagram of the breast tumor segment is shown in Figure 2. In total, 612 radiomics features that represent quantitative images were extracted from the CC and MLO of mammograms. Through ANOVA, all the features with a variance of 0 were eliminated, and 517 radiomics features remained after the analysis. Subsequently, ten features were selected for further evaluation through RFE, and then the six top-class features with p-values <0.05 were selected using the Mann–Whitney U test in the training set (Table 3). Figure 3 shows that the correlation between the top six features, including wavelet GLDM low gray level emphasis (MLO) (p = 0.018), GLRLM short run low gray level emphasis (CC) (p = 0.005), LBP2D GLRLM short run high gray level emphasis (CC) (p = 0.014), LBP2D GLDM dependence entropy (MLO) (p = 0.008), wavelet interquartile range (MLO) (p = 0.007), and LBP2D median (MLO) (p = 0.017). Finally, the top six features were used to build radiomics classifiers based on logistic regression to predict the TIL level. A Rad score for the training and validation datasets was calculated.




Figure 1 | The workflow for feature engineering of mammographic radiomics, which included four main steps. Image acquisition and tumor segmentation; radiomics feature extraction and screening; predictive model building; model validation application.






Figure 2 | The diagram of the breast tumor segmented.




Table 3 | Analysis of radiomics features between low and high TIL levels in training set.






Figure 3 | Correlative heatmap between six top-class radiomics features and TIL levels. The values in the square lattices represent the magnitude of R value of correlation analysis displayed by color difference.





Performance and Validation of the Radiomics Classifiers

The optimal cut-off value produced through the ROC curve analysis was 0.408. In both the training and validation sets, the radiomics classifier had an excellent performance for classifying the TIL levels. The AUC value was 0.83 (95% confidence interval [CI], 0.738–0.917) in the training dataset and had positive predictive value of 0.913. For the validation set, the classifier had an AUC value of 0.79 (95% CI, 0.615–0.964) and a positive predictive value of 0.889 (Table 4, Figure 4). The Rad scores for the training and validation sets with respect to the high and low TIL levels are described in Figure 5. The predictive performances as determined by Box-plot are presented as statistically different, with p <0.05 (training set p = 0.018, validation set p = 0.031).


Table 4 | The predictive performance of radiomics classifier in training and validation sets.






Figure 4 | Receiver operating characteristic curves for predicting the TIL levels in the training datasets (A) and validation (B) datasets.






Figure 5 | Box plot shows Rad score distributions between the training (A) and validation (B) groups.






Discussion

For TNBC and HER 2-positive breast cancer patients, the TIL levels have a valuable prognostic and predictive ability (20). Many studies have shown that high TIL level is a significant predictor of prognosis and increased pCR rates after chemotherapy (21, 22). Furthermore, the combined application of TIL and clinicopathological criteria can be used to detect and identify early breast cancer patients with better prognosis and avoid unnecessary immunotherapy. Therefore, TILs could serve as useful predictive biomarkers to select patients who could potentially benefit from immunotherapy (1). However, because of the non-uniformity of TIL concentrations in the tumor, the outcome acquired through biopsy may not reflect the whole tumor tissue; the gold standard for evaluating TILs through pathologists’ visual assessment of H&E-stained tumor sections could also be limited mainly by observer diversity. On the other hand, medical imaging plays an irreplaceable role in tumor diagnosis, treatment, and treatment monitoring and is the most useful tool for oncology. Unlike biopsy, imaging is usually widely used in clinical practice because it can be used non-invasively to assess the characteristics of human tissues. Radiomics can extract information-rich imaging functions with high throughput, which is different from traditional subjective imaging and can quantify imaging information that the human eye cannot detect.

Previously, abundant evidence has reported on the relationship between TILs and MRI features. Wu et al. (23) showed that the density of TILs in tumors is closely related to the MRI enhancement form. Fogante et al. (24). used a slightly smaller ROI to assess the relationship between the ADC value and TIL level. Denkert et al. (25) showed that a higher density of TILs is correlated with improved efficacy of neoadjuvant chemotherapy in breast cancer patients, especially when the survival rates of TNBC and HER 2-positive patients are prolonged. However, MRI and mammography have different imaging characteristics, and no research has explored mammographic images in evaluating the status of TILs. Thus, analyzing the characteristics of breast cancer based on the morphology, density, and anatomical features of the mammogram is of great significance for the evaluation of TIL levels. A radiomics method to predict the tumor TIL levels among breast cancer patients was performed in this study. A total of six radiomics features were selected [Wavelet GLDM low gray level emphasis (MLO), GLRLM short-run low gray-level emphasis (CC), LBP2D GLRLM short-run high gray-level emphasis (CC), LBP2D GLDM dependence entropy (MLO), wavelet interquartile range (MLO), and LBP2D median (MLO)]. Wavelet GLDM low gray level emphasis represents the magnitude of a low gray value distribution. The higher the value, the greater the density of the low gray level in the image. GLRLM short run low gray level emphasis measures the joint distribution of shorter run lengths with lower gray level values. The LBP2D GLRLM short run high gray level emphasis measures the joint distribution of shorter run lengths with higher gray level values. LBP2D GLDM dependence entropy means the randomness of GLDM, and a higher dependence entropy implies a more complex texture. The wavelet interquartile range represents P25 and P75 are the 25th and 75th percentiles of the image array, respectively. The LBP2D median refers to the median gray level intensity within the ROI (26, 27). In mathematics, the GLDM and GLRLM characteristics have different functions and definitions; thus, it has a very good advantage in measuring the heterogeneity of tumor texture features. These texture features based on GLDM and GLRLM are considered adjacent pixels, so it is very suitable for quantization of tumor texture and heterogeneity (28).

Many previous studies have underlined the importance of entropy (29, 30), but one study suspects that entropy is not suitable for the construction of elastic net regression because of the disadvantage of multicollinearity (31). We used the texture features that could interact with each other by combining traditional statistics to build the logical regression classifier. To filter out the coarse feature with redundant, noisy, and irrelevant dimensions, a relatively small subset of the radiomics characteristics was selected. The number of top-class features selected in the prediction model depends on the purpose and the problem to be solved in the process of constructing the classifier (32). In order to improve the accuracy of the predictive model, we combined the Mann–Whitney U test and logical regression classifier to select informative elements. Our results show that a predictive model and the correlation with TIL levels showed excellent discriminative ability among the low and high TIL groups, with AUCs of 0.83 and 0.79 in the training and validation groups, respectively. Despite the limited number of tumor samples in the training and validation sets, the Rad score was able to identify the difference in TIL levels between these datasets. In our study, we observed that the high TIL levels had p-values that were less than that of the low TIL levels, according to the Mann–Whitney U test. The difference was also statistically significant.

Our study has two advantages. First, to the best of our knowledge, this is the first study wherein machine learning has been used to evaluate TIL levels among breast cancer patients. Our study demonstrated that radiomics from qualitative mammographic image characteristics can be used to predict TIL levels. Second, we used standardized texture values to build a logical regression classifier because all texture features had diverse ranges, which could increase the accuracy of predictive modeling.

However, our study also has some limitations. First, this study had a small sample size and was a single-centered retrospective study. Further studies involving multiple centers and a large number of patients are necessary. Second, our radiomics classifier was calculated using ROI drawn only on the single largest slice in the mammographic image, which may increase concerns regarding selection bias. Third, we did not perform an external validation to confirm the effectiveness of our findings, which may lead to differences. In the future, a larger subset of the dataset is needed for validation. Finally, we could not contrast the manifestation of mammograms and DC-EMR images in this study. However, mammography remains the most common method for breast cancer screening and diagnosis. This study aimed to investigate the predictive capacity between radiological features of mammograms and TIL levels in breast cancer patients. If radiomics predictive modeling from mammograms has excellent performance in evaluating TIL levels, more valuable information will be provided to radiologists and clinicians, which can help radiologists and clinicians to make better clinical decisions for breast cancer patients.

In conclusion, a radiomics predictive model from digital mammogram images was found to be a useful method for discriminating low and high TIL levels in patients with breast cancer. Such a quantitative radiomics predictive model is an efficient, non-invasive, and cost-effective method to predict TIL levels in patients with breast cancer and could facilitate the development of non-invasive biomarkers in precision medicine, as well as the development of a treatment plan.
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Background

Computational aid for diagnosis based on convolutional neural network (CNN) is promising to improve clinical diagnostic performance. Therefore, we applied pretrained CNN models in multiparametric magnetic resonance (MR) images to classify glioma mimicking encephalitis and encephalitis.



Methods

A data set containing 3064 MRI brain images from 164 patients with a final diagnosis of glioma (n = 56) and encephalitis (n = 108) patients and divided into training and testing sets. We applied three MRI modalities [fluid attenuated inversion recovery (FLAIR), contrast enhanced-T1 weighted imaging (CE-T1WI) and T2 weighted imaging (T2WI)] as the input data to build three pretrained deep CNN models (Alexnet, ResNet-50, and Inception-v3), and then compared their classification performance with radiologists’ diagnostic performance. These models were evaluated by using the area under the receiver operator characteristic curve (AUC) of a five-fold cross-validation and the accuracy, sensitivity, specificity were analyzed.



Results

The three pretrained CNN models all had AUC values over 0.9 with excellent performance. The highest classification accuracy of 97.57% was achieved by the Inception-v3 model based on the T2WI data. In addition, Inception-v3 performed statistically significantly better than the Alexnet architecture (p<0.05). For Inception-v3 and ResNet-50 models, T2WI offered the highest accuracy, followed by CE-T1WI and FLAIR. The performance of Inception-v3 and ResNet-50 had a significant difference with radiologists (p<0.05), but there was no significant difference between the results of the Alexnet and those of a more experienced radiologist (p >0.05).



Conclusions

The pretrained CNN models can automatically and accurately classify these two diseases and further help to improving clinical diagnostic performance.
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Introduction

For an intracranial lesion, the first question faced by the neuroradiologist is whether it is a neoplastic or non-neoplastic lesion. Glioma and encephalitis are two common diseases of the central nervous system that sometimes overlap in their clinical symptoms and radiographic presentations (1). However, the treatment protocols and prognosis are substantially different for these two diseases. Being able to classify glioma and encephalitis both accurately and noninvasively is of the utmost importance.

MRI is most commonly used to assess brain diseases due to its superior contrast compared with other imaging modalities. In current conventional MR imaging methods, it is not difficult to classify encephalitis from a single enhancing glioma with perifocal edema, mass effect, and necrosis. However, some gliomas (referred to as “glioma mimicking encephalitis” in this paper, mainly lower-grade glioma) show focal area enhancement or no enhancement lesions without mass effect or necrosis, which may be misdiagnosed as encephalitis, resulting in delayed treatment (1, 2). On the other hand, some encephalitis have a certain mass effect due to the large scope, which may also be misdiagnosed as glioma for craniocerebral surgery or pathological biopsy (3).

Some advanced MR modalities such as diffusion-weighted imaging (DWI), MR spectroscopy (MRS) and perfusion-weighted imaging (PWI) play important roles in differentiating glioma and encephalitis to some extent. However, generally advanced imaging techniques require additional expense and time to perform and may not be routinely performed for every patient in clinical practice. By contrast, FLAIR, CE-T1WI, and T2WI are almost always available. However, conventional MRI modalities do not fully perform deep mining of the intrinsic features of images given the limitations of the subjective vision of the human eye. To improve the diagnostic accuracy and efficiency, advanced and automated methodologies are needed.

Recently, computational aid in diagnosis became a fast-developing research area, combining radiology imaging and computers in a noninvasive fashion to extract a large number of high-dimensional features to help improve clinical diagnostic performance (4, 5). Several studies on MRI brain tumour classification using traditional machine learning approaches such as the classification of glioblastoma (GBM) and primary cerebral nervous system lymphoma (PCNSL) used a support vector machine (SVM) or random forest (RF) (6–8). A few studies focused on the classification of a neoplastic or non-neoplastic lesion (9–11), such as autoimmune pancreatitis and pancreatic ductal adenocarcinoma. However, traditional machine learning methods have two main weaknesses. First, it depends on handcrafted features, which is time-consuming and highly dependent on the experience of the operators. Second, it focuses only on either low-level or high-level features (12). Deep learning is a subset of machine learning that does not require handcrafted features. Deep learning, especially convolutional neural networks (CNN), can achieve a higher classification performance than the traditional radiomic framework by automatically extracting the abstracted and deeper features from medical images (13, 14) and has been widely used for medical images analysis over the past several years (15, 16). Several successful studies have applied a pretrained CNN model such as Alexnet, ResNet, and GoogLeNet models to classify two or more types of tumours. To our knowledge, the application of deep learning based on multiparametric MRI to differentiate encephalitis from glioma mimicking encephalitis is rarely been reported.

Thus, in this study, we aimed to train CNN models to automatically classify glioma mimicking encephalitis and encephalitis by analyzing conventional multiparametric MRI images. We made three comparisons of the classification performance to find the most suitable classifier model for the classification problem: (a) a comparison of three existing pretrained CNN architectures (Alexnet, ResNet-50, and Inception-v3) with different parameters and layers, (b) a comparison of the effects of different MR modalities (FLAIR, CE-T1WI, and T2WI) on a model based on the same network, and (c) a comparison of quantified deep learning models with radiologists’ diagnostic performance.



Materials and Methods


Patients

For this retrospective analysis, ethical approval was obtained by our institutional review board (approval number 2019-178), and the informed consent requirement was waived. The study population consisted of 164 (56 gliomas and 108 encephalitis) patients enrolled at the institution consecutively between January 2012 and January 2020. The glioma mimicking encephalitis inclusion criteria were as follows: (1) histopathologically confirmed cerebral gliomas, and (2) patients with atypical MR imaging such as patchy or large patchy abnormal signals and insignificant enhancement without mass effect or necrosis, which are difficult to differentiate from encephalitis. Encephalitis inclusion criteria: encephalitis had the lesion on MRI, and was confirmed by cerebrospinal fluid analysis, antibody testing, virus examination, surgery or pathological biopsy, or confirmation of the diagnosis because the lesion completely or largely disappeared or turned into encephalomalacia during the follow-up period. In addition, before a routine MRI examination, no patients had a previous brain biopsy or treatment, and three MRI modalities (FLAIR, CE-T1WI, and T2WI) were used. The exclusion criteria were followed as: (1) the lesion was too small and its diameter was less than 10 mm, (2) MRI images had motion and other artifacts with poor quality that affected the analysis. The number of raw images in the glioma mimicking encephalitis and encephalitis group was 1570 and 1494 images, respectively.



Data Acquisition

All MR images were obtained on a GE 3.0 T scanner (General Electric Medical Systems, USA) equipped with an eight-channel head coil. All images were stored in the picture archiving and communication systems (PACS, Carestream Health, Inc., Rochester, NY, USA). The acquisition parameters of were as follows: conventional axial T1WI [TR 250 ms, TE 2.86 ms, flip angle 90°, field of view (FOV) 240 × 240 mm, matrix 224 × 224, layer thickness 5 mm, total of 20 layers], axial T2WI [TR 3 600 ms, TE 120 ms, flip angle 90°, FOV 240 × 240 mm, matrix 256 × 256, layer thickness 5 mm, total of 20 layers] and FLAIR sequence [TR 8000 ms, TE 120 ms, flip angle 90°, FOV 240 × 240 mm, matrix 224 × 224, layer thickness 5 mm, total of 20 layers]. Axial contrast-enhanced T1WI (TR 6.3 ms, TE 3.1 ms, flip angle = 15°, FOV= 240 × 240 mm, matrix 192 ×192, slice thickness 5 mm) was obtained after intravenous rejection of 0.1 ml/kg gadobutrol (Gadovist, Bayer Schering Pharma). The scan range included the region from the calvarial vertex down to the foramen magnum.



Neuroradiologist Assessment

To compare the diagnostic performance of the pretrained CNN models with a visual assessment, MRI images of all 164 cases were independently reviewed by the same two neuroradiologists (Wu JQ and Liu MQ, with 14 and 6 years’ experience, respectively, in neuroradiology). They were blinded to clinical information but were aware that the patients were either encephalitis or glioma without knowing the exact number of patients diagnosed with each entity. The two readers assessed only conventional MR images (FLAIR, CE-T1WI, and T2WI) and recorded a final diagnosis using a 4-point scale (1 = definite encephalitis; 2 = likely encephalitis; 3 = likely glioma; and 4 = definite glioma). Cohen’s kappa coefficients were used to assess the interdiagnosis agreement by the two radiologists, which was interpreted as follows: <0.20 = slight, 0.21–0.40 = fair, 0.41–0.60 = moderate, 0.61–0.80 = good, and 0.81–1.00 = excellent.



Image Preprocessing

All MRI images (FLAIR, CE-T1WI, and T2WI) were exported in.jpg format without annotation from the original digital imaging communication in medicine (DICOM) format on PACS. Then we use the Opencv image-processing library to cut out the redundancy around the images, such as the skull and eyes, and only retain the brain parenchyma of the original image matrix. The flowchart was added to the supplementary materials. After that, images containing lesion areas were selected by the two experienced neuroradiologists. This screening can ensure that all features contributing to the classification are retained, and remove the nonfocus sections that interfere with the classification.

Data augmentation plays a vital role in the utilization of deep learning in medical images, especially in our task, which lacks data. The training data were augmented four times by randomly choosing four methods from a list of six methods: contrast transformation, brightness conversion (increased and decreased), sharpening and flipping (horizontal and vertical). The test data set was kept as origin. Last, in order to implement our experiment more efficiently, as the CNN’s network architecture we chose the bilinear interpolation to resize all the images to 224 × 224.



Deep Transfer Learning

One of the most important reasons for the tremendous success of deep learning is that it can handle massive amounts of data. With the development of the Internet, thousands of different data can be obtained in a very short time. Nevertheless, in the field of medical imaging, there is usually a lack of data sets. Moreover, the annotation of medical images is not only tedious, laborious, and time-consuming but also demanding of costly, specialty-oriented skills that require experienced radiologists. Transfer learning is an effective method to solve this problem (17). Transfer learning is a method that uses a CNN network model trained on a large data set such as ImageNet and transfers it to another different but related task. This results in a faster, more accurate and more generalized learning process (18, 19). The weight parameters of this model are generated after learning massive data sets, and it has the ability to extract a class-specific feature representation, which is suitable for distinguishing encephalitis and glioma mimicking encephalitis.

Based on the idea of transfer learning, we selected current popular CNN networks (Alexnet, ResNet-50, and Inception-v3) to classify encephalitis and glioma mimicking encephalitis of intracranial diseases with similar manifestations on MRI. We trained them using the ImageNet data set. After that, we utilized our own training data set to fine-tune these models and evaluate them in order to choose the model with the best performance. The transfer learning process for the classification of these two brain diseases is shown in Figure 1.




Figure 1 | Transferring parameters of convolutional neural network (CNN). First, network is trained on source task (ImageNet classification, top row) with large amount of available labeled images. Then, convolutional layers (C1-C5) are transferred to target task(brain tumour and encephalitis classification, bottom row). We remove original fully connected layers (FC6-FC8) and add adaptation layer (FCa-FCc). Last, we fine-tune new model on labeled data of target task.





Pretrained Model

After Alexnet was proposed and had tremendous success in image classification tasks during the ImageNet Large-Scale Visual Recognition Challenge (ILSVRC) in 2012, more and more deep convolutional neural networks with superior performance were proposed and applied in scientific research and practical applications, such as computer vision and natural language processing. All basic structures are the same, including the convolutional layer, pooling layer, and fully connected layer.


Alexnet

In 2012, the Alexnet was the first architecture to use a deep convolutional neural network, which showed the best results and achieved significant improvement over traditional non-deep methods for the ILSVRC task (20). It has several innovations including using ReLU as the CNN network’s activation function to solve the gradient dispersion problem when the network is deep, using the dropout method randomly to ignore some neurons and reduce overfitting and using max-pooling and proposed local response normalization (LRN) in the network to enhance the generalization ability. It has 60 million parameters and 500,000 neurons, and consists of five convolutional layers and three pooling layers (not shown) followed by three fully connected layers and a softmax classifier.



ResNet-50

The ResNet (21) model proposed a new structure called the “residual block,” which changed the learning goal: the residual block was no longer learning a complete network’s output, but the difference between output and input was residual. The residual block is implemented by a connection between the block’s input and an output named the “shortcut connection.” The input and output of this “residual block” are overlapped elementwise through a “shortcut connection,” which does not add additional parameters or computation to the network but can greatly accelerate the training process and improve the training effect of this model. By using a residual unit to successfully train 152 layers of the deep neural network, this approach was the champion in the ILSVRC 2015 competition, achieving a 3.57% top-5 error rate while the parameter quantity was lower than those of other deeper models. Because of its “simple and practical” coexistence, after that, many methods based on ResNet-50 or ResNet-101 have been widely used in detection, segmentation, recognition, and other fields.

In our task, we chose a ResNet-50 model containing one general convolutional layer, 16 “building block” modules and one pooling layer and one fully connected layer. Each “building block” has three convolutional layers. ResNet-50 eventually has 20 million parameters.



Inception-v3

The GoogLeNet (22) model is significantly more complex and deeper than all previous CNN architectures. More important, it introduces a new module called the “inception module,” which concatenates filters of different sizes and dimensions into a single new filter. In our task, we chose the Inception-v3 architecture to train a classifier. Overall, Inception-v3 has six convolutional layers, two pooling layers, and ten “inception” modules. Each “inception” module consists of seven to nine convolution layers and one pooling layer. The model we chose contains 30 million parameters.




Architecture Modification

The models we introduced above were for ILSVRC image classification tasks that contain 1000 categories. However, in our task, there are only two categories, so the original CNN structures need to be modified to ensure that the experiment can be implemented. First, because of a lack of data sets and a large number of parameters in these models, overfitting occurs, which means that the training accuracy is outstanding but the validation or test accuracy is much lower. This suggests that the model is too complex to fit the data and the data are too scarce. To alleviate this problem, we removed all fully connected layers and treated the activations of the last convolutional layer as a deep feature representation for each input image. We added two fully connected layers which contained fewer hidden nodes to reduce the parameters. The first fully connected layer was fixed at 512 hidden nodes, and we initialized the weights with a Gaussian distribution. The activation function was ReLU. The second fully connected layer had 256 hidden nodes, and its initialization and activation were the same as that of the first fully connected layer. The last layer was the output layer. For our binary classification task, we fixed the last layer at one. We used sigmoid activation at the output layer to determine the probability directly. We used other modifications on the models to promote their classification performance, such as adding batch normalization and dropout. All of these modifications are based on regularization, which can alleviate overfitting and increase the classification accuracy.



Experiment


Evaluation

Because we had a small amount of data, the evaluation of the three models was based on five-fold cross-validation, which splits all samples into five subfolds, using four of them as a training set and one as a test set in each iteration. During the experiment, the training process was carried out on the training set, while the test set was used to assess the performance of each model.

Due to the imbalances between the two diseases in our task, we used the receiver operating characteristic (ROC) curve that is drawn by the false positive rate and true positive rate as our principle evaluation measure. The ROC and the area under the curve (AUC) were used to evaluate the discrimination performance of these models using DeLong tests, and p<0.05 was considered statistically significant. The accuracy, sensitivity, and specificity were also computed.



Implementation

The preprocessing and classification methods were coded in python using Keras and Opencv. Evaluation methods were implemented using scikit-learn. All experiments were performed using Ubuntu OS on a machine with an Intel Xeon E5 2687W V3, NVIDIA GeForce 1080ti GPU, and 16 × 8GB of RAM.

The CNN networks we chose (Alexnet, ResNet-50, and Inception-v3) were all fine-tuned from ImageNet pretrained models. In these experiments, we fixed the hyperparameters to be the same so that we could choose the best model with excellent performance. For fine-tuning, the number of training epochs was 50, and the minibatch size was 32 image instances. We used Adam as our optimization method, and the hyperparameters had momentum: 0.9, weight decay: 0.0005 and base-learning rate: 0.001.





Results


Comparison of Performance of Three Pretrained CNN Models

In this paper, we focused on three pretrained CNN models in classifying glioma mimicking encephalitis and encephalitis. Table 1 summarizes the averaged classification accuracy, specificity, sensitivity and AUC values of the Alexnet, ResNet-50, and Inception-v3 architectures based on three single MRI modalities under five-fold cross-validation. Figure 2 shows the ROC curves of the three pretrained CNN methods based on three single MRI modalities. It can be seen from Table 1 and Figure 2 that all classification models had great potential in distinguishing glioma mimicking encephalitis and encephalitis (AUC>0.9). Among them, the highest classification performance was achieved by the Inception-v3 model, and the lowest performance was obtained with the Alexnet model. And Inception-v3 performed statistically significantly better than the Alexnet architecture in accuracy (p<0.05). The classification accuracy on FLAIR, CE-T1WI and T2WI of ResNet-50 was 88.95%, 93.33% and 95.75%, respectively. The Alexnet performance was statistically significantly lower than that of the ResNet-50 architecture when based on FLAIR modality (p<0.05). There was no statistically significant difference between ResNet-50 and Inception-v3 for any of the modalities.


Table 1 | Performance comparison of three pretrained models based on three single MRI modalities.






Figure 2 | Comparison of receiver operating characteristic curves of three pretrained CNN models based on three single MRI modalities.





Comparison of Performance of Single Modality Model

To further examine the effect of different MRI modalities on model performance, FLAIR, CE-T1WI, and T2WI single modality networks were constructed, and the classification accuracies are shown in Figure 3. The results indicate that the Inception-v3 and ResNet-50 models related to T2WI data inputs achieved the highest accuracy (97.57% and 95.75%, respectively) and were slightly better than CE-T1WI and FLAIR data. However, they had similar AUC values on T2WI and CE-T1WI. Looking at the classification performance of the Alexnet model, the highest accuracy (92.72%) and AUC (0.955) were achieved based on CE-T1WI. FLAIR had the lowest classification ability for the three networks. Note that no matter what network was applied, the three single MRI modalities (FLAIR, CE-T1WI, and T2WI) as the input data had no significant difference in their classification performance (p>0.05, DeLong test).




Figure 3 | Comparison of accuracy of classification performance with Alexnet, ResNet-50, and Inception-v3 on three single MRI modalities.





Comparisons of Visual Assessment and Deep Learning Methods

The diagnostic performance of visual assessment for these two diseases was evaluated by two neuroradiologists. The AUC were 0.891, 0.770 and the accuracy were 80.61% and 76.97% for readers 1 and 2, respectively. Interagreement between the two neuroradiologists was rated as moderate (Cohen’s kappa = 0.513, 95% CI was 0.415–0.611). Based on the results in Figure 4, the Inception-v3 and ResNet-50 models had significant differences from the results of two neuroradiologists with regard to AUC (p<0.05, DeLong test) for any MRI modality. However, there was no significant difference between the AUC of the Alexnet model and those of the experienced neuroradiologist of reader 2 (p>0.05, DeLong test). These findings indicate the Inception-v3 and ResNet-50 models have a higher level of performance than radiologists' diagnostic performance. The performance of the Alexnet model is better than that of a resident neuroradiologist and equivalent to that of an experienced neuroradiologist.




Figure 4 | Classification performance for three pretrained models and radiologists including averaged accuracy, specificity, sensitivity and AUC value as evaluation metrics.






Discussion

In this study, three pretrained CNN models were fine-tuned using a transfer learning approach that was successfully implemented for the automated classification of glioma mimicking encephalitis and encephalitis on conventional MR images. Classification models with AUC values of 1.00–0.90 and 0.90–0.80 were regarded as excellent and good, respectively. In this study, no matter what MRI modality as the input data, three pretrained CNN network all had AUC values over 0.9 with excellent performance. Inception-v3 based on the T2WI modality achieved the highest classification accuracy. And then we demonstrated the utility of deep learning to classify neoplastic and non-neoplastic situations of the brain, yielding excellent diagnostic values over the visual analysis of neuroradiologists, which is consistent the results of other studies (6–8, 23).

In terms of the structure of the three pretrained CNN models, namely Alexnet, ResNet-50, and Inception-v3 models for our classification problem. The Inception module of the Inception-v3 was able to extract features under different receptive fields, and combine these features to obtain deep features with stronger robustness, so as to achieve the best classification accuracy in this study. The structure of ResNet-50 model mainly improved the perspective of model optimization, but the size of receptive field was unchanged, resulting in its performance lower than Inception-v3. Notably, there was no significant difference between Inception-v3 and ResNet-50 models. As for Alexnet model, the number of convolution layers was too small to obtain advanced convolution features, resulting in the worst classification performance, which was significantly lower than that of inception-v3 and slightly lower than that of ResNet-50. Therefore, the deeper-layered Inception-v3 and ResNet-50 models provided features that are more suitable for distinguishing these two diseases than the thin-layered Alexnet model. Previous studies also confirmed it. Yang et al. (24) used Alexnet and GoogLeNet in grading glioma from MR images. GoogLeNet proved superior to Alexnet for the task. Talo et al. (15) demonstrated that the ResNet-50 model achieved the best classification accuracy while the Alexnet model obtained the lowest performance among Alexnet, ResNet-18, ResNet-34, and ResNet-50 pretrained models in five classes of brain abnormality classification MR images. In another study (25), the ResNet-50 model also achieved the highest classification accuracy among four pretrained models in automating four classes of oral squamous cell carcinoma.

Selecting which images to use is usually the basis for a machine learning study. In fact, the different MR imaging modalities used in machine learning studies of glioma in the current literatures with various conclusions. Some researchers reported that radiomics features extracted from the CE-T1WI with a better performance than other single MR sequences when grading the gliomas (26, 27) and predicting the IDH genotype of glioma (28). Another report showed that T2WI modality had the best IDH genotype prediction ability of glioma, and conversely, CE-T1WI was lower (29). In this study, as Table 1 revealed, no matter what network was applied, the single MRI modality obtained high and similar performance. Among them the Inception-v3 and ResNet-50 diagnostic models based only on the T2WI modality conferred a slightly higher accuracy, followed by CE-T1WI and FLAIR. This probably because the patients who we chose in this study without significant enhancement, making it was difficult to determine the boundaries of glioma mimicking encephalitis and encephalitis lesions on the CE-T1WI modality, when we used entire MRI image rather than the ROI of the lesion. On the contrary, glioma mimicking encephalitis and encephalitis showed hyperintense signal intensities on T2WI modality, and hyperintense signal intensity on T2WI modality is also a hallmark of encephalitis (30). Therefore, the pretrained CNN models are easy to identify lesions and extract deep features on the T2WI modality. It is worth noting several studies showed that a combination of several MRI parameters can better understand the tumour characteristics with an enhanced performance of the classifier than a single modality model based on machine learning (27–29). However, Yoganada et al. (31) suggested that the T2WI network and multicontrast network achieved similar IDH classification accuracies of gliomas using deep learning MRI networks. Chang et al. (28) showed that CE-T1WI images achieved similar accuracy with a combined sequence model in a predictive glioma IDH genotype. This suggests that the information from single MR images can also provide a high classification confidence, which is consistent with our results. Moreover, the ability to utilize only single MR modality data will facilitate imminent clinical translation.

There are some limitations in the present study. First, the sample size was relatively small for deep learning analysis and single-center study. Therefore, multicenter data sets and a larger patient cohort are needed to verify the current findings. Second, we did not include clinical data and imaging features to train a clinical model to compare with CNN models, and we will continue to study in the future. Third, we did not evaluate the diagnostic performance of deep learning based on T1WI sequence as it is difficult to automatically identify lesions, besides, the diagnostic performance of deep learning was not compared with combined sequences since the single sequence has achieved well results.



Conclusions

In this study, we applied the transfer learning approach of three pretrained CNN models (Alexnet, ResNet-50, and Inception-v3) to automatically classify glioma mimicking encephalitis and encephalitis on conventional MRI images. The results demonstrated that the three pretrained CNN models had excellent classification performances that were superior to those of the neuroradiologists. The Inception-v3 and ResNet-50 were significantly superior to Alexnet. And no matter what network was applied, the single MRI modality as the input data can obtain high and similar performance, among them Inception-v3 related to T2WI input achieved the highest classification accuracy. Thus, the pretrained CNN models can aid in the accurate and noninvasive classification of glioma mimicking encephalitis and encephalitis by automatically extracting deep features from multiparametric MRI images.
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Background: Breast cancer is one of the leading causes of death in female cancer patients. The disease can be detected early using Mammography, an effective X-ray imaging technology. The most important step in mammography is the classification of mammogram patches as benign or malignant. Classically, benign or malignant breast tumors are diagnosed by radiologists' interpretation of mammograms based on clinical parameters. However, because masses are heterogeneous, clinical parameters supply limited information on mammography mass. Therefore, this study aimed to predict benign or malignant breast masses using a combination of image biomarkers and clinical parameters.

Methods: We trained a deep learning (DL) fusion network of VGG16 and Inception-V3 network in 5,996 mammography images from the training cohort; DL features were extracted from the second fully connected layer of the DL fusion network. We then developed a combined model incorporating DL features, hand-crafted features, and clinical parameters to predict benign or malignant breast masses. The prediction performance was compared between clinical parameters and the combination of the above features. The strengths of the clinical model and the combined model were subsequently validated in a test cohort (n = 244) and an external validation cohort (n = 100), respectively.

Results: Extracted features comprised 30 hand-crafted features, 27 DL features, and 5 clinical features (shape, margin type, breast composition, age, mass size). The model combining the three feature types yielded the best performance in predicting benign or malignant masses (AUC = 0.961) in the test cohort. A significant difference in the predictive performance between the combined model and the clinical model was observed in an independent external validation cohort (AUC: 0.973 vs. 0.911, p = 0.019).

Conclusion: The prediction of benign or malignant breast masses improves when image biomarkers and clinical parameters are combined; the combined model was more robust than clinical parameters alone.

Keywords: mammography, image feature, deep learning, clinical prediction, radiomics


INTRODUCTION

Breast cancer is one of the leading causes of death in female cancer patients. Early diagnosis of the condition is crucial to improve the survival rate and relieve suffering in patients (1). Mammography is an effective X-ray imaging technology that detects breast cancer early. Classically, benign or malignant breast tumors are diagnosed by radiologists' interpretation of mammograms based on clinical parameters. However, because masses are heterogeneous, clinical parameters supply limited information on mammography mass (2). There is, therefore, an urgent need to find new tools that can identify patients with breast cancer.

Machine learning (3) from artificial intelligence (AI) has made progress in automatically quantifying the characteristics of masses (4). Radiomics is an emerging field in quantitative imaging; it is a method that uses machine learning to transform images into high-dimensional and minable feature data (5, 6). With radiomics, clinical decision support can be improved. Exploratory research using this method has shown great promise in the diagnosis of breast masses (7). Radiomics can quantify large-scale information extracted from mammography images, which makes it a tool with better diagnostic capabilities for benign and malignant breast masses, and this method also provides radiologists with supplementary data (8). Analysis by radiomics requires machine learning methods with high levels of robustness and statistical power. This extraction method continues to be developed to improve its performance in evaluating masses, and this improvement, in turn, assists radiologists in accurately interpreting mammography imaging.

Hand-crafted-based radiomics extracts low-level features (texture features and shape features) as image biomarkers and estimate the likelihood of malignant masses based on extracted image biomarkers (9–11). In recent years, there has been significant progress on the subject of deep learning (12) (DL) and computer vision, with DL radiomics attaining remarkable heights in various medical imaging applications (13–15); DL directly learns unintuitive hidden features from images. DL features acquire more information and superior performance than hand-crafted image features (16). DL has only been used in a few studies in the field of mammography automatic diagnosis (17). Classifying benign or malignant masses, as compared to normal and abnormal areas, for the lack of obvious features is more complex. With the shift from hand-crafted to DL-based radiomics, combining deep learning and hand-crafted features have become more popular in radiomics most recently (18, 19).

In this study, we explore a DL fusion network of two different transfer-learning models combined with data augmentation, aimed at improving the classification accuracy. We hypothesized that image biomarkers (DL features and hand-crafted features) and clinical parameters could express intrinsic information on mass thoroughly when combined. We built a classification model that combines image biomarkers with clinical parameters and called it a combined model. Using clinical characteristics as the diagnostic information from mammography, we sought to determine the classification performance of the combined model and its clinical predictor. We evaluated predictive performance in two validation cohorts: the absence of mammography in the training cohort as the test cohort (inner-validation) and mammography from other hospitals as the external validation cohort.



MATERIALS AND METHODS


Patients

Mammography produces two images on both Cranio-Caudal (CC) views and the Medio-Lateral Oblique (MLO) (Figure 1). Five hundred and twenty-four patients were enrolled prospectively (confirmed by pathology) with digital mammography masses, including 988 mammography images (malignant: 494, benign: 494). Inclusion criteria: mammography images classified as Breast imaging reporting and data system (BI-RADS) 3, 4, and 5; BI-RADS 3 means probably benign, BI-RADS 4 means suspected malignancy, and BI-RADS 5 means highly suspected malignancy (20). Mass areas were labeled on MLO and CC views, respectively, in rectangular frames. Images were saved as 2-dimensional Digital Imaging and Communications in Medicine (DICOM) files with a 16-bit gray level.


[image: Figure 1]
FIGURE 1. (A) Example cases on CC and MLO views. The yellow square represents the suspicious area labeled by the radiologist. (B) 8 benign and 8 malignant masses.




Data Preprocessing

All mammography images were preprocessed per the steps below:

Step 1: background removal. Regions of interest (ROIs) were obtained using a cropping operation on the mammography in order to remove the unnecessary black background.

Step 2: image normalization. ROIs were converted to a range [0, 1] with the linear function below (Func.1), which revealed that the original data were scaled in proportion. X_(norm) normalized data, X is the original data of mammography image, X_(max) and X_(min) are the maximum and minimum values of the original data, respectively.

X_(norm) = (X-X_(min))/(X_(max)-X_(min)) (Func.1).

Step 3: ROI size normalization. To meet standard input dimension requirements for most CNN, zero-filled images were achieved under no deformation conditions, and adjusted to 224 × 224 (The right of Figure 1).

Step 4: data sets separation. Training cohort (n = 744) and test cohort (n = 244) were created via random splitting. ROIs of test cohort were not enrolled into the training cohort.

Step 5: data augmentation. For each ROI in the training cohort, we used a combination of flipping and rotation transformations (90, 180, and 270 degrees), aiming at generating seven new label-preserving samples.



Transfer-Learning and DL Fusion Network

DL architectures have three main components including convolutional layer, pooling layer, and fully connected (FC) layer. It is assumed that transfer of such sets with some fine tuning for the target network would be robust. Therefore, Vgg16 (21) network-based transfer-learning was used for this study. The VGG16 network has been pre-trained on the ImageNet dataset (22). Learned weights of the network gained during pre-training were applied to the target network. We proposed a DL fusion network combining the Vgg16 and Inception-V3 (23) networks based on transfer-learning aimed at strengthening the ability of transfer-learning. The learned weights of the network were transferred to the DL fusion network shown in Figure 2A. GlobalMaxPooling was used separately on the two networks to retain more information. The two networks were connected, and three FC layers were added to the fusion network. Additionally, the robustness of the DL fusion network was compared with that of the Vgg16 network.


[image: Figure 2]
FIGURE 2. Framework of the proposed model structure. (A) DL fusion network, (B) combined model. FC, fully connected; SVM, Support Vector Machine; DL, deep learning.


The architecture of the Vgg16 fine-tuned network is shown in Table 1. The input layer of the image consisted of three parts: width, height, and channel. The input image size was 224 × 224 × 3. The number of layers after the first 12 layers were used for training. The epoch and the learning rate of the network were set to 200 and 1e-4, respectively. The Stochastic Gradient Descent (SGD) was used as the optimization algorithm (24). The momentum was set at 0.9, and the weight decay was set at 5 × 10−4. The fully connected layer was regularized using the dropout (25), with the last layer corresponding to the soft-max classifier. DL fusion network parameter settings referred to the VGG16 fine-tuned network. We performed a simulation of the python environment. The DL network training was performed on one GeForce GTX 1080Ti GPU.


Table 1. CNN network structure parameters.

[image: Table 1]



Feature Extraction
 
Handcrafted-Based Features

Texture contains important information from many types of images (26), and this information was used for classification and analysis. Four different types of hand-crafted features are extracted separately from first-order histogram features, second-order texture features, Hu's moment invariants features, and high-order Gabor features (a total of 455 features). The second-order texture features include gray-level co-occurrence matrix (GLCM), gray-gradient co-occurrence matrix (GLGCM), gray-level difference statistics (GLDS), gray run-length matrix (GLRLM), local binary pattern (LBP), and Gaussian Markov random field (GMRF) features. Hand-crafted feature extraction algorithms were implemented on MatLab 2018a.



Clinical Features

The clinical features of the patients are shown in Table 2. Morphological descriptions of mass are encoded as numerical values to obtain true feature values.


Table 2. Clinical features description of patients.

[image: Table 2]



DL-Based Features

A trained DL model can be used as a feature extractor to extract features of different layers in the model. We proposed a DL fusion network to extract deep feature information on masses. The DL fusion network converts the image of the mass into a 1024-dimensional feature vector. In this study, we referred to this high dimensional vector from the second FC layer of the network as the DL feature.




Feature Selection

Feature selection is another key step in radiomics, which means selecting a subset of relevant features based on the evaluation criterion. To reduce the training time of the model and improve its robustness and reliability, we used the minimal-redundancy-maximal-relevance (mRMR) (27) method to select the most significant feature sets. Through feature selection, 30 hand-crafted features (shown in Table 3) and 27 DL features were selected for input into the classifier.


Table 3. Hand crafted-based radiomics features after feature selection.

[image: Table 3]



Model Construction

Because clinical features and mammography imaging express different types of information of a mass, we combined two types of information for exploratory analysis. Image biomarkers and clinical parameters were then processed using Min-Max normalization (as shown in Figure 2B). The support vector machine (SVM) (28, 29) with a linear kernel was used in the classification of breast masses. The SVM model aims to provide an efficient calculation method of learning by separating hyperplanes in a high dimensional feature space. A systematic review of machine learning techniques revealed that the SVM model is widely applied in breast tissue classification (30). In this study, the SVM hyper-parameters were fine-tuned through an internal grid search with 10-fold cross-validation.



Training, Testing, and External Validation

We trained the proposed model using data (image biomarkers and clinical biomarkers) from the training set (744 ROIs). The prediction performance and model stability of the clinical model and the combined model were evaluated in the test set (244 ROIs) and verified in the external validation set (100 ROIs from 58 patients). The 58 patients in the external validation set came from the Yantai Yuhuangding Hospital.



Evaluating Predictive Performance

Verifying the stability of the generated model using corresponding evaluation indicators is a key step to evaluating predictive performance. We established a confusion matrix to evaluate the proposed approach. We calculated the AUC (areas under the curve), accuracy, sensitivity, specificity, precision, and F_score from the confusion matrix to estimate the discriminant performance and stability of these models. Delong's test (31) was performed to evaluate the statistical significance of the AUC of the results. P < 0.05 was considered significant.




RESULTS

A total of 744 and 244 ROIs were randomly selected for the training cohort and test cohort, respectively. Figure 3 presents the convergence process and the training result of the Vgg16 fine-tuned network and the DL fusion network. The loss of the Vgg16 fine-tuned network fluctuated considerably for the worse convergence. The DL fusion network yielded better performances, as illustrated in Table 4. The accuracy of the DL fusion network improved to 87.30%, a 0.83% increase, compared to the Vgg16 fine-tuned network.


[image: Figure 3]
FIGURE 3. Loss and accuracy over epochs of training/ validation process. (A) Vgg16 fine-tuned network, (B) DL fusion network.



Table 4. Classification performance of Vgg16 fine-tuned network and DL fusion network.

[image: Table 4]

Using the mRMR feature selection method, 30 hand-crafted features (9 texture features, 21 higher-order features) and 27 DL features (1024 reduced to 27 dimensions) were selected (Table 3). A comparative view of seven feature combination schemes used for the classification of SVM is illustrated in Table 5, while the ROC curves for the evaluated representations of the seven schemes in the test cohort are shown in Figure 4A.


Table 5. Classification performance of different feature combination schemes in test cohort and validation cohort.
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[image: Figure 4]
FIGURE 4. (A) ROC curve for evaluated predictive performance of seven methods in test cohort. (B) ROC curve for evaluated predictive performance of the external validation (EV) set. Deep represents 27 deep learning (DL) features. Hcr, hand crafted-based radiomics features; Cli, Clinical.


In the test cohort, the clinical model attained a classification accuracy of 0.889, a specificity of 0.885, and an AUC of 0.944. Compared with clinical models or other models, the progress made by the combined model in discriminative performance was more significant (accuracy = 0.910, specificity = 0.934, AUC = 0.962). The accuracy of the combined model rose by 3–11%, compared to models with a standalone image feature.

In the external validation set, the combined model was also proven to have better robustness and reliability (Table 5). The combined model yielded an improved accuracy and AUC, compared to the clinical model (accuracy: 0.900 vs. 0.830; specificity: 1.000 vs. 0.940; AUC: 0.973 vs. 0.911; P = 0.019). The ROC curves of the two models in the external validation cohort are shown in Figure 4B.



DISCUSSION

We conducted this study to develop an approach that combines radiomics features (Handcrafted-based and deep learning-based features) with clinical parameters for the assessment of the effects of classification in clinical practice. We also sought to reveal the classification performances of both the combined model and clinical parameters. As a result, we demonstrated the significance of combining image biomarkers with clinical parameters. Additionally, we observed a significant difference between the combined model and the clinical model; the former was more robust than the latter.

Interpreting the prediction performance of the combined model is not easy and must be done with caution to avoid drawing shallow conclusions. As shown by our results, the predictive performance improved when clinical data were added. The results of the combined model were improvements on those of the clinical model or other models, as illustrated in Table 5. Moreover, in the external validation cohort, the prediction performances of the combined model for benign and malignant masses were better than those for the clinical model (accuracy: 0.900 vs. 0.830; specificity: 1.000 vs. 0.940; AUC: 0.973 vs. 0.911; P = 0.019). There are potentially two major reasons for this outcome: first, the DL network design. The DL fusion network tries to encode breast mass images into deep features reflecting the internal information of masses. The neural network extracted abstract and complex features from the convolutional layers to the FC layers; second, clinical parameters are descriptive and distinguishable as a reference for BIRADS classification, which makes the results acceptable. But, because of the heterogeneity of breast masses, clinical parameters can indicate only limited mass information; the combined model carries information on intra-tumor heterogeneity, capturing the spatial relationships between neighboring pixels. Thus, performance largely depends on the ability of image biomarkers to distinguish between benign and malignant lesions.

Past studies have documented radiomics features' representation of valuable information from mass images (9–11). Radiomics features have been widely identified as reliable and useful biomarkers in clinical practice (8). The final goal of this extraction method is to generate image biomarkers to build a model for the improvement of clinical decisions. With the shift from hand-crafted to DL-based radiomics, combining deep learning features with hand-crafted features has become a popular approach in radiomics most recently (18, 19). The importance of clinical parameters has been reported in an experimental study by Moura et al. (32). Our current findings are based on expanding these results and prior works. To do this, we quantified the characteristics of mass imaging from many aspects using data-characterization algorithms. We extracted five clinical parameters, 1024 DL, and 455 hand-crafted features from each ROI. For deep learning feature extraction, we established the DL fusion network by transfer-learning. We trained the network through a patch-based strategy. In the past, superior performances have been achieved in a pre-trained network, compared to training from scratch (33), primarily because network training from scratch is too complicated and prone to over-fitting for small datasets (34). Hand-crafted features likely played a role in texture characterization. Redundant features were removed using mRMR, and features that can reflect the essential meaningful features of masses were retained. The SVM classification method was also chosen for comparative analysis.

Our research had three main advantages vis-à-vis previous studies using radiomics (18, 32, 33). First, we used a DL fusion network for feature extraction. DL fusion network can learn the intrinsic characteristics of mass images automatically from imaging data. Therefore, the DL fusion network does not need hand-coded feature extraction. Second, we combined image biomarkers with clinical parameters to assess the effects of the classification in clinical practice. Finally, we used an external validation set, which allowed us to extend the experimental results to other institutions and environments, providing more credibility to our inference.

Despite the promising outcome of this investigation, we had some limitations. The specific characteristic difference between the convolutional layer and the FC layer was not explored. Furthermore, because of the few medical image datasets, the model validation cohort in this study did not reach an optimal level. In future work, we intend to use more samples from other publicly available datasets, such as Mammographic Image Analysis Society (MIAS) and Database for Screening Mammography (DDSM) datasets. This will provide data diversity in terms of feature representation and may also improve overall architecture and network performance. Additionally, we plan to explore the predictive performance of different layer features.

In conclusion, combining radiomics features with clinical parameters can potentially serve a role in the prediction of benign or malignant breast masses. Additionally, this combination has stronger prediction performance, compared with clinical parameters. This study, therefore, developed a strategy that combines deep learning with traditional machine learning approaches to assist radiologists in interpreting breast images.
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Purpose

To investigate the role of contrast-enhanced magnetic resonance imaging (CE-MRI) radiomics for pretherapeutic prediction of the response to transarterial chemoembolization (TACE) in patients with hepatocellular carcinoma (HCC).



Methods

One hundred and twenty-two HCC patients (objective response, n = 63; non-response, n = 59) who received CE-MRI examination before initial TACE were retrospectively recruited and randomly divided into a training cohort (n = 85) and a validation cohort (n = 37). All HCCs were manually segmented on arterial, venous and delayed phases of CE-MRI, and total 2367 radiomics features were extracted. Radiomics models were constructed based on each phase and their combination using logistic regression algorithm. A clinical-radiological model was built based on independent risk factors identified by univariate and multivariate logistic regression analyses. A combined model incorporating the radiomics score and selected clinical-radiological predictors was constructed, and the combined model was presented as a nomogram. Prediction models were evaluated by receiver operating characteristic curves, calibration curves, and decision curve analysis.



Results

Among all radiomics models, the three-phase radiomics model exhibited better performance in the training cohort with an area under the curve (AUC) of 0.838 (95% confidence interval (CI), 0.753 - 0.922), which was verified in the validation cohort (AUC, 0.833; 95% CI, 0.691 - 0.975). The combined model that integrated the three-phase radiomics score and clinical-radiological risk factors (total bilirubin, tumor shape, and tumor encapsulation) showed excellent calibration and predictive capability in the training and validation cohorts with AUCs of 0.878 (95% CI, 0.806 - 0.950) and 0.833 (95% CI, 0.687 - 0.979), respectively, and showed better predictive ability (P = 0.003) compared with the clinical-radiological model (AUC, 0.744; 95% CI, 0.642 - 0.846) in the training cohort. A nomogram based on the combined model achieved good clinical utility in predicting the treatment efficacy of TACE.



Conclusion

CE-MRI radiomics analysis may serve as a promising and noninvasive tool to predict therapeutic response to TACE in HCC, which will facilitate the individualized follow-up and further therapeutic strategies guidance in HCC patients.





Keywords: hepatocellular carcinoma, radiomics, magnetic resonance imaging, transarterial chemoembolization, therapeutic response



Introduction

Hepatocellular carcinoma (HCC) is the sixth most common malignant tumor worldwide and ranks as the fourth leading cause of cancer-related deaths (1). Curative therapeutic modalities, such as surgical resection, liver transplantation, and local ablative therapy, have been recommended for patients with early-stage HCC (2). Unfortunately, 60% to 70% of HCC patients are already in the intermediate or advanced stage at the time of their first diagnosis, and they can only be treated with palliative treatment (3). Transarterial chemoembolization (TACE) has been accepted as an effective means to control tumor growth, prolong survival, palliate symptoms, and improve quality of life for intermediate stage HCC patients (2, 4). Monitoring tumor response to TACE is a cornerstone in determining therapy efficacy, and plays a critical role in prognosis prediction and future treatment decision-making. Early objective response of HCC to TACE treatment has been identified to be associated with delayed metastasis and better survival (5, 6). Early discrimination of patients with favorable response can facilitate the decision to perform early repeat treatment in order to eradicate remnant viable tumor portions or delay treatment with the aim of decreasing toxicity and treatment-related morbidity. However, patients with HCC who respond poorly to TACE would require timely switching to alternative therapeutic strategies, such as radiofrequency ablation (RFA), resection, or systemic therapy (5, 7, 8).

Several conventional scoring systems that rely on clinical, laboratory, and imaging information have been developed to predict the response to TACE and to guide the decision for retreatment with TACE in HCC patients, including the Assessment for Retreatment with TACE (ART) score (9), the Selection for TACE Treatment (STATE) score (10), and the Hepatoma Arterial Embolization Prognostic (HAP) score (11). However, these scoring systems are not widely used in clinical practice due to their disappointing accuracy (12). Magnetic resonance imaging (MRI) has been regarded as the preferred imaging modality for screening, early detection, and staging in HCC patients, as well as provides imaging biomarkers for prediction of therapeutic response and prognosis (13). Several conventional imaging features have been shown to be associated with negative response of patients with HCC: large tumor size, multiple lesions, irregular margin, faint enhancement on arterial phase, and arterial peritumoral enhancement (7, 14, 15). Although radiologists had attempt to standardize interpretation of liver imaging, the assessment of therapeutic response using such qualitative imaging characteristics remains subjective and variable. In recent years, functional MRI technologies such as diffusion-weighted imaging (DWI), diffusion kurtosis imaging (DKI), and dynamic contrast enhanced MRI (DCE-MRI) have made it possible to effectively and quantitatively evaluate the response of tumors to TACE (13, 16, 17). However, these function imaging techniques require additional acquisitions and stricter scanning conditions and are more affected by respiratory motion, the MR device, scan parameters, etc, which may limit the clinical application and promotion (18).

Radiomics is an emerging method for quantification of tumor heterogeneity by converting images into high-dimensional mineable data (19). The published studies on radiomics of HCC provide encouraging results which have demonstrated the potential utility for prediction of tumor biology, molecular profiles, post-therapy response, and prognosis (20–23). Prior study used computed tomography (CT) - based radiomics analysis to predict therapeutic response to TACE in HCC with a discriminative performance of 0.730 between the responders and non-responders (22). MRI may be also promising in predicting the efficacy of TACE treatment due to the advantage of depicting more soft-tissue characteristics than CT (24). Abajian et al. (25) constructed a model based on clinical data and traditional MR imaging features to predict HCC response to TACE; however, the small population of HCC patients and few imaging features have limited the efficiency and stability of the predictive radiomics model.

In our study, we aimed to investigate the role of contrast-enhanced MRI (CE-MRI) radiomics for predicting the response of HCC to TACE treatment, which may facilitate the individualized follow-up and further therapeutic strategies guidance in HCC patients.



Materials and Methods


Patients

The ethics committee approved this retrospective study and waived the requirement for informed consent. Between February 2008 and November 2019, 328 consecutive patients with HCC who underwent CE-MRI examination within two weeks before receiving initial conventional TACE at our institution were recruited. The diagnosis of HCC was determined by pathology or imaging features on the basis of the guidelines of the American Association for the Study of Liver Disease (AASLD) (4). However, for the patients who did not meet the noninvasive diagnostic criteria, HCC diagnoses tended to depend on digital subtraction angiography (DSA) examination (23). The exclusion criteria were as follows: (1) previous treatments, including liver resection, RFA, or chemotherapy (n = 29); (2) diffuse or infiltrative lesion (n = 19); (3) the largest lesion size < 1 cm (n = 6); (4) liver resection, RFA, or transplantation after initial TACE (n = 28); (5) loss to follow-up after TACE or lack of a follow-up CE-MRI scan (n = 96); (6) the interval time between the first follow-up MRI scan and initial TACE was more than 2 months (n = 23); (7) unavailable or incomplete clinical data or MRI sequences (n = 3); (8) poor image quality (n = 2). Figure 1 illustrates the recruitment pathways for patients. Finally, a total of 122 patients were enrolled and randomly divided into the training cohort (85 cases) and the validation cohort (37 cases) at a ratio of 7:3. The training cohort was used to construct models that were verified by the validation cohort.




Figure 1 | Flowchart of the recruitment pathway for patients.



Pretherapeutic clinical characteristics, including age, gender, history of hepatitis B or C, alpha-fetoprotein (AFP), alanine aminotransferase (ALT), aspartate aminotransferase (AST), γ-glutamyltranspeptadase (GGT), alkaline phosphatase (ALP), total bilirubin (TBIL), albumin (ALB), platelet count (PLT), prothrombin time (PT), Child-Pugh class, Eastern Cooperative Oncology Group (ECOG) performance status, and Barcelona Clinic Liver Cancer (BCLC) stage, were retrospectively collected.



MR Data Acquisition

MRI examination was performed using 1.5 T or 3.0 T MR systems (Signa, HDXT, GE Healthcare) with an eight-channel phased array body coil. MR scan sequences included in- and opposed-phase fast-spoiled gradient-recalled echo T1-weighted (T1W) sequence, fat-suppressed fast spin-echo T2-weighted (T2W) sequence, and contrast-enhanced imaging with fat-suppressed T1-weighted three-dimensional (3D) fast-spoiled gradient-recalled echo sequence. The images in arterial phase (AP), portal venous phase (PVP), and delayed phase (DP) were acquired during suspended respiration at 40 s, 70 s, and 90 s, respectively, after initiation of the injection of gadolinium-diethylenetriamine pentaacetic acid (Gd-DTPA) (Bayer Schering Pharma AG) at a patient weight-dependent dose of 0.1 mmol/kg with an injection rate of 2.5 ml/s through median cubital vein. Of the 122 HCC patients described above, 100 patients were examined with the 1.5 T system, and the other 22 patients with the 3.0 T system. The detailed parameters of each scan sequence are listed in Supplementary Data S1.



Analysis of Radiological Features

The imaging features of pretherapeutic MRI were evaluated by two radiologists (reader 1, Y.Z., with 8 years of experience in abdominal MRI; reader 2, N.W., with 7 years of experience in abdominal MRI) in consensus who were aware that the patients had HCC but were blinded to clinical data and imaging report. The radiologists evaluated the following imaging traits: (1) tumor size; (2) tumor location; (3) tumor number (6); (4) tumor shape; (5) tumor margin; (6) intratumor necrosis; (7) intratumor hemorrhage; (8) intratumor fat; (9) tumor encapsulation (26); (10) arterial peritumoral enhancement (27); (11) satellite nodule (23); (12) arterial phase hyperenhancement; (13) washout appearance; (14) liver cirrhosis. If there was any discordance by both radiologists during the imaging analysis, the images were evaluated by another senior radiologist (reader 3, J.H.L., with 20 years of experience in abdominal MRI). Detailed description of imaging features are shown in Supplementary Data S2.



Treatment Modality and Treatment Response Assessment

All conventional TACE procedures were carried out by two interventional radiologists with more than 10 and 5 years of experience with TACE. The detailed description of TACE procedure is shown in Supplementary Data S3. Based on pre- and post-therapeutic CE-MRI images, the modified Response Evaluation Criteria in Solid Tumors (mRECIST 1.1) criteria was applied to estimate the tumor response. The mRECIST system classified different responses as follows: complete response (CR), partial response (PR), stable disease (SD), and progression disease (PD) (28). Objective response (OR) referred to sum of CR and PR, whereas non-response (NR) referred to sum of SD and PD (6).



Tumor Segmentation and Radiomics Feature Extraction

The CE-MRI (AP, PVP, and DP) images exported as digital imaging data and communications in medicine (DICOM) format were loaded into open source software ITK-SNAP (version 3.6.0, http://www.itksnap.org/) for 3D manual segmentation. The region of interests (ROIs) were manually delineated around the entire tumor outline on each axial slice by two abdominal radiologists independently. The ROIs were required to include pseudo-capsule surrounding the tumor and to exclude tumor surrounding vessels. To assess the intra-observer and inter-observer reproducibility, reader 1 performed the segmentation of all patients twice with a 1-month interval and reader 2 independently performed the segmentation of all patients followed the same procedure. The reproducibility was analyzed by calculating intraclass correlation coefficient (ICC).

Image preprocessing and feature extraction were performed using A. K. software (Artificial Intelligence Kit, Version 3.2.5, GE Healthcare). Images were resampled to a voxel size of 1 × 1 × 1 mm via linear interpolation algorithm, which could correct the pixel-spacing difference and restore the tumor volume, allowing for a constant intensity resolution across all tumor images (21, 29, 30). Normalization of signal intensity was performed to correct the scanner effect because MRI signal intensity is usually relative with large differences between scanners (29, 31). Next, 789 radiomics features from each enhanced phase were extracted, including the following categories: 42 histogram features, 144 gray level co-occurrence matrix (GLCM), 180 gray level run length matrix (GLRLM), 11 grey-level zone size matrix (GLZSM), 10 Haralick features, 15 form factors, and 387 Gaussian transform features. A total of 2367 features were extracted when all three phases were used. Details of radiomics features are listed in Supplementary Data S4. Values of extracted radiomics features were standardized using z-score in the training cohort, and the feature values of the validation cohort were then z-score standardized by using the mean and standard deviation values of each radiomics feature derived from the training cohort (30, 31). The workflow of the radiomics analysis is depicted in Figure 2.




Figure 2 | The workflow of radiomics analysis in our study. (A) Contrast-enhanced MR imaging was acquired. (B) Tumors were manually delineated around the entire tumor outline on all axial slices of arterial phase (AP), portal venous phase (PVP), and delayed phase (DP) images, and three-dimensional segmentations were formed. (C) Total 2367 radiomics features were extracted. (D) Four steps of feature dimensionality reduction were applied to all extracted features. (E) The radiomics model was constructed using logistic regression algorithm, and a nomogram that incorporates the radiomics score and clinical-radiological risk factors was established to provide a more understandable treatment response measurement for individualized evaluation, followed by receiver operating characteristic curve analysis, calibration curve, and decision curve analysis.





Feature Selection and Radiomics Model Construction

A four-step procedure was devised for dimensionality reduction. First, in order to ensure the robust and reproducibility of the model, the radiomics features with high stability in both intra-observer and inter-observer (ICC values > 0.8) were selected for subsequent analysis. Second, the Spearman’s rank correlation test was applied to exclude the redundant features (correlation coefficient values ≥ 0.9). Next, the features with significant differences between the OR and NR groups were selected using univariate logistic regression (P < 0.05). Finally, the least absolute shrinkage and selection operator (LASSO) logistic regression algorithm, with penalty parameter tuning conducted by 5-fold cross-validation, was further performed to identify the top-ranked and most valuable features to build the predictive model. The radiomics models were constructed using the selected features based on each phase and their combination (AP, PVP, DP, AP-PVP, AP-DP, PVP-DP, and AP-PVP-DP) via the multivariate logistic regression analysis. The radiomics score (rad-score) was calculated for each patient via a linear combination of the selected radiomics features weighted by their respective coefficients.



Clinical-Radiological Model Construction

Variables with P value < 0.1 in the univariate analysis were included in the multivariate logistic regression analysis to identify the independent clinical-radiological risk factors associated with therapeutic response (P < 0.05). Odds ratio and 95% confidence interval (CI) were calculated for each risk factor. The clinical-radiological model was constructed using the above independent risk factors via multivariate logistic regression algorithm.



Combined Model Construction and Nomogram Development

A combined model, which incorporated the radiomics score derived from the highest performance radiomics model and the independent clinical-radiological risk factors for predicting tumor response, was established based on the proposed logistic regression analysis. The collinearity analysis of the radiomics score and the clinical-radiological risk factors was assessed using variance inflation factor (VIF) (32). A nomogram was then constructed based on the combined model to provide a visual tool for clinical usefulness. In addition, we have constructed a radiological-radiomics model which integrated the independent radiological predictors and the radiomics score (based on the highest performance radiomics model) for tumor response prediction.



Statistical Analysis

Continuous variables among clinical-radiological characteristics in the training and validation cohorts were compared using the Student’s t-test or Mann-Whitney U-test, and categorical variables were compared using the chi-squared test or Fisher’s exact test, when appropriate. The discrimination performance was evaluated by using receiver operating characteristic (ROC) curves in each model. The area under the curves (AUCs) of the ROC curves, as well as accuracy, sensitivity, and specificity were obtained. Comparisons between the AUCs of various models were performed using the Delong’s test. We also performed stratified analysis on the subgroups of MRI scanner of our radiomics models. We used the ROC curve and AUC to evaluate the performance of prediction models on the subpopulations. Calibration curves were plotted to evaluate the predictive accuracy of the nomogram, accompanied by the Hosmer - Lemeshow test, and P values > 0.05 were considered good. Decision curve analysis (DCA) was conducted to estimate the clinical utility based on the net benefit of the radiomics model, clinical-radiological model, and nomogram across different threshold probabilities. All statistical analyses were conducted with R software (version 3.6.1, http://www.R-project.org). A two-sided P value < 0.05 was considered statistically significant.




Results


Patient Characteristics

A total of 122 patients with HCC (109 male, 13 female; median age, 59 years; range, 44 - 83 years) were ultimately collected in the study. The diagnosis of HCC was determined by pathology in 10 patients and by specific imaging features on the basis of the AASLD guidelines in 112 patients. The median interval time between the initial TACE and the first post-therapeutic MRI was 38 days (range, 25 - 59 days). On the basis of the mRECIST criteria, the patients for CR, PR, SD, and PD were 27 (22.1%), 36 (29.5%), 49 (40.2%), and 10 (8.2%), respectively. The baseline characteristics in the training and validation cohorts are summarized in Table 1. No significant difference was observed in the demographic data, clinical characteristics, or radiological features, except for ECOG performance status between the training and validation cohorts.


Table 1 | Patient baseline characteristics.






Feature Selection and Radiomics Model Building

After ICC analysis, a total of 1545 radiomics features were considered stable with both intra-observer and inter-observer stability (474 features from AP, 523 features from PVP, and 548 features from DP; ICC range: 0.804 - 0.999, 0.802 - 0.995, 0.802 - 0.995, respectively). These features obtained by reader 1 in the first measurement were used for subsequent data analysis. The Spearman’s rank correlation test, univariate logistic regression, and LASSO logistic regression were then used for dimensionality reduction in order. Based on each phase and their combination (AP, PVP, DP, AP-PVP, AP-DP, PVP-DP, and AP-PVP-DP), the 7, 6, 10, 6, 5, 7, and 6 radiomics features were ultimately selected, respectively, applying for the radiomics model building. The formulae of calculating the rad-score for each patient are described in Supplementary Data S5.



Clinical-Radiological Model Building

The univariate and multivariate logistic regression analyses for the prediction of therapeutic response in the training cohort are shown in Supplementary Data S6. In the univariate analysis, 1 clinical characteristic (TBIL) and 5 radiological features (tumor size, tumor shape, tumor encapsulation, satellite nodule, and washout appearance) were found significantly different between the OR and NR groups (all P < 0.05). Multivariate analysis indicated that TBIL (Odd ratio = 0.342; 95% CI: 0.130 - 0.904; P = 0.031), tumor shape (Odd ratio = 4.468; 95% CI: 1.216 - 16.415; P = 0.024), and tumor encapsulation (Odd ratio = 0.354; 95% CI: 0.130 - 0.964; P = 0.042) were independent risk factors for predicting therapeutic response. The above three factors were applied for clinical-radiological model construction.



Combined Model Building, Nomogram Construction and Model Evaluation

We built 10 predictive models, including 1 clinical-radiological model, 7 radiomics models, 1 combined model, and 1 radiological-radiomics model. The clinical-radiological model yielded AUCs of 0.744 (95% CI, 0.642 - 0.846) and 0.757 (95% CI, 0.595 - 0.920) in the training and validation cohorts. Among all radiomics models, the three-phase radiomics model (AP-PVP-DP model) had better discrimination capacity between the OR and NR groups, with AUCs of 0.838 (95% CI, 0.753 - 0.922) and 0.833 (95% CI, 0.691 - 0.975) in the training and validation cohorts. The AP-PVP-DP model individual feature coefficients are presented in Figure 3. For the analysis of radiomics models of the single phase, PVP model showed higher AUCs of 0.797 (95% CI, 0.705 - 0.890) and 0.830 (95% CI, 0.684 - 0.977) in the two cohorts. In addition, the stratified analysis showed that our radiomics models were not influenced by MRI scanners with different magnetic field strength (all P > 0.05) (shown in Supplementary Data S7). The combined model integrating clinical-radiological factors (TBIL, tumor shape, and tumor encapsulation) and radiomics score (based on AP-PVP-DP model) was constructed, showing preferable predictive performance with AUCs of 0.878 (95% CI, 0.806 - 0.950) and 0.833 (95% CI, 0.687 - 0.979) in the training and validation cohorts. The VIFs of four potential predictors (TBIL, tumor shape, tumor encapsulation, and radiomics score) ranged from 1.007 to 1.219, which indicated that those predictors were not so highly correlated. The combined model demonstrated a significantly higher AUC than the clinical-radiological model in the training cohort (P = 0.003), whereas there was no significant difference in the AUC between the two models in the validation cohort (P = 0.239). No significant differences in AUC values were found between the combined model and the radiomics model (P = 0.155, 1.000) and between the clinical-radiological model and the radiomics model (P = 0.148, 0.344), respectively, in the training and validation cohorts. The discriminative performance of different predictive models are shown in Table 2, Figures 4A, B. Performance evaluation of the radiological-radiomics model is shown in Supplementary Data S8.




Figure 3 | The histogram exhibits radiomics features contributed to the constructed radiomics model based on three-phase images. The y-axis represents radiomics features, with their coefficients in the multivariate logistic regression analysis plotted on the x-axis.




Table 2 | Discriminative performance of different predictive models in the training and validation cohorts.






Figure 4 | ROC curves for the radiomics model, clinical-radiological model, and combined model in the training cohort (A) and validation cohort (B).



The combined nomogram was established based on the combined model to individually predict tumor response of HCC patients after TACE treatment (Figure 5A). Furthermore, the calibration curves demonstrated favorable calibration of the combined nomogram in the training and validation cohorts (Figures 5B, C). The Hosmer-Lemeshow test yielded non-significant results in the two cohorts (all P > 0.05), suggesting a satisfying fit of the nomogram. The decision curves displayed good performance of the radiomics model, clinical-radiological model, and combined nomogram in terms of clinical utility, which added more benefit than either the treat-all or treat-none scheme across the majority of the range of reasonable threshold probabilities in the training and validation cohorts (Figures 6A, B).




Figure 5 | Combined nomogram (A). The combined nomogram incorporated total bilirubin (TBIL), tumor shape, tumor encapsulation, and the radiomics score (rad-score). Calibration curves of the combined nomogram in the training cohort (B) and the validation cohort (C). The y-axis represents the actual result, and the x-axis represents the predicted probability. The diagonal dashed line indicates the ideal prediction by a perfect model. The solid line indicates the predictive performance of the model. If the solid line is closer to the diagonal dashed line, it means a better prediction.






Figure 6 | Decision curve analysis for the radiomics model, clinical-radiological model, and combined nomogram in the training cohort (A) and the validation cohort (B). The y-axis represents the net benefit, and the x-axis represents the threshold probability. The radiomics model, clinical-radiological model, and combined nomogram obtained more benefit than either the treat-all-patients scheme (gray line) or the treat-none scheme (horizontal black line) within certain ranges of threshold probabilities for predicting therapeutic response to TACE in HCC.






Discussion

In the present study, we established a novel radiomics-based nomogram incorporating the clinical-radiological characteristics and radiomics score from pretherapeutic CE-MRI images to predict therapeutic response to TACE in HCC patients. Our nomogram showed a satisfactory performance with AUCs of 0.878 and 0.833, respectively, in the training and validation cohorts. To the best of our knowledge, this is the first study to develop a radiomics model, using radiomics features from MRI to predict therapeutic response of HCC undergoing TACE so far. The proposed radiomics approach may aid in assessment of the efficacy of TACE and facilitate prognosis prediction and further treatment planning for unresectable HCC patients.

In our study, most of HCC patients receiving TACE therapy had BCLC A or B stage, which was in accordance with previous studies (23, 33). TACE is the standard therapy that recommended for HCC patients with BCLC stage B. For patients with BCLC A stage, TACE is not ideal therapeutic modality, but could be an alternative option for those patients for whom ablation or resection would be unsuitable due to several factors, such as age, severe complications, and tumor location (23, 33). Therefore, HCC patients included in our study reflect the real phenomenon in clinical setting.

Previous studies have showed that early response assessment at initial TACE session is a significant and robust prognostic indicator, which may help the modification of further treatment strategies in an optimized manner in clinical practice (6, 34, 35). Several scholars have focused on therapeutic response assessment to TACE using texture analysis based on CT or MRI images (36, 37). Park et al. (36) investigated texture analysis based on hepatic-arterial CT images in 132 HCCs treated with TACE, showing that tumors in CR group have significantly lower homogeneity and higher mean attenuation, GLCM moments, and CT number percentiles, and these parameters would be helpful in prediction of therapeutic response before the implementation of TACE. A study of 89 HCC patients has also identified the value of texture analysis based on enhanced MRI for predicting an early therapeutic response to TACE combined with high-intensity focused ultrasound treatment in HCC patients (37). However, the predictive efficiencies in above studies were limited (with the highest AUCs of 0.720 and 0.760, respectively).

Radiomics focuses on improvement of image analysis by extracting large amounts of quantitative features through different mathematical algorithms and would be expected to improve the diagnostic performance via medical images (38). In the current study, the radiomics features were extracted from AP, PVP, and DP images of CE-MRI to build predictive radiomics models. The radiomics model based on PVP images showed a superior predictive performance compared to those based on AP or DP images. This indicated that pretherapeutic PVP images could capture more information to reflect the heterogeneity of tumors, which was consistent with previous studies (23, 39). Among all radiomics models, the AP-PVP-DP radiomics model showed better discriminative power between the OR and NR groups. We suggested that three-phase CE-MRI contained more potential tumor heterogeneous information, and the multiparametric approach was required for post-therapeutic prognostic analysis of HCC (31, 40). In our AP-PVP-DP model, six most important radiomics features for predicting non-response were as follows: AP_ClusterProminence_angle45_offset7, AP_LoG_LongRunEmphasis_angle0_offset1, PVP_HaralickCorrelation_angle45_offset7, PVP_GreyLevelNonuniformity_angle135_offset1, DP_GLCMEntropy_angle135_offset7, and DP_LoG_GreyLevelNonuniformity_angle45_offset7. The above features describe the patterns or spatial distribution of voxel intensities within the ROI, and they have served as recognized parameters to capture tumor heterogeneity. Intratumor heterogeneity can be caused by variations in cellularity, angiogenesis, extracellular matrix, or necrosis and therefore has the potential to be an important prognostic factor (41). Recently, there has been an increasing interest in tumor heterogeneity quantification and its effect on treatment responses. Several studies have demonstrated that the tumor response is closely related to tumor heterogeneity identified by imaging radiomics features (22, 36, 37). A recent study by Morshid et al. (22) suggested that CT-based radiomics had moderate predictive performance with the AUC of 0.733 for predicting the response to TACE in 105 HCC patients. Our AP-PVP-DP model displayed a better performance than the previous study, which may due to the following advantages: first, MR imaging can provide better contrast and resolution in soft-tissue; and second, we analyzed three-phase enhanced images, which were possess of more image features and may more fully reflect tumor heterogeneity. In addition, it is noted that the imaging data resulted from the use of two MRI scanners with different magnetic field strength might effect the variability of MRI signal intensity with a resultant bias in the assessment of radiomics features. However, normalization of signal intensity was performed before tumor segmentation and thus to correct the scanner effect. This phenomenon might also reflect clinical reality because a mixture use of MRI scanners occurs frequently (23). In this study, the stratified analysis showed that our radiomics models were not influenced by MRI scanners with different magnetic field strength, which indicating good generalizability and robustness of the prediction models.

In our study, clinical-radiological factors including TBIL, tumor shape and tumor encapsulation were used to construct the predictive model. We suggested that the TBIL was an independent risk factor for tumor response. However, several previous studies have demonstrated that the TBIL cannot be used as a clinical risk factor for the estimation of treatment efficacy but could predict survival in HCC patients treated with TACE (15, 25). Further research should be conducted on the correlation between the TBIL and treatment efficacy of TACE. Our study indicated that tumors with irregular shape were inclined to show non-response to TACE. This might be interpreted that the irregular morphology represent more active growth pattern and more aggressive biological behavior. Our study demonstrated that tumors without encapsulation showed poorer response in HCC patients undergoing TACE, which was similar to previous studies (31, 42). The absence of the tumor encapsulation has been reported to be one of imaging features of microvascular invasion in HCC, and it may have correlation with more strongly aggressiveness and poorer survival (30, 31, 42, 43). Nevertheless, our clinical-radiological model merely showed moderate predictive performance with AUCs of 0.744 and 0.757 separately in the training and validation cohorts, which may indicate that basic clinical and imaging traits are rough surrogates for tumor biology.

Furthermore, adding the radiomics score to the clinical-radiological model can lead to significant improvement of the predictive efficiency in the training cohort (AUC, 0.744 to 0.878, P = 0.003), which indicates that the multimarker analysis combining the MRI radiomics features and clinical-radiological characteristics maximizes the predictive value of therapy effectiveness, and may potentially provide additional valuable information about tumor biology and heterogeneity. Interestingly, the radiomics model alone performed well in predicting the treatment efficacy compared with the combined model (P > 0.05). We speculated the reason that conventional clinical-radiological factors losing its association in the combined model may be that these clinical-radiological factors have much less impact on the model than radiomics model (32). In additional, the combined model had no significant improvement in the AUC compared to the clinical-radiological model in the validation cohort (P = 0.239), but it was a trend that when adding the radiomics score, the performance was better than the single clinical-radiological model with higher AUC. We speculated the phenomenon was correlated with a small sample size of HCC patients, and such application will require further study for verification. Finally, this study also constructed an easy-to-use, graphical analog computation device—the nomogram, which allows clinicians to obtain results quickly and reliably by simply drawing several lines (44). The nomogram based on the combined model showed good discrimination, calibration, and clinical usefulness, which carries potential clinical significance in assisting clinicians for the visual and personalized estimation of treatment efficacy of TACE in HCC patients.

There were several limitations in our study. First, it was a single-center study without external validation. Second, the retrospective nature of the study, the small population as well as the long duration of the inclusion period, may affect the robustness of our conclusions. Thus, a larger cohort population of the prospective study based on multi-center is necessary in the future to verify the performance of proposed predictive models. Third, most of patients in our study were not confirmed by pathology. In the future, we will try to collect more HCC patients with pathological results to reinforce the conclusions of our study. Fourth, the segmentation of entire tumor was manually delineated by radiologists, and thus is time-consuming and labor intensive and prone to user variability. In the future, we will try to develop an automatic and reliable liver tumor segmentation method to solve the problem. In addition, it should be noted that the multi-sequence MRI data are not included in this study. In the future, we will attempt to develop a radiomics approach based on multi-sequence MRI for response evaluation in HCC patients after TACE treatment. Finally, future efforts are still necessary to discuss MRI-based deep learning model for predicting the response to TACE with the hope to improve the predictive ability.

In conclusion, radiomics features based on pretherapeutic CE-MRI images may be potential biomarkers for predicting HCC response to TACE. The combined nomogram integrating the radiomics score with clinical-radiological risk factors demonstrates a favorable discrimination performance, and may aid in the individualized and visualized prediction of therapeutic response of HCC patients undergoing TACE. The proposed methodology may facilitate clinical decision-making and could potentially recognize patients who would benefit from TACE, thereby further guide treatment planning.
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Objective

To investigate radiomics features extracted from PET and CT components of 18F-FDG PET/CT images integrating clinical factors and metabolic parameters of PET to predict progression-free survival (PFS) in advanced high-grade serous ovarian cancer (HGSOC).



Methods

A total of 261 patients were finally enrolled in this study and randomly divided into training (n=182) and validation cohorts (n=79). The data of clinical features and metabolic parameters of PET were reviewed from hospital information system(HIS). All volumes of interest (VOIs) of PET/CT images were semi-automatically segmented with a threshold of 42% of maximal standard uptake value (SUVmax) in PET images. A total of 1700 (850×2) radiomics features were separately extracted from PET and CT components of PET/CT images. Then two radiomics signatures (RSs) were constructed by the least absolute shrinkage and selection operator (LASSO) method. The RSs of PET (PET_RS) and CT components(CT_RS) were separately divided into low and high RS groups according to the optimum cutoff value. The potential associations between RSs with PFS were assessed in training and validation cohorts based on the Log-rank test. Clinical features and metabolic parameters of PET images (PET_MP) with P-value <0.05 in univariate and multivariate Cox regression were combined with PET_RS and CT_RS to develop prediction nomograms (Clinical, Clinical+ PET_MP, Clinical+ PET_RS, Clinical+ CT_RS, Clinical+ PET_MP + PET_RS, Clinical+ PET_MP + CT_RS) by using multivariate Cox regression. The concordance index (C-index), calibration curve, and net reclassification improvement (NRI) was applied to evaluate the predictive performance of nomograms in training and validation cohorts.



Results

In univariate Cox regression analysis, six clinical features were significantly associated with PFS. Ten PET radiomics features were selected by LASSO to construct PET_RS, and 1 CT radiomics features to construct CT_RS. PET_RS and CT_RS was significantly associated with PFS both in training (P <0.00 for both RSs) and validation cohorts (P=0.01 for both RSs). Because there was no PET_MP significantly associated with PFS in training cohorts. Only three models were constructed by 4 clinical features with P-value <0.05 in multivariate Cox regression and RSs (Clinical, Clinical+ PET_RS, Clinical+ CT_RS). Clinical+ PET_RS model showed higher prognostic performance than other models in training cohort (C-index=0.70, 95% CI 0.68-0.72) and validation cohort (C-index=0.70, 95% CI 0.66-0.74). Calibration curves of each model for prediction of 1-, 3-year PFS indicated Clinical +PET_RS model showed excellent agreements between estimated and the observed 1-, 3-outcomes. Compared to the basic clinical model, Clinical+ PET_MS model resulted in greater improvement in predictive performance in the validation cohort.



Conclusion

PET_RS can improve diagnostic accuracy and provide complementary prognostic information compared with the use of clinical factors alone or combined with CT_RS. The newly developed radiomics nomogram is an effective tool to predict PFS for patients with advanced HGSOC.





Keywords: high-grade serous ovarian cancer, progression-free survival, radiomics, PET/CT, nomogram



Introduction

Ovarian carcinoma is the leading cause of gynecologic cancer deaths because the majority of patients are diagnosed with advanced-stage disease (Stages III and IV) according to the International Federation of Gynecology and Obstetrics (FIGO) staging classification (1). HGSOC accounts for up to 70% of epithelial ovarian carcinoma (2, 3). Although most of those women achieve complete remission with cytoreductive surgery and cisplatin based chemotherapy. The median PFS time is only 18 months (4). A significant proportion of patients with advanced HGSOC experience tumor recurrence and progression within 3 years (5). Identification of tumor recurrence and progression in patients with advanced HGSOC after cytoreductive surgery is important since it guides the decisions about personalized treatment and surveillance plans.

18F-FDG PET/CT examination can provide more accurate information on preoperative staging and surveillance for detecting recurrent HGSOC (6–9). Compared with CT, 18F-FDG PET/CT can identify recurrence earlier because recurrence is characterized by hypermetabolism (9). Previous studies demonstrated conventional PET imaging metrics such as maximum standardized uptake value (SUVmax), metabolic tumor volume (MTV), total lesion glycolysis (TLG) had been reported to be significant prognostic factors for patients with HGSOC (10). However, due to inconsistent result of previous studies, there are some problems with metabolic parameters to predict survival for patients with HGSOC (11–14). Therefore the predictive value of these metabolic metrics to accurately stratify different risk groups seems to be limited (15). More effective indicators are needed to long-term monitor and predict the risk of recurrence and tumor progression.

Radiomics based on high-dimensional quantitative features extracted from different medical imaging modalities can noninvasively quantify tumor heterogeneity and show underlying malignant features (16). On the basis of predictive models based on those radiomics features, clinicians can deliver more personalized medical care about tumor diagnosis, histopathological classification, therapeutic assessment, and prognosis (16, 17). Several studies investigated the role of applying radiomics features extracted from CT images for non-invasive predicting tumor recurrence of HGSOC patients (18–21). The nomogram built by radiomics signatures and clinical factors demonstrated the feasibility of predicting the recurrence of HGSOC (18, 21). However, to our knowledge, study on the establishment and validation of PET/CT radiomics signature and nomogram for predicting PFS in HGSOC patients has not yet been reported. Therefore, in this study we established PET_RS and CT_RS, and hybrid radiomics nomograms integrating RS and clinical factors. In addition, the performances of these hybrid nomograms were compared.



Materials and Methods


Patients

This retrospective study was approved by the Medical Ethics Committee of Shengjing Hospital of China Medical University. From January 2013 to December 2017, A total of 363 patients were enrolled in this retrospective study. Inclusion criteria were as follows: (1) patients received cytoreductive surgery and 6-8 cycles of platinum-based chemotherapy; (2) postoperative pathological examination confirmed stage III and IV HGSOC; (3) 18F-FDG PET/CT examination was performed before surgery and neoadjuvant chemotherapy (NACT); (4) clinical, pathological, and follow-up information was available. The exclusion criteria included the following: (1) patients received any antitumor therapy before 18F-FDG PET/CT scan; (2) patients with other malignancies or other diseases that might affect the radiomics and survival analysis;(3) incomplete clinical-pathological reports;(4) poor image quality or SUVmax<2.5. Finally, 261 patients were enrolled in this study and randomly divided into training (n=182) and validation(n=79) cohorts in a ratio of 7:3. Clinical characteristics including age, FIGO stage, CA125, lymph node metastasis (LNM), volume of ascites, location of primary tumor, residual tumor(>2cm), NACT, and follow-up information were retrieved from the hospital information system. The diameter of primary tumor was acquired by PET/CT images.



Follow-Up and Clinical Endpoints

The patient was followed up 2-4 months for two years, then 3-6 months for 3 years, then annually after 5 years. Physical exam, CT scan, and serum CA-125 level was used to evaluate recurrence or progression of tumors. The endpoint of this study was tumor recurrence or progression, which was diagnosed by combining clinical symptoms, rising CA-125 levels, and radiological findings. PFS is defined as the time from the end of chemotherapy until tumor progression or the time of last follow-up.



PET/CT Image Acquisition

All patients underwent a whole-body 18F-FDG PET/CT scan on a dedicated PET/CT system (Discovery 690, GE Healthcare, Milwaukee, USA) according to the European Association of Nuclear Medicine (EANM) guidelines within 1 month before any treatment. Patients fasted 6 hours were injected with 161–361 MBq (4.35–9.76 mCi, 150 μCi/kg) 18F-FDG. Then the scan was performed after 60 min (59 ± 3 min, range 53–62 min). The 3D ordered subset expectation maximization algorithm (2 iterations and 20 subsets) was used for PET image reconstruction, resulting in voxel sizes of 3.65×3.65×3.27 mm3. The field of view (FOV) was 700 mm. The CT scans (80 mA, 120 kV) with matrix sizes of 512×512 were acquired for the attenuation correction method, prior to the PET scan. The PET and CT scans were transferred to workstation to display frame-on-frame fusion images. The PET images (voxel size 3.65 mm, slice thickness 3.27 mm) were then interpolated to the same resolution as CT images (voxel size 0.98 mm, slice thickness 3.27 mm).



Image Segmentation and Preprocessing

For each patient, all the lesions including primary tumors and distant metastases were identified by two radiologists (with more than 5 years of experience in abdominal imaging) in PET images. Metabolic parameters including SUVmax, SUVpeak, SUVmean, SUVmedian, TLG, MTV were extracted from all lesions. After that, all VOIs of PET images were semiautomatically segmented with a threshold of 42% of SUVmax by 3D slicer (Version 4.81, www.slicer.org). All tumors with SUV > 42% SUVmax were delineated except small lesions with size <1 cm. The VOIs of CT images were delineated according to the VOIs of PET images (Figure 1).




Figure 1 | ROI delineation in PET and CT images. Plots (A, B) showed ROI delineation in PET and CT images. Plots (C) showed the 3D view.





Radiomics Features Extraction and Selection

Extractions of radiomics features from VOIs were performed by using a radiomics extension of 3D Slicer software called SlicerRadomics (V2.10, https://github.com/Radiomics/SlicerRadiomics) (22). We used a fixed bin width to make a histogram and discretized image gray level because PET show a better reproducibility of features when implementing a fixed bin width (23). Finally, 850 radiomics features were extracted from original and 8 derived images obtained by applying Wavelet filters, including 18 first-order features, 13 shape features, 23 gray level cooccurence matrix features, 16 gray level run length matrix features, 16 gray level size zone matrix features, 5 neighboring gray tone difference matrix features, 14 gray level dependence matrix features. All of the radiomics features were separately extracted from VOIs of PET and CT images for each patient.

The univariate analysis based on Cox regression was used to assess the correlation between radiomics features and PFS in training cohort. The features with P-value <0.05 were separately included in the LASSO regression analysis with 5-fold cross-validation for further features selection and RSs calculating. PET_RS and CT_RS of each patient were separately calculated from selected features weighted by their regression coefficients. In the training cohort the optimum cut-off value of each patient for PET_RS and CT_RS was determined by using the time-dependent ROC curve analysis with the highest Youden index, then the patients were divided into high-RS and low-RS groups according to the cutoff values. The potential associations of RSs with PFS were assessed in the training and validation cohorts based on Log-rank test.



Predictive Model Establishment and Evaluation

The radiomics features of CT and PET with variance close to 0 were deleted. Clinical features and PET metabolic parameters were assessed by univariate analysis based on Cox regression analysis. The features with P-value <0.05 in univariate Cox regression analysis were included in multivariate Cox regression analysis. Only the significant risk features with P-value <0.05 in multivariate Cox regression analysis were used to construct predictive models. Then, multivariate Cox regression models involved different combinations of clinical features, PET metabolic parameters, PET_RS, and CT_RS were build: (1) clinical features alone (denoted as Clinical), (2) combining clinical features and PET metabolic parameters (denoted as Clinical + PET_MP), (3) combining clinical features and PET_RS (denoted as Clinical + PET_RS), (4) combining clinical features and CT_RS (denoted as Clinical + CT_RS), (5) combining clinical features, PET metabolic parameters, and PET_RS (denoted as Clinical + PET_MP + PET_RS), (6) combining clinical features, PET metabolic parameters, and CT_RS (denoted as Clinical + PET_MP + CT_RS). The C-index was used to evaluate the discrimination of models. Then the time-dependent C-index curve analysis was used to evaluate the predictive performance of different models at different time points during follow-up both in training and validation cohorts. Calibration curves were performed to compare the predicted time with actual PFS. In order to evaluate the improvement in prediction performance by adding RSs and PET_MP to the Clinical model, the categorical NRI was calculated in the validation cohort for the first and third year. The patients were classified into three groups based on the probability of tumor progression with cutoffs at 0.30 and 0.60 defining low-, medium-, and high-risk groups. Finally, to provide patients and clinicians with an individualized and easy-to-use postoperative predictive tool for PFS, a radiomics nomogram was constructed on the basis of an optimal model.



Statistical Analysis

Student t-tests and Mann–Whitney U tests were used for continuous clinical risk factors, Chi-squared tests were applied for categorical variables, and log-rank tests were conducted for PFS to assess the difference between the training and validation cohorts. Univariate and multivariate Cox regression, LASSO-Cox regression analysis, calibration curves plot, C-index, and NRI was performed using R software (version 4.0, http://www.r-project.org). A two-sided p <0.05 indicated a statistically significant difference.




Results


Clinical Characteristics

The demographic and clinical characteristics of training and validation cohorts were shown in Table 1. There was no significant difference between two cohorts. The PFS of the training cohort was 694 days, 616 days in the validation cohort (P=0.955). Although slightly longer compared with validation cohort, the PFS was not significantly different between two cohorts.


Table 1 | The demographic and clinical characteristics of HGSOC patients in the training and validation cohorts.



Univariate Cox regression analysis revealed that NACT, residual tumor, ascites, LNM, location, FIGO stage were significantly associated with PFS in the training cohort. But only NACT, location, ascites, and residual tumor was significantly factor associated with PFS in multivariate Cox regression analysis. However, there were no PET_MPs significantly associated with PFS in the training cohort (Table 2).


Table 2 | Univariate and multivariate Cox analysis for PFS in the training and validation cohorts for patients with advanced HGSOC.





Radiomics Signatures Development and Validation

Ten features were selected from the radiomics feature of PET to construct PET_RS, and 1 features from the radiomics feature of CT to construct CT_RS in the training cohort. RSs were constructed based on the selected features and their corresponding weighting coefficients. The optimal cut-off values for CT_RS and PET_RS were 13.97 and -0.14. There was a significant difference between high and low RS groups both in training and validation cohorts for PET_RS and CT_RS. In the training cohort, p-values of the Log-rank test were both P < 0.01 for PET_RS and CT_RS, and both P=0.01 in the validation cohort. The Kaplan-Meier survival curves were conducted respectively for PET_RS and CT_RS in training and validation cohorts (Figure 2).




Figure 2 | Kaplan-Meier survival curves for PET_RS and CT_RS in the training and validation cohorts. Plots (A, B) showed the KM survival curves of PET_RS in the training and validation cohorts. Plots (C, D) showed the KM survival curves of CT_RS in the training and validation cohorts.





Construction of Multiple Prognostic Model and Performance of Different Models

Because there were no PET_MPs significantly associated with PFS in the training cohort, only three models were constructed by 4 clinical features with P-value <0.05 in multivariate Cox regression and RSs (Clinical, Clinical+ PET_RS, Clinical+ CT_RS). The C-index of each model was shown on Table 3. Clinical+ PET_RS model showed higher prognostic performance than other models in training cohort (C-index=0.70, 95% CI 0.68-0.72) and validation cohort (C-index=0.70, 95%CI 0.66-0.74). The time-dependent C-index curve analysis of each model in training and validation cohorts also indicated similar results (Figure 3). Calibration curves of each model for prediction of 1-, 3-year PFS indicated Clinical +PET_RS model showed excellent agreements between estimated and the observed 1-, 3-outcomes (Figure 4). Compared to the Clinical model, the Clinical+PET_RS model achieved higher predictive performance improvement than Clinical+CT_RS models in the validation cohort, NRI was 19.33% (95%CI -3.37%,44.23%) for PFS estimation at the first year, and 11.97% (95%CI -6.56%, 29.70%) at the third years (Table 4).


Table 3 | The C-index of each model in the training and validation cohorts.






Figure 3 | Compare of time-dependent C-index curves of each model for predicting PFS with advanced HGSOC in training (A) and validation (B) cohorts.






Figure 4 | Calibration curves of each model for prediction of 1-, 3-year PFS in the training and validation cohorts. Model-estimated PFS was plotted on the x-axis; the observed PFS was plotted on the y-axis. The diagonal dotted line was a perfect estimation by an ideal model. (A) Clinical model, (B) Clinical + PET_RS model, (C) Clinical + CT_RS model.




Table 4 | NRI in validation cohort for the first year and third year.





Individualized Nomogram Construction and Clinical Use

Considering that the Clinical + PET_RS model had better discrimination, and calibration in predicting PFS for patients with advanced HGSOC in training and validation cohort, we created a nomogram based on this model, which can visualize proportion of risk factors and prediction result for each patient (Figure 5).




Figure 5 | Nomogram based on Clinical + PET_RS model.






Discussion

Identifying new quantitative imaging markers of PET/CT to improve the accuracy of predicting tumor recurrence and progression is essential for the selection of appropriate treatment and follow up. In this study, we investigated the performance of RSs extracted separately from PET and CT components of PET/CT images integrated with clinical features to predict PFS for patients with advanced HGSOC. Compared with simple use of clinical features, the predictive performance of the model integrated clinical features and RS of PET images were significantly improved both in the training and validation cohorts.

In our study, we only included the patients with advanced HGSOC (FIGO stage III and IV), because there was significant difference between early stage and advanced stage HGSOC in PFS. Besides in our study, some advanced HGSOC patients with high tumor burden received NACT before cytoreductive surgery. We included age, NACT, residual tumor, volume of ascites, LNM, CA125, FIGO stage, location of primary tumor, and diameter of primary tumor as clinical features. Previous study indicated the volume of ascites was an independent predictor of PFS and OS in patients with epithelial ovarian carcinoma (24, 25). Although in previous study the threshold of volume was set to 1500 ml or 2000 ml respectively to classify patients into small- and large-volume ascites groups. We think the patients could be accurately stratified according to small(<200ml), medium (200-999ml), and lager(>1000ml) volume of ascites. AS showed in univariate and multivariate Cox regression analysis, the volume of ascites was the features significantly associated with PFS and included into final model. Previous study built a clinical model involving age, FIGO stage, preoperative CA-125, tumor location,and tumor diameter as features for PFS prediction (18). But in our study, the clinical model only involved clinical features with p-value <0.05 in univariate and multivariate COX regression analysis. Only NACT, residual tumor, ascites, location was included in the final clinical model. Residual tumor, NACT and location of primary tumor was considered to be independent risk factor of PFS for patients with advanced HGSOC in previous study (26–28).

Metabolic parameters of PET images were most frequently used in clinical practice and studies (29, 30). Although as shown in previous meta-analysis, MTV and TLG was potentially useful prognostic markers of PFS and OS in patients with ovarian cancer (13, 14). The prognostic value of metabolic parameters such as SUVmax, SUVmean, SUVmedian, MATV, and TLG for patients with HGSOC remains controversial (8, 11, 12, 15). In our study, Although the P value of SUVmedain and SUVmean was close to 0.05, there was no PET_MP significantly associated with PFS (P<0.05). So we did not include any PET_MP into our model. This might be due to the different cohorts. Previous studies included all subtypes of ovarian cancer regardless of heterogeneity and hindered the subtype-specific significance of PET/CT metabolic parameters. Another possible reason was that the difference of those metabolic parameters of 18F-FDG PET/CT in advanced HGSOC was small. Compared with the conventional PET_MP, the radiomics features of PET can reflect more extensive properties of image. PET_RS calculated by lasso regression could directly associate with PFS.

Intratumoral heterogeneity of PET/CT has been proved to be a prognostic predictor for some malignancies these years (10, 31, 32). The radiomics features extracted from PET/CT images allowed us to assess intratumoral and metabolic heterogeneity quantitatively. The relationship between texture-based quantitative features of CT images with residual tumors and survival was revealed in previous studies (33, 34). Textural analysis of CT images can provide added value in evaluating prognosis for patients with HGSOC. The predictive model built in previous study integrating deep learning features extracted from CT achieved good performance (18). The C-index was about 0.7, which is almost equal to our result. Combination of the radiomics feature of F2-Shape/Max3DDiameter with clinical features could significantly improve the AUC for predicting the risk of disease progression within 12 months in ovarian cancer patients (20). Hoverer this result was not validated in other patents. In previous study the AUC of RS constructed by 7 features from CT images to predict 3-year clinical recurrence-free survival was 0.8567 in the training cohort, and 0.8533 in the validation cohort (19). In our study we could forecast the time of tumor progression because the endpoint of our study was tumor progression instead of a fixed interval. However, in our study, the C-index of the CT_RS model was not as high as in the training cohort. A possible explanation for the low predictive power of CT_RS model in the validation cohort was that the VOI outlined in the PET image with a threshold of 42% SUVmax could influence the radiomics features extracted from the CT component of PET/CT image. The intratumoral heterogeneity reflected by CT_RS might decrease. And also, the radiomics features extracted from noncontract CT of PET/CT. Although diagnostic accuracy of CT without contrast media is really poor. The radiomics features of CT without contrast media could also show certain tumor heterogeneity (35–37).The difference between radiomics features of noncontract CT and contrast enhanced CT need to be explored.

To our knowledge, the association between radiomics features of PET images and PFS of HGSOC patients has not been evaluated. In our study, numerous prediction models, incorporating clinical features, CT_RS, and PET_RS in different combinations were built to predict PFS for patients with advanced HGSOC. The Clinical+PET_RS model performed better than other models in the training and validation cohorts. PET_RS included 10 radiomics features extract from original and derived images. The CT_RS was calculated by wavelet. HHH_glszm_GrayLevelNonUniformityNormalized features. This radiomics features measured the variability of gray-level intensity values in CT image array and be related to the PFS. Some studies have shown that the metabolic modifications of PET were more predictive than morphological modifications of CT (35–37). The results of previous and our study indicated the fact that the combination of radiomics features of PET and clinical variables has a more complementary and synergistic effects in predicting PFS.

This study has several limitations. Firstly, this was a single-center study. Although all the PET/CT scans were performed by one PET/CT scanner with standard imaging processes to reduce variance and bias of radiomics features. Further confirmation of the robustness of radiomics features and our predictive model will be needed. Secondly, the VOI s of the tumors was delineated on PET images with 42% SUVmax instead of CT images. The information on anatomical structure and structural heterogeneity may be ignored. Some studies draw ROI manually on fused images (38, 39). There are some problems in manual segmentation in the repeatability and stability of radiomics features. A further study exploring the difference between ROI extract methods will be needed. Thirdly, the average value of radiomics features was computed for all the VOIs including primary and metastatic tumors, which might not be the optimal method. The primary or other metastatic tumors must be investigated to generate optimal case-based image features.



Conclusions

In conclusion, RSs extracted from the PET and CT components of PET/CT images, quantitatively characterizing intratumoral heterogeneity, were associated with PFS of patients with advanced HGSOC. PET_RS can improve diagnostic accuracy and provide complementary prognostic information compared with the use of clinical parameters alone or combined with CT_RS. The newly developed radiomics nomogram is an effective tool to predict PFS for patients with advanced HGSOC.
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Background and Purpose

The preoperative LN (lymph node) status of patients with LUAD (lung adenocarcinoma) is a key factor for determining if systemic nodal dissection is required, which is usually confirmed after surgery. This study aimed to develop and validate a nomogram for preoperative prediction of LN metastasis in LUAD based on a radiomics signature and deep learning signature.



Materials and Methods

This retrospective study included a training cohort of 200 patients, an internal validation cohort of 40 patients, and an external validation cohort of 60 patients. Radiomics features were extracted from conventional CT (computed tomography) images. T-test and Extra-trees were performed for feature selection, and the selected features were combined using logistic regression to build the radiomics signature. The features and weights of the last fully connected layer of a CNN (convolutional neural network) were combined to obtain a deep learning signature. By incorporating clinical risk factors, the prediction model was developed using a multivariable logistic regression analysis, based on which the nomogram was developed. The calibration, discrimination and clinical values of the nomogram were evaluated.



Results

Multivariate logistic regression analysis showed that the radiomics signature, deep learning signature, and CT-reported LN status were independent predictors. The prediction model developed by all the independent predictors showed good discrimination (C-index, 0.820; 95% CI, 0.762 to 0.879) and calibration (Hosmer-Lemeshow test, P=0.193) capabilities for the training cohort. Additionally, the model achieved satisfactory discrimination (C-index, 0.861; 95% CI, 0.769 to 0.954) and calibration (Hosmer-Lemeshow test, P=0.775) when applied to the external validation cohort. An analysis of the decision curve showed that the nomogram had potential for clinical application.



Conclusions

This study presents a prediction model based on radiomics signature, deep learning signature, and CT-reported LN status that can be used to predict preoperative LN metastasis in patients with LUAD.





Keywords: lung adenocarcinoma, lymph node metastasis, radiomics, deep learning, prediction



Introduction

Lung cancer is the most common cancer worldwide and the leading cause of cancer-related death (1). NSCLC (Non-small cell lung cancer) is the most common type of lung cancer, and adenocarcinoma is the most common subtype of NSCLC (2, 3). Studies showed that most cancer patients die of cancer cell metastasis (4). In lung cancer, Lymph node metastasis is the most common way of metastasis (5). In the recent decades, SND (systematic nodal dissection), as a core method for evaluating node involvement levels at the mediastinal and hilar, has been accepted by the IASLC (International Association for Lung Cancer Research) as a key component of intrathoracic staging (6). However, for patients with no LN metastasis, SND has no other benefits except to prove that their pathological state is N0, which obviously leads to unnecessary invasive treatment. In addition, SND prevents the lymphatic fluid in the influenced area from being discharged, thereby resulting in lymphedema. This then leads to over-treatment. It is therefore important to develop a preoperative, non-invasive, and effective method to predict the extent of LN involvement.

Imaging methods, such as CT and PET (positron emission tomography), are commonly used in clinical LN diagnosis. CT can diagnose lymph nodes based on their size, but it cannot detect small LN metastasis. In PET imaging, LN metastasis usually shows increased FDG (Fludeoxyglucose) uptake, but inflammation and infection can also contribute to this. Compared with imaging methods, imaging-guided biopsy has better sensitivity and specificity in identifying LN metastasis, but it may lead to complications such as pneumothorax and bleeding (7–10). In recent years, radiomics has provided alternative ways for the diagnosis and prognosis of cancer (11–13). Some studies have successfully used radiomics features to predict LN metastasis in lung cancer (14, 15). In addition, thanks to the development of computer hardware and algorithms, deep learning has achieved great success in the field of computer vision (16). The model developed by deep learning has been successfully applied to the detection of skin cancer, diabetic retinopathy, breast cancer and so on (17–20). There are also studies related to deep learning in the diagnosis of lymph nodes of lung cancer (21, 22). However, few studies used both radiomics and deep learning to predict LN metastasis.

Therefore, the purpose of this study is to develop and validate the effectiveness of a nomogram (23) with a radiomics signature, deep learning signature, and clinical risk factors for the preoperative prediction of LN metastasis in patients with LUAD.



Materials and Methods


Patients and Data Acquisition

We retrospectively collected the data of 300 patients with LUAD from the Liaoning Cancer Hospital over the period of April 2015 to July 2019. We randomly divided 300 patients into the training cohort, internal validation cohort, and external validation cohort in equal proportions. In total, the training cohort included 200 patients: 99 males and 101 females; mean age, 63.21 ± 6.82. Internal validation cohort included 40 patients (18 males and 22 females; mean age, 64.35 ± 6.69). External validation cohort included 60 patients (27 males and 33 females; mean age, 63.18 ± 6.94). The baseline clinicopathological data included age, sex, CT-reported LN status, and CEA (carcinoembryonic antigen). However, owing to the lack of CEA data in more than half of the patients, CEA was abandoned. The inclusion and exclusion criteria of the data were as follows. Inclusion criteria: (a) the LN status was confirmed by operation and pathology reports, (b) the focus was single nodal mass type, (c) the time interval between CT scan and operation was no more than 1 month, (d) the slice thickness of CT plain scan image was 5 mm. Exclusion criteria: (a) preoperative radiotherapy or chemotherapy, (b) central lesions in the lung, (c) atelectasis and consolidation, (d) history of other tumors. The workflow of the study is illustrated in Figure 1.




Figure 1 | The workflow. (A) Traditional radiomics was used to extract artificial pre-defined features from the ROI region, and then the extracted features were selected and weighted to obtain the radiomics signature. (B) CNN was used to extract the automatic learning features from the slice where the ROI was located and then weighted to obtain deep learning signature. (C) Radiomics signature and deep learning signature were used to build the prediction model.



Before CT scanning, foreign metal bodies were removed from the upper body of the patient to avoid the problem of artifacts. The patient was asked to raise his/her arms across the top of his/her head in the supine position and remain fixated in this position. The scanning was performed from the entrance of the chest to the diaphragm, when both the body and mind of the patient were in a relaxed state. The scanning machine used was Philips iCT 256 (Netherlands), and it had the following parameters: tube voltage of 120 kVp; 3D tube current in the range 110–325 mAs; layer thickness of 5.0 mm; acquisition matrix of 512 × 512; and, the FOV (field of view) was affected by the body fat and adjusted for thickness. The CT-reported LN status was determined by the radiologists based on the clinical radiological report of the preoperative CT. The presence of either regional LN of >1 cm and/or clusters of ≥3 lymph nodes was scored as LN-positive, and otherwise as LN-negative. The ROI (region of interest) was delineated by the radiologist according to the maximum cross-sectional area of the tumor boundary. CEA was obtained by a routine blood test and laboratory analysis within one week before operation. A CEA <5 ng/mL was recorded as normal, and otherwise as abnormal.



Statistical Analysis

For determining the differences in the distribution of variables between cohorts, we used Kruskal-Wallis rank sum test to analyze the continuous variables (age, radiomics signature, deep learning signature) and chi-square test to analyze the discrete variables (sex, CT-reported LN status). Furthermore, for determining the correlation between variables and LN status within the cohort, we used Wilcoxon rank sum test to analyze the continuous variables and chi-square test or Fisher exact test to analyze the discrete variables. All the statistical tests in the study were two-sided with a significance level of 0.05.



Building the Radiomics Signature and Deep Learning Signature

Pyradiomics (24) was used to extract features from the ROI. T-test was used to select features with a statistical significance of P <0.05, and Extra-trees was used to further select features with rich information from the training cohort. Then, logistic regression (25) was used to weight and combine the selected features, which built the radiomics signature. The extracted features and their weighting coefficients were applicable to the internal as well the external validation cohorts.

VGG-16 was used to build the deep learning signature. We first used each tumor slice and its adjacent two slices as R, G and B channels respectively, and combined them to obtain a three-channel image. Then an 80x80 pixel size area containing the tumor was cropped out as the final image input to VGG-16. As the amount of data collected was small, we used data augmentation to increase the amount of data and transfer learning to make the model easier to converge. Data augmentation technology included rotation, horizontal and vertical displacement, horizontal and vertical flipping, cropping, and scaling of the image. Transfer learning involved taking the pretraining weights of VGG-16 on the ImageNet dataset as the initial weights of the model, and then fine-tuning the model using the data of our training and internal validation cohorts. Next, the features of the last fully connected layer of VGG-16 were combined with weights and biases as the feature of each tumor image. The average value of the feature of multiple tumor images was calculated as the deep learning signature of the patient.



Development of the Prediction Model

The candidate features of the multivariate logistic regression analysis included age, gender, CT-reported LN status, radiomics signature, and deep learning signature. The Akaike information criterion (26) was used as the stop criterion to determine the best features using a stepwise backward method. Additionally, the prediction model developed using logistic regression for the training cohort was also suitable for the internal as well as the external validation cohorts. Then, we developed a nomogram based on the developed prediction model.



Performance of the Prediction model

The calibration curve and Hosmer-Lemeshow test (27) were used for model calibration. To quantify the discrimination, we calculated the C-index of the prediction model, and to compare the performance of the multi-factor model and the single-factor model, the NRI (net reclassification improvement) was calculated. In addition, we calculated the additional NRI of 5-fold cross-validation to obtain more reliable results.

Decision curve analysis (28) was used to quantify the net benefit at different threshold probabilities in the external validation cohort to determine the clinical value of the prediction model.




Results


Clinical Characteristics

The characteristics of all the cohorts are listed in Table 1. Because the data were divided into the different cohorts in equal proportions, the probability of LN metastasis was 50% in all the cohorts (P= 1.000). Furthermore, there was no significant difference observed with regard to gender among all the cohorts (P= 0.763), as was the case with the CT-reported LN status (P= 0.475) and age (P= 0.551). This indicated that the division of data was effective. Radiomics signature (P= 0.996) and deep learning signature (P= 0.869) also showed good reproducibility in all the cohorts (Supplementary Material and Table S1).


Table 1 | Characteristics of the patients in all the cohorts.





Building the Radiomics Signature and Deep Learning Signature

A total of 1288 radiomics features were extracted from the CT images and the T-test was used to select 528 features (P <0.05) with good statistical significance. Next, Extra-trees was used to further select 8 features with rich information. The first eight features were selected because the eighth feature was a breakpoint, in other words, the value of the eighth feature was significantly different from that of the ninth feature. After the ninth feature, the importance of the features changed slightly (Figure 2). For the eight selected features, we used logistic regression for performing weighted summation to obtain the radiomics signature. The distribution of the radiomics signature showed that the signature had good separability in metastasis and not in the metastasis categories (Table 1).




Figure 2 | Feature selection by Extra-trees. Feature importance was obtained by averaging the results of multiple decision tree in Extra-trees. The larger the feature score, the more important is the feature.



The features of the last fully connected layer of VGG-16 were weighted to obtain the deep learning signature. To help users build trust in VGG-16 predictions, the grad-cam (29) method was used to generate a heat map. The heat map tells the user the position of the feature on which the prediction is based in the image, and uses the color depth to represent the importance of the feature. The deeper the color is, the more important the feature in the region is. In this study, the heat maps of two of the filters in the last convolution layer of VGG-16 were plotted. The heat maps suggested that the positive filter focused on the features of metastatic LN, ignoring the features of non-metastatic LN, while the negative filter focused on the features of non-metastatic LN, thus ignoring the features of metastatic LN (Figure 3). This indicated that the LN features extracted by VGG-16 can distinguish LN metastasis from non-metastatic, and the distribution of the deep learning signature further confirmed this finding (Table 1).




Figure 3 | Heat map of VGG. Grad-cam showed the region of ​​interest of the VGG, which was also the region where the features were extracted by the VGG. The closer the color is to yellow, the more important is the region.





Development of the Prediction Model

Multivariate logistic regression analysis confirmed that radiomics signature, deep learning signature, and CT-reported LN status were independent predictors (Table 2). The model combining the above-mentioned independent predictors was developed and presented in the form of a nomogram (Figure 4). The specific method for estimating the LN metastasis probability is explained in the Supplementary Material (Equation S1).


Table 2 | Risk factors for LN metastasis in LUAD.






Figure 4 | The nomogram of multifactor model. Nomogram was built for the training cohort, using the radiomics signature, deep learning signature, and CT-reported LN status.





Performance of the Prediction Model

The calibration curve (Figure 5) of the nomogram showed that there was a good agreement between the prediction and observation results in the training cohort (P= 0.193), indicating no deviation from the perfect fit. The nomogram also showed good agreement in the internal (P= 0.468) as well as the external (P= 0.824) validation cohorts. Furthermore, it showed good discrimination capability for all the cohorts, and the C-index of nomogram in the training cohort, internal validation cohort and external validation cohort was 0.820 (95% CI, 0.762 to 0.879), 0.830 (95% CI, 0.694 to 0.966) and 0.861 (95% CI, 0.769 to 0.954) respectively.




Figure 5 | The calibration plot of nomogram. (A) Calibration in the training cohort. (B) Calibration in the internal validation cohort. (C) Calibration in the external validation cohort. The black diagonal indicates the ideal fit, and in this case, the metastasis probability predicted by the nomogram is the same as the actual observed transition probability. The pink line indicates the fitting of the nomogram. The closer it is to the black line, the better is the fit. P-value was calculated by the Hosmer-Lemeshow test.



To measure the improvement of the multi-factor nomogram over other single-factor prediction models, the NRI was calculated for the external validation cohort. Based on the results, it was confirmed that the nomogram showed a significant improvement compared with the model built using only radiomics signature (IDI, 0.087; P= 0.022; NRI (Categorical), 0.033 and NRI (Continuous), 0.667), only deep learning signature (IDI, 0.101; P <0.001; NRI (Categorical), 0.133 and NRI (Continuous), 1.133), and only CT-reported LN status (IDI, 0.297; P <0.001; NRI (Categorical), 0.267 and NRI (Continuous), 1.067). The NRI results of an additional 5-fold cross-validation also showed that the multi-factor model was significantly improved compared to the single-factor model (Supplementary Material, Table S2). This proved that the deep learning signature was helpful for improving the performance of the prediction model.

The decision curve showed that if the threshold probability of determining the presence of LN metastasis was greater than 0.18, using nomogram to predict LN metastasis will benefit more than the all the treatment plans or no treatment plan at all (Figure 6).




Figure 6 | The decision curve of nomogram. Net benefit was calculated as  , where n is the total number of patients, true positive is the number of patients predicted by the model as positive and actually positive, and false positive is the number of patients predicted as positive and actually negative. pt is the threshold probability.






Discussion

In this study, we developed and validated a nomogram based on a radiomics signature, deep learning signature, and CT-reported LN status for the preoperative prediction of LN metastasis in patients with LUAD.

For constructing the radiomics signature, the total number of features (1288) was reduced to 528 using the T-test, and then 8 features with rich information were selected using Extra-trees. Extra-trees is an ensemble learning method, which is composed of multiple decision tree. Extra-trees reduces the risk of overfitting a single model. Therefore, the features selected by Extra-trees are robust. Then, we used logistic regression to combine features to obtain the radiomics signature.

Considering that deep learning achieves better results than traditional machine learning methods in ImageNet large-scale Visual recognition Challenge, this study also used deep learning method. The difference between radiomics method and deep learning method is that the extracted features are different. The features extracted by the deep learning method are automatically learned by the model from the data, while the features extracted by the radiomics method are artificially defined. These two approaches have their own advantages and disadvantages. For the deep learning method, if the amount of data is large enough, the features it learns can explain the data well, but when the amount of data is small, the features it learns can’t explain the data well. For the radiomics method, the features extracted by it are not affected by the amount of data, but by artificial experience. Limited artificial experience makes it difficult for radiomics method to achieve very good diagnostic results. The combination of radiomics features and deep learning features can integrate the advantages of both. Therefore, in this study, both deep learning features and radiomics features were used to predict LN metastasis of lung adenocarcinoma. However, different from some studies, we didn’t directly output thousands of features of the last fully connected layer, but combined the features with its weights and biases to get a deep learning signature (30, 31). This helped to draw nomogram and analyze the individual influence of deep learning features on LN metastasis.

Because the amount of data is relatively small, this study used data augmentation technology and transfer learning technology in deep learning. Data augmentation technology expanded the amount of data. Transfer learning technology made the training of VGG-16 easier. Specifically, we took the pretraining weights of VGG-16 on ImageNet as the initial weights of the model, and then used our data to fine-tune the model.

Multivariate logistic regression analysis showed that radiomics signature, deep learning signature and CT-reported LN status were independent and effective predictors. The c-index of the nomogram constructed with these three features in the training cohort, the internal validation cohort and the external validation cohort was respectively 0.820 (95% CI, 0.762 to 0.879), 0.830 (95% CI, 0.694 to 0.996), 0.861 (95% CI, 0.769 to 0.954), which was better than any single-factor model. The results of NRI showed that nomogram was significantly improved compared with the single-factor model.

The limitations of this study mainly include the following: (a) No enough clinical information. Smoking history and CEA have been proved to be effective predictors of LN metastasis (14, 15); (b) No genetic information was used. Some studies have shown that in the primary tumor, miR-31, miR-34b/c, miR-148 and miR-9-325 were significantly correlated with LN status (32, 33). Incorporating genetic features may improve the performance of the radiomics model, which may be a future research direction; (c) The amount of data is relatively small. The more the amount of data, the features learned by the deep learning method can better explain the data; (d) This is a single-center retrospective study. A prospective multicenter clinical trial is needed to validate our model.

In summary, this study proposes a nomogram based on radiomics signature, deep learning signature, and CT-reported LN status that can be conveniently used to predict preoperative LN metastasis in patients with LUAD.
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Background

Muscle wasting (Sarcopenia) is associated with poor outcomes in cancer patients. Early identification of sarcopenia can facilitate nutritional and exercise intervention. Cross-sectional skeletal muscle (SM) area at the third lumbar vertebra (L3) slice of a computed tomography (CT) image is increasingly used to assess body composition and calculate SM index (SMI), a validated surrogate marker for sarcopenia in cancer. Manual segmentation of SM requires multiple steps, which limits use in routine clinical practice. This project aims to develop an automatic method to segment L3 muscle in CT scans.



Methods

Attenuation correction CTs from full body PET-CT scans from patients enrolled in two prospective trials were used. The training set consisted of 66 non-small cell lung cancer (NSCLC) patients who underwent curative intent radiotherapy. An additional 42 NSCLC patients prescribed curative intent chemo-radiotherapy from a second trial were used for testing. Each patient had multiple CT scans taken at different time points prior to and post- treatment (147 CTs in the training and validation set and 116 CTs in the independent testing set). Skeletal muscle at L3 vertebra was manually segmented by two observers, according to the Alberta protocol to serve as ground truth labels. This included 40 images segmented by both observers to measure inter-observer variation. An ensemble of 2.5D fully convolutional neural networks (U-Nets) was used to perform the segmentation. The final layer of U-Net produced the binary classification of the pixels into muscle and non-muscle area. The model performance was calculated using Dice score and absolute percentage error (APE) in skeletal muscle area between manual and automated contours.



Results

We trained five 2.5D U-Nets using 5-fold cross validation and used them to predict the contours in the testing set. The model achieved a mean Dice score of 0.92 and an APE of 3.1% on the independent testing set. This was similar to inter-observer variation of 0.96 and 2.9% for mean Dice and APE respectively. We further quantified the performance of sarcopenia classification using computer generated skeletal muscle area. To meet a clinical diagnosis of sarcopenia based on Alberta protocol the model achieved a sensitivity of 84% and a specificity of 95%.



Conclusions

This work demonstrates an automated method for accurate and reproducible segmentation of skeletal muscle area at L3. This is an efficient tool for large scale or routine computation of skeletal muscle area in cancer patients which may have applications on low quality CTs acquired as part of PET/CT studies for staging and surveillance of patients with cancer.
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Introduction

Loss of skeletal muscle (SM) mass is an important consideration in oncologic patients as a key component of cancer-related malnutrition, sarcopenia and cachexia (1, 2). The loss of skeletal muscle occurring in these conditions has been linked with diminishing physical function (3, 4), increased risk of chemotherapy-related toxicities (5) and unfavorable survival outcomes (6–8). Early diagnosis and intervention with nutrition and exercise however, may improve outcomes in patients with loss of skeletal muscle (4). Importantly, weight and body mass index (BMI) alone are not good predictors of sarcopenia or cancer-related malnutrition (4, 9). Therefore, specifically in the oncology setting, there is a clear need to identify the presence of low skeletal muscle mass and intervene as necessary to reduce adverse effects.

Computed Tomography (CT) is proven to be an effective method to evaluate total body SM mass. In particular, cross-sectional area of SM at the third lumbar (L3) vertebra on abdominal CTs has been found to be highly correlated with the total body SM mass (10, 11). SM area at L3 normalized by patient height is commonly used as a surrogate marker of sarcopenia in cancer (9, 12) and as a component of recent diagnostic criteria for malnutrition and sarcopenia (2, 13). This marker is known as the L3 skeletal muscle index (SMI). Accurate segmentation of SM on CT is a time-consuming task and requires specific skill, training and experience, which limits the measurement in routine clinical practice as well as for large cohort studies. The advances in deep learning and computing resources in recent years provide novel opportunities to revisit these types of manual, time-consuming and routine tasks. In particular, deep learning has been shown to be particularly well suited to segmentation tasks (14, 15).

Previous work has demonstrated high accuracy deep learning segmentation in skeletal muscle of diagnostic quality CT scans acquired for a range of cancer and non-cancer indications (16–18). Positron Emission Tomography PET/CT studies are standard of care in staging and surveillance for a range of cancers (19–21), and are typically whole body acquisitions therefore are well suited for measurement of L3 skeletal muscle area. CT scans acquired during these studies are typically low quality, often only acquired for attenuation correction (22). These CT scans are acquired with reduced current to reduce patient dose, and no intravenous contrast, resulting in increased noise and reduced soft-tissue contrast (23). AI segmentation as trained on high quality diagnostic CT images may thus not be applicable to low quality CT scans such as those obtained in PET/CT studies. The current study aims to use a 2.5D convolutional neural network (CNN) based model to automatically segment SM area at L3 on low quality CT scans acquired as part of PET/CT studies.



Methods


Study Design

A CNN based deep learning model was trained to automatically segment the skeletal muscle in an axial L3 slice of a full body CT scan. Manual segmentation was performed by a single observer according to the Alberta protocol (10, 11). A data set consisting of 147 scans obtained from 66 patients were used as the training and validation set (Table 1). A separate data set of 116 CTs from 42 patients were used to independently test the model (Table 1). The accuracy of the CNN model was assessed by comparing the overlap between manual and automatic skeletal muscle contours (Dice score) and percentage error between manual and CNN based contours. Approval to conduct this retrospective study was granted by the Institutional Research and Ethics Committee.


Table 1 | Patient and scanner information.





Training and Validation Dataset

The training and validation dataset consisted of 66 patients who underwent repeat FDG PET/CT scans as part of a prospective observational trial investigating lung function PET/CT (ACTRN12613000061730). The trial protocol has been previously described (24); inclusion criteria was any patient receiving curative intent radiotherapy for NSCLC, with or without chemotherapy. Each patient had one baseline scan and up to three follow-up scans. Overall, the training dataset consists of 147 CTs (Table 1 and Supplementary Table 1). Manual segmentation was performed by a single observer (observer A). This dataset will be referred to as Cohort 1.


Independent Testing dataset

Independent Testing Dataset The dataset was derived from a prospective observational trial of 42 patients with NSCLC, which investigated the associations between interim tumor responses on 18F-flurodeoxyglucose (18F-FDG) PET/CT and 18F-fluoro-thymidine (18F-FLT) PET/CT and patient outcomes including progression-free survival and overall survival (ACTRN 12611001283965). The methodology for the original study has previously been described (25); inclusion criteria was any patient receiving curative intent radiotherapy for NSCLC, with or without chemotherapy. The survival outcomes and the relationship between skeletal muscle loss was described in (26). There were 42 patients in the testing set with NSCLC, with a base-line scan and up to 4 follow-up scans. In total, the testing dataset consists of 116 CTs (Table 1 and Supplementary Table 1). Manual segmentation was performed by a single observer (observer B). This dataset will be referred to as Cohort 2.




Manual Segmentation

Manual segmentation of the skeletal muscle at an axial L3 slice of the full body CT scan was performed according to the Alberta protocol (10, 11). Briefly, the skeletal muscle including external and internal oblique, psoas, paraspinal, transverse abdominis and rectus abdominis was segmented using Hounsfield Unit (HU) thresholds of -29 – 150. This was manually adjusted to exclude ligaments and connective tissue around the vertebra. A single expert trained in the Alberta protocol (NK) supervised two observers to perform the segmentation according to the protocol. The training and test datasets were contoured by different observers, who performed cross comparison and review of segmentations with the expert as well as medical staff on the study (NB). Subsequent revisions of segmentations were performed if deemed necessary to adhere to the Alberta protocol. To measure inter-observer consistency and to provide inter-observer context to the automated segmentation results, the two observers each performed segmentation on 20 images of the other observer’s data, resulting in 20 images from each data set with segmentation from both observers. The inter-observer difference was computed using Dice score and absolute percentage difference.



Neural Network Development

We experimented with several model architectures, cross-validation designs, loss functions, augmentation techniques, and optimization methods. All the models were implemented using PyTorch. The initial model consisted of a variation of 2D U-Net (27) (Figure S1). The model was trained by dividing the patients in Cohort 1 into two disjoint groups: training and validation. This ensures that our model is never trained and validated on scans from the same patient. The validation set had 10% of randomly selected patients. The model was trained using several loss functions including binary cross entropy loss, Dice loss (28) and focal loss (29). The trained model was evaluated using the validation set at each epoch in terms of network loss and Dice score. The model with the best average validation Dice score was retained and tested using Cohort 2. We achieved a median absolute percentage error (APE) in skeletal muscle area of 3.82% under the 2D model. The 2D model had poor performance mainly in distinguishing SM from other organs such as liver.

A 3D U-Net (30) model can improve the predictions by analyzing 3D volumes simultaneously, which mimics the manual segmentation procedure. Therefore, we tested a 2.5D U-Net architecture for SM segmentation; we have defined this as 2.5D as we have constrained the model to three axial slices, as opposed to a full 3D volume. Two setups were used to train the 2.5D model. Firstly, we used the same training and validation sets from Cohort 1 and trained one 2.5D model. Secondly, we trained an ensemble of 2.5D models. We divided the training patients (Cohort 1) into five groups, namely CV1 to CV5, to train five 2.5D models (5-fold cross validation). At each training round, we held back one group of patients as validation set and used the other four groups for the training process. This model achieved a median APE of 1.46%. Therefore, we discarded the 2D model in favor of the 2.5D model. The ensemble technique is used to tackle overfitting potential in a small sample size problem. It is expected that the five individual models may have varying performance, but can collectively give a consensus decision that outperforms traditional training.

The following sections describe in detail, the 2.5D model architecture, loss function, optimization and neural network training.


2.5D U-Net Architecture

U-Net (27, 30) is a type of fully convolutional neural network (FCNN). Mainly, it consists of a contracting path and an expanding path (Figure 1). First, the input goes through the contracting path, which consists of convolutional blocks and focuses on finer details of the image at the expense of losing spatial information. Each convolutional block in the contracting path consists of two sets of 2.5D convolutional steps, batch normalization and rectified linear unit (ReLU) activations. All convolutions are 3x3x3 with stride 1 and padding 1. Finally, a max pooling step is performed for down sampling (halving the feature set) from one encoder block to the other encoder block down the line.




Figure 1 |  2.5D U-Net like architecture used in the current model.



Secondly, during the expanding path, the spatial information is recovered by means of skip connections (Figure 1). Before going through the convolutional block, the input undergoes an up-sampling step to expand dimensions. The up-sampling is done by means of trilinear interpolation. The expanding path consists of three convolutional blocks. Here, each convolution block comprises of three sets of 2.5D convolutions followed by batch normalization and ReLU. All convolutions are 3x3x3 with stride 1 and padding 1.



Input to the Model

The input to the model is the three axial slices from the CT scan, which consists of the L3 slice and adjacent slices on top and bottom of L3. The input is pre-processed by replacing the pixel values outside -29 to +150 HU (Hounsfield unit) range by 0. Further, input is resized to 256x256x3 from a 512x512x3 image.



Training the Proposed Model Architecture

Training data set consisted of CT image stacks of the three slices and manually contoured skeletal muscle at L3. To increase the number of training data, we performed data augmentation ‘on the fly’. Specifically, we performed horizontal flip, vertical flip and addition of Gaussian noise. The use of Gaussian noise is a technique to improve generalization ability of the trained model, implicitly assuming that CT images can be degraded with a Gaussian noise component. It is noteworthy that other augmentation techniques – cropping, rotation, random translation and elastic transformation – were deliberately omitted in the final model as they did not improve performance. The loss function was a combination of Dice loss (28) and focal loss (weighted cross entropy loss) (29) and model weights were optimized using “Adam” (31) optimization technique during training. The network was trained up to 300 epochs. The best model was selected based on the model’s accuracy, which was measured by Dice score, on the validation set at each epoch. We performed 5-fold cross validation (CV) and retained the best model for each fold (Figure S2). The entire cross-validation model training process took ~14 hours.



Output of the Model

The output of the model is a probability map of the image pixels. The probabilities give the model’s confidence on predicting each pixel being inside or outside of skeletal muscle area. The output, which is 256x256x3, is scaled up to match the original image dimensions of 512x512x3. Pixels with a probability above 0.3 were included in the resultant segmentation. The threshold of 0.3 was chosen empirically based on inclusiveness and absolute percentage error; 0.5 was also compared but was too stringent and led to suboptimal results. The segmentation output of the model was compared with ground truth segmentation using Dice score, absolute percentage error (APE) in skeletal muscle area and SMI. Further, the model was compared with an existing 2D deep learning segmentation model (16). The AutoMATiCA model had been trained on diagnostic quality CT scans with (mean ± SD) tube current of 338 ± 123 mA, which was substantially higher than the tube current in the validation set images (mean ± SD) 158 ± 52 mA.





Results


Inter-Observer Variation

Strong agreement between both observers was achieved with a mean ± SD Dice score 0.96 ± 0.02 and mean ± SD absolute percentage difference in muscle area of 2.9 ± 2.5% for the 40 images with both observers’ contours.



Cross-Validation Performance on Cohort 1

The resultant network consists of a 2.5D U-Net trained using focal loss and Dice loss for 300 epochs. The training and validation performance of Cohort 1 in terms of Dice score and network loss for the five CVs are given in Figure S3 and Figure S4 respectively. Average performance during CV is given in Figure 2. For each CV, the results from best model on validation set are given in Table 2 and Supplementary Table 2. The results in terms of Dice score and percentage/absolute percentage error between manual and automatic contours are given. All CV folds show similar performance.




Figure 2 | Average (A) Dice score and (B) loss performance for training and validation data during network training.




Table 2 | Validation results for cross validation (CV) in terms of mean and standard deviation (SD) of performance measure.





Ensemble Learning Outperforms Individual Learning

For each image in the test set, five different probability maps were predicted using the five models from 5-fold CV. Each image took ~0.4 seconds to go through the five models. Then, the final probability map for a test image was calculated by combining the probabilities of the five probability maps. Any pixel with probability greater or equal to 0.3 was classified as positive (i.e. belongs to skeletal muscle) and others as negative (i.e. outside of skeletal muscle).

We experimented with two approaches on how to combine the outputs from the five models: 1) taking the average probability and 2) taking the maximum probability. We compared the SM area from both approaches to the manual SM area (Figure 3). Superior performance was achieved by calculating average probability maps. Based on average probability, the skeletal muscle area for the test set ranged from 19.76 cm2 to 241.04 cm2 (with mean ± standard deviation of 138.88 cm2 ± 38.27 cm2). The majority of test cases (n=92, 79%), were within ±5% error between manual and automated contours. 57 (49%) cases showed an error within ± 1% (Figure 3, Figure S5).




Figure 3  | Ensemble learning results. On left, sub figures (A, C) show Bland-Altman plots. On right, sub figures (B, D) show correlation plots. The top graphs show the results for average probability and bottom graphs show results for maximum probability maps.





Accuracy of Segmentation of Skeletal Muscle Using the Deep Learning Model

The accuracy of the model was calculated by Dice score and difference in area between manual and automated contours. The prediction accuracies are given in Table 3 for 2D U-Net, single 2.5D U-Net model and the ensemble of 2.5D U-Net models (Supplementary Table 3). Improvements between the 2D U-Net and 2.5D U-Net was limited to classification of the liver-muscle interface; where there was no clear border between the liver and adjacent muscle on the L3 slice, the 2D U-Net was unable to accurately define the skeletal muscle. Use of the 2.5D U-Net improved this. The qualitative results are shown in Figure 4. Top, middle and bottom rows show representative contours from best performing, less than average performing and least performing cases respectively. Figure 4I shows a scan with a very low skeletal muscle area compared to all other images in training and testing sets, and this resulted in a very low Dice score. For the 20 scans in the test data set that had contours from both observers, the inter-observer mean ± SD of the dice scores was 0.96 ± 0.02 and the mean ± SD of the absolute percentage difference in muscle area was 2.7 ± 2.5%. For the same 20 scans, the mean ± SD of the dice scores was 0.93 ± 0.03 and the mean ± SD of the absolute percentage error in muscle area was 3.8 ± 2.8%, showing slightly inferior performance compared with inter-observer variation.


Table 3 | Performance on test data set using 2.5D/2D U-Net.






Figure 4 | Qualitative performance of the model on Cohort 2. Red represents deep learning contours and green represents manual contours. Panels (A–C) in the top panel show three of the best performing cases (Dice ± 0.96). Panels (D–F) in the middle panel show the cases with average performance (Dice ± 0.90) and Panels (G–I) in the bottom panel show cases with lowest performance (Dice ± 0.88).



The AutoMATiCA model was applied to all images in the validation image set. The Dice score was not able to be computed as AutoMATiCA does not export segmentation, only the muscle area measurement and a merged image file. The mean ± SD APE for AutoMATiCA was 5.0 ± 6.8%, compared with 3.1 ± 4.5% for the current model.



Using Model Output to Predict Sarcopenia

Skeletal muscle index (SMI) at L3, which is calculated by dividing skeletal muscle area by the height of patient squared, is a well-known surrogate for sarcopenia in cancer. In the test set, 35 patients out of 42 had recorded height and weight information, which we used to calculate SMI on each of their images. Then, we compared the SMI values based on manual and automated SM area for these patients (Figure S6, Supplementary Table 3). Finally, we use these SMI values to classify scans into sarcopenic and non-sarcopenic groups (Figure 5). Sarcopenic patients were classified based on reference values from Martin et al. (32). Sarcopenia was defined as SMI < 43 cm2/m2 in men with a body mass index (BMI) < 24.9 kg/m2 and < 53 cm2/m2 in men with a BMI > 25 kg/m2; and < 41cm2/m2 in women of any BMI. Out of 94 CT scans in the validation set for which we had the required clinical data, 85 were correctly classified as sarcopenic or not by automatic SM contours. The positive and negative predictive values shown in Figure 5 resulted in a sensitivity of 84% and a specificity of 95%.




Figure 5 | Sarcopenia classification based on manual and automatic SM area.






Discussion

In this study, we present an ensemble model of 2.5D CNNs to automatically segment skeletal muscle on low quality CTs acquired in PET/CT studies, and investigate its qualitative and quantitative accuracy and precision to measure SM area and detect sarcopenia in NSCLC patients. It is widely recognized that robust measures of skeletal muscle mass are often challenging to use in clinical practice due to cost, time and the training required (33). This results in a tendency to use subjective assessments which have demonstrated inaccuracy in identifying sarcopenia (34).

The variation between the model and manual segmentation was similar to that measured between multiple observers; Perthen et al. (35) quantified inter-observer variation for L3 skeletal muscle area as delineated by three radiologists. The mean absolute difference between any two observers was up to 2.69 cm2. In our data set we achieved a mean absolute difference between two observers of 3.55 cm2 and a mean absolute difference between the manual and automated contours of 3.69 cm2. Further, the mean Dice score between our two observers was 0.96, compared with the mean dice score for our automated contours with manual contours of 0.92. We achieved a sensitivity of 84% and specificity of 95% when classifying sarcopenic patients using automatic contours and using Alberta protocol based manual diagnosis as ground truths. These results indicate our model has the potential to facilitate large scale robust assessment of skeletal muscle from low quality CT scans in the research setting, as well as clinical practice to support early identification and intervention.

Despite promising results, our study has several limitations. In some cases, with very low SM area, the model tends to misclassify other organs as belonging to skeletal muscle. These results suggest that the CNN has not been trained with images that fully represent the diversity and heterogeneity of SM area. To potentially overcome this problem, the proposed model can be retrained with new images as they are being acquired. We also observed limited benefit of data augmentation apart from flipping and addition of Gaussian noise, which may suggest limited variability in the validation set. Further improvement for use in external data sets may be achieved with increased variability in the training image acquisition and reconstruction parameters, and inclusion of images from a wider range of institutions. However, we observed that these limitations did not impact the ability to provide correct sarcopenia classification. Further, these can be improved by incorporating user interaction to correct mislabeled sections of CT. A further systematic difference between the manual and automated segmentation occurred when the patient was scanned with arms down; the model mis-classified portions of the arm at the L3 level, as there were no patients in the training set who were scanned with arms down.

Our approach is only trained and validated on attenuation correction quality CTs, specifically those that were obtained as part of PET/CT studies since these will typically contain L3 in the scan range. Our model shows improved results on our validation data set compared with a 2D AI model trained specifically on higher quality diagnostic CT scans. This suggests a domain specific training is likely required for widespread applicability of such models. Further, our model was a 2.5D model, which may provide further improvements over the 2D model, in particular with organ-muscle interfaces that may not be visible in the selected slice for analysis. Specific image normalization methods and model parameter tuning are needed to extend our method to other modalities, including diagnostic quality CTs and magnetic resonance imaging (MRI). Potential improvement may be achieved through use of higher quality diagnostic CT scans.

Deep learning-based methods are showing the potential to reliably automate a number of rudimentary pattern recognition tasks. If coupled with other methods to localize to the appropriate L3 slice (36), there is a pathway to fully automate these measures for any patient receiving CT imaging. It is foreseeable that being able to track trends in body composition would have implications in management in a number of chronic diseases, which are regularly monitored through volumetric CT or MR imaging.



Conclusion

We present an automated method to delineate skeletal muscle area at L3 region of attenuation correction CT scans acquired as part of PET/CT studies for patients with NSCLC. The proposed method can be used to classify sarcopenia with minimal manual intervention, which may be an efficient method in large studies. Further, the model can be potentially used in clinical practice to identify early sarcopenia in patients with lung cancer.
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Purpose

We aim to compare the radiomic features and parameters on 2-deoxy-2-[fluorine-18] fluoro-D-glucose (18F-FDG) positron emission tomography/computed tomography (PET/CT) between patients with endometrial cancer with Lynch syndrome and those with endometrial cancer without Lynch syndrome. We also hope to explore the biologic significance of selected radiomic features.



Materials and Methods

We conducted a retrospective cohort study, first using the 18F-FDG PET/CT images and clinical data from 100 patients with endometrial cancer to construct a training group (70 patients) and a test group (30 patients). The metabolic parameters and radiomic features of each tumor were compared between patients with and without Lynch syndrome. An independent cohort of 23 patients with solid tumors was used to evaluate the value of selected radiomic features in predicting the expression of the programmed cell death 1 (PD1), using 18F-FDG PET/CT images and RNA-seq genomic data.



Results

There was no statistically significant difference in the standardized uptake values on PET between patients with endometrial cancer with Lynch syndrome and those with endometrial cancer without Lynch syndrome. However, there were significant differences between the 2 groups in metabolic tumor volume and total lesion glycolysis (p < 0.005). There was a difference in the radiomic feature of gray level co-occurrence matrix entropy (GLCMEntropy; p < 0.001) between the groups: the area under the curve was 0.94 in the training group (sensitivity, 82.86%; specificity, 97.14%) and 0.893 in the test group (sensitivity, 80%; specificity, 93.33%). In the independent cohort of 23 patients, differences in GLCMEntropy were related to the expression of PD1 (rs =0.577; p < 0.001).



Conclusions

In patients with endometrial cancer, higher metabolic tumor volumes, total lesion glycolysis values, and GLCMEntropy values on 18F-FDG PET/CT could suggest a higher risk for Lynch syndrome. The radiomic feature of GLCMEntropy for tumors is a potential predictor of PD1 expression.
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Introduction

Endometrial cancer ranks sixth in global incidence for malignant tumors, with nearly 400 000 new cases diagnosed each year (1). Treatment with hysterectomy and bilateral salpingo-oophorectomy is the standard of care. Hormone therapy, radiotherapy, and immunotherapy may be used, depending on the individual patient’s wish to preserve her uterus or her potential for fertility (2, 3). First discovered in 1895, Lynch syndrome is known to be closely related to colorectal cancer and endometrial cancer, and accounts for 2% to 6% of the latter (4, 5). Lynch syndrome creates pathology through a mutation in the mismatch repair gene (MMR) (6), and women with Lynch syndrome have a 25% to 60% likelihood of developing endometrial cancer in their lifetime (7). In patients with Lynch’s syndrome, there are differences in treatment methods, immune infiltration and PD1 expression (8–10), survival rate (11, 12) and risk in other cancers, especially colon cancer (13).

The diagnosis of Lynch syndrome is not as easy to make as that of endometrial cancer. The Amsterdam II criteria are relatively strict, and molecular diagnosis is not something that every patient with endometrial cancer can afford. Therefore, many patients with endometrial cancer and Lynch syndrome may not be detected because of a lack of family history or molecular diagnostic results. This has a negative effect on treatment, prevention of other Lynch-associated tumors, and genetic counseling.

Radiomics, also known as computational medical imaging, involves sketching, segmentation, extraction, and quantification of medical images into quantitative data points. The basic assumption is that high-dimensional imaging data not only reflects the macrocharacteristics of the tissue, but also its cellular and molecular characteristics. The objective is to produce image-driven biomarkers as a tool for a deeper understanding of cancer biology that will better assist clinical decision making. Radiomics can be used as a supplement to biopsy for noninvasive evaluation of spatial heterogeneity and the microenvironment of tumors. If endometrial cancer is identified by its metabolic parameters or radiomic features on positron emission tomography (PET), this can serve as a rough screening tool or as a predictor for directed molecular diagnostic testing. Even if molecular testing is not available, it is of great significance for patients with endometrial cancer who have the PET parameters or radiomic features of Lynch syndrome to be able to monitor their gastrointestinal health and participate in active tumor screening. Researchers have recently found that there are differences in immune cell infiltration and PD1 receptor expression between patients with Lynch syndrome-associated endometrial cancer and those with nonsyndromic endometrial cancer (8–10). To further explore the significance of selected radiomic features, we designed a cohort study to assess the relation between these features and PD1 expression.



Materials and Methods


Patients

This retrospective study was approved by the review committee of our institution and was adherent to the principles and requirements of the Declaration of Helsinki. We defined Cohort 1 as 100 patients with endometrial cancer, confirmed by pathology, who underwent surgery at our hospital between January 2008 and October 2019. In cohort 1, there were no significant differences in age, pathological type, stage and other conditions between the patients with Lynch syndrome and those without Lynch syndrome, so as to ensure that no other factors could affect the experimental results. The presence or absence of Lynch syndrome was confirmed by the results of pathology and genetic testing. The criteria for study inclusion were: endometrial cancer confirmed by postoperative pathology after hysterectomy, without neoadjuvant chemotherapy or radiotherapy and without other tumors or gynecologic disease; 2-deoxy-2-[fluorine-18] fluoro-D-glucose (18F-FDG) PET/computed tomography (CT) performed within 3 weeks before surgery with negative 18F-FDG uptake; access to the complete medical record with genetic testing (including Lynch syndrome) and pathologic reports. We also established Cohort 2, comprising 23 patients with solid tumors (14). The clinical and transcriptional data for Cohort 2 were obtained from the Cancer Genome Access Program (https://portal.gdc.cancer.gov/) (15), and their 18F-FDG PET/CT images were obtained from the Cancer Imaging Archive (http://www.cancerimagingarchive.net/) (16). The transcriptome analysis data included gene-level transcriptional estimates reported as log 2(x + 1) transformed RESM standardized counts. We used the PDCD1 mRNA expression level as a proxy for PD1 receptor expression (17).



18F-FDG PET/CT Acquisition and Features Extraction

Patients were fasting from food and water for more than 6 hours, and their blood sugar level was controlled below 7 mmol/L. One hour after intravenous injection of 18F-FDG (GE MINItrace II; GE Healthcare, Milwaukee, WI) at 0.08 to 0.16 mci/kg, PET/CT was performed from the head to the middle of the femur (GE Discovery PET/CT Elite; GE Healthcare, Milwaukee, WI). A 3-dimensional PET model was used, with a matrix of 192 × 192 and an exposure time of 2 min/bed position. Low-dose spiral CT was performed at 120 to 140 kV and 80 ma. After CT attenuation correction, PET images were reconstructed using the algorithm of time-of-flight and point-spread-function, including 2 iterations and 24 subsets.

We used the Advantage Workstation 4.6, equipped with PET Volume Computed Assisted Reading software (PET VCAR; GE Healthcare, Milwaukee, WI) to measure PET metabolic parameters. Two nuclear medicine doctors with more than 15 years of experience independently evaluated and measured the radiologic information using a blinded method. In case of disagreement, another senior doctor was consulted to render a final decision. The software calculated PET parameters using the iterative adaptive algorithm (18), which automatically determines the thresholds for delineating the tumor edge and regions of interest.

Artificial Intelligent Kit software (A.K. 2017; GE Healthcare, Milwaukee, WI) was used for image processing, including preprocessing to homogenize the PET image, and for extracting radiomic features from the PET images according to the artificial sketching area. A total of 254 first-order or higher radiomic features (Appendix 1) were extracted for analysis, including gray-level frequency distribution from histogram analysis, the gray-level size zone matrix, the gray-level runlength matrix, and the gray-level co-occurrence matrix (GLCM). Statistical models were applied to these radiomic features to establish a predictive model for the presence of Lynch syndrome. Cohort 1 was randomly divided into a training group (70 patients) and a test group (30 patients) to verify and test the ability of radiomic features to distinguish endometrial cancer related to Lynch syndrome from nonsyndromic endometrial cancer (Appendix 2).



Statistical Analysis

SPSS statistical software (version 21.0; IBM) and MedCalc Statistical Software version 15.2.2 (MedCalc Software bvba, Ostend, Belgium; http://www.medcalc.org; 2015) were used for all analyses. The chi-squared test was used to compare differences in clinical characteristics between patients with the 2 types of endometrial cancer. The Mann-Whitney U test was used to test for non-normally distributed data; normal distribution was tested for using the Kolmogorov-Smirnov test or the Shapiro-Wilk test. Receiver operating characteristic (ROC) analysis was used to test the diagnostic performance of different parameters. We used the Youden index to determine the best cutoff values for radiomic feature. At the same time, calibration curve and decision curve analysis (DCA) were used for evaluating the model. The Spearman correlation coefficient was used to describe the degree of direct correlation of 2 variables.




Results

In cohort 1, there were 100 eligible patients from January 2008 to October 2019. In cohort 2, there were 23 patients with solid tumors. (Table 1)


Table 1 | Clinical characteristics of patients.




PET/CT Parameters and Radiomics in Cohort 1

The PET parameters were compared between patients with endometrial carcinoma associated with Lynch syndrome and those with endometrial carcinoma without Lynch syndrome (Table 2). The ROC curve for endometrial cancer with or without Lynch syndrome measured by PET/CT parameters shows the predictive value of different PET parameters (Figure 1). For metabolic tumor volume (MTV), the best cutoff threshold was 15.82, the area under the curve was 0.695, sensitivity was 60%, and specificity was 78%. For total lesion glycolysis (TLG), the best cutoff threshold was 278.04, the area under the curve was 0.682, sensitivity was 38%, and specificity was 92%.


Table 2 | The difference of PET/CT parameters and radiomics in cohort 1.






Figure 1 | Determination of ROC curve of endometrial cancer with and without Lynch syndrome by PET/CT parameters.



Of the first- and higher-order radiomic features, only GLCM entropy (GLCMEntropy) from different angles showed a significant difference between the 2 types of endometrial cancer (Table 2; p < 0.001). Using the data extracted from the image, we followed the basic idea of the logistic regression to form the ROC curve and the final expression.

 

We established a probability formula (1-1), using radiomic features, for predicting the presence of Lynch syndrome in patients with endometrial cancer:

Here, P(y) is the probability of Lynch syndrome in patients with endometrial carcinoma, and X is the value of GLCMEntropy in the lesion area on dimensionless PET imaging.

The ROC curve for patients with endometrial cancer with or without Lynch syndrome measured by radiomic features demonstrated the resolution of different PET parameters in the training group (Figure 2) and the test group (Figure 3). The AUC value in the training group was 0.94, and the AUC value in the test group was 0.893. In DCA, we could find GLCMEntropy performs better than MTV and TLG (Figure 4). In calibration curve (Figure 5), training group and the test group both perform well by Hosmer and Lemeshow test (p > 0.05)




Figure 2 | The ROC curve of training group.






Figure 3 | The ROC curve of test group.






Figure 4 | Decision curve analysis between MTV, TLG and GLCMEntropy.






Figure 5 | Calibration curve in training group and test group.





Radiomics (GLCMEntropy) in Cohort 2

In 23 patients with solid tumors, the median (SE) value of GLCMEntropy was 10.381 ± 0.340 and of PDCD1 expression was 1.667 ± 0.341. The correlation coefficient between GLCMEntropy and PDCD1 expression was 0.577 (p < 0.001). For the purposes of this presentation, we define herein the low group as those with values less than the median and the high group as those with values equal to or higher than the median (Figure 6). We found that PDCD1 expression was 2.346 ± 0.570 in the high GLCMEntropy group, and 1.045 ± 0.320 in the low group (p = 0.06). Conversely, GLCMEntropy was 11.179 ± 0.505 in the high-expression PDCD1 group, and 9.511 ± 0.285 in the low-expression group (p = 0.023). The ROC curve for high and low PDCD1 expression showed potential for predicting PDCD1 expression using the GLCMEntropy value (Figure 7). The area under the curve was 0.841, the best cutoff threshold was 9.761, sensitivity was 91.7%, and specificity was 63.6% (p = 0.006).




Figure 6 | Box diagrams between radiomics and PDCD1 expression. * representing outliers.






Figure 7 | Determination of ROC curve of PDCD1 expression by radiomics.






Discussion

To the best of our knowledge, this work may be the first time to find the significance of PET/CT metabolic parameters and radiomics in the diagnosis of Lynch syndrome in patients with endometrial cancer. Endometrial cancer can be diagnosed using biopsy or postoperative pathology, among other conventional pathologic means, but the diagnosis of Lynch syndrome is not so easy to make. Family history and molecular analysis are the main diagnostic methods used. Compared with CT and magnetic resonance imaging, PET is more sensitive for detecting metastases of endometrial cancer (19) and is often used preoperatively for this purpose. For patients with endometrial cancer, the analysis of PET parameters or radiomic features is focused on detecting lymph node metastasis (20), prognostic value (21) and tissue indentification (18). To our knowledge, this is the first study to evaluate whether FDG PET/CT can be used to identify Lynch syndrome in patients with endometrial cancer.

Radiomic features are able to predict tumor immune infiltration (14, 22) and PD1 expression (23–25), and some studies have shown that they can reflect the efficacy of immunotherapy (26). In this study, we found that endometrial tumors in patients with and without Lynch syndrome have dramatic differences in PD1 expression, and we were able to verify this finding at the gene level. Therefore, we believe that radiomic features have the potential to become a predictor of molecular expression or immunotyping; these conclusions are in line with those of previous studies (22–25).

In Cohort 1, the MTV value was higher in patients with endometrial cancer who had Lynch syndrome. Cosgrove et al (11) found that the tumor volume (pathologic volume) in patients with MMR-deficient endometrial cancer is larger than in those without this deficiency; these results are consistent with ours. It has been reported that the proportion of MMR defects is higher in tumors of larger volume in patients with endometrial cancer (27, 28), a finding that is consistent with the increased MTV we observed in patients with Lynch syndrome. Volumetric parameters, including MTV and TLG, can demonstrate metabolic activity for the total tumor volume. One study (29) found that the absence of MMR is closely related to increased levels of aldolase B protein (one of the catalytic enzymes for glycolysis) and mRNA. Increased values for TLG may be related to the higher malignancy potential of endometrial cancer in patients with Lynch syndrome. Cohort studies (11, 12) have demonstrated that recurrence-free survival in patients with endometrial cancer and Lynch syndrome is significantly reduced compared with those without Lynch syndrome, while other studies found that MTV and TLG can be used as prognostic predictors (21). The levels of MTV and TLG can, to some extent, determine whether patients with endometrial cancer are likely to have Lynch syndrome.

Entropy refers to the regularity of an object: the more ordered, the smaller the entropy. GLCMEntropy represents the degree of heterogeneity, or complexity of texture, in the image in 2 dimensions, which can represent the heterogeneity of the tumor (30). Radiomic study has found that GLCMEntropy is able to describe and evaluate tumor heterogeneity in nasopharyngeal carcinoma (31), breast cancer (32) and esophageal cancer (33). We found that GLCMEntropy is different in patients with and without Lynch syndrome, indicating that the tumor heterogeneity of endometrial cancer in patients with Lynch syndrome is greater than that seen in patients without Lynch syndrome. This may be related to a mutation of MMR genes (e.g., MLH1, MSH2, MSH6, PMS2); the differing mutation rates of these genes result in a variety of variations and molecular phenotypes in various tumor cells (34). We also know that differences in methylation levels of the MLH1 promoter in different parts of the tumor also lead to tumor heterogeneity (35). It has also been shown that immune cell infiltration in the endometrial tumors of patients with Lynch syndrome is higher than that seen in endometrial tumors of patients without Lynch syndrome (8–10); the degree of immune infiltration is closely related to the heterogeneity of the tumor (36).

In Cohort 1 and Cohort 2, we explore the relation between radiomic features and PD1 expression at the protein-expression level and the gene level. The 2 types of endometrial carcinoma included in Cohort 1 could represent PD1-enriched cancer tissue and PD1-deficient cancer tissue (8, 37). The radiomic feature of GLCMEntropy reveals a significant difference in PD1-enriched cancer tissue and PD1-deficient cancer tissue, regardless of the angle used. Using the data from Cohort 2, we found that the radiomic feature of GLCMEntropy and the PDCD1 mRNA levels are strongly correlated. Previous group models have relied on multiparameter and machine-learning methods (38), but a single, robust parameter that is independent of the drawing method has more practical application value: GLCMEntropy is such a parameter (33, 39).

Our study does have some limitations. In Cohort 1, the pathologic sections were not stained to observe immune infiltration. The number of patients analyzed in Cohort 2 is small, which affects the persuasiveness of the results; we expect to obtain a larger sample size in a future prospective study. Finally, radiomics is a new area of study and requires greater standardization and rigorous guidelines as this field of research develops.



Conclusions

Patients with endometrial cancer who have higher MTV and TLG values are more likely to have Lynch syndrome. A higher value for the radiomic feature of GLCMEntropy, obtained from PET/CT images, indicates that there is a higher risk for Lynch syndrome. The radiomic feature of GLCMEntropy is a potential predictor of PD1 receptor expression, which is valuable for predicting and evaluating the response to immunotherapy.
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Background

The treatment and prognosis for muscle-invasive bladder cancer (MIBC) and non-muscle-invasive bladder cancer (NMIBC) are different. We aimed to construct a nomogram based on the multiparametric MRI (mpMRI) radiomics signature and the Vesical Imaging-Reporting and Data System (VI-RADS) score for the preoperative differentiation of MIBC from NMIBC.



Method

The retrospective study involved 185 pathologically confirmed bladder cancer (BCa) patients (training set: 129 patients, validation set: 56 patients) who received mpMRI before surgery between August 2014 to April 2020. A total of 2,436 radiomics features were quantitatively extracted from the largest lesion located on the axial T2WI and from dynamic contrast-enhancement images. The minimum redundancy maximum relevance (mRMR) algorithm was used for feature screening. The selected features were introduced to construct radiomics signatures using three classifiers, including least absolute shrinkage and selection operator (LASSO), support vector machines (SVM) and random forest (RF) in the training set. The differentiation performances of the three classifiers were evaluated using the area under the curve (AUC) and accuracy. Univariable and multivariable logistic regression were used to develop a nomogram based on the optimal radiomics signature and clinical characteristics. The performance of the radiomics signatures and the nomogram was assessed and validated in the validation set.



Results

Compared to the RF and SVM classifiers, the LASSO classifier had the best capacity for muscle invasive status differentiation in both the training (accuracy: 90.7%, AUC: 0.934) and validation sets (accuracy: 87.5%, AUC: 0.906). Incorporating the radiomics signature and VI-RADS score, the nomogram demonstrated better discrimination and calibration both in the training set (accuracy: 93.0%, AUC: 0.970) and validation set (accuracy: 89.3%, AUC: 0.943). Decision curve analysis showed the clinical usefulness of the nomogram.



Conclusions

The mpMRI radiomics signature may be useful for the preoperative differentiation of muscle-invasive status in BCa. The proposed nomogram integrating the radiomics signature with the VI-RADS score may further increase the differentiation power and improve clinical decision making.





Keywords: bladder cancer, muscle-invasive status, multiparametric magnetic resonance imaging, nomogram, radiomics, Vesical Imaging-Reporting and Data System



Introduction

Bladder cancer (BCa) remains one of the most commonly diagnosed cancer in urological diseases. According to the degree of tumor invasion, BCa is classified as either muscle-invasive bladder cancer (MIBC) or non-muscle-invasive bladder cancer (NMIBC). About 75% of newly diagnosed BCa patients have NMIBC while the remaining patients have MIBC (1).

Determining muscle invasion status is critical in treatment decision making. MIBC patients should receive radical cystectomy as the gold standard while NMIBC patients are treated to preserve the bladder (2). Therefore, accurately differentiating MIBC from NMIBC is critical for BCa patients. However, precisely diagnosing muscle invasiveness preoperatively is not an easy task.

Currently, the cystoscopic biopsy is commonly used for tumor diagnosis and clinical staging. However, this approach is invasive and expensive. In addition, it was reported that 20% to 80% of lesions were misdiagnosed due to variations in performing cystoscopic biopsy (3), and upstaging to MIBC occurred in 32% of cases that were diagnosed as NMIBC according to the initial cystoscopic biopsy (4). Magnetic resonance imaging (MRI) is usually used in the detection of BCa and is also increasingly used to preoperatively predict the muscle-invasive status (5, 6). Multiparametric MRI (mpMRI) can provide high spatial and contrast resolution images, regional anatomic structures and identification of the urinary bladder layers, which contribute to reducing staging errors (5, 6). Several sequences including conventional T1- (T1WI) and T2-weighted imaging (T2WI) and more advanced sequence such as dynamic contrast-enhancement (DCE) and diffusion-weighted imaging (DWI) has demonstrated reliable results for diagnosing muscle invasiveness of BCa (7–10). However, this approach is expertise-dependent, and its diagnostic performance is not sufficiently accurate (9, 11). In addition, there currently insufficient data on the use of advanced MRI techniques to allow for a recommendation to be made in the guidelines (12).

The Vesical Imaging-Reporting and Data System (VI-RADS), based on mpMRI, was released in 2018 and is regarded as an imaging protocol and reporting criterion for bladder MRI which provides a more meticulous distinction between clinical stages that were previously difficult to differentiate by conventional MRI interpretation (3). The integration of T2WI, DWI, and DCE is the cornerstone for standardizing the VI-RADS reporting system. VI-RADS provides five-point scores that predict the possibility of muscle invasiveness by BCa. The reported accuracy of VI-RADS in predicting MIBC has exceeded 85% in recent validation studies (13–17) with a great inter-reader agreement and reviewer acceptance (17, 18), so VI-RADS has obtained novel interest and acceptance and has been adopted by many radiologists and institutions in clinical routine. Recent studies reported that VI-RADS also had the potential to differentiate BCa patients with extravesical extension (19) and select high risk NMIBC patients who are a candidate for repeated transurethral Resection (16). Despite its promising prospects, VI-RADS still relies on experienced radiologists, which could inevitably result in human error.

An additional objective method is radiomics, which converts medical images into quantitative mineable data that are subsequently analyzed with artificial intelligence, applying the useful features to guide clinical decision making. It has recently drawn great attention for the preoperative prediction of tumor staging, lymph node metastasis, prognosis, therapeutic response and muscle-invasive status (20–24). Moreover, DCE modality has conventionally been considered useful for pathological staging and histological grading in bladder cancer (9), but the radiomics signature of DCE has never been analyzed in previous studies to the best of our knowledge.

Therefore, in our study, we aimed to 1) develop and validate radiomics signatures from T2WI and DCE modalities to identify muscle invasion in BCa, and 2) construct a nomogram integrating the VI-RADS score and radiomics signature to improve differentiation power.



Materials and Methods


Ethics

The studies involving human participants were reviewed and approved by the Ethics Committee of Shanghai Tenth People’s Hospital.



Patients

We retrospectively collected 185 patients with surgical resection of a pathologically confirmed BCa from August 2014 to April 2020 at our institution. Due to its retrospective nature, the informed consent of patients was waived. The inclusion and exclusion criteria of our study were presented in Supplementary Figure 1. We randomly allocated 7/10 of eligible patients to the training set and the remaining to the validation set in a 7:3 ratio.



Image Acquisition

All examinations were performed using a 3-T MRI scanner (Magnetom Verio: Siemens, Erlangen, Germany), equipped with an 8-channel phased-array coil. Axial T1WI (TR/TE, 600/11), turbo-spin-echo nonfat-suppressed T2WI with a slice thickness of 4 to 6 mm in axial and coronal planes and turbo-spin-echo fat-suppressed T2WI in the sagittal plane with a slice thickness of 6 mm was performed. Axial DCE fat-suppressed T1WI with a slice thickness of 3mm were performed after injection of Gadopentetate administered at a dose of 0.1 mmol/kg at a rate of 1.5 to 2 ml/s. Five to six sets of CE images including three orthogonal planes were acquired 20 to 131 s after the injection of contrast agents. Pre-contrast imaging was also needed. DWI was performed with breathing-free spin-echo echo planar imaging sequence in axial including high b value (800–1,000 s/mm2) to display BCa with high contrast to surrounding tissues. Due to the inconsistency of the b value, the DWI images were not included in the study.



VI-RADS Score Evaluation

Two experienced radiologists (F Xu and T Xu), familiar with the VI-RADS algorithm (3) and blinded to the patients’ clinical information, independently evaluated the MRI images based on the 5-point VI-RADS scoring system (Figure 1). Tumor size and the number of tumors were recorded based on the schematic map. For patients with multiple lesions, the lesion with the maximal diameter in the bladder lumen was selected and measured, and the VI-RADS score was considered the highest one. Discordance between the VI-RADS scores of the two radiologists was carefully corrected by consensus.




Figure 1 | Typical images of VI-RADS scores. VI-RADS, Vesical Imaging-Reporting and Data System; DCE, dynamic contrast-enhancement; DWI, diffusion-weighted imaging.





Region of Interest (ROI) Segmentation

One radiologist (F Xu) with bladder MRI reading experience of over 5 years manually drew tumor ROIs along the edges of the lesion on each slice for the entire tumor with the maximal diameter in each patient’s bladder lumen (Figure 2). Then, all ROIs were merged for the whole tumor volume ROI. Volumes of interest (VOIs) were then manually segmented on T2WI images and during the fifth phase of DCE images (60 s after injection of the contrast agent) via a free open-source software package (ITK-SNAP, version 3.6.0; http://itk-snap.org). After 30 days, the VOIs of 40 randomly selected patients were repeatedly segmented by the same radiologist and another radiologist (T Xu) for intra- and inter-observer repeatability tests. The intra- and interclass correlation coefficients (ICCs) were used to evaluate the intra- and inter-observer agreement on feature extraction.




Figure 2 | Radiomics workflow (left) and study flowchart (right) of our study. mRMR, minimum redundancy maximum relevance, ICC, intra- and interclass correlation coefficient; LASSO, least absolute shrinkage and selection operator; RF, random forest; SVM, support vector machine; VI-RADS, Vesical Imaging-Reporting and Data System.





Feature Extraction

After segmenting the ROI of the tumor, radiomics features were extracted applying the PyRadiomics platform which can extract standardized radiomics features from medical images (http://www.radiomics.io/pyradiomics.html) (25). In this study, we identified four classes of imaging features, including shape and size-based features, image intensity (first-order features), textural features and wavelet features. In total, 2,436 radiomics features were extracted from axial T2WI and DCE images using the PyRadiomics platform. Each radiomics feature was then normalized into its Z-score.



Feature Screening and Radiomics Signature Construction

Feature screening not only serves as a dimension-reduction approach but also selects features that could provide deeper insight into the differentiation task. ICC was calculated for the extracted radiomics features, and features with ICC>0.75 were selected for further analysis.

Then, we used the minimum redundancy maximum relevance (mRMR) algorithm to rank features with mutual information (MI). The mRMR algorithm is a supervised feature selection model which initially calculates the MI between features and a target variable. It ranks the features via maximizing MI with respect to the target variable and then minimizes the average MI for features with higher rankings. In this way, the top 40 features were selected.

Subsequently, these 40 top-ranking radiomics features were introduced into a classifier to construct a radiomics signature for muscle-invasive status differentiation. In this study, we developed three classifiers for muscle-invasive status differentiation, including the least absolute shrinkage and selection operator (LASSO), random forest (RF), and support vector machine (SVM) algorithms.

LASSO adds the penalty for non-zero coefficients to the sum of the absolute value (L1 penalty). The features that minimally influence the target variable are removed, and the features with non-zero coefficients were selected. The radiomics score of the LASSO classifier was calculated by summing the selected radiomics features weighted by their coefficients.

A nonlinear SVM-based recursive feature elimination (SVM-RFE) algorithm was performed to determine the optimal subset of features for SVM classifier construction. The goal of the SVM-RFE algorithm was to rank and select features. The selection process included backward elimination in each iteration, wherein features that had the least impact on improving the differentiation power of the classifier were omitted. In addition, the SVM-RFE algorithm was used to investigate the optimal number of radiomics features to develop a SVM classifier with the highest accuracy.

Random Forest-Feature Selection (RFS-FS) was used to rank feature importance according to the Mean Decrease in the Gini index and to determine the optimal number of features to develop an RF classifier with the lowest differentiation error.

The three classifiers were all trained using 10-fold cross-validation on the training set to determine the optimal parameter configuration for each classifier and were then tested on the validation set. The differentiation performance of each classifier was compared applying the receiver operating characteristic (ROC) curve and calculated by the area under the curve (AUC). Accuracy, sensitivity, specificity, negative-predictive value (NPV), and positive-predictive value (PPV) both in the training and validation sets were calculated based on the Youden index (26). The radiomics classifier with the highest AUC and accuracy was regarded as the optimal radiomics signature.



Combination Model and Nomogram Development

The clinical characteristics, including age, sex, MRI-determined number of tumors, MRI-determined tumor size and VI-RADS score, were prepared for building a combination model on the training set. These factors, together with the radiomics score generated from the optimal radiomics signature, were tested using univariate analysis. Significant factors in the univariate analysis were put into a step-wise multivariate logistic regression analysis to develop a combination model applying the likelihood ratio test. The coefficients of factors selected by the multivariate logistic regression were applied to develop a nomogram. Variance inflation factors (VIF) were calculated to diagnose the collinearity of the multivariate logistic regression.

Decision curve analysis (DCA) was utilized to investigate the clinical utility of the nomogram for decision making. Sensitivity, specificity, accuracy, AUC, and calibration curves were employed to evaluate the performance of the nomogram. Harrell’s concordance index (C-index) and Hosmer-Lemeshow test were performed to quantitatively measure the degree of fit of the nomogram. In addition, we used integrated discrimination improvement (IDI) and net reclassification improvement (NRI) to investigate the incremental diagnostic utility of the nomogram compared with VI-RADS scores (27).




Statistical Analysis

Statistical analysis was conducted with R statistical software (version 3.6.1 R, https://www.r-project.org/). R packages used for statistical analysis were listed in the Supplementary Table S1. The clinical factors between the training and validation sets were compared applying the Student’s t-test, the Chi-square test, or the Mann-Whitney U test, as appropriate. Differences in the radiomics score among multiple groups were evaluated using one−way ANOVA followed by Dunnett’s post−hoc test. A forward stepwise selection was used with Akaike’s information criterion (AIC) as the stopping rule. In this study, muscle invasion was regarded as positive. All differentiation classifiers were developed on the training set and validated on the validation set. All tests were 2-tailed, and P values<0.05 were regarded as statistically significant.



Results


Patient Population

One hundred and eighty-five patients (123 NMIBC patients and 62 MIBC patients) were randomly separated into a training set (129 patients) and a validation set (56 patients). The characteristics of patients in the two data sets were listed in Table 1. There were no significant differences in clinical factors including patients’ sex, age, tumor size, tumor number, VI-RADS scoring and MIBC (≥pT2) prevalence between the training and validation sets.


Table 1 | Baseline patient characteristics.





Radiomics Signature Construction

Based on the standard of ICC>0.75 in the intra- and inter-observer tests, 1,136 features from DCE images and 1,166 features from T2WI images were highly robust and selected for subsequent analysis. The mRMR algorithm was performed to rank features according to their relevance-redundancy index and filter out the redundant and irrelevant features, from which the top 40 features were retained. Subsequently, the RF, SVM, and LASSO classifiers were trained on the training set using the top 40 features. The differentiation abilities of radiomics classifiers were tested on the validation set.

The LASSO classifier was performed to select the optimized subset of features and calculate the radiomics score for each patient. Twenty-one features with non-zero coefficients were screened based on minimum criteria (Figures 3A, B). The coefficients and the calculation formula were presented in Supplementary Figure 2.




Figure 3 | Development of the three classifiers. (A) Selection of the tuning parameter λ in the LASSO classifier via 10-fold cross-validation based on minimum criteria. (B) LASSO coefficient profiles of the 21 radiomics features. A vertical line was drawn at the selected value, where the optimal λ resulted in eight non-zero coefficients. (C) Selection of the optimal number of growing trees (ntree=148) with the lowest discriminative error in the RF classifier. (D) Feature selection process using RFS-FS and 10-fold cross-validation in the training set: 40 features with the lowest discriminative error were selected for predictive classifier development. (E) Feature selection process using SVM-RFE and 10-fold cross-validation in the training set: 10 features with the highest discriminative accuracy were selected for SVM classifier development; (F) SVM-RFE is used to rank features according to the feature importance, and the top 10 features were selected for SVM classifier development. LASSO, least absolute shrinkage and selection operator; RF, random forest; SVM, support vector machine; RFS-FS, RF-feature selection; SVM-RFE, SVM-based recursive feature elimination.



With 40 features chosen by the RFS-FS algorithm, an RF classifier with the lowest cross-validation error was developed via 148 growing trees (Figures 3C, D).

The top 10 features selected by the SVM-RFE algorithm were then used to build an SVM classifier with the highest accuracy for evaluating the muscular invasiveness of BCa (Figures 3E, F).



Performance of the Radiomics Signatures for Muscle-Invasive Status Differentiation

The performance of three radiomics signatures (LASSO, SVM, and RF classifiers) for muscle-invasive status differentiation was showed in Figure 4. The SVM and RF classifiers led to relatively consistent performance, while the LASSO classifier had more capacity in muscle-invasive status differentiation both in the training and validation sets. In this way, the optimal radiomics signature generated by the LASSO classifier was selected for further analysis.




Figure 4 | Performance of three classifiers for the preoperative differentiation of muscle-invasive status. ROC curves of LASSO (A), RF (B), and SVM classifiers (C) in the training and validation sets. The predictive performance of the three classifiers in the training (D) and validation sets (E). CI, confidence interval; ROC, receiver operating curve; AUC, area under the ROC curve; LASSO, least absolute shrinkage and selection operator; RF, random forest; SVM, support vector machine; NPV, negative predictive value; PPV, positive predict value.



Among the 21 features selected for the LASSO classifier, 10 of them were from T2WI and 11 of them were from DCE. Furthermore, these features were not highly correlated with each other (Pearson correlation coefficients ranging from 0.005 to 0.325; Supplementary Figure 3).

The optimal cutoff value for radiomics score was −0.093 determined in the training set. According to the optimal cutoff value, the accuracy and AUC of the radiomics signature in muscle-invasive status differentiation were 90.7% and 0.934 (95% confidence interval (CI): 0.893, 0.976, P value<0.01) in the training set and 87.5% and 0.906 (95% CI: 0.821, 0.992, P value<0.01) in the validation set, respectively (Figures 4A, D, E).

NMIBC patients had significantly higher radiomics scores than MIBC patients in both data sets (Figures 5A, B). In addition, patients with higher T stages or VI-RADS scores had significantly higher radiomics scores in the combined training and validation set (Figures 5C, D).




Figure 5 | Performance of the radiomics score calculated by the LASSO classifier. Boxplots of the radiomics score in the training (A) and validation sets (B) grouped by the muscle-invasive status. Boxplots of the radiomics score in the combined training and validation set grouped by T stage (C) and VI-RADS score (D), respectively. P values were calculated using one−way ANOVA followed by Dunnett’s post−hoc test. (E) Waterfall plot of the distribution of radiomics scores and pathologic tumor stages of individual patients in the combined training and validation sets. LASSO, least absolute shrinkage and selection operator; VI-RADS, Vesical Imaging-Reporting and Data System; NMIBC, non-muscle-invasive bladder cancer; MIBC, muscle-invasive bladder cancer. *P < 0.05, **P < 0.001.



The waterfall plot showed that patients with high radiomics scores had a strong tendency for muscle invasion in the combined training and validation sets, which indicated that the muscle-invasive status of BCa patients could be correctly predicted based on the cutoff value of the radiomics signature (Figure 5E).

We further evaluated the performance of the radiomics signature in 52 BCa patients with VI-RADS scores of 3. The radiomics signature exhibited a relatively favorable differentiation with an accuracy of 86.5% and an AUC of 0.833 (95% CI: 0.650–1.000, P value<0.01) (Supplementary Figure 4A). The DCA plot indicated that the radiomics signature had the highest clinical net benefit with wider threshold probabilities compared with other clinical factors in this subgroup (Supplementary Figure 4B).



Development and Performance of the Nomogram

The important clinical factors and the radiomics score calculated by radiomics signature were investigated applying univariate and multivariate regression (Table 2). Three factors, including MRI-determined tumor size, VI-RADS and radiomics scores were significantly associated with BCa muscle-invasive status (P<0.001) in the univariate regression. After multivariate analysis, the radiomics score and VI-RADS remained strong independent predictors for muscle-invasive status differentiation with the lowest AIC value (AIC=58.86). Regarding the collinearity diagnosis, the VIF of candidate predictors ranged from 1.660 to 2.754, indicating that there was no collinearity. The risk score was calculated based on the formula as follows: (1.385 × radiomics score) + (1.796 × VI-RADS score) − 5.648.


Table 2 | Univariate and multivariable regression analyses of the radiomics score and clinical factors in the training cohort.



Then, a nomogram was generated by incorporating the radiomics score and VI-RADS score for muscle-invasive status differentiation (Figure 6A). The nomogram further improved the differentiation power with the AUC of 0.970 (95% CI, 0.939–1.000, P value < 0.01) in the training set and 0.943 (95% CI, 0.881–1.000, P value < 0.01) in the validation set (Figure 6B). The calibration plots suggested marked concordance between prediction and observation both in the training set and validation set (Figure 6C). Harrell’s C-indices of the nomogram were 0.966 (95% CI, 0.945–0.987) and 0.906 (95% CI, 0.874–0.938) in the training and the validation sets, respectively. The Hosmer-Lemeshow test yielded nonsignificant P values of 0.537 and 0.929 in the training and the validation sets, respectively, indicating good calibration power.




Figure 6 | Performance of the nomogram integrating the radiomics score with the VI-RADS score. (A) The nomogram integrating the radiomics score with the VI-RADS score was constructed to predict muscular invasiveness in patients with bladder cancer. (B) ROC curves of the nomogram in the training and validation sets. (C) Calibration curve of the nomogram in the training and validation sets. (D) DCA for radiomic signature, VI-RADS score and nomogram in the training set. (E) DCA for radiomic signature, VI-RADS score and nomogram in the validation set. VI-RADS, Vesical Imaging-Reporting and Data System; ROC, receiver operating curve; AUC, area under the ROC curve; DCA, decision curve analysis.



The DCA plots showed that the radiomics score and the VI-RADS score had a relatively consistent clinical net benefit, and the nomogram combining radiomics score and VI-RADS score had the highest clinical net benefit both in the training set and validation set (Figures 6D, E). Furthermore, compared with the VI-RADS score, the nomogram also significantly improved diagnostic accuracy for muscle-invasive status differentiation (overall category-based NRI, 0.325; NRI indices for events and nonevents, 6.5% and 26.90%, respectively; IDI, 0.118, P<0.001), and similar results were also observed in the training set and the validation set, respectively, which were showed in Table 3.


Table 3 | The NRI and IDI indices.






Discussion

In this study, we sought to evaluate the ability of mpMRI radiomics features extracted from DCE and T2WI to discriminate MIBC from NMIBC. For each mpMRI modality, we extracted most of the radiomics features mentioned in the current literature. After evaluating reproducibility by ICC and eliminating redundancies by mRMR, we used the remaining features to develop radiomics signatures. Three mpMRI radiomics signatures (LASSO, RF, and SVM) were constructed and validated for the preoperative differentiation of MIBC from NMIBC.

The results showed that the optimal radiomics signature, generated by the LASSO classifier, achieved favorable differentiation performances in the training and validation sets for the prediction task. As a VI-RADS score of 3 is an equivocal category for muscle-invasive status differentiation, we further investigated the performance of the radiomics signature in BCa patients with VI-RADS scores of 3. The results suggested that the radiomics signature still had favorable discriminatory power in this subgroup. In addition, a nomogram integrating the optimal radiomics signature with the VI-RADS score could further improve the discriminatory power and obtain good calibration and favorable clinical net benefit, suggesting a promising and noninvasive clinical tool for muscle-invasive status prediction.

Muscular invasiveness in patients with BCa indicates a negative prognosis, and the muscle-invasive status is critical for treatment decision-making in patients with BCa (2). Currently, a cystoscopic biopsy of suspicious bladder lesions is recommended for preoperative T staging and muscle-invasive status identification in BCa (28), but diagnostic sensitivity and accuracy are frequently unsatisfactory. The incompleteness of transurethral resection, absence of detrusor muscle, delay in the interval from transurethral resection to radical cystectomy, and low sensitivity of preoperative staging approaches all can lead to misdiagnosis (28–30). This phenomenon may result in poor outcomes due to the high rate of progression and metastasis in MIBC (2). Hence, it is important to improve the accuracy of tumor staging, which may optimize disease treatment and improve outcomes for patients.

The mpMRI is regarded as an important tool for assessing the depth of invasion in BCa. However, the evaluation of mpMRI depends mostly on several tumor characteristics, such as the tumor size, tumor density, regularity of tumor margins, the pattern of enhancement and anatomic association with the surrounding tissues, which is expertise-dependent and subjective (31).

Radiomics can recognize subtle differences in intensity distribution which cannot be easily discovered by human eyes and can comprehensively characterize the tumor phenotype in medical images based on high throughput quantitative image features extracted from MRI or CT images. In the optimal radiomics signature (LASSO classifier), 12 of 21 radiomics features were obtained from wavelet filtered features which implied that the wavelet transform filter was a multiscale analytical method that could be used to investigate tumor morphology and pathophysiology on multiple scales. Wavelet transform filter generates eight decompositions per level (all possible combinations of applying either a high or a low pass filter) in each of the three dimensions (25). Wavelet filtered features were high-dimensional radiomics features that could not be easily deciphered by humans. Compared with visual inspection by radiologists or low-level radiomics features, the wavelet filtered features have a more underlying relationship with heterogeneity and tumor biology in various cancers, including renal cell carcinoma, prostate carcinoma, and intrahepatic cholangiocarcinoma (32–34).

We sought to construct a more effective radiomics signature and improve upon the previous radiomics methodology in multiple ways. First, we extracted four classes of imaging features, including shape and size-based features, image intensity (first-order features), textural features and wavelet features, which can comprehensively describe the local, regional, and global tissue heterogeneity of BCa. Second, DCE and T2WI radiomics features were extracted from a 3-dimensional region rather than a two-dimensional region. In this way, the intrinsic features of the lesions could be effectively described. Third, the optimal radiomics signature was developed based on the mpMRI radiomics features from DCE and T2WI. Compared with CT, mpMRI can provide different forms of soft-tissue contrast, as well as functional parameters, and provides a comprehensive evaluation of BCa. Specifically, T2WI permits the evaluation of the size and morphology of lesions. DCE reflects the microvessel permeability and issue vascularity of lesions, and the slight submucosal linear enhancement is regarded as a useful characteristic for the nonmuscle invasiveness condition of BCa (8). Our study used the DCE for radiomics signature development and muscle-invasive status identification in BCa and showed that the radiomics signature based on the T2WI and DCE radiomics features had a better discriminatory power compared with previous research based on MRI (23, 35, 36). Fourth, considering that clinical characteristics, such as sex, age, tumor size, and tumor number are commonly applied for the preoperative diagnosis of BCa patients, and given that the mpMRI-based VI-RADS score has been reported to be closely related to muscle-invasive status (37), we evaluated the diagnostic value of incorporating these clinical characteristics and the radiomics signature for the preoperative discrimination of muscle-invasive status. Our study demonstrated that the proposed nomogram integrating the radiomics signature with the mpMRI-based VI-RADS score further improved differentiation of muscle invasion in BCa. Calibration plots and DCA plots demonstrated good calibration and favorable clinical net benefit of the nomogram. The performance of this nomogram was superior to previous nomograms based on MRI images and clinical factors (23, 36). Finally, the software we used is publicly available and the PyRadiomics platform is open source for the radiomics procedure so that other institutions can apply and validate the proposed nomogram.

Some limitations in our study should be mentioned. First, due to the retrospective nature of our study, potential selection biases may have occurred. Prospective clinical trials are warranted. Second, the validation set drawn from the same institution prevented our study from evaluating the generalizability of the proposed nomogram to other institutions. Further external validation from different institutions is needed to determine the performance of the nomogram. Third, due to the lack of prognostic information, the correlation between the proposed nomogram and outcomes of BCa patients could not be determined.

In conclusion, our study developed a reliable mpMRI-based radiomics signature for preoperative discrimination of the muscle-invasive status in BCa. The proposed nomogram integrating the radiomics signature and the VI-RADS score further improved the discriminatory power and may provide added value for clinical decision making in BCa. Prospective clinical trials and multicenter studies are warranted to validate our results.
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Supplementary Figure 2 | The coefficients and formula of the radiomics signature. (A) Histogram showing the coefficients of 21 selected features in the radiomics signature. (B) The formula for calculating the radiomics score of each patient.

Supplementary Figure 3 | Pairwise Spearman rank correlation among 21 selected features in the training set.

Supplementary Figure 4 | Performance of the radiomics score in 52 bladder cancer patients with VI-RADS score of 3. (A) ROC curves of the radiomics score in bladder cancer patients with VI-RADS score of 3. (B) DCA for radiomics score and other clinical factors in bladder cancer patients with VI-RADS score of 3. VI-RADS, Vesical Imaging-Reporting and Data System; ROC, receiver operating curve; AUC, area under the ROC curve; DCA, decision curve analysis.
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Automatic segmentation of gastric tumor not only provides image-guided clinical diagnosis but also assists radiologists to read images and improve the diagnostic accuracy. However, due to the inhomogeneous intensity distribution of gastric tumors in CT scans, the ambiguous/missing boundaries, and the highly variable shapes of gastric tumors, it is quite challenging to develop an automatic solution. This study designs a novel 3D improved feature pyramidal network (3D IFPN) to automatically segment gastric tumors in computed tomography (CT) images. To meet the challenges of this extremely difficult task, the proposed 3D IFPN makes full use of the complementary information within the low and high layers of deep convolutional neural networks, which is equipped with three types of feature enhancement modules: 3D adaptive spatial feature fusion (ASFF) module, single-level feature refinement (SLFR) module, and multi-level feature refinement (MLFR) module. The 3D ASFF module adaptively suppresses the feature inconsistency in different levels and hence obtains the multi-level features with high feature invariance. Then, the SLFR module combines the adaptive features and previous multi-level features at each level to generate the multi-level refined features by skip connection and attention mechanism. The MLFR module adaptively recalibrates the channel-wise and spatial-wise responses by adding the attention operation, which improves the prediction capability of the network. Furthermore, a stage-wise deep supervision (SDS) mechanism and a hybrid loss function are also embedded to enhance the feature learning ability of the network. CT volumes dataset collected in three Chinese medical centers was used to evaluate the segmentation performance of the proposed 3D IFPN model. Experimental results indicate that our method outperforms state-of-the-art segmentation networks in gastric tumor segmentation. Moreover, to explore the generalization for other segmentation tasks, we also extend the proposed network to liver tumor segmentation in CT images of the MICCAI 2017 Liver Tumor Segmentation Challenge.
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Introduction

Gastric cancer, a very commonly diagnosed cancer of the digestive system, is the second leading cause of cancer death in China (1), which brings a heavy burden to the family and society. Patients with gastric cancer often have to undergo surgery as a basic treatment. Accurate boundary detection and early staging of the neoplasm are favorable for surgical management optimization. As a convenient imaging examination tool, computed tomography (CT) can non-invasively provide the anatomical detail of the gastric tumor in a short time through the panoramic view. With greater dense resolution, it is possible to recognize the single gastric wall layers as well as to estimate the invasive depth of the neoplasm on CT images (2), which is essential for tumor staging (3) and edge delineation. As a clear, accurate boundary is also of great importance in volume assessment (4), further radiomics feature analysis (5) and image-guided navigation (6), the precise CT-based tumor segmentation is quite desirable. However, the outlining process used to be completed manually on multi-slice images, which is quite subjective, labor-consuming and time-costing. Recently, thanks to the development of artificial intelligence, tumor segmentation can be done in a more automatic way.

For automatic segmentation tasks, deep learning has achieved great success due to its impressive segmentation performance (7). Convolutional neural network (CNN) is the most successful and well-known deep learning model and is often used to tackle segmentation tasks, including both organ segmentation (8) and lesion segmentation (9). Because of the low-intensity contrast and unclear boundaries between the gastric tumor and its adjacent tissues, studies using CT images aimed at automatic segmentation in the gastric region mainly focus on the stomach (6) rather than tumors. Ronneberger et al. (10) introduced upsampling parts into CNN and proposed the U-net architecture which allows insufficient images as training data. However, multiple downsampling stages in the U-net model make it quite inappropriate for small targets such as gastric tumors, especially the early gastric cancer. Zhang et al. (11) developed an improved U-Net for gastric tumor auto-segmentation with only one downsampling layer, called hybrid blocks network (HBNet), which resolves the problem of low-level feature loss. Another typical deep learning network called the feature pyramid network (FPN) has achieved state-of-the-art performance for medical imaging object detection and semantic segmentation, as its top-down architecture with lateral connections could build high-level semantic feature maps at all scales (12). Thus, it is possible for FPN to learn multi-level feature representation. Whereafter, Li et al. (13) improved FPN by designing a multi-view FPN with position-aware attention for deep universal lesion detection. Wang et al. (14) designed a new FPN to generate deep attentive features (DAF) for prostate segmentation in 3D transrectal ultrasound. Xiao et al. (15) proposed a 3D ESPNet with pyramidal refinement for volumetric brain tumor image segmentation. However, most previous methods either ignore the inconsistency between low-level and high-level features or fail to consider the information complementarity between single-layer and multi-layer features. Therefore, it is highly desirable to boost the segmentation performance by enhancing the FPN representation capability via fusing different scales of features, namely the feature refinement.

In this study, a 3D improved feature pyramid network (3D IFPN) is proposed to segment gastric tumors in an end-to-end way, which greatly enhances deep convolutional neural networks’ representation capability. Specifically, our 3D IFPN model consists of three main components (1): A 3D adaptive spatial feature fusion (ASFF) module based on the ASFF mechanism (16), is designed for eliminating the inconsistency among multi-level features from the basal backbone 3D pyramidal architecture by learning weight parameters (2). A single-level feature refinement (SLFR) module and a multi-level feature refinement (MLFR) module are embedded in 3D IFPN to strengthen the representational properties of the network. The former module is incorporated with two sequential sub-modules known as channel and spatial attention from the convolutional block attention module (CBAM) (17), which integrates the multi-level features generated by the 3D ASFF and the original feature generated by the pyramid module at each level to improve the accuracy. The latter module is devised with channel-wise dependencies through the squeeze-and-excitation (SE) networks (18) for better gastric tumor region prediction. Instead of directly averaging the multi-level feature maps, the MLFR module can complete feature recalibration by explicitly exploiting global information to selectively stress useful features and curb less informative ones (3). A stage-wise deep supervision (SDS) mechanism is introduced to improve the traditional deeply supervised nets (DSN) (19) by reducing the weight number of the final prediction. The proposed 3D IFPN is evaluated on a self-collected CT image dataset acquired from three Chinese medical centers, which achieves quite promising gastric tumor segmentation performance and outperforms other state-of-the-art methods.



Methods

Figure 1 illustrates the proposed gastric tumor segmentation network with multiple types of feature enhancement. Designed in an end-to-end way, it could output the segmentation outcomes with CT images serving as inputs. Our network first uses the 3D FPN architecture (12) to obtain feature maps of different scales via a top-down pathway and lateral connections. In FPN, features from large-scale feature maps at lower levels are high-resolution, semantically weak but more detailed. On the contrary, features from small-scale feature maps at higher levels are low-resolution but with stronger semantic information. To tackle this issue, the efficient 3D SE-ResNeXt (18) which integrates SE blocks with ResNeXt (20) is chosen to be the feature extractor. During the multi-level feature extraction in this 3D mission, the number of layers for the deep neural network is set as 3 to help saving computer memory. The down-sampling of layer 0, layer 1, and layer 2 is set by stride (1, 2) since there are not many target slices in each volume of our dataset. Meanwhile, as the network level goes deep, the scale inconsistency of the feature maps would be more and more stand out. Thus, the dilated convolution (21) is employed between layer 2 and layer 3 in order to aggregate multi-level semantic information and obtain feature maps at the same resolution.




Figure 1 | The flowchart of our gastric tumor segmentation network equipped with multi-type feature enhancement modules (3D ASFF, 3D adaptive spatial feature fusion; SLFR, Single-level feature refinement; MLFR, Multi-level feature refinement).



So far, we have obtained coarse multi-level feature maps through the basic skeleton. To learn coarse-to-fine features including effective context information, regional semantic and boundary information, we propose a novel feature selection mechanism by harnessing the complementary advantages of three feature refinement and fusion strategies, i.e., ASFF, SLFR and MLFR, which is able to capture and fuse multi-level features at different scales and spatial locations to produce more representative features. In detail, the ASFF module is used to further learn multi-level features with high feature invariance. In order to alleviate the problem of gradient dissipation in deep layers, we further designed the SLFR module, which combines residual learning and attention mechanisms. To make better use of these refined multi-level features with high feature consistency, we further designed the MLFR module, which obtains more accurate segmentation probabilities by aggregating adjacent scale features instead of directly performing multi-branch prediction on refined features in previous works (16, 22, 23).


3D Adaptive Spatial Feature Fusion (ASFF) Module

Most previous methods (24, 25) often use element-wise sum or concatenation for multi-level feature fusion, both of them will amplify the feature inconsistency between different scales. To address these issues, we design a new 3D ASFF module as shown in Figure 1. In detail, the 3D ASFF module consists of two phases, feature resize and adaptive feature fusion. In the first phase, we take different resolutions of multi-level features for consideration and match them before adaptive feature fusion. Then we translate the 3D spatial resolution into a simple mapping problem with the usage of yn→l = f(xn), where xn means the n-th level feature extracted from 3D SE-ResNeXt, f refers to the up-sampling or down-sampling operation, yn→l represents the feature after the resize, n ∈ {1,2,3}, l ∈ {1,2,3}, and n ≠ l. In the second phase, we obtain the feature fusion weights   (m ∈ {1,2,3}) through convolution, group normalization (GN) (26) and parametric rectified linear unit (PRelu) (27) operations to yl. Thus, the final l-th level feature after adaptive fusion (6) is defined as:



where   denotes adaptive fused features. Note that the feature fusion weights obtained from adaptive learning are concatenated in the channel dimension and normalized using the softmax function. Thus,  . The adaptive feature fusion outputs   will be fed into the SLFR module for single-level feature extraction and refinement.



Single-Level Feature Refinement (SLFR) Module and Multi-Level Feature Refinement (MLFR) Module

To extract deeper spatial and semantic information, we design a module called SLFR to facilitate the feature as shown in Figure 2. The multi-level features have different resolutions and may cause feature inconsistency when the features are fused. To solve it, we multiple features at the same level, which can improve the feature expression ability of the middle layer of the network. Specifically, we concatenate the features before and after the adaptive feature fusion operation at each level to get three convolutional layers. Each convolutional layer is equipped with one convolution, one GN, and one PRelu. The first one convolutional layer uses 1 × 1 × 1 kernels for PRelu activation, and the last two convolutional layers utilize 3 × 3 × 3 kernels to further extract useful information. Finally, an SLFR module is obtained by CBAM.




Figure 2 | The schematic illustration of the SLFR module and MLFR module.



Besides, to avoid directly averaging the obtained multi-level deep attention feature maps for the prediction of the tumor region, we design a module called MLFR with implementation details similar to SLFR for better prediction. Since the resampling features at different scales via the atrous spatial pyramid pooling (ASPP) (28) has shown its effectiveness for the final prediction, we design the MLFR module to improve the ASPP. Before the features of different levels are concatenated in the MLFR module, we also perform up-sampling to the feature maps of layers 3 and 2 as a feature matching operation. As a result, our method can achieve higher prediction performance than ASPP as demonstrated in the experimental section.



Stage-Wise Deep Supervision (SDS) Mechanism

The DSN (19) using multi-level features can predict the final cancer region better by expressing the features effectively since it can refine the multi-level features of each stage to guide the network. This deep supervision mechanism is able to take advantage of features in each level and each stage so that we implement the SDS mechanism as it is not only more suitable for multi-level feature prediction but also more conducive to the setting of training loss weight parameters. Besides, the SDS mechanism can alleviate the gradient vanishing issue by effectively utilizing the multi-level feature fusion of the latter two stages of the network. A hybrid loss function is designed for SDS enhancement for tumor segmentation, which includes a weighted sum of two functions rather than binary-class cross-entropy loss or dice loss. The Jaccard loss (29) is the first loss function that directly aims at optimizing the evaluation metric of the model performance, which is defined as:



where n represents the voxel number of the input CT volume; pi ∈ [0, 1] represents the prediction probability of i-th voxel and qi ∈ {0, 1} represents the voxel value of the corresponding ground truth. The Focal loss (30) is the second loss function, which is optimized by log loss in order to deal with a severe imbalance between the positive and negative samples. In this study, the model segmentation of small target tumor regions is guided by the Focal loss function which is defined as:



where α represents a balance factor of the focal loss and is set as 0.2; γ denotes a focusing parameter to smoothly adjust the weighting rate and set as 1. Thus, each supervised signal loss is denoted as:



where λ and η denote the weight factors of Jaccard loss and Focal loss, respectively. λ and η were set as 1 and 0.1, respectively. At last, the proposed SDS loss is defined as the summation of loss on all supervised signals:



where ws and   denote the weight and loss of s-th stage, respectively; wf and   are the weight and loss for the output layer. The weights {w2, w3, wf} were set empirically as {0.8, 0.9, 1.0}, respectively.



Statistical Analysis

Statistical analyses were conducted using the SPSS software package (IBM SPSS 26.0). Quantitative results are displayed as Mean ± SD. The Kolmogorov–Smirnov test was used to evaluate data normality. Paired samples t-tests and one-way analysis of variance (ANOVA) were employed for statistical analysis. P <0.05 was considered statistically different.




Experiments and Results


Dataset and Implementation Details

We retrospectively collected 160 CT image samples with ordinary non-enhanced CT volumes from three Chinese medical centers (Taiyuan People Hospital, Xian People Hospital and China–Japan Friendship Hospital) between 2015 and 2018 to form the dataset. 63 of 160 had enhanced CT volumes which matched with their non-enhanced ones. The corresponding medical instruments were Toshiba 320-slice CT, Siemens SOMATOM 64-slice CT and Philips 128-slice CT. Three radiologists, with more than 6-year experience, drew the tumor outline of each CT sample as the ground truth segmentation under the ITK-SNAP (www.itk-snap.org) software on the basis of tumor surgical pathologic results. This study was approved by the ethical review of relevant hospitals and given informed consent by all involved patients.

Our model has verified its versatility on another public dataset. The MICCAI 2017 Liver Tumor Segmentation (LiTS) Challenge dataset totaled 201 enhanced abdominal CT scans, which is further split into a training set with 131 scans and a test set with 70 scans. The dataset was collected from six different clinical sites by different scanners and protocols, and the organizer only discloses the annotations of the training data and keeps the annotations of the test data confidential.

Our proposed model, trained with 1× NVIDIA GeForce GTX 2080Ti GPU (11 GB), used a five-fold cross-validation strategy and was performed on the PyTorch (31) platform. Because the tumor region is smaller than the background area and in response to the 3D data limitation on computer memory consumption, each CT volume was cut to patches with 24 × 256 × 256 voxels. We used data augmentation (i.e., translation, flipping and rotation) and performed CT image normalization (from 0.5 to 99.5th percentile of all foreground voxels to the automatic level-window-like intensity values clipping operation) and voxel space resampling (with third-order spline interpolation) (32) for training. The Adam optimizer (33) and “reduce learning rate on the plateau” manner were also absorbed in our model, whose batch size was 2, the learning rate was 0.003, and total learning epochs was 500. In this work, we regarded the Dice similarity coefficient (Dice) (34), Jaccard index (JI) (35), Precision (Pre) (36), Recall (37), Average symmetric surface distance (ASD, in voxel) (38) and 95% Hausdorff distance (95HD, in voxel) (39) as the metrics for quantitatively segmentation performance evaluation. On the one hand, Dice and JI can compare the similarity between ground truths and segmented volumes while Pre and Recall are able to measure segmentation outcomes in voxel-wise through evaluating classification accuracy. A larger Dice, JI, Pre or Recall value would indicate a more precise segmentation result. In addition, the robustness of the proposed method was tested using by assessing the equality of distribution of Dice values among different networks, methods and backbones. On the other hand, the ASD calculates the average over the shortest voxel distance from ground truth to segmented volume. Compared with Dice which is sensitive to the internal filling, the HD is sensitive to segmented edges and can be defined as the longest voxel distance over the shortest between ground truths and segmented volumes. And the 95HD was used to eliminate the impact of a very small subset of the edges. In this case, smaller values of ASD and 95HD would refer to better segmentation results.



Segmentation Results

To demonstrate the effectiveness of our network in gastric tumor automatic segmentation, we conduct extensive experiments on the self-collected CT images dataset. Table 1 shows the results of our 3D IFPN and four other state-of-the-art segmentation networks: 3D U-Net (10), nnU-Net (32), DAF3D (14) and 3D FPN (12). During our training, the only difference between the 3D U-Net model and the classical model architecture is that two down-sampling operations are performed on the slice channel. The nnU-Net model is 3D U-Net improvement and is known as the all-around segmentation model, which achieves state-of-the-art performance in various segmentation challenges. The DAF3D model is an improved version of FPN with the equipment of attention modules refining deep attentive features at each layer, which depends on the complementary learning of both semantics and fine features at different levels. The 3D FPN model and our model are both implemented based on 3D SE-ResNeXt. The backbone ResNeXt is a novel network exploiting the split-transform-merge strategy for accuracy improvement without increasing complexity (20), while the SE block is to perform feature recalibration (18).


Table 1 | Automatic segmentation results of different methods.



It is observed from Table 1 and Figure 3 that our 3D IFPN model outperforms other models in almost all evaluation metrics. In detail, this proposed method obtains the mean Dice, JI, Pre, Recall, ASD and 95HD for 62.6, 45.5, 67.1, 61.7%, 14.2 voxels and 28.2 voxels, respectively. In terms of the Recall, the value gained by our model is quite close to the best figure from the nnU-Net model, but ours yields the minimum standard deviation of Recall value. For example, the proposed method reaches an overall Dice of 62.6%. Compared with the results of 3D FPN and 3D U-Net, the Dice value increases by 5.6 and 5.4%, respectively. Meanwhile, our method increases the Dice value by 4.0 and 3.0% compared with nnU-Net and DAF3D. Although there is no statistically significant difference in Dice between our method and the other four outstanding networks in Table 1 (P = 0.653 using one-way ANOVA), almost all the evaluation metrics generated by our model have the lowest standard deviation. This could be the evidence that our model is more stable and robust than others due to a set of mechanisms that helps overcome the inconsistency in feature fusion. When given an input CT volume with 24 × 256 × 256 voxels, the average computational times needed to perform a volume segmentation for 3D U-Net, nnU-Net, DAF3D, 3D FPN and our model are 0.48, 0.87, 0.474, 0.428 and 0.39 s, respectively. Compared with other models, our model is the fastest.




Figure 3 | Comparison results of different automatic segmentation methods and backbones.



Figure 4 shows the 2D visualization of prediction tumor boundaries by different models. Our method has the most similar segmented boundaries to the ground truths. Figures 5, 6 show the 3D visualization of the surface distance (in voxel) between segmented surfaces and ground truths with different colors representing different surface distances. We map ground truths to the corresponding prediction volume of each model, and such visualization makes the comparison more intuitive. Besides, we can refer to the color bar to know that our results are better than other models.




Figure 4 | 2D visual comparisons of segmented slices from 3D CT volumes. Up row, CT slicers with red boxes to indicate the tumor areas; Down row, ground truth (red) delineated by experienced radiologists and corresponding segmented tumor contours using 3D U-Net (10) (blue), nnU-Net (32) (green), DAF3D (14) (cyan), 3D FPN (12) (yellow) and our method (purple).






Figure 5 | 3D visualization of the automatic segmentation performance. Rows denote segmentation outcomes on four different CT volumes respectively. Columns demonstrate the visualized comparisons between the segmented surface (blue gridlines) and ground truth (red volumes) under five different automatic segmentation methods: (A) 3D U-Net (10), (B) nnU-Net (32), (C) DAF3D (14), (D) 3D FPN (12), and (E) our method, respectively.






Figure 6 | 3D visualization of the surface distance (in voxel) between segmented surface and ground truth, with color bars relating to various surface distances. Rows denote segmentation outcomes on four different CT volumes respectively. Columns demonstrate the segmented surfaces generated by (A) 3D U-Net (10), (B) nnU-Net (32), (C) DAF3D (14), (D) 3D FPN (12), and (E) our method, respectively.



We conduct a set of ablation experiments to evaluate the effectiveness of two proposed key components: MLFR module and SDS mechanism. The results are shown in Table 2 and Figure 3. Paired samples t-tests are used in pairwise comparisons between our 3D IFPN and its baseline module. Compared with the combination of the “baseline” 3D SE-ResNeXt and “M1” 3D ASFF module, the employment of SLFR and MLFR modules enables an obvious improvement on almost all the metrics. Among them, particularly, the Dice score shows a statistically significant difference (P = 0.040) between our method and the “baseline + M1”, which indicates the better robustness of our 3D IFPN. Experimental results also show that the segmentation performance of final prediction using the ASPP module or direct average multi-level attention feature at the back end of the network is similar. Besides, the results of the last two rows of Table 2 strongly demonstrate the effectiveness of our SDS mechanism, with the increase of mean Dice, JI, Pre and Recall by 1.1, 1.3, 4.4 and 3.9%, respectively. Even though the smallest ASD and 95HD in Table 2 are generated from a method including “baseline” and ASPP modules, its Dice score is significantly lower than that of the proposed model (P = 0.011 using paired sample t-test).


Table 2 | Automatic segmentation results of ablation analyses.



To explore the effectiveness of SE-ResNeXt as the backbone of the proposed model, meanwhile, we implement another set of comparative experiments on different backbones [e.g., 3D ResNeXt, 3D ResNet (40)]. The experimental results are shown in Table 3 and Figure 3. Compared with other backbones, the 3D SE-ResNeXt still achieved the best results although the mean Dice among those ResNet, ResNeXt and SE-ResNeXt backbones shows no statistically differences (P = 0.823 using one-way ANOVA).


Table 3 | Automatic segmentation results based on different backbones.



To further verify the effectiveness of this proposed model in tumor segmentation tasks, we also apply our method to the LiTS challenge. The experimental results are shown in Table 4. The proposed method achieves 92.2 and 65.5% Dice scores in liver segmentation and tumor segmentation, respectively. Besides, our method only explores 3D spatial information and does not use transfer learning technology. In this case, our result is close to other networks (IeHealth, H-DenseNet (41), 3D AH-Net (42), Med3D (43) and V-Net (44)) using ensemble techniques. Note that the average symmetric surface distance (ASSD) of the proposed method is almost similar to other state-of-the-art methods. Besides, the Dice value obtained by our method is 10.4% higher than that achieved by a single model 3D DenseUNet (41) in tumor segmentation.


Table 4 | Automatic segmentation results of different methods in LiTS challenge.






Discussion

This study designs a 3D improved FPN with 3D adaptive spatial feature fusion, single-level and multi-level feature refinement modules to deal with various scales of features during the auto-segmentation process for gastric tumor CT images. Using deep learning methods, the proposed end-to-end 3D IFPN model obtains wonderful segmentation outcomes. Nowadays, encouraged by the effectiveness of detection and segmentation via the deep convolutional neural network, more and more modules come into being to tackle difficult medical problems. As one of them, the inconsistency of features among different levels and scales limits the accuracy and efficiency of the segmentation.

Recently, the feature pyramid network (FPN) becomes state-of-the-art due to its top-down architecture and skip connections which can generate high-level semantic feature maps at all scales (12). However, it remains unclear how to integrate the different feature maps with different resolutions and scales so as to get better segmentation results in small targets like gastric tumors. Thus, we propose a 3D ASFF module to eliminate feature inconsistency by adjusting weight parameters. Features generated from 3D ASFF are fed into SLFR and MLFR module for feature refinement. Tables 1, 2 and Figures 4–6 all present the improvement of gastric tumor segmentation using our method.

Although our method gains promising results in CT volume segmentation compared to other methods, the limitation in this work still exists. Lacking adequate contrast-enhanced CT images increased the difficulties in recognizing the boundaries of gastric tumors, which might affect the definition of ground truths and thus influence the segmentation accuracy. And the slice thicknesses were 5 and 8 mm, which were too large and further weakened the contrast between lesions and normal gastric tissues. As a result, more well-contrast CT images with smaller thicknesses are needed to boost the auto-segmentation performance.



Conclusion

We present a novel 3D IFPN for the automatic segmentation of gastric tumors based on CT volumes. Our network is firstly equipped with a 3D ASFF module to suppress the inconsistency between multi-level features. Then, the SLFR module is introduced to refine the single-level features. Subsequently, the MLFR module is implemented for further feature refinement. Besides, a hybrid loss function is designed to propose a new supervision mechanism and to guide the feature expression of the network. To the best of our knowledge, we are the first to unite the 3D ASFF, SLFR and MLFR modules for multi-level as well as multi-level feature refinement by utilizing abdominal CT images. Experimental results demonstrate that 3D IFPN outperforms the 3D FPN as well as other state-of-the-art 3D networks for segmenting gastric tumors.
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Purpose

The purpose of this study was to investigate the prognostic value of pre-treatment CT radiomics and clinical factors for the overall survival (OS) of advanced (IIIB–IV) lung adenocarcinoma patients.



Methods

This study involved 165 patients with advanced lung adenocarcinoma. The Lasso–Cox regression model was used for feature selection and radiomics signature building. Then a clinical model was built based on clinical factors; a combined model in the form of nomogram was constructed with both clinical factors and the radiomics signature. Harrell’s concordance index (C-Index) and Receiver operating characteristic (ROC) curves at cut-off time points of 1-, 2-, and 3- year were used to estimate and compare the predictive ability of all three models. Finally, the discriminatory ability and calibration of the nomogram were analyzed.



Results

Thirteen significant features were selected to build the radiomics signature whose C-indexes were 0.746 (95% CI, 0.699 to 0.792) in the training cohort and 0.677 (95% CI, 0.597 to 0.766) in the validation cohort. The C-indexes of combined model achieved 0.799 (95% CI, 0.757 to 0.84) in the training cohort and 0.733 (95% CI, 0.656 to 0.81) in the validation cohort, which outperformed the clinical model and radiomics signature. Moreover, the areas under the curve (AUCs) of the radiomic signature for 2-year prediction was superior to that of the clinical model. The combined model had the best AUCs for 2- and 3-year predictions.



Conclusions

Radiomic signatures and clinical factors have prognostic value for OS in advanced (IIIB–IV) lung adenocarcinoma patients. The optimal model should be selected according to different cut-off time points in clinical application.
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Introduction

Lung cancer, as a leading cause of cancer-related mortality, is responsible for approximately 1.4 million deaths annually throughout the world (1). Non-small cell lung cancer (NSCLC) represents approximately 85% of lung cancers, and adenocarcinoma is the most common histological subtype of NSCLC (2). As NSCLC has no specific early symptoms and signs, 57% of patients present with advanced stage disease at primary diagnosis (3), which may deny patients the opportunity to receive resection and result in a diminished survival time.

Since the 1990s, emergence of chemotherapy with platinum doublets and tyrosine kinase inhibitors (TKIs) has made breakthroughs in the treatment for NSCLC (4); however, the 5-year overall survival (OS) rate is only 5% for those with metastatic disease (5). Thus, the ability to predict clinical outcomes accurately is crucial for clinicians to judge the most appropriate therapies for these patients to improve prognosis. To this end, biomarkers are needed (6).

The tumor node metastasis (TNM) staging system is the most important postoperative prognostic tool that guides treatment, but there are marked variations in responses and prognosis for patients who are undergoing similar treatment in the same stage. The heterogeneity reflects the complexity of the underlying genotype and microenvironment; increasing numbers of -omics studies are being conducted to better understand the complexity (7). Radiomics is an emerging field that converts imaging data into a high-dimensional mineable feature space using a large number of automatically applied algorithms to relate a variety of tumor characteristics (8). Radiomic features are known to pick up the heterogeneity of the tumor (9, 10); since visualization of heterogeneity has been linked to tumor aggressiveness (11), it correlates with poor outcome. Many studies have elucidated the predictive potential of radiomic features for NSCLC prognosis (12). Kirienko et al. identify an images-based radiomic signature capable of predicting disease-free survival (DFS) in NSCLC patients (13); He et al. described a combination of features (size, shape, texture and wavelets) which could predict OS for NSCLC patients (14); but majority of them involved patients of all stages, which might interfere with results because the therapeutic modalities and prognosis between early and advanced-stage patients were of significant difference. Our study limited the subjects to patients with advanced (stage IIIB–IV) lung adenocarcinoma and attempted to predict the OS based on pre-treatment contrast-enhanced computed tomography (CT) radiomics.



Materials and Methods


Patients

Institutional review board approval was obtained for this retrospective study, with a waiver for the informed consent requirement. A total of 493 consecutive pathologically confirmed advanced stage (IIIB–IV) lung adenocarcinoma patients were recruited retrospectively from January 2014 to December 2017. The inclusion criteria were as follows: (1) age >18; (2) Eastern Cooperative Oncology Group (ECOG) performance status of 0–2; and (3) restricted therapeutic regimens: patients with TKI-sensitive epidermal growth factor receptor (EGFR) mutations or anaplastic lymphoma kinase (ALK) rearrangement accepted TKI therapy initially, and the rest of the patients accepted platinum-based chemotherapy initially. The exclusion criteria were as follows: (1) examination by unassigned CT scanners (n = 127); (2) previous anticancer therapy (n = 25); (3) incomplete clinical data (n = 92); (4) difficulty in distinguishing boundary of regions of interest (ROIs) (n = 51); and (5) loss of follow-up (n = 33). Ultimately, 165 patients were included in this study with no ALK rearrangement patients (Figure S1). The clinical data collected for analysis included sex, age, ECOG, TNM stage, smoking status, TKI-sensitive EGFR mutations, tumor diameter, location, margin, lobulation, spiculation, air-bronchogram, pleural invasion, lymph node metastases, brain metastases, liver metastases, and bone metastases. The patients were randomly divided into two individual cohorts for training and validation at a ratio of 7:3 through computer-generated random numbers. The workflow of the radiomic analysis is illustrated in Figure 1.




Figure 1 | Workflow of the radiomic analysis.





Image Acquisition

Contrast-enhanced CT images were acquired from Toshiba Aquilion One, Toshiba Aquilion 64 (Toshiba Medical Systems) or Phillips Brilliance iCT 256 (Philips Medical Systems) scanners. The scanning parameters were as follows: 120 kVp; 100–200 mAs; detector collimation of 64, 256, or 320 × 0.625 mm; field of view of 350 × 350 mm; matrix of 512 × 512 and reconstructed slice thickness of 2 mm. Contrast-enhanced CT scanning was performed with a 25-s delay after the injection of 85 ml of non-ionic iodinated contrast material (350 mg iodine/ml, Omnipaque, GE Healthcare). All images were exported to the Picture Archiving and Communication System (PACS) workstation (IMPAX, AGFA).



Image Pre-Processing

Image pre-processing was performed to enhance feature robustness and reduce feature dependence on scanner variations. Each voxel corresponded to a volume of 1.0 mm * 1.0 mm * 1.0 mm with a linear interpolation algorithm, then a Gaussian filter was used to remove noise. The gray level was consistent across the different scanners; therefore, gray level normalization was not required here.



Tumor Segmentation and Feature Extraction

Three-dimensional (3D) contours of the tumor regions of interest (ROIs) were delineated manually in reference to pulmonary and mediastinum windows (window width and window level of 1,500 and −450 HU on pulmonary window, while the window width and window level of 400 and 40 HU on mediastinal window). Segmentation was strictly performed by two chest radiologists (W.XT. with 7 years of experience and H.D. with 13 years of experience in chest CT) who were blinded to all patients’ information. The radiologists delineated the boundaries of the tumors on a transversal plane using itk-SNAP (version 3.4.0, www.itk-snap.org) software (Figure S2). The image biomarker standardization initiative (IBSI) was regarded as reference and taken into consideration in most of the data processing, images feature, and biomarker selection procedure.

A total of 396 radiomic features were generated automatically using in-house software (Artificial Intelligence Kit, A.K., GE Healthcare) from ROIs. Features were classified into the following three categories: (a) morphological features (n = 9); (b) first-order features (intensity features, n = 42); and (c) texture features (n = 345). The details are given in Figure S3.

Inter-/intra-class correlation coefficients (ICCs) were used to evaluate the inter-observer and intra-observer agreement. To assess inter-observer reproducibility, the ROIs of 30 randomly chosen images were performed by the two chest radiologists independently; to evaluate intra-observer reproducibility, they repeated the same procedure at an one-month interval. An ICC >0.75 was considered as good agreement. Stable and reproducible features were entered in the subsequent analysis.



Feature Selection and Radiomic Signature Building

Least absolute shrinkage and selection operator (LASSO) Cox regression analysis was utilized to select effective and predictable features and establish a model in the training cohort. Features with non-zero coefficients were chosen based on 10-fold cross-validation (Figure S4). The radiomics signature (Rad-score), which was calculated via a linear combination of the selected features that had been weighted by their respective coefficients, represented quantitative ROI characteristics of each patient.



Validation of the Radiomic Signature

(1) The patients were divided into high- and low-risk subgroups in the training and validation cohorts according to the Rad-score, and the optimized threshold values were determined using X-Tile software (version 3.6.1, Yale University). Then, Kaplan–Meier OS curves and log-rank analyses were performed to assess the prognosis of subgroups. (2) The receiver operating characteristic (ROC) curves were plotted, and areas under the curves (AUCs) were calculated for predictive validity assessment of survival at 1-, 2- and 3-year time points in the training and validation cohorts. (3) The validation cohort was further divided into mutated EGFR subgroup and wild type EGFR subgroup. Harrell’s concordance index (C-index) and ROC curves for 1-, 2- and 3-year survival were used to compare the performances of radiomic model in both subgroups.



Clinical Model Building and Validation

The clinical model was built by Cox proportional hazard regression to compare with the radiomic signature. Sex, age, ECOG, TNM stage, smoking status, TKI-sensitive EGFR mutations, tumor diameter, location, margin, lobulation, spiculation, air-bronchogram, pleural invasion, lymph node metastases, brain metastases, liver metastases, and bone metastases in the training cohort were first analyzed by univariate Cox regression. Only significant factors (p < 0.05) from univariate Cox regression were entered into the multivariate Cox regression analysis. AUCs were calculated for the clinical model in the same way and compared with that of radiomic signature using DeLong test.



Combined Model Construction and Validation

The combined model in the form of nomogram for 1-, 2- and 3-year overall survival rate predictions was generated on the basis of the Rad-score and the clinical factors with P <0.05 in univariate Cox regression. Backward multivariate cox regression was used again, and the factors with P <0.05 were incorporated into the nomogram. The discriminative power of the predictive model was evaluated by C-index with 95% confidence intervals and AUCs in both cohorts. The calibration curves were plotted to explore the calibration degree of the combined model for the 1-, 2- and 3-year OS rates.



Statistical Analysis

All statistical analyses were performed using R statistical software version 3.6.2. The “glmnet” package was used for executing the LASSO Cox algorithm. For the baseline characteristic analyses, the normality of data was assessed by the Shapiro–Wilk test. Differences between the training and validation cohorts were assessed by using independent-sample t-test and chi-square test, where appropriate. Performances of the models were evaluated by C-index. A two-sided p-value <0.05 was considered statistically significant for all comparisons.




Results


Patients

A total of 165 patients were enrolled in the study. The cohort consisted of 94 men and 71 women with a mean age of 58.1 years (range of 34–78 years). The longest follow-up period was 72 months, and the mean was 19.2 months. The training cohort included 115 patients; the validation cohort included 50 patients. Patients’ clinical characteristics are reported in Table 1. There were no significant differences except ECOG performance status in clinical factors between the two cohorts.


Table 1 | Demographic data of patients in the training and validation cohorts.





Feature Selection and Radiomic Signature Building

After assessing the reproducibility, 324 features with both inter- and intra-class correlation coefficients >0.75 were reserved. In the training cohort, 13 features were evaluated to construct a radiomic signature through the LASSO Cox algorithm: [1] Range; [2] skewness; [3] GLCMEntropy_ AllDirection_offset1_SD; [4] GLCMEntropy_angle135_offset1; [5] Correlation_AllDirection_offset4_SD; [6] GLCMEnergy_angle45_offset7; [7] GLCMEntropy_angle45_offset7; [8] sumAverage; [9] ShortRunLowGreyLevelEmphasis_AllDirection_offset1_SD; [10] ShortRunEmphasis-_AllDirection_offset4_SD; [11] ShortRunHighGreyLevelEmphasis_AllDirection_offset7_SD; [12] ShortRunHighGreyLevelEmphasis_angle0_offset7; and [13] Sphericity. The formula of Rad-score is illustrated in Table S1.



Validation of the Radiomic Signature

The C-indexes of the radiomic signature were 0.746 (95% CI, 0.699 to 0.792) in the training cohort and 0.677 (95% CI, 0.597 to 0.766) in the validation cohort.

(1) The patients were classified into high- and low-risk subgroups according to the Rad-score at a cut-off point of 0.15 according to X-Tile. Kaplan–Meier analysis revealed significantly different subgroup OS in both training cohort (p < 0.0001, log-rank test) and validation cohort (p < 0.0001, log-rank test), as shown in Figure 2.




Figure 2 | Predictive capacity of radiomic signatures. Kaplan–Meier curves showed that radiomics signatures could effectively discriminate patients with low risk from those with high risk. (A) Training cohort. (B) Validation cohort.



(2) The ROC curves of the two cohorts for 1-, 2- and 3-year survival are plotted in Figure 3A.




Figure 3 | The ROC curves of the two cohorts for 1-, 2- and 3-year survival in all models. (A) Radiomic signature. (B) Clinical model. (C) Combined model. The numbers of patients who died after 1-, 2- and 3-year cut-off time were 78, 40 and 15 in the training cohort; the numbers were 37, 22, and 7 in the validation cohort.



(3) The C-index for mutated EGFR subgroup was 0.629 (95% CI, 0.476 to 0.782) in validation cohort; the C-index for wild type EGFR subgroup was 0.662 (95% CI, 0.537 to 0.787) in validation cohort. The AUCs of the subgroups for 1-, 2- and 3-year survival are shown in Table S2. Although there was no significant difference by the DeLong test in all pairs, the AUCs of wild type EGFR subgroup were superior to that of mutated EGFR subgroup for all cut-off time points.



Clinical Model Building and Validation

The variables with p values <0.05 in the univariate analysis, namely, ECOG, TKI-sensitive EGFR mutations (treatment methods), pleural invasion, and brain metastases, were entered into the multivariate analysis. The multivariate Cox proportional hazard model showed that all the entered factors were identified as independent predictors of OS (Table 2).


Table 2 | Univariate and multivariate analyses for clinical data.



For the clinical model, the C-indexes were 0.718 (95% CI, 0.669 to 0.766) in the training cohort and 0.698 (95% CI, 0.603 to 0.792) in the validation cohort. The ROC curves for the clinical model are depicted in Figure 3B. The comparison of AUCs for radiomic signatures and the clinical model are shown in Figure 4. In the validation cohort, although there was no significant difference by the DeLong test in all pairs, the AUC of the radiomic signature for 1-year prediction was inferior to that of the clinical model, but the 2-year prediction was superior to that of the clinical model. The prediction efficiencies of both models for 3-year survival were not satisfactory.




Figure 4 | Comparison of 1-, 2- and 3-year survival AUCs in all models. (A) Radiomic signature. (B) Clinical model. (C) Combined model. In the validation cohort, the AUC of the radiomics signature for 1-year prediction was inferior to that of the clinical model, but the 2-year prediction was superior to that of the clinical model. The combined model had the best AUCs in 2- and 3-year predictions.





Combined Model Construction and Validation

Clinical parameters with p <0.05 in the univariate Cox regression (ECOG, treatment methods pleural invasion and brain metastases) and Rad-score were included in the construction of the combined model using backward multivariate Cox regression (Table 3). The nomogram was showed in Figure 5.


Table 3 | Results of multivariate Cox regression for combined model.






Figure 5 | Nomogram for estimating the 1-, 2- and 3-year survival rates.



The C-indexes of the combined model were 0.799 (95% CI, 0.757 to 0.84) in the training cohort and 0.733 (95% CI, 0.656 to 0.81) in the validation cohort, which were higher than those of the other two models. ROC curves are delineated in Figure 3C. Figure 4C shows that the combined model improved the accuracy for 2- and 3-year survival predictions compared with the radiomics and clinical models. The calibration curves of the nomogram demonstrated good consistency between predicted and observed results (Figure 6).




Figure 6 | Calibration curves of the nomogram. (A) Training cohort. (B) Validation cohort.






Discussion

The present study explored whether a radiomic approach could be used to generate prognostic biomarkers of OS for advanced lung adenocarcinoma patients. Three models (radiomic signature, clinical model, and combined model) were constructed and compared. We found that the radiomic signature and clinical model had similar predictive performance in the validation cohort (C-index, 0.677 and 0.698), and they were mutually complementary for predicting 1- and 2-year survival. The combined model provided a better and balanced estimation (C-index, 0.733) in the validation cohort.

Many studies have attempted to utilize different features to “phenotype” tumor and predict the outcomes of patients with lung cancer (10, 15). Huang et al. found a correlation between radiomics biomarkers on CT and disease-free survival (DFS) in early stage (I or II) NSCLC and the C-index of the model was 0.72 (95% CI, 0.71 to 0.73) (16). Yang et al. developed a radiomic nomogram based on the 2D and 3D CT features which yielded a C-index of 0.731 (95% CI, 0.626 to 0.836) to predict the survival of NSCLC patients (17). Our study tried to construct a model to predict OS for patients with advanced (IIIB–IV) lung adenocarcinoma (C-index of combined model, 0.733, 95%CI, 0.656 to 0.81), who starved for a more accurate prediction to improve initial therapeutic regimens. Furthermore, we compared the accuracy of the radiomic model, clinical model and combined model in the prediction for 1-, 2- and 3-year survival and draw a conclusion that the optimal model should be selected according to the cut-off time points.

In our research, the clinical model had the peak accuracy in the 1-year prediction (AUC = 0.864, 95% CI, 0.697 to 1) because death from the existence of brain metastases (HR = 5.236, 95% CI, 2.924 to 9.376) and higher ECOG score (HR = 3.344, 95% CI, 2.193 to5.102) could occur quickly. The median OS for brain metastasis patients was only 8 months; the median OS for ECOG = 2 patients was only 9 months; however, 1 year later, when the impact of these factors weakened, the prediction accuracy of the clinical model fell sharply (AUC = 0.712, 95% CI, 0.573 to 0.853). The radiomic signature had complementary advantages in the 2-year prediction with clinical model (AUC = 0.774, 95% CI = 0.644 to 0.901); the combined model exhibited the best AUC for 2-year prediction (AUC = 0.82, 95% CI, 0.701 to 0.939).

There are different treatment methods in mutated EGFR group and wild type EGFR group (18), so generally, their prognosis was studied separately. However, many previous studies have shown that radiomic has a high accuracy in distinguishing wild and mutated EGFR NSCLC patients (19, 20), therefore, we combined two groups to increase the universality of the models. We also performed subgroup analysis which indicated that the radiomic signature own higher discrimination capacity for wild type EGFR group than mutated EGFR subgroup for all cut-off time points.

In contrast to findings in previous articles, TNM stage was not an independent risk factor in the clinical model in our study because the inclusion criteria were limited to stage IIIB and IV patients, whose OS times were not significantly different (median OS, 24 vs 19 months, p = 0.38).

Some limitations of this study have to be acknowledged. First, it was a retrospective study with a relatively small number of samples, which might cause instability in feature values (21); second, histologic grade and subtype were recognized prognostic factors (13, 22–24), but they were not tested in our study due to the unavailability of whole tumor specimens through transthoracic or transbronchoscopic biopsy (25); third, anti-PD-1/L1 monotherapy has already been approved by the US Food and Drug Administration (FDA) for treatment of patients with advanced lung adenocarcinoma (26), but it was not considered in our study. Future study with larger samples and anti-PD-1/L1 monotherapy is warranted.



Conclusion

The radiomic signatures and clinical factors have prognostic value for OS in advanced (IIIB–IV) lung adenocarcinoma patients. The results of the radiomic signature and the clinical model in predicting 1- and 2-year survival were complementary and the optimal model should be selected according to the cut-off time.
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Purpose

To develop and validate a radiomics nomogram for identifying sub-1 cm benign and malignant thyroid lesions.



Method

A total of 171 eligible patients with sub-1 cm thyroid lesions (56 benign and 115 malignant) who were treated in Yantai Yuhuangding Hospital between January and September 2019 were retrospectively collected and randomly divided into training (n = 136) and validation sets (n = 35). The radiomics features were extracted from unenhanced and arterial contrast-enhanced computed tomography images of each patient. In the training set, one-way analysis of variance and least absolute shrinkage and selection operator (LASSO) logistic regression were used to select the features related to benign and malignant lesions, and the LASSO algorithm was used to construct the radiomics signature. Combined with clinical independent predictive factors, a radiomics nomogram was constructed with a multivariate logistic regression model. The performance of the radiomics nomogram was evaluated by using the receiver operating characteristic (ROC) and calibration curves in the training and validation sets. The clinical usefulness was evaluated by using decision curve analysis (DCA).



Results

The radiomics signature consisting of 13 selected features achieved favorable prediction efficiency. The radiomics nomogram, which incorporated radiomics signature and clinical independent predictive factors including age and Thyroid Imaging Reporting and Data System category, showed good calibration and discrimination in the training (area under the ROC [AUC]: 0.853; 95% confidence interval [CI]: 0.797, 0.899) and validation sets (AUC: 0.851; 95% CI: 0.735, 0.931). DCA demonstrated that the nomogram was clinically useful.



Conclusion

As a noninvasive preoperative prediction tool, the radiomics nomogram incorporating radiomics signature and clinical predictive factors shows favorable predictive efficiency for identifying sub-1 cm benign and malignant thyroid lesions.





Keywords: nomogram, radiomics, computed tomography, thyroid imaging reporting and data system, thyroid lesions



Introduction

According to ultrasound (US) screening and autopsy studies, thyroid lesions, which mainly include benign lesions and thyroid cancer, are common diseases with a prevalence of 30%–67% in the general population (1, 2). Papillary thyroid microcarcinoma (PTMC) is a subtype of papillary thyroid carcinoma (PTC), which is defined by the WHO as having a maximum diameter of 1.0 cm or less (3, 4). In recent decades, the incidence of thyroid cancer has rapidly increased throughout the world (5–7), with PTMC accounting for half of new cases (3, 8, 9). Although PTMCs usually have an indolent course, 24%–63% of patients may develop cervical regional lymph node metastasis at presentation (10, 11). To avoid overtreatment of thyroid lesions, benign lesions should be accurately distinguished from malignant ones before performing a biopsy or surgical resection (8, 9, 12).

At present, the main methods used to diagnose thyroid lesions are US and US-guided fine-needle aspiration biopsy (US-FNAB) (13, 14). However, US examinations show a diagnostic sensitivity of only 27%–63% for detecting lesion malignancy and are highly dependent on radiologists’ experience (15). Previous studies have shown that different radiologists can make different diagnoses after reviewing the US images of the same thyroid nodule (16). US-FNAB has a sensitivity of 54%–90% and a specificity of 60%–98% in diagnosing PTMC, and it has a sensitivity of approximately 30% in detecting non-diagnostic and indeterminate lesions (17–19). The American Thyroid Association guidelines do not recommend biopsy for sub-1 cm lesions that are highly suspicious for PTC on US. No non-invasive method can effectively and reliably diagnose PTMC. Thus, the methods for diagnosing sub-1 cm thyroid lesions should be improved, and the need for biopsy and diagnostic surgery should be reduced.

Computed tomography (CT), a common imaging examination method, is of great auxiliary value in preoperatively evaluating and determining the extent, localization, and lymph node status of the tumor (20). However, most diagnostic information from CT is based on visual inspection by a radiologist, who may miss critical diagnostic information. Thus, conventional CT is not effective in diagnosing thyroid lesions, especially sub-1 cm ones (21). In recent years, radiomics, which is the quantitative analysis of a large amount of data in medical images by means of computer technology, has received increasing attention due to its improved diagnosis and prediction accuracy (22–27). When combined with other relevant clinicopathological variables, radiomics-derived data can produce a more accurate and robust evidence-based decision system (28). Although the radiomics features of CT images can be used to help radiologists identify benign and malignant thyroid lesions (29), to the best of our knowledge, no radiomics-based study has predicted sub-1 cm benign and malignant thyroid lesions.

Therefore, the present study aimed to develop and validate a radiomics nomogram that incorporates radiomics features and clinical risk factors for identifying sub-1 cm benign and malignant thyroid lesions.



Materials and Methods


Patients

This study was approved by the ethics committee of the Yantai Yuhuangding Hospital. The informed consent requirement was waived. Patients with thyroid lesions who were treated at Yantai Yuhuangding Hospital from January to September 2019 were consecutively collected according to the inclusion and exclusion criteria. The inclusion criteria were as follows: (1) the pathology of surgical specimens was certain; (2) the maximum diameter of the thyroid lesion was ≤1 cm; and (3) clinical, US, and CT data were complete. The exclusion criteria were as follows: (1) biopsy or resection had been performed before the US and CT examination, (2) patients suffering from other tumor diseases, (3) patients with Hashimoto’s thyroiditis, and (4) cases with artifacts or noise affecting image quality. Figure 1 shows the recruitment pathway of patients. A total of 171 fully eligible patients with sub-1 cm thyroid lesions met the criteria (mean age, 46.47 ± 11.03 years; range, 21 to 71 years) were included. The patients were divided into two sets at a ratio of 8:2 using computer-generated random numbers: training set (n = 136; mean age, 46.21 ± 11.18 years; range, 21 to 71 years) and independent validation set (n = 35; mean age, 47.46 ± 10.54 years; range, 25 to 63 years).




Figure 1 | Recruitment pathways for patients.



The clinical data of each patient were obtained by reviewing the medical records, including age, gender, Thyroid Imaging Reporting and Data System (TI-RADS) category, CT characteristics (maximum diameter, calcification, and location of nodule), free triiodothyronine (FT3), free thyroxine (FT4), and thyroid-stimulating hormone (TSH). Two senior radiologists reviewed all images and reassessed each lesion according to the 2017 American College of Radiology TI-RADS scoring criteria. The CT characteristics were re-examined and recorded by two radiologists with 10 years (Dr. A) and 8 years (Dr. B) of experience in the diagnosis of thyroid lesions. Any disagreements were resolved through negotiation to ensure accuracy and repeatability.



CT Image Acquisition

All patients underwent contrast-enhanced thyroid CT with a 64-slice spiral CT scanner (Siemens, Germany) or 256-slice spiral CT scanner (Philips, Netherlands). The exposure parameters for the CT scan were as follows: 120 kV, 300 effective mAs, scanning slice thickness 1.25 mm, pitch of 0.97, and matrix of 512 × 512. The scan range was from the skull base to the subclavian region. After unenhanced CT scanning, a contrast-enhanced CT scan was performed. Approximately 80–100 ml of nonionic contrast material (iopamidol, 320 mg/ml) was injected into the cubital vein at a rate of 3.5 ml/s, and then saline (30 ml) was injected at the same rate. Arterial-phase images were obtained at 30 s. All images were derived from the Picture Archiving and Communication System with the data format of Digital Imaging and Communications in Medicine. The images were imported into Radcloud (Huiying Medical Technology Co., Ltd.) and preprocessed. This process consisted of three steps, namely, standardization of the gray value of the region of interest (ROI), discretization of the gray level, and image resampling (30–32).



ROI Segmentation, Radiomics Feature Extraction, and Radiomics Signature Construction

Figures 2 and 3 present the radiomics workflow and study flowchart. The tumor ROI was manually segmented on the unenhanced and arterial contrast-enhanced CT images of the largest cross-sectional section. The manual segmentations were performed by Dr. A and Dr. B who were blinded to the pathologic results. Radiomics features (shape, firstorder, texture features) were extracted automatically from the ROIs of each image. ROI segmentation and radiomics feature extraction were performed using Radcloud (Huiying Medical Technology Co., Ltd.).




Figure 2 | Flowchart showing the process of radiomics. An example of imaging segmentation and features extraction for patients with malignant nodule. ROI segmentation is performed on unenhanced and arterial contrast-enhanced computed tomography images. Features are extracted from the ROI, including tumor shape, intensity and texture. ROI, region of interest.






Figure 3 | Study method flowchart.



Intra- and inter-class correlation coefficients (ICCs) were used to evaluate the intra- and inter-observer reproducibility of radiomics feature extraction. First, Dr. A and Dr. B randomly analyzed the images of 30 patients to evaluate the inter-class reproducibility. Two weeks later, Dr. A repeated the same procedure. An ICC greater than 0.8 indicates good agreement of the feature extraction. The remaining ROI segmentation was performed by Dr. A.

Then, one-way analysis of variance (ANOVA) and least absolute shrinkage and selection operator (LASSO) logistic regression were used to select the most useful predictive radiomics features from the training set. For the LASSO algorithm, the optimal penalization coefficient lambda (λ) was set by five-fold cross-validation, and radiomics features with non-zero coefficients within the training set were finally selected to construct the radiomics signature (33–35). The radiomics signature score (Rad-score) formula was generated using a linear combination of the selected features, which were weighted by their respective coefficients. Then, the Rad-score was calculated for each patient using this formula to compare the significant difference between the Rad-score of sub-1 cm benign and malignant lesions in the training and validation sets (Mann–Whitney U test). The predictive efficiency of the radiomics signature was quantified by using the area under the receiver operating characteristic (ROC) curve (AUC) in the training and validation sets.



Clinical Predictive Factors Selection and Radiomics Nomogram Construction

One-way ANOVA and multivariate logistic regression were performed to select independent predictive factors related to the identification of benign and malignant thyroid lesions, including clinical characteristics and Rad-score in the training set. Then, a radiomics nomogram was constructed on the basis of the multivariate logistic regression model.



Performance of the Radiomics Nomogram

ROC curves were plotted to assess the discrimination performance of the radiomics nomogram for sub-1 cm benign and malignant lesions. The calibration performance of the radiomics nomogram was evaluated by using calibration (agreement between the observations and the predicted malignant probability) curve. The main and ultimate purpose of using the nomogram is to combine the research results with clinical decisions so as to maximize patient benefit. However, discrimination and calibration could not capture the clinical consequences of a particular level of discrimination or degree of miscalibration. Therefore, decision curve analysis (DCA) was conducted to determine the clinical usefulness of the radiomics nomogram by quantifying the net benefits at different threshold probabilities in the validation set (net benefit is defined as true-positive rate minus false-positive rate, weighted by the relative harm of false-positive and false-negative results).



Statistical Analysis

All statistical analyses were performed using R software 3.5.3 and Python 2.7 software. Continuous data are reported as mean ± standard deviation or median (interquartile range). Categorical data are reported as numbers (%). All the levels of statistical significance were two-sided, and P-values < 0.05 were considered significant. The “SelectKBest” and “LassoCV” in Scikit-learn were used for selecting radiomics features. The “glm” function was used for multivariate logistic regression analysis. The “glmnet” package was used for LASSO logistic regression. The “vioplot” package was used to plot the violin diagram. The “Hmisc” package was used to draw the radiomics nomogram. The “pROC” package was used to plot the ROC curves and measure the AUCs. The “rms” package was used to plot the calibration curves. The “rmda” package was used to perform DCA.




Results


Clinical Characteristics

The clinical characteristics of patients in the training and validation sets are summarized in Table 1. No significant differences were found between the training and validation sets in terms of gender, TI-RADS category, CT characteristics (maximum diameter, calcification, and location of nodule), age, FT3, FT4, TSH, or pathology (P > 0.05).


Table 1 | Clinical characteristics of patients in the training and validation sets.





Construction of Radiomics Signature

In the training set, a total of 1409 radiomics features were extracted from each CT image. Favorable inter-observer and intra-observer reproducibility of feature extraction was achieved with intra-observer ICCs ranging from 0.856 to 0.914 and inter-observer ICCs ranging from 0.817 to 0.897. Then, 13 non-zero coefficient features associated with benign and malignant lesions were selected after using the ANOVA and LASSO algorithms (Figures 4A, B and Table 2), which included one morphological feature, six first-order features, and six texture features. Rad-score of each lesion was calculated by the 13 radiomics features. The results showed that the Rad-scores (median [interquartile range]) of the malignant lesions and benign lesions were significantly different (0.02 [-0.06 to 0.10] vs. -0.07 [-0.12 to 0.00], respectively, P < 0.05, Mann–Whitney U test); this difference was confirmed in the validation set (0.07 [-0.03, 0.15] vs. 0.03 [-0.08, 0.01], respectively, P < 0.05). The violin distribution of Rad-scores for benign and malignant lesions in the training and validation sets is presented in Figures 4C, D.




Figure 4 | Computed tomography (CT) image features selection using one-way analysis of variance (ANOVA) and the least absolute shrinkage and selection operator (LASSO) logistic regression model in the training set. (A) The five-fold cross-validation and the minimal criteria process was used to generate the optimal penalization coefficient lambda (λ) in the LASSO model. The vertical line define the optimal values of λ, where the model provides its best fit to the data. The optimal λ value of 0.165 with -log (λ) =1.8 was selected. (B) LASSO coefficient profiles of the radiomics features. The vertical line was drawn at the value selected using five-fold cross-validation, where optimal λ resulted in 13 nonzero coefficients. Violin distribution of Rad-score for benign and malignant nodules in the training (C) and Validation (D) Sets. Green violin plots show data distribution of benign nodules, blue ones data distribution of malignant nodules. In each violin plot, the white point represents the median value of each group; the vertical black line represents the range.




Table 2 | Radiomics features selected in ANOVA and LASSO regression analysis.





Construction of Radiomics Nomogram

After performing one-way ANOVA and multivariate logistic regression, age, TI-RADS category, and Rad-score were identified as final predictors of sub-1 cm thyroid malignancy. A radiomics nomogram incorporating these three predictors was constructed (Figure 5).




Figure 5 | Radiomics nomogram for the prediction of benign and malignant thyroid nodules of sub-1cm.





Performance of Radiomics Nomogram

Figures 6A, B show the ROC curves of the nomogram, Rad-score, and clinical prediction model in the training and validation sets. The results of AUCs for the nomogram, Rad-score, and clinical prediction model were 0.853 (95% confidence interval [CI]: 0.797, 0.899), 0.742 (95% CI: 0.676, 0.801), and 0.813 (95% CI: 0.752, 0.864) in the training set and 0.851 (95% CI: 0.735, 0.931), 0.707 (95% CI: 0.574, 0.818), and 0.775 (95% CI: 0.648, 0.873) in the validation set, respectively. The sensitivity and specificity of three models in the training and validation sets were exhibited in the Table 3, which showed the radiomics nomogram had good discrimination efficiency. Figure 6C illustrates the calibration curve of the radiomics nomogram. The calibration curve showed good calibration in the training set. The favorable calibration of the radiomics nomogram was confirmed with the validation set (Figure 6D). DCA was used to assess the clinical usefulness of the radiomics nomogram, radiomics signature, and clinical prediction model in the validation set (Figure 7). If the threshold probability of clinical decision was between 0.0 and 1.0,using the nomogram to predict malignancy provided more benefit than either the treat-all (assuming all lesions were malignant) or treat-none strategy (assuming all lesions were benign). Moreover, the use of radiomics nomograms to predict malignancy provided more net benefit than the use of the radiomics signature alone or clinical prediction model alone.




Figure 6 | Receiver operating characteristic (ROC) curves of the nomogram (red lines), Rad-score model (brown lines) and clinical model (blue lines) in the training (A) and validation (B) sets, respectively. Calibration curves of the nomogram in the training (C) and validation (D) sets, respectively. The diagonal dotted line represents an ideal prediction, while the solid lines represent the performance of the nomogram. Closer fit to the diagonal dotted line indicates a better prediction.




Table 3 | Predictive performance of three models.






Figure 7 | Decision curve analysis (DCA) of each model derived from the validation set. The y-axis measures the net benefit. The x-axis shows the corresponding risk threshold. The grey line represents the assumption that all lesions were malignant. The black line represents the assumption that all nodules were benign. If the threshold probability was more than 40%, using the nomogram to predict malignancy added more benefit than the Rad-score model (red line) and clinical model (blue line).






Discussion

In recent years, the morbidity of PTMC has dramatically increased. Studies have shown that some PTMCs can be associated with highly aggressive histological variants and even exhibit early localized invasion or lymph node and distant metastasis (36–39). Unfortunately, the accuracy of diagnosing PTMC is inefficient, resulting in a proportion of patients being mistreated or misdiagnosed. In the present study, the potential ability of CT-based radiomics for identifying sub-1 cm benign and malignant thyroid lesions was discussed. Our results indicated that the radiomics nomogram combined with radiomics signature and clinical risk factors could preoperatively predict small thyroid lesions with good performance.

To construct the radiomics signature, a LASSO logistic regression model was used to reduce the radiomics features. This method is widely used in discriminating benign and malignant lesions (37, 40, 41), and it is designed to avoid overfitting (42, 43). In our study, 13 radiomics features were finally selected as the most closely related features to the sub-1 cm thyroid lesion status, including 1 shape feature, 6 first order statistics features, 2 gray level dependence matrix (GLDM)-derived texture features, 2 gray level run-length matrix (GLRLM)-derived texture features, and 2 gray level size zone matrix (GLSZM)-derived texture features. Among them, sphericity accounted for the greatest weighted, indicating that the shape feature of the lesion may be the most important feature affecting the diagnosis of sub-1 cm benign and malignant thyroid lesions. Several studies have shown that shape features differentiate benign and malignant lesions on the basis of CT scans (44–46). At the same time, sphericity was inversely correlated with the radiomics signature, which is consistent with the findings of Limkin et al. (47). The radiomics signature based on unenhanced and arterial contrast-enhanced CT images showed good discrimination ability in the training (AUC: 0.742) and validation sets (AUC: 0.707).

It is well known that US and US-FNAB have significant advantages in determining thyroid lesions, but Zhang et al. (48) found that the sensitivity, specificity, and AUC of US in identifying PTMC were only 0.684, 0.771 and 0.728, which means that the diagnostic ability of US in PTMC is varies greatly. On the other hand, US-FNAB did show a greater advantage in the diagnosis of PTMC, Gao et al. (49) showed that the sensitivity, specificity, and AUC of US-FNAB in identifying PTMC were 0.988, 0.905, and 0.947, respectively. As a contrast, in our study, the sensitivity, specificity, and AUC of the nomogram model were 0.775, 0.790, and 0.851, respectively. However, CT is a more objective and non-invasive option.

The present study indicated that age and TI-RADS category were significant predictive factors. However, whether age is one of the important clinical risk factors of PTC still remains to be elucidated. Chen et al. (50) recently provided evidence that age, margin, shape, echogenic foci, echogenicity, and nodule halo sign are independent risk factors, whereas Liang et al. (51) reported that age has no significant relevance with PTC diagnosis.

The present study has several strengths. First, an independent validation set was used to verify the discrimination ability of the nomogram model. The results also had good diagnostic ability (AUC: 0.851), which demonstrates that the nomogram model has good generalization ability. However, the previous study failed to determine the usefulness of the radiomics nomogram in the clinical setting (52, 53). Hence, DCA was used to assess whether the radiomics nomogram could improve individual benefit. The results showed that if the threshold probability was more than 0, the predictive ability of the radiomics nomogram was more favorable than that with or without patient treatment. To improve the feature recognition rate, the gray value of ROI was standardized, discretized, and resampled. It effectively improved the repeatability of the research results. Finally, to comprehensively reflect the radiomics features of PTMC, unenhanced and arterial contrast-enhanced CT images were extracted for radiomics analysis.

This study has several limitations. First, bias is inevitable as the present study is retrospective in nature. Prospective studies are needed to control for confounding variables. Second, this study utilized a single center and had a small sample size. A large sample size and multiple centers are needed to improve the efficiency of the model. Third, a manual method is applied to image segmentation. Although manual segmentation is the gold standard, it may increase the variability of feature extraction. To avoid this disadvantage, the consistency of feature extraction was validated by using ICC.

In conclusion, this study presents a noninvasive predictive tool that incorporates CT radiomics signature and clinical risk factors. The radiomics nomogram shows favorable predictive accuracy in identifying sub-1 cm benign and malignant thyroid lesions. Multicenter retrospective validation and prospective randomized clinical trials should be performed in subsequent studies to obtain high-level evidence for the clinical application of this nomogram.
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Background

Histological grade is one of the most important prognostic factors of endometrial carcinoma (EC) and when selecting preoperative treatment methods, conducting accurate preoperative grading is of great significance.



Purpose

To develop a magnetic resonance imaging (MRI) radiomics-based nomogram for discriminating histological grades 1 and 2 (G1 and G2) from grade 3 (G3) EC.



Methods

This was a retrospective study included 358 patients with histologically graded EC, stratified as 250 patients in a training cohort and 108 patients in a test cohort. T2-weighted imaging (T2WI), diffusion-weighted imaging (DWI) and a dynamic contrast-enhanced three-dimensional volumetric interpolated breath-hold examination (3D-VIBE) were performed via 1.5-Tesla MRI. To establish ModelADC, the region of interest was manually outlined on the EC in an apparent diffusion coefficient (ADC) map. To establish the radiomic model (ModelR), EC was manually segmented by two independent radiologists and radiomic features were extracted. The Radscore was calculated based on the least absolute shrinkage and selection operator regression. We combined the Radscore with carbohydrate antigen 125 (CA125) and body mass index (BMI) to construct a mixed model (ModelM) and develop the predictive nomogram. Receiver operator characteristic (ROC) and calibration curves were assessed to verify the prediction ability and the degree of consistency, respectively.



Results

All three models showed some amount of predictive ability. Using ADC alone to predict the histological risk of EC was limited in both the cohort [area under the curve (AUC), 0.715; 95% confidence interval (CI), 0.6509–0.7792] and test cohorts (AUC, 0.621; 95% CI, 0.515–0.726). In comparison with ModelADC, the discrimination ability of ModelR showed improvement (Delong test, P < 0.0001 for both the training and test cohorts). ModelM, established based on the combination of radiomic and clinical indicators, showed the best level of predictive ability in both the training (AUC, 0.925; 95% CI, 0.898–0.951) and test cohorts (AUC, 0.915; 95% CI, 0.863–0.968). Calibration curves suggested a good fit for probability (Hosmer–Lemeshow test, P = 0.673 and P = 0.804 for the training and test cohorts, respectively).



Conclusion

The described radiomics-based nomogram can be used to predict EC histological classification preoperatively.





Keywords: endometrial carcinoma, histological grade, radiomics, apparent diffusion coefficient, nomogram



Introduction

Endometrial carcinoma (EC) ranks sixth in terms of both morbidity and mortality amongst malignancies that affect women worldwide, with 320,000 new cases and 90,000 deaths occurring per year (1). Traditionally, the incidence of the disease has been higher amongst postmenopausal women, although, more recently, a trend of increasing disease rates amongst younger women has been observed (2). Studies to date have shown that, in addition to the tumor stage, the pathological grade of the tumor is also one important factor influencing its treatment. Conservative therapy with progestins can be adopted only when the disease is confined to the endometrium and the cancer is a well-differentiated [histological grade 1 (G1)] endometrioid adenocarcinoma (3). Less than 1.4% of low-risk EC cases [G1 and histological grade 2 (G2)] exhibited lymph node metastasis, while the rate of lymph node metastasis increases to nearly 6.4% amongst high-risk EC cases [histological grade 3 (G3)] (4). The 2009 International Federation of Obstetrics and Gynecology (FIGO) staging system did not consider the role of histopathological types in patient surgical plan and prognosis. Therefore, the system is limited in risk assessment for some non-endometrioid EC (5). To overcome this deficiency, the 2014 FIGO guidelines were revised to suggest that non-endometrioid EC should be treated as G3 tumors with para-aortic lymph node dissection (6). In 2015, the European Society of Medical Oncology also recommended that lymph node dissection should not be performed in low-risk patients (G1 or G2, with muscular invasion ≤50%), while systematic pelvic and para-aortic lymph node dissection should be recommended in high-risk patients (G3, with muscular invasion >50%) (7). While dilatation and curettage (D&C) or hysteroscopy can suggest the histological grade before surgery, such invasive examinations are painful, carry risks of bleeding and infection and still exhibit a certain probability of missed diagnosis or misdiagnosis; thus, the final accurate degree of tumor pathological differentiation is determined surgically (8–10). In addition, more importantly, the result of D&C is greatly affected by the operator’s experience which may result in an inadequate surgical resection. Developing non-invasive methods to accurately determine tumor grade before surgery would be of great significance, helping to alleviate patients’ pain, facilitate surgical planning in advance and reduce rates of under- and overtreatment.

While conventional magnetic resonance imaging (MRI) can assist with determining the presence and depth of the muscular infiltration of EC, its capacity to predict the preoperative histological grade of a tumor is limited (11). In the past 10 years, advances in radiomic technology have made it possible to deeply explore the biological nature of images and make up for the deficiency of subjective observation. Through a large amount of data extracted from medical images and high-throughput quantitative analysis, high-fidelity target information can be compiled to comprehensively evaluate tumor heterogeneity in space and time (12). An increasing number of scholars are paying attention to imaging radiomics, which has been widely used in the preoperative diagnosis, grading, treatment sensitivity assessment and postoperative survival prediction in patients with brain stromal tumors, lung cancer, colorectal cancer and nasopharyngeal cancer, thus accelerating clinical and translational research in oncology (13–16). Previous researchers extracted and analysed the radiomic features of MRI unenhanced as well as enhanced MRI and postulated that the omics parameters could be used to accurately assess both lymph node metastasis and lymph vascular space invasion (LVSI) in EC, supporting radiologists’ efforts in making a correct diagnosis (17, 18). Diffusion weighted imaging (DWI) is a functional imaging technique that has been studied for histological assessment of tumors and there have been studies combining the role of DWI and diffusion tensor imaging (DTI) for preoperative prediction of the tumor pathology (19). In the present study, we extracted and selected radiomic features from T2-weighted imaging (T2WI); ADC mapping and arterial, venous and delayed dynamic contrast-enhanced (DCE)-T1WI images; established a nomogram by combining carbohydrate antigen 125 (CA125) and body mass index (BMI) and compared such with DWI-based ADC model. With this, we ultimately aimed to establish a more accurate prediction model for EC histological grading that can provide support for treatment method selection.



Materials and Methods


Subjects

This retrospective study that incorporates anonymous data was approved by the Ethics Committee of our hospital and the need for informed consent was waived. A total of 421 cases of EC diagnosed by pathology assessments after surgical resection seen at our hospital from January 2010 to January 2020 were identified as initially eligible for inclusion. All patients underwent MRI plain and DCE assessments before surgery. All patients with EC underwent postoperative tissue differentiation classification (i.e., stratification as G1, G2 or G3, as detailed below). The inclusion criteria for this study were as follows: (1) having undergone MRI within two weeks before tumor resection and (2) did not receive chemoradiotherapy or targeted therapy before MRI. The exclusion criteria were: (1) presence of endometriosis or submucosal myoma regardless of whether the parameter measurement was affected, (2) presence of other malignant tumors and (3) presence of serious MRI image artefacts affecting the ability to perform parameter measurement. Finally, 358 patients were included in this study and were divided into the training (n = 250) and test (n = 108) cohorts according to a randomisation method at a ratio of 0.7 to 0.3 (Figure 1).




Figure 1 | Recruitment pathway for patients in this study. EC, endometrial cancer; Low-risk= G1+G2, high-risk= G3 and non-endometrial carcinoma.





MRI Examination

In this study, pelvic MRI scans were acquired on a 1.5-Tesla Siemens Avanto MRI system (Siemens, Munich, Germany) equipped with an eight-channel body coil. Patients were asked to fast 4 to 6 hours prior to imaging and void before the scan to reduce motion artefacts. The scanning area ranged from the antero-superior iliac spine to the symphysis pubis. The MRI protocol included the pelvic sagittal, coronal, and axial oblique views (perpendicular to the long axis of the uterus). The scanning sequence included the sagittal, coronal, and axial fat-saturation T2WI; axial DWI and axial three-dimensional (3D) volumetric interpolated breath-hold examination (3D-VIBE); sagittal 3D-VIBE. DWI was acquired by echo-planar imaging (b-value = 0, 800 s/mm2). During the axial and sagittal 3D-VIBE scan, the patient was asked to hold their breath at the end of the exhaled condition to reduce the collection of breathing movement artefacts. Before the contrast agent gadolinium diethylenetriamine penta-acetic acid (Gd-DTPA; Bayer Healthcare Pharmaceuticals, Berlin, Germany) was injected, the axial mask image was scanned; thereafter, Gd-DTPA was injected into the cubital vein using a high-pressure syringe (Spectris MR injection system, Medrad Inc., Warrendale, PA, USA) at a dosage of 0.2 mmol/L/kg. Axial images in the arterial, venous and delayed phases were collected at 25, 60 and 180 seconds after the injection of Gd-DTPA. The sagittal 3D-VIBE images were collected after the collection of images in the delayed phases. The specific MRI parameters are shown in Table 1.


Table 1 | MRI protocol for GIST.





Histological Diagnosis

EC is primarily graded by the tumor architecture, with those having 5% or less of solid growth considered to be G1 tumors, those with between 6% and 50% of solid growth considered to be G2 tumor and those with more than 50% of solid growth considered to be G3 tumors (20, 21). G1 and G2 endometrioid adenocarcinomas were classified as low-risk EC, while G3 or non-endometrioid carcinomas (e.g., clear cell adenocarcinoma, serous adenocarcinoma) were classified as high-risk EC, suggesting a poorer prognosis (22).



Clinical Data

The clinical indicators in this study for analysis were age, BMI, and serum CA125 levels. In clinical practice, BMI is quickly calculated to make an initial assessment of whether a patient is overweight or obese and people focus more on the presence or absence of an abnormal BMI, rather than its specific value. Therefore, BMI was converted into ranked data in this study. Normal weight was suggested by a BMI of 18.5–24 kg/m2, overweightness by a BMI of 24–28 kg/m2 and obesity was by a BMI of greater than 28 kg/m2. Low-weight patients with BMIs of less than 18.5 kg/m2 were not included in this study as this may have been due to cachexia caused by malignant tumors. The CA125 level was detected by chemiluminescence microparticle immunoassay (Cobas 8000 E602; Roche Holding AG, Basel, Switzerland). Univariate analysis, using a chi-squared test or student’s t test respectively, was conducted to assess differences in BMI and CA125 between the two groups. The analysis was performed in the X&Y software (X&Y Solutions, Inc., Boston, MA, USA).



3D Segmentation and Radiomic Feature Extraction

First, images in Digital Imaging and Communications in Medicine format were downloaded from the PACS system of our hospital for analysis. Subsequently, the ITK-SNAP software (https://www.itksnap.org, version 3.6.0) was applied by two radiologists with five years of pelvic MRI diagnosis experience each who were not aware of the histological grading and clinical data of the tumor under review. The boundary of each tumor was delineated layer by layer on each image, considering necrosis, cystic lesions and bleeding areas inside the tumor during the delineation and 3D segmented tumor images were finally obtained. We then saved the segmented images and import them into the Pyradiomics toolkit (https://www.pypi.org/project/pyradiomics/, version 3.0), which was designed to facilitate the extraction of radiomic features running in the Python environment (https://www.python.org, version 2.7.0). The extracted radiomic features included first-order features (n = 18), grey-level co-occurrence matrix features (n = 22), grey-level dependence matrix features (n = 14), grey-level run-length matrix features (n = 16), grey-level size-zone matrix features (n = 16) and shape-based features (n = 14), for a total of 100 radiomic parameters. Figure 2 presents a T2WI image of a patient with a low-risk EC profile as an example and describes the extraction process of the relevant radiomic features. More information about the texture feature-extraction methodology can be found in Supplementary Method S1. Next, the intra-class correlation coefficient (ICC) of the extracted radiomic parameters assigned by the two radiologists were calculated to evaluate the agreement of the data. An ICC of greater than 0.75 was considered to suggest good agreement.




Figure 2 | Radiomics workflow of model construction. (A) MR images segmentation. First, the boundary of tumor was delineated layer by layer on each image, considering necrosis, cystic lesions and bleeding areas inside the tumor during the delineation and 3D segmented tumor images were finally obtained using ITK-SNAP. (B) Radiomics features extraction. According to the segmentation image, a total of 100 parameters of 6 types were extracted from each set of images. (C) Radiomics features selection. After the parameters were normalized and dimensionality reduced, the characteristic parameters were selected and classified by LASSO regression. (D) Model establishment. Combined with two clinical indicators of location and size, nomogram was developed to establish a preoperative evaluation model, and its diagnostic efficacy was evaluated by ROC analysis.





Statistical Analyses


Establishment of the ADC Model

On the postprocessing workstation of the Siemens MRI system (Leonardo 3682), ADC values of tumor parenchyma were manually measured by outlining circular regions of interest (ROI). Based on the actual size of tumors, the size range of ROI was 2.3cm2 to 14.1cm2 and the average was 6.1cm2 (Supplementary Figure 1). Special attention was given to avoid areas of cystic degeneration, necrosis and bleeding while including as much tumor parenchyma as possible. The above ADC value measurements were performed by the two radiologists mentioned above in section 2.5 of Materials and methods. Intra-group correlation coefficients (ICC) of the measurements were calculated after the procedure. An ICC of greater than 0.75 was considered to suggest good agreement. Univariate analysis, using a student’s t test, where appropriate, was conducted to assess differences in ADC values between the two groups. A binary logistic regression analysis was subsequently applied to build the ADC value model. The analysis was performed in the X&Y software.



Selection of Radiomic Features and Establishment of the Radiomic Model

The ‘normalise’ module in the FeAture Explore program (FAE, https://github.com/salan668/FAE, version 0.2.2) on Python (https://www.python.org; version 3.5.4) was used to normalise all radiomic parameters and thus eliminate the impact of the magnitude difference between different parameters to make the subsequent analysis results more reliable. Specifically, ‘normalise to unit with 0-centre’ was used to normalize the data in order to reduce large differences in the values of the different radiomics characteristics. Then, Pearson’s correlation coefficient was calculated. When the coefficient is larger than the threshold value (currently the default is 0.86), one of them is removed randomly. Through this method, dimensionality was reduced and similar characteristic parameters were removed. The methods of normalisation and dimensionality reduction adopted in this study are reported in the Supplementary materials (Supplementary Method S2). Subsequently, the least absolute shrinkage and selection operator (LASSO) regression module provided by the X&Y software based on the R software (https://www.r-project.org, version 3.4.3; The R Foundation for Statistical Computing, Vienna, Austria) was used for selecting the radiomic features most closely related to tumor histological grading. The complexity of LASSO regression model is controlled by the parameter λ. The larger the λ, the more refined the model is. λ is screened by 10 folds cross-validation. In the cross-validation method, the data will be divided into 10 equal fractions. First, the whole data will be fit and lambda sequence will be generated. Then, one fraction will be excluded each time, and the remaining nine fractions will be used for validation, and the average and standard deviation of any error acquired in 10 validations will be calculated. Finally, two models are produced. One is based on λmin, that is, λ when the mean value of the error is the minimum; the other is based on λ1-SE, that is, the maximum lambda of the error mean within 1 standard error of the minimum value. In this study, we chose the latter as the final model, because the latter included fewer radiomic parameters and the model was more refined. Based on the regression coefficient of the LASSO model and selected parameters, the Radscore of the training and test cohorts was calculated and the radiomic model (ModelR) was established based on the Radscore of the training cohort.



Development of a Radiomic Nomogram and Comparison of Different Models

A receiver operator characteristic (ROC) curve was drawn by MedCalc (https://www.medcalc.org/, version 18.9; MedCalc Software BVBA, Ostend, Belgium). The area under the curve (AUC) was then adopted to compare the diagnostic efficacy between the ADC, radiomic and hybrid models, respectively. Further, differences in the AUC values between the three models were assessed using the Delong test (23). After combining the Radscore with BMI and CA125, logistic regression analysis could be carried out to establish a mixed model (ModelM). Thereafter, we developed the nomogram of the mixed model to provide a quantitative guidance tool for the clinical diagnosis of tumor classification. The calibration of the radiomics-based nomogram was assessed using calibration curves. The calibration effect was evaluated with the Hosmer–Lemeshow test. Also, internal validation was performed with bootstrapping to correct for optimism of the model (24).





Results


Clinical Characteristics

Amongst the study findings, there were no significant differences in the distribution for age, BMI or CA125 amongst low- and high-risk cases in the two test cohorts (i.e., all Pa and Pb values were greater than 0.05), supporting the randomness and equilibrium of data allocation between the two cohorts. Patient characteristics in the training and test cohorts, respectively, are provided in Table 2. There was no significant difference in age between low- and high-risk patients (P = 0.517 and P = 0.729 for the training and test cohorts, respectively). However, the BMI distribution was different, with the proportions of overweight and obese individuals in the high-risk group being significantly higher than those in the low-risk group (P < 0.0001 for the training and test cohorts) (Table 2). Further, the serum CA125 level of high-risk patients was higher than that of the low-risk patients (P < 0.0001 and P = 0.035 for the training and test cohorts, respectively).


Table 2 | Patient characteristics in the training and test cohorts.





Diagnostic Performance of the ADC Value

The ICC of the ADC value as measured by the two radiologists was approximately 0.963–of note, this value is greater than 0.75, suggesting good consistency between the two testers. Meanwhile, the ADC values of the high-risk populations in the training and test cohorts were 0.85 ± 0.38 and 0.90 ± 0.32, respectively, which were significantly lower than those of the low-risk populations in the two cohorts (1.14 ± 0.38 and 1.05 ± 0.32; P < 0.0001 and P = 0.015). The identification ability of the ADC value to discern EC cases of different pathological risk levels was evaluated by ROC curve drawing. The AUCs of the ADC value were 0.715 [95% confidence interval (CI), 0.6509–0.7792; sensitivity, 61.0%; specificity, 74.2%; Supplementary Table 1] and 0.621 (95% CI, 0.515–0.726; sensitivity, 43.1%; specificity, 79.0%; Supplementary Table 2) for the training and test cohorts, respectively (Figure 3).




Figure 3 | (A) Receiver operating characteristic (ROC) of different models in the training cohort. (B) ROC of different models in the test cohort. (C) Nomogram for predicting risk classification of EC. The nomogram was built in the training cohort with the Radscore, BMI and CA125. The probability of each predictor can be converted into scores according to the first scale points at the top of the nomogram. After adding up the scores of these predictors in total points, the corresponding prediction probability at the bottom of the nomogram is the malignancy of the tumor.





Diagnostic Performance of the Radiomic Features

We extracted radiomic features from the final study group of 358 patients, with each having 5 sets of different MRI sequence images and with 500 parameters extracted from each patient. An ICC value of less than or equal to 0.75, which is considered to suggest poor parameter stability, should generally not be included in the regression equation analysis. According to this standard, a total of 190 parameters were excluded. Amongst the remaining 310 parameters, according to the 1 standard error of the minimum criteria (the 1-SE criteria), a log(λ) value of −3.107 was chosen (10-fold cross-validation, 1-SE criteria). Then the following three radiomic features with nonzero coefficients were deemed by LASSO regression to be of value in the tumor classification (Figure 4): LargeDependenceLowGreyLevelEmphasis@Venous, Maximum2DDiameterColumn@ADC and LowGreyLevelZoneEmphasis@ADC. According to the coefficients of the LASSO regression, the equation can be realised as follows:




Figure 4 | (A) LASSO coefficient profiles of the clinical parameters in ModelR. (B) Binomial deviance profiles of the texture features in ModelR. According to the 1 standard error of the minimum criteria (the 1-SE criteria), a log(λ) value of −3.107 was chosen (10-fold cross-validation, 1-SE criteria).



Radscore = −1.3103 * LargeDependenceLowGreyLevelEmphasis@Venous + 0.03765 * Maximum2DDiameterColumn@ADC + 866.53184 * LowGreyLevelZoneEmphasis@ADC. The radiomic model was established according to the Radscore and the ROC curve was drawn. Here, the AUC of the model was 0.870 (95% CI, 0.828–0.913; sensitivity, 72.0%; specificity, 85.6%; Figure 3 and Supplementary Table 1). In comparison with ModelADC, per the Delong test, it was found that the AUC of ModelR was greater than that of ModelADC (P < 0.0001 for the training and test cohorts).



Radiomic Nomogram Construction and Comparing the Performance of the Different Models

According to the above results, BMI and CA125 may constitute independent risk factors for predicting the histological risk. These two clinical indicators were combined with the Radscore to establish ModelM and the nomogram was drawn. The AUC for the training cohort was 0.925 (95% CI, 0.898–0.951; sensitivity, 88.8%; specificity, 81.5%; Supplementary Table 1), which was greater than that of the radiomic model. However, in the test cohort, there was no statistically significant difference between the AUC of ModelM and ModelR (P = 0.317), though this outcome may be related to the small sample size of the test cohort. The difference between the predicted results of ModelM and the gold standard was evaluated by plotting the calibration curves of the training and test sets (Figure 3). The calibration curves suggested good fitness for probability (Hosmer–Lemeshow test, P = 0.673 and P = 0.804 for the training and test cohorts, respectively). Figure 5 presents the tumor risk classification score calculated by the model and suggests that it has a good level of ability to classify the low-risk and high-risk EC.




Figure 5 | (A, B) The calibration curve in the training cohort (A) and test cohort (B). The calibration curve depicted the agreement between the predicted risk classification score and the actual results confirmed by confirmed by examination. The red line represents an ideal prediction, and the black line represents the predictive performance. The closer the fit of the black line to the ideal line, the better the prediction. (C) Patient risk classification score output, while green bars show scores for those who were in low-risk group and red bars show that in high-risk group.






Discussion


The Ability of ADC Alone to Predict the Histological Risk of EC Is Limited

Although the ADC value of the high-risk group was lower than that of the low-risk group in this study, it was found by ROC analysis that ModelADC, which was constructed by applying the ADC value alone, exhibited only limited efficiency in predicting the EC histological grade. The ADC value is a functional imaging indicator commonly employed clinically to reflect the diffusion of water molecules in tissues and it has been widely adopted for the assessment of pathological grades of breast cancer, rectal cancer and other tumors (25, 26). Typically, the lower the degree of differentiation of tumor tissues, the larger the nucleus, the greater the number of organelles, the more obvious the nuclear atypia and the larger the nucleo-plasmic ratio. In addition, the cells of high-risk tumors are larger, more numerous and more densely packed than those of low-risk tumors. The above factors are believed to culminate in the restriction of the diffusion movement of water molecules inside and outside poorly differentiated tumor cells.

One previous study suggested that the combination of whole-tumor volume and ADC can be used for predicting tumor grade (27). However, the diagnostic value of DWI with quantitative analysis of ADC remains controversial. Rechichi et al. observed that the ADC value in EC did not display a significant relationship with tumor grade, depth of myometrial invasion or presence of lymph node metastasis (28). The ADC value can only reflect the average water diffusion in a tumor and the underuse of complex signal information from within the tumor tissue leads to an insufficient understanding of the heterogeneity in the tumor. In this study, we found that adopting ADC alone is less effective in predicting its classification. Therefore, to successfully dig deep into a large amount of imaging data gleaned from inside the tumor via different angles and to improve the ability to identify EC of different risk levels, radiomics was adopted in this study to analyse ADC, T2WI and DCE-T1WI MRI scans.



Radiomics Can Better Reveal the Histological Difference of EC When Compared With ADC

Current imaging radiomic technology can automatically identify and extract medical image features and transform them into image feature data that can be mined through automated high-throughput algorithms. Although radiomics operates from a more macroscopic perspective than genomics or histological markers, the indicators in this field remain good indicators of intra-tumor heterogeneity (29). Heterogeneity is an important biological characteristic of malignant tumors and manifests as inconsistencies in tumor cell density, microvascular density, cell proliferation and apoptosis. Tumor heterogeneity occurs due to changes in the tumor microenvironment caused by mutations in malignant tumor genes, which not only lead to abnormal cell proliferation and apoptosis but also to the appearance of abnormal vascular structures (30). Abnormal tumor angiogenesis may result in hypoxia in tumor areas, increase the local stromal hydrostatic pressure and raise the risks of tumor invasion and metastasis (31). Therefore, radiomics is a potential method to predict the histological grade and prognosis of tumors.

In this study, 3 features were finally determined from amongst 310 features by LASSO regression to have the closest relationship with tumor risk: LargeDependenceLowGreyLevelEmphasis@Venous, Maximum2DDiameterColumn@ADC and LowGreyLevelZoneEmphasis@ADC. One of the above three indicators is related to venous-phase enhancement of the tumor, while the other two are related to ADC images. LargeDependenceLowGreyLevelEmphasis@Venous measures the joint distribution of large dependence with lower grey-level values. The larger the parameter, the more heterogeneous the signal may be in the venous enhancement image. In addition to being able to characterise the relationship between the tumor and its surrounding structure, previous studies have shown that dynamic enhanced scanning for EC can help identify its pathological risk. The maximum enhancement degree of G1 differentiation EC was significantly higher than that of G3, indicating that the nature of low-risk tumor was similar to normal endometrium, with low cell density and abundant glands and blood vessels. Maximum2DDiameterColumn@ADC is a shape-based feature related to tumor diameter measured on the ADC map. The larger the parameter is, the larger the tumor diameter is. Tumor size is known to be related to tumor proliferation rate and higher histological grading may result in faster tumor proliferation rate and therefore larger tumor size (32). Previous studies have shown that, compared with T2WI and T1WI, the EC measured on the ADC map is the closest to the true size of the tumor, which may be due to the fact that the signals of dilating blood vessels and myometrium around the tumor are well inhibited in the DWI and ADC map, therefore showing the tumor boundary most clearly (33). Due to this advantage, in addition to distinguishing the risk of the tumor, ADC value is also one of the important indicators to determine whether EC has myometrial invasion or not (34). The LowGreyLevelZoneEmphasis@ADC relates to the lower grey-level size zones inside the tumor: the greater the value, the larger the lower grey-level zones inside the tumor may be. As compared with the ADC value that reflects the average diffusion of water within a tumor, this value may better reflect the extent of the limited diffusion of water molecules in tumor parenchyma. Previous research has also postulated that ADC images are more effective when attempting to identify tumor properties relative to the use of other morphological images such as T1WI and T2WI (35, 36). Recently, some researchers have applied radiomic technology to deeply dig into ADC images and found that they could not only evaluate tumor grading but also predict whether the tumor had metastasised (37, 38). This indicates that, acting as important MRI functional images, ADC images may show greater value in radiomic analysis than other sequences.



The Combination of Radiomic and Clinical Indicators Further Improves the Accuracy of Prediction

Although ModelR showed a good level of discriminative ability, we still moved forward with adding the two commonly used clinical indicators BMI and CA125 to explore whether the diagnostic ability of this model could be further improved. It is a continuing trend in the development of radiomic technology to combine histochemical characteristics with clinical data to predict the degree of malignancy and the prognosis of tumors. It is well known that a high BMI is an independent risk factor for EC and it is suggested that the higher incidence of tumors in this context may be due to heightened oestrogen levels brought on by obesity (39). Previous studies have also surmised that the CA125 level in EC patients is higher than that in normal subjects, which may be because EC patients usually experience endometrial barrier breakdown, shedding, deformation and necrosis of trophoblastic cells and secretion of trophoblastic cells, which will increase the CA 125 level in peripheral blood (40). In this study, it was further discerned that a statistical difference between EC in the low- and high-risk patient populations exists. Therefore, we included these two indicators in ModelM.

This study ultimately determined that the level of efficiency of ModelM for the differential diagnosis was higher than that of both ModelR and ModelADC. Of note, no statistically significant difference between ModelM and ModelR in the test cohort was observed, but this may be due to the small number of test cohort samples. A previous multi-sequence MRI radiomic analysis showed that MRI texture features are of high diagnostic value in predicting high-grade EC and LVSI, with accuracies of 80% and 70%, respectively (41). However, this previous study only considered radiomic indicators and failed to comprehensively assess clinical indicators; moreover, the sample size was small. The current study increased the sample size and combined clinical indicators to achieve an accuracy of 85% in distinguishing between the two risk tumors. Another prediction study comprehensively evaluated the predictive effect of a clinical, radiomic and mixed models on lymph node metastasis; finally, pathology analysis confirmed that mixed model had the strongest predictive effect on lymph node metastasis (18). Previous researchers have also used MRI texture analysis to predict the pathological risk grade and survival time of patients with EC. However, this approach only applies six first-order parameters and adopts two-dimensional image segmentation. Although the operation is simple and less time consuming, only a single-layer image of the diseased tissue can be obtained and it is difficult in this manner to fully reflect the tumor information (18). In the present study, large numbers of shape-based and second-order features were included, with more diverse properties. Meanwhile, 3D multi-layer segmentation was adopted such that variations in different risk levels of tumors were more likely to be found. At the same time, BMI and CA125 are added into the model and the training set AUC of the comprehensive nomogram was calculated to be about 0.925, indicating that the mixed model showed good predictive ability. Meanwhile, in the test cohort, the AUC of the comprehensive model reached 0.915, which confirmed that this model had good discriminative ability.

In addition, the sensitivity, specificity and accuracy of the radiomics based nomogram model (ModelM) for EC risk classification were 88.8%, 81.5% and 84.9%, respectively. A previous study has found that using D&C, sensitivities for combined pre-operative testing for G3 endometrioid is only 56% and the specificity is 33%, both of which are lower than that in our study (42). Therefore, only histological procedures (curettage or biopsy) may not enough be the only method in the diagnosis of endometrial diseases. In terms of pathological grading of endometrial cancer, there may be inconsistency between the results of curettage and postoperative pathological results (43). Although almost all institutions perform D&C for examination of endometrial cancer, there is a weakness about using D&C for the diagnosis because this blind procedure might miss endometrial cancer. Therefore, this procedure has a high rate of false negatives, which is low at 51% (44). It has been reported that less than half of the uterine cavity is curetted in 60% of cases (45), and over 40% of women with complex atypical hyperplasia as a preoperative diagnosis have a final confirmation of endometrial cancer during hysterectomy (44, 46). In addition, a previous study has shown that postoperative pathological grading is elevated in some patients, that is, some endometrial cancers diagnosed as low pathological grade by preoperative curettage are proved to be high pathological grade by postoperative pathology (47). Another study found that 50 percent of 176 patients with endometrial carcinoma had an elevated pathological grade after surgery (48). Therefore, although D&C is still irreplaceable as the mainstream method of preoperative evaluation of EC, the comprehensive model based on radiomics proposed in this study for preoperative prediction of tumor properties may help to improve the accuracy of EC grading and make a supplement for the formulation of surgical plan.

This study has the following limitations that should be considered. First, this study is a retrospective study with small sample size and the reliability of its conclusions needs to be verified by a prospective study in the future. Second, the model established in this study relied on data from a single centre and a single MRI scanning system, so further multi-centre and multi-modality research should be explored. Finally, although the total number of samples in this study was large, the sample size in the test cohort was small and the difference between ModelM and ModelR could not be confirmed. Therefore, it is necessary to further expand the study sample size in the future.

In conclusion, by comparing the various models mentioned herein, we found that the mixed model based on the radiomic model was a good predictor of the histological risk grade of EC. In this study, several radiomics parameters based on ADC and venous phase images were strongly correlated with tumor risk grade. When tumor patients presented as overweight or obese together with an elevated CA125 level and a high radiomic score, they were more likely to be classified as high-risk cases. Using radiomic parameter-based model and nomogram analysis can help guide preoperative non-invasive grading of EC and avoid possible under- or overtreatment.
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Purpose/Objectives(s)

Salivary gland tumors are a rare, histologically heterogeneous group of tumors. The distinction between malignant and benign tumors of the parotid gland is clinically important. This study aims to develop and evaluate a deep-learning network for diagnosing parotid gland tumors via the deep learning of MR images.



Materials/Methods

Two hundred thirty-three patients with parotid gland tumors were enrolled in this study. Histology results were available for all tumors. All patients underwent MRI scans, including T1-weighted, CE-T1-weighted and T2-weighted imaging series. The parotid glands and tumors were segmented on all three MR image series by a radiologist with 10 years of clinical experience. A total of 3791 parotid gland region images were cropped from the MR images. A label (pleomorphic adenoma and Warthin tumor, malignant tumor or free of tumor), which was based on histology results, was assigned to each image. To train the deep-learning model, these data were randomly divided into a training dataset (90%, comprising 3035 MR images from 212 patients: 714 pleomorphic adenoma images, 558 Warthin tumor images, 861 malignant tumor images, and 902 images free of tumor) and a validation dataset (10%, comprising 275 images from 21 patients: 57 pleomorphic adenoma images, 36 Warthin tumor images, 93 malignant tumor images, and 89 images free of tumor). A modified ResNet model was developed to classify these images. The input images were resized to 224x224 pixels, including four channels (T1-weighted tumor images only, T2-weighted tumor images only, CE-T1-weighted tumor images only and parotid gland images). Random image flipping and contrast adjustment were used for data enhancement. The model was trained for 1200 epochs with a learning rate of 1e-6, and the Adam optimizer was implemented. It took approximately 2 hours to complete the whole training procedure. The whole program was developed with PyTorch (version 1.2).



Results

The model accuracy with the training dataset was 92.94% (95% CI [0.91, 0.93]). The micro-AUC was 0.98. The experimental results showed that the accuracy of the final algorithm in the diagnosis and staging of parotid cancer was 82.18% (95% CI [0.77, 0.86]). The micro-AUC was 0.93.



Conclusion

The proposed model may be used to assist clinicians in the diagnosis of parotid tumors. However, future larger-scale multicenter studies are required for full validation.





Keywords: MR image, parotid gland tumor, deep learning, classification, image processing



Introduction

Parotid gland tumors are rare tumors, accounting for approximately 5% of head and neck tumors, and approximately 75% of them are benign. The most common types of parotid gland benign tumors are pleomorphic adenomas and Warthin tumors (1, 2).

The preoperative diagnosis of benign and malignant tumors of the parotid gland is of great clinical significance and can have an important impact on surgical planning. The choice of surgical procedure depends on the histological type of the tumor. Approximately 5% to 10% of pleomorphic adenomas have a risk of malignant transformation and a high risk of recurrence, and radical surgery is usually used to treat them. The malignant transformation of Warthin tumors is extremely rare, occurring for only 0.3% of patients. Tumor removal or conservative observation is recommended in clinical practice to avoid the risk of facial nerve injury due to surgery (3). Malignant tumors of the parotid gland request extensive resection (4).

It is difficult to diagnose malignant tumors of the parotid gland via clinical manifestations (5). Fine-needle aspiration cytology (FNAC) is often used for the preoperative diagnosis of parotid gland tumors, in which the accuracy in discriminating benign and malignant diseases is 87.8%-97% (6, 7). However, due to the difficulty of sampling and the heterogeneity of the tumor, fine-needle aspiration cytology is sometimes uncertain and not representative of the true nature of the tumor. It may also lead to the spread of tumor cells, increasing the possibility of local recurrence and sometimes increasing the risk of infection (8). Therefore, preoperative imaging plays an important role in evaluating the location and nature of the tumor for the surgical plan (9–11). Ultrasound and CT are common imaging methods for diagnosing parotid gland tumor (12). However, an inflammatory lump is not easily distinguishable from a tumor on the ultrasound image, and when the difference between the density of the tumor and the density of the parotid tissue was small, the clear boundary could not be obtained by general CT (12–14). MRI is also an important method for the diagnosis of benign and malignant tumors of the parotid gland due to the high resolution of soft tissues. The sensitivity of MRI for parotid gland tumors is 86%, and the specificity is 90% (15). However, because parotid gland tumors are relatively rare and the tumors are heterogeneous, there are obvious differences in the judgment of benign and malignant parotid gland tumors.

In recent years, with the development of artificial intelligence, the application of deep learning in the medical field has made rapid progress. Deep learning uses simple neurons to form a complex neural network (15). For medical image diagnostic assistance, deep-learning methods can outperform many traditional machine learning methods. Antropova et al. (16) extracted mammograms, ultrasound and MRI features and used them for deep-learning training combined with traditional computer-aid diagnosis (CAD) methods to develop systems that are superior to the traditional CAD analysis of single images. Wang et al. (17) used pretraining and transfer learning methods to fine-tune the network model for other classification tasks in predicting benign and malignant prostate cancer (PCa) on MR images. Yang et al. used multiparameter magnetic resonance imaging (mp-MRI) to diagnose and detect prostate cancer through a CNN and SVM cotrained model (18). These studies demonstrate that deep learning, especially of convolutional neural networks (CNNs), is superior to non–deep-learning methods.

In terms of practical application, many studies have shown that the performance of artificial intelligence or deep learning can reach or exceed that of physicians (19–23). Several studies have shown that deep-learning techniques are comparable to radiologists’ detection and segmentation tasks in MRI examinations (24). In a recent report, Zhao et al. (25) developed a deep-learning autoLNDS (lymph node detection and segmentation) model based on mp-MRI. The model can detect and segment LNs (lymph nodes) quickly, yield good clinical efficiency and reduce the difference among physicians with different levels of experience. However, the application of deep learning in medical image diagnosis is limited (26). Wang et al.’s (27) research shows that incorporating diagnostic features into neural networks is a promising direction for future study. Ma et al. (28) used complementary patch-based CNNs to extract low-level and high-level features and fused the feature maps to performing classification. This kind of operation may yield information from important feature domains, but networks based on single imaging series still have limitations. Therefore, this study aims to propose a multiseries-input CNN to boost the performance of MR image classification tasks.

At present, there is no relevant research based on neural networks to predict the type of parotid gland tumor (15). This is mainly due to the rarity of parotid gland tumors, as the incidence of common cancers is higher than that of parotid gland cancer (29), which therefore lack sufficient data. On the other hand, due to the rarity of and limited clinical experience with parotid gland tumors, the significance of their auxiliary diagnosis will be substantial. The distinction between malignant and benign tumors of the parotid gland is clinically important.

This study aims to develop a system to act as an intelligent assistant in medical image diagnosis based on deep-learning technology and to design a model for predicting parotid gland tumors.



Methods and Materials


Workflow Introduction

Figure 1 shows the whole workflow of our research. The MR images of 233 patients were collected. The tumor and parotid gland were segmented manually by physicians. A modified ResNet18 model was used to discriminate different parotid lesions.




Figure 1 | The workflow of our proposed deep-learning framework for the differentiation of benign from malignant parotid lesions. The first part shows multimodal MR images and tumor segmentation. The second part shows the preprocessing stage for the MR images. The third part shows the training network prediction model and tumor type classification. The final part comprehensively shows that predictions are made for all slices to determine the tumor type.




Patients and MR Image Acquisition

Two hundred thirty-three patients were enrolled in our study (Table 1). All patients were treated from 2014-2018 at Fudan University Shanghai Cancer Center. There were 159 males and 74 females with an average age of 52.4 (range, 21-93 years). The histopathology results were acquired by the operation, and each tumor have only one histology result from patient’s pathology report. Patient pathology information was collected from the EMR system.


Table 1 | Patient characters.



This study focuses on two types of benign tumors (pleomorphic adenoma and Warthin tumor) and one type of malignant tumors (adenocarcinoma). The MRI scan parameters were based on our parotid gland MR scanning protocol and fine-tuned during scanning by the MRI operator. The details of the imaging parameters are shown in Table 2. All patients were scanned with at least three series (T1-weighted, T2-weighted and contrast-enhanced T1-weighted).


Table 2 | MR scan parameters.



As a reference, 215 patients’ contralateral normal parotid glands (991 slice images in total) Were selected as negative samples.



Parotid Gland and ROI Delineation

The parotid gland tumors were segmented by a radiologist with 10 years of clinical experience based on the MR series. The delineation tasks were performed on MIM (version 6.8.10, Cleveland, US). These contours were double-checked by a physicist. To improve the performance of the deep-learning model, the entire parotid gland was also segmented. Figure 2 shows an example of this delineation.




Figure 2 | All parotid gland and tumor ROIs from a single patient’s lesion on MR images. (A) shows T1-weighted MR images. (B) shows CE-T1-weighted MR images. (C) shows T2-weighted MR images. The blue region is the parotid gland, and the green region is the tumor.





Dataset and MR Image Preprocessing

After tumor and parotid gland segmentation, 3791 parotid gland region images were cropped from the MR images. A label (pleomorphic adenoma, Warthin tumor, malignant tumor or free of tumor), which was based on histological results, was assigned to each image.

To train the deep-learning model, these data were randomly divided into training and test sets at a ratio of 9:1, with 212 patients in the training set and 21 patients in the test set. The training set included 73 adenocarcinoma, 83 pleomorphic adenoma and 58 Warthin tumor patients, 2133 total slices with lesions (861 adenocarcinoma slices, 714 pleomorphic adenoma slices, and 558 Warthin tumor slices), and 902 total slices without lesions. The test set included 8 adenocarcinoma, 8 pleomorphic adenoma and 5 Warthin tumor patients, 186 total slices with lesions (93 adenocarcinoma, 57 pleomorphic adenoma, and 36 Warthin tumor slices), and 89 slices without lesions. Details on the processing workflow for the MR images are shown in Figure 3. A four-channel image was generated as the model input; the first three channels consisted of T1-weighted, CE-T1-weighted, and T2-weighted MR images, and the fourth channel included images of the parotid glands, which were contoured by a radiotherapist. A total of 991 parotid gland images without lesions were used as negative samples.




Figure 3 | An example of the four-channel input. All parotid glands and tumors were cropped from segmented MR images, and then the three series of tumor images and the T1-weighted parotid gland image were input into different channels of one image.





Deep-Learning Network Structure

The detailed prediction network structure is shown in Figure 4. The network architecture is based on ResNet18. The input images were resized to 224*224 pixels. Random image flipping, contrast adjustment, color jitter, and affine transform were used for data augmentation. All image pixel values were normalized to [0, 1]. The batch size of training set and test set was 32. To avoid overfitting, we reduced the number of network layers (30) (i.e., the number of residual blocks were reduced to 2) and adjusted the number of network layers appropriately. The cross-entropy loss function (31) and the Adam optimizer (32) were used. The model was trained for 1200 epochs; the learning rate was 1e-6 for the first 600 epochs and was then multiplied by a factor of 0.8 every 100 epochs. An Intel I7-8700K CPU and Nvidia GeForce 1080 Ti GPU were used for model training. It took approximately 2 hours to complete the whole training procedure. The program was developed with PyTorch (version 1.2).




Figure 4 | Network structure for predicting different types of parotid gland tumors based on ResNet. The network has 2 residual blocks. Conv, convolutional layer; Batch norm, batch normalization; Maxpool, max-pooling layer; GlobaloAvgpool, global average pooling layer; Linear, linear layer.





Performance Evaluation

The model performance was reported as its accuracy, which for binary classification was computed by:

	

where TP denotes the number of true positives, TN denotes the number of true negatives, and Total represents the number of total samples. For multiclassification, the calculation of accuracy was computed by:

	

	

where FPi represents the number of false negatives of the ith-class negative sample.




The Impact of Different Image Series

To investigate the impact of different image series on the prediction accuracy, we filtered the input to the model using only a specific sequence of input models. Each dataset was trained separately until the accuracy of the model converged.



Automatic Patient Diagnosis

The slice probability was acquired by model prediction. To obtain patient diagnoses, a decision-making process was developed (Figure 5). The decision-making process was as follows: 1. Patients with more than two malignant slices were diagnosed as having a malignant tumor, and patients with no more than two malignant slices were diagnosed as having a benign tumor; 2. For patients with benign tumors, the tumor type was decided by slice number comparison. If the number of pleomorphic adenoma slices was greater than the number of Warthin tumor slices, the patient was diagnosed with pleomorphic adenoma, and vice versa.




Figure 5 | Workflow integrating all slices to predict the final diagnosis.






Results

The accuracy of slice classification was 92.94% for the training set and 82.18% for the test set. Figure 6 shows that the area under the micro-average ROC curve (micro-AUC) was 0.98 for the training set and 0.93 for the test set. Table 3 shows results of different training strategy for the single MR slice. For (a-c), the model was trained with single-modality image series. Pairs of MR series were integrated into the different image channels for training the model in (d-f), and all three MR series were used for the image channels in (g). The accuracy of the model when trained using single-modality image series in the channels was 0.706 (T1-weighted), 0.739 (CE-T1-weighted), and 0.707 (T2-weighted). Using pairs of image series boost the accuracy (Table 3). The use of all three image series (T1-weighted, CE-T1-weighted, T2-weighted) and the parotid gland contour images in the channels yields the best performance.




Figure 6 | The ROC curves for predicting different classes of tumors using our proposed method.




Table 3 | Comparison of the accuracy for different channel compositions in asingle MR slice.



Details of the results for the single MR slice prediction are shown in Table 4. Our model has good performance in distinguishing images that did and did not contain lesions and achieves an accuracy of 0.882 in identifying benign from malignant tumors. The accuracy in distinguishing pleomorphic adenoma and Warthin tumors among benign tumors was 63.4%.


Table 4 | Parotid gland tumor classification results for different types of tumors in a single MR slice.



Figure 7 shows the confusion matrix of our proposed prediction model for individual slices. Each element (x, y) in the confusion matrix represents the number of samples with true class x that was classified as being in class y. The overall accuracy was 81.45%. The accuracy for the first class was perfect, as all 89 cases were correctly classified. In identifying benign tumor cases, sixteen cases (28%) and eighteen cases (50%) of pleomorphic adenomas and Warthin tumors, respectively, were misclassified. The accuracy in predicting malignant tumors was 81.72%.




Figure 7 | The confusion matrix for the four classifications: free (no tumor), pleomorphic adenoma, Warthin tumor, and malignant tumor.



Table 5 shows the results from diagnosing twenty-one patients in the test set (8 with pleomorphic adenomas, 5 with Warthin tumors, and 8 with malignant tumors) by using the decision tree method (Figure 5). Six (75%) and three patients (60%) were correctly classified as pleomorphic adenoma and Warthin tumor, respectively. Only one patient in the benign tumor class was misidentified, and all eight patients with malignant tumors were correctly predicted.


Table 5 | Accuracy of the decision-tree script in performing integrated prediction with the test set.





Discussion

In this study, we developed a model to predict the type of parotid gland tumor. The results show that our model can identify the type of parotid gland tumor at the slice level. Experiments show that using multichannel images as the input can improve the model’s ability to identify tumor features. The model can thus assist doctors in quickly determining tumor classifications in clinical practice. Using artificial intelligence modeling methods, the accuracy in predicting benign and malignant parotid tumors can be further improved, the prognosis can be evaluated, and a reasonable diagnosis and treatment plan can be formulated for patients.

Pathological analysis takes time and is expensive, resulting in a heavy financial and psychological burden for the patient (33). The main advantage of adopting deep learning into the prediction of the type of parotid gland tumor is that the deep-learning method can inform the physicist which patient may have a tumor or cancer faster than pathological analysis (34). With the use of deep-learning models, the patient’s condition could be narrowed and locked into benign or malignant type. This method may be useful for improving the efficiency of routine clinical practice and saving time in patient treatment.

In MR image preprocessing, due to the limited size of the image itself, we compared the performance between the multichannel images and single-channel images as the network input. Each dataset was trained with the same strategy, and the final average accuracy was 71.7% for single-channel input and 75.8% for double-channel input, which were 10.5% and 6.4% lower, respectively, than our proposed method. The neural network can extract features from different MR series, so we hypothesize that the use of multiple channels may boost model performance in diagnosing the type of parotid gland tumor; the obtained experimental results show that the performance of the model is effective. From Table 3, as the number of channels and integrated MR series increases, the accuracy of the model also gradually increases.

In training the model, we chose the current prevalent ResNet18 network as the backbone. The residual blocks prevent disappearance of the gradient to minimize the effects of the degradation problem after many iterations (35, 36). In our practice, we made some modifications to ResNet18 to adapt it to our classification task.

It should be noted that the segmentation of the tumor and parotid gland had to be performed manually by a physician, and the last prediction step involved a simple decision tree. In the future, these steps could also be performed by the deep learning-based model (autosegmentation of the tumor and parotid gland ROIs and integration of all patient slices to predict the tumor type by using a neural network).

The final model showed good performance in predicting pleomorphic adenoma and Warthin tumors. The prediction result for Warthin tumors seemed to be worse than that of the other classes, as fourteen cases (77.8%) of Warthin tumors were misidentified as being pleomorphic adenomas. We consider two reasons for this. First, our dataset was uneven, as the number of Warthin tumors was too low; therefore, the model performance in distinguishing pleomorphic adenomas and Warthin tumors was worse than that in identifying benign from malignant tumors. Second, benign tumors may share certain features that makes it difficult to distinguish the two types. In the future, a specific model for predicting different benign tumor types will be generated that may outperform the current model. Consequently, here we proposed a script that could can accurately distinguish between benign and malignant tumors.

There were some limitations in this study. First, we did not validate our model with an external dataset, which could have been valuable in demonstrating the reliable performance of the model. Second, we combined three types of MRI series (T1W, T2W, CE-T1W). During routine diagnostics, some series may not be acquired. Third, we proved the feasibility of using multiple channels to predict the type of tumor; however, the performance between benign tumors was not sufficiently precise. Furthermore, our data did not include examples of three other classes of parotid gland tumors. Given the lack of data on these other three classes of tumor, this study merely explored the feasibility of the above methods for the three classes with sufficient data.

In the future, larger-scale, multicenter studies are required for full validation of the model. We will enroll more patients in our study to train the model for diagnosing all six classes of parotid gland cancer.



Conclusion

In this study, we proposed a novel method combining clinical experience and a deep-learning method to diagnose parotid gland tumors. We proved the feasibility of the method, trained the model for predicting tumor types, and developed a script to analyze the final prediction. We propose that the results of this study will help physicians diagnose tumor types in patients faster. It can improve the effectiveness of routine clinical practice for these tumors. In the future, this model could be used to assist young doctors in preventing misdiagnoses and other mistakes that could be made from working long hours.
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Purpose

The objective of this study was to evaluate a set of radiomics-based advanced textural features extracted from 18F-FLT-PET/CT images to predict tumor response to neoadjuvant chemotherapy (NCT) in patients with locally advanced breast cancer (BC).



Materials and Methods

Patients with operable (T2-T3, N0-N2, M0) or locally advanced (T4, N0-N2, M0) BC were enrolled. All patients underwent chemotherapy (six cycles every 3 weeks). Surgery was performed within 4 weeks of the end of NCT. The MD Anderson Residual Cancer Burden calculator was used to evaluate the pathological response. 18F-FLT-PET/CT was performed 2 weeks before the start of NCT and approximately 3 weeks after the first cycle. The evaluation of PET response was based on EORTC criteria. Standard uptake value (SUV) statistics (SUVmax, SUVpeak, SUVmean), together with 148 textural features, were extracted from each lesion. Indices that are robust against contour variability (ICC test) were used as independent variables to logistically model tumor response. LASSO analysis was used for variable selection.



Results

Twenty patients were included in the study. Lesions from 15 patients were evaluable and analyzed: 9 with pathological complete response (pCR) and 6 with pathological partial response (pPR). Concordance between PET response and histological examination was found in 13/15 patients. LASSO logistic modelling identified a combination of SUVmax and the textural feature index IVH_VolumeIntFract_90 as the most useful to classify PET response, and a combination of PET response, ID range, and ID_Coefficient of Variation as the most useful to classify pathological response.



Conclusions

Our study suggests the potential usefulness of FLT-PET for early monitoring of response to NCT. A model based on PET radiomic characteristics could have good discriminatory capacity of early response before the end of treatment.





Keywords: radiomics, fluorothymidine positron emission tomography scan, breast cancer, early response, neoadjuvant chemotherapy 



Introduction

Neoadjuvant chemotherapy (NCT) followed by surgery represents the standard strategy in the treatment of locally advanced breast cancer, obtaining an objective response rate of around 70% and a complete pathological response rate of up to 30% (1–3).

It is well known that the pathological response to NCT represents an important prognostic factor in this setting (4–6). However, the evaluation of the response is mainly based on the histopathological findings of the surgical sample. There is thus a clear need for an ongoing evaluation of chemotherapy to early differentiate between responders and non-responders, which would enable the latter to be offered alternative therapies, reduce the risk of chemotherapy-related toxicity, and lower costs for the National Health Service.

At present, there is no unanimous agreement about the best imaging method for the early assessment of response to therapy. Morphology-based imaging methods are generally used and interpreted by Response Evaluation Criteria in Solid Tumors criteria (RECIST v1.1) (7). However, given that morphological changes may arise late in the course of treatment, RECIST v1.1 criteria may not be able to identify response at an earlier stage. Existing evidence of changes in tumor morphology, likely preceded by changes in metabolism, has led to the use of functional imaging methods such as positron emission tomography (PET) for assessing early response to therapy.

Currently, 18F-labeled fluorodeoxyglucose (FDG) is the most widely used method to monitor response to therapy in BC. Although 18F-FDG is a sensitive tracer, it is not highly tumor-specific as it also accumulates in activated macrophages and other inflammatory cells, with a consequent increase in potential false-positive responses (8).

In the search for more specific tracers for BC, 18F-labeled fluorothymidine (18F-FLT) has been proposed as an indicator of proliferation (9) because thymidine is an analog of pyrimidine, which is incorporated in DNA but not in RNA. Thus, the possibility of quantifying the proliferative activity of the tumor through the use of 18F-FLT PET/CT could represent a potentially useful tool for evaluating the viability of tumor cells during or at the start of treatment.

The most widely used parameter to measure lesion uptake is the standard uptake value (SUV). Semi-quantitative SUV statistics (e.g. SUVmax, SUVpeak, SUVmean) are generally used to measure uptake inside a region. The potential utility of 18F-FLT PET/CT images as an early indicator of treatment response, in terms of SUVmax, in patients undergoing NCT was previously demonstrated by Crippa et al. (10).

Although semi-quantitative SUV indices provide overall information on uptake, they are not capable of detecting the presence of non-uniform uptake distribution. However, it is known that tracer uptake within a tumor mass is characterized by significant heterogeneity because of various factors such as metabolism, hypoxia, necrosis, and cell proliferation (11). This heterogeneity appears to correlate with tumor aggressiveness, response to treatment, and prognosis (12).

Radiomics, an approach capable of quantifying the heterogeneity of textures in medical imaging, is an emerging translational research field that may be able to provide more accurate information than the semi-quantitative parameters normally used. The application of radiomic analysis capable of extracting textural features has been used for FDG PET/CT images, with good results (13–16). The availability of textural features before therapy or during the first treatment phases could thus facilitate decision-making in relation to the therapeutic strategy to adopt.

We evaluated a subgroup of patients enrolled in a multicenter phase II trial of liposomal doxorubicin, docetaxel, and trastuzumab in combination with metformin as NCT for HER2-positive BC. The main objective of the present study was to investigate the role of radiomics-based advanced imaging features extracted from 18F-FLT PET/CT images to predict tumor response to NCT in patients with BC.



Materials and Methods


Patients

We selected 20 patients with operable (T2-T3, N0-N2, M0) or locally advanced (T4, N0-N2, M0) human epidermal growth factor receptor 2-positive (HER2-positive) BC taking part in multicenter phase II trial at our cancer (IRST IRCCS).

All patients gave written consent to participate in the study, which was approved by the Local Research and Ethics Committee (Eudract no. 2014-002602-20; Protocol Code: IRST174.09; ClinicalTrials.gov NCT02488564).

Before surgery, all patients were submitted to chemotherapy with liposome-encapsulated doxorubicin (every 3 weeks, for six cycles) plus docetaxel (every 3 weeks, for six cycles) plus trastuzumab plus metformin (1,000 mg twice a day per os) (Figure 1A).




Figure 1 | (A) Treatment scheme and timeline. (B) Image acquisition scheme and timeline.



Surgery was performed within 2 to 4 weeks of the end of chemotherapy followed by radiotherapy to the residual breast level (for patients undergoing conservative surgery) or chest wall (T4 tumors).

After surgery, if deemed suitable by the investigator, patients were treated with adjuvant anthracycline/paclitaxel or with the cyclophosphamide, methotrexate, and 5-fluorouracil (CMF) scheme. Herceptin was administered every 3 weeks for 1 year.



Imaging Protocols

18F-FLT was produced by Advanced Accelerator Applications (AAA) with a radiochemical purity and specific activity >95% and >1 Ci/μmol, respectively.

All patients underwent a 18F-FLT-PET/CT scan a maximum of 2 weeks before the start of NCT (FLT1, basal) and immediately before the second cycle of chemotherapy (FLT2) (Figure 1B). Patients were weighed before each scan and given an intravenous injection of 3.5 MBq/kg of FLT (maximum activity 350 MBq). No dietary restrictions were required before imaging. All patients were scanned in the supine position and were informed of the importance of remaining perfectly still and of maintaining shallow breathing throughout the procedure.

Images were acquired on two different PET/CT scanners. The first scanner was a Discovery LS (GE Healthcare, UK) equipped with 18 rings (92.7 cm diameter), each containing 672 BGO crystals (4 mm × 8 mm × 30 mm crystal size), 152 mm axial FOV dimension, combined with a four-slice CT system. Step-and-shoot mode was used for whole-body image acquisition. The second scanner was a Biograph mCT Flow 64-4R PET/CT (Siemens Healthcare, Germany) equipped with four rings (84.2 cm diameter) of 48 detector blocks, each containing 13 × 13 LSO crystals (4 mm × 4 mm × 20 mm crystal size), 221 mm axial FOV dimension, combined with a 64-slice CT system. Continuous table motion mode was used for whole-body image acquisition (17). Both point-spread-function and time-of-light corrections are available on this scanner. Both FLT1 and FLT2 were acquired on the same scanner for each patient.

Image acquisition started 1 h after intravenous injection of 18F-FLT: a CT was performed from the brain to the pelvis immediately before the PET scan, with a multidetector spiral CT scanner (Discovery LS: 3.9 × 3.9 mm2 pixel dimension, 5 mm slice thickness, pitch 1.75, 120 keV and 20–200 auto mA; Biograph: 0.98 × 0.98 mm2 pixel dimension, 3 mm slice thickness, pitch 1.2, 120 keV and auto mA [30–200 mA depending on the patient’s total body mass]). Whole-body PET scan was performed, covering an area identical to that covered by the CT. PET data were reconstructed into a 128 × 128 matrix (voxel dimension 3.9 × 3.9 and 4.1 × 4.1 mm2, slicethickness 4.25 and 3 mm, for Discovery LS and Biograph mCT Flow scanner, respectively), using the OSEM reconstruction algorithm. Corrections were applied for attenuation, scatter, random coincidences, isotope decay, and dead time. Fused PET and CT images were subsequently generated.



Image Analysis


Volume Definition

All volumes of interest (VOIs) encompassing the lesions were manually contoured on both FLT1 and FLT2 CT images by an expert nuclear medicine radiologist (LF) blinded to patient outcome. A second senior nuclear medicine radiologist (FM) supervised each contour. The MimVista software (Mim Software Inc., v6.6, OH, USA) was used for PET/CT image rigid registration and lesion delineation.

In order to test the robustness of textural features against contour variability, four contours (original lesion VOI, expansion of +1 mm, +2 mm, contraction of −1 mm) were considered.

PET image and structure set were then extrapolated in DICOM format for textural feature image analysis.



SUV Statistics

Vendor software was used for SUV statistics calculation. SUV values were derived from the radioactivity concentration in the tissue, the dose of radioactivity administered and the patient’s weight. All SUV values were corrected for a patient’s body weight. Maximum, mean, and peak SUV values were calculated inside each delineated lesion (SUVmax, SUVmean, SUVpeak, respectively) (Supplementary Materials 1). Each lesion VOI was copied on the contralateral breast, and the corresponding SUV values subtracted for background correction. The percentage variation was then calculated between FLT1 and FLT2 for all SUV statistics.



Texture Analysis

Feature extraction was performed with the open-source S-IBEX software, implemented in MatLab environment (Math-Works, Boston, MA, USA) (18) and IBSI compliant (19, 20). Voxels were resampled to 1 × 1 × 1 mm3 size to take into account the different acquisition parameters of the image sample. A total of 148 features were extracted: 25 first order features (i.e. based on SUV histogram, namely Voxel statistics), 28 morphological features, and 95 second or higher orders (Supplementary Materials 1). Gray level quantization was fixed to 32 bins for second order features and IVH (Intensity Volume Histogram) features.




Response Evaluation


Radiological PET Response

The PET response to therapy was determined according to EORTC 1999 criteria (21) between FLT1 and FLT2.



Pathological Response Evaluation

At the end of the chemotherapy course, all patients underwent surgery (Table 1). Histopathological analysis was performed and details are reported in Supplementary Materials 2. To evaluate the pathological response based on histopathological findings, we opted for the web MD Anderson Residual Cancer Burden (RCB) calculator (22, 23). This software enabled us to identify four different categories of RCB: RCB-0, RCB-I, RCB-II, and RCB-III corresponding to complete pathological response, presence of minimal residual disease (almost complete response), presence of moderate residual disease, and presence of extensive residual disease, respectively. We classified pathological responses as complete (pCR) for both RCB-0 and RCB-I, and partial (pPR) for both RCB-II and RCB-III.


Table 1 | Main patient characteristics.






Statistical Analysis

Continuous data corresponding to SUV statistics and the 148 texture features were considered as percentage changes between FLT1 values and FLT2 values with respect to FLT1: (FLT1−FLT2)/FLT1*100. This has a threefold purpose: 1) it reflects the reasoning of the clinician who is accustomed to evaluating changes from baseline (i.e. FLT1); 2) it reflects the longitudinal nature of the study; and 3) the use of percentage changes in place of absolute values allows the comparison of results obtained with different scanners.

In order to identify the most robust features, the intraclass correlation coefficient (ICC) was computed between the four contours of each lesion obtained with expansion and contraction. This analysis was performed on SUV statistics and texture features and also on their percentage changes. The two-way random effects model (24) was used for ICC calculation. The selection of features least impacted by contouring variability was based on the lower confidence interval of ICC and a threshold of ≥0.60 was used as the cutoff value (25).

The accordance between PET response and MD Anderson criteria was tested with the Fisher exact test.

Both the radiological PET response and the pathological treatment response were logistically modeled. LASSO variable selection was used to identify the variables most capable of classifying response correctly (i.e., Least Absolute Shrinkage and Selection Operator L1 penalized regression) (26). A leave-one-out cross-validation (LOOCV) procedure allowed us to fine-tune the LASSO complexity parameter. The choice of LASSO over ridge regression (i.e., L2 penalized regression) or elastic-net (i.e. a compromise between the previous two) was motivated by the need to sensibly reduce the number of covariates in the model due to complexity. The ability of SUV statistics and textural features to describe the PET response was first investigated. Then, the possibility of describing the pathological therapy response (MD Anderson index) based on SUV statistics, textural features, and PET response was evaluated. With respect to model calculation, complete response (CR and pCR) was considered equal to 1, while partial response (PR and pPR) were considered equal to 0.

Statistical analyses were carried out with R 4.0.4 (27) and package glmnet 4.1-1 (28) adopted for regularized regression analysis.




Results

Of the 20 patients selected for the study, three did not have available histology data (one patient refused surgery and two patients were not operated because of systemic disease progression). Two patients did not undergo the second FLT PET/CT scan and were therefore not included in the analysis. Thus, a total of 15 patients were evaluable. Median age at baseline was 54 years with a 10.5 year interquartile range (Table 1). Ten patients underwent image acquisition on the Discovery LS scanner, and the remaining five on the Biograph 20 mCT scanner. Given that lymph nodes were positive in 5/15 patients, only primary lesions were considered for the analysis.

On the basis of MD Anderson criteria, there was a complete absence of neoplastic disease (pCR) classified as RCB-0 in eight patients and RCB-I in one patient. The remaining six patients showed a partial remission (pPR) classified as RBC-II in five patients and RCB-III in one patient.

On the basis of EORTC 1999 criteria, a comparison of PET images revealed a complete response (CR) to treatment in seven patients and a partial response (PR) in eight patients, with an average reduction in the SUVmax value of 44%.

Comparative analysis of the results showed that PET images were consistent with the subsequent histological examination in 13 (87%) patients (seven with pCR and six with pPR) (Table 2). Examples of patients with a PET PR and PET CR to treatment are shown in Figures 2 and 3, respectively.


Table 2 | Comparison of the results of PET [EORTC (21)] and MD Anderson [RCB pathological response (22, 23)] criteria.






Figure 2 | Sixty-one-year-old patient (patient 6 in Table 2) undergoing NCT for locally advanced right BC. (A) CT, (B) FLT-PET, (C) CT and FLT-PET fusion, and (D) delineation of lesion (yellow line) and controlateral breast (blue line). Upper row: FLT 1; lesion SUVmax = 9.1. Bottom row: FLT 2; lesion SUVmax = 5.6. Red arrow indicates breast lesion. Post mastectomy histological examination revealed the absence of neoplastic tissue. EORTC PET classification: PR (partial remission).






Figure 3 | Forty-four-year-old patient (patient 11 in Table 2) undergoing NCT for locally advanced right BC. (A) CT, (B) FLT-PET, (C) CT and FLT-PET fusion, and (D) delineation of lesion (yellow line) and controlateral breast (blue line). Upper row: FLT 1; lesion SUVmax = 2.7. Bottom row: FLT 2; FLT 2 shows the complete disappearance of uptake in the tumor area, still evident at CT (arrow). Red arrow indicates breast lesion. Post mastectomy histological examination revealed the absence of neoplastic tissue. EORTC PET classification: CR (complete remission).



A discrepancy was observed between PET results and histological findings in two patients (Table 2), both of whom showed a PET PR but a CR at pathological examination (pCR, one RCB-0 and one RCB-I). The Fisher exact test revealed a significant (p = 0.007) association between PET response and MD Anderson criteria.

Among 3 SUV statistics and 148 textural features, all 3 SUV statistics and 39 textural features were classified as robust against contour delineation (Table 3). These indices were used for LASSO logistic analysis. The analysis performed on each original data set (FLT1 or FLT 2) showed a lower number of features robust against contour variability (Supplementary Material 3).


Table 3 | SUV statistics and robustness of textural features robust against contour delineation.



Table 4 shows the LOOCV-estimated LASSO logistic model of the binary radiological PET response. In addition to SUVmax, the model selects IVH_VolumeIntFract_90 as an important texture feature for classification. The selected textural feature stands for “Volume at Intensity Fraction 90%” [IBSI feature classification: BC2M (18)]. This feature belongs to the “Intensity Volume Histogram” feature set [IBSI family classification: P88C (18)] and describes the relationship between discretized intensities and the fraction of volume containing at least one determined intensity value (18). IVH_VolumeIntFract_90 measures the largest volume fraction that has a normalized intensity of at least 90% (19). The model showed that a decrease in SUVmax at FLT2 with respect to baseline was more likely to lead to a CR. Conversely, an increase in IVH_VolumeIntFract_90 led directly to a higher probability of observing a CR. Additional models are reported in Supplementary Materials 4.


Table 4 | Coefficients, tuning parameters, and classification error rate for the two LASSO logistic models for radiological PET response (26).



Table 5 shows two LOOCV-estimated LASSO logistic models of the post-surgery binary pathological response (MD Anderson index). The first model was fitted without including PET response as covariate. No linear combination of any subset of the covariates (SUV statistics and texture features) is considered useful for classifying the MD Anderson response. In contrast, the second model was fitted to include the PET response as covariate. The inclusion of PET response among the radiomic covariates (SUV statistics and texture features) resulted in LASSO selecting a combination of variables that were informative about MD Anderson response. Despite the strong association between PET response and MD Anderson index (Table 2), LASSO also selected texture features as informative about MD Anderson classification. The two selected radiomics features are ID_Range and ID_CoefficientOfVariation, which stand for “Intensity-based Range” [IBSI feature classification: 2OJQ (18)] and “Intensity-based Coefficient of Variation” [IBSI feature classification: 7TET (18)], respectively. Both features belong to the “Intensity-based” features set [IBSI family classification: UHIW (18)] which describes how intensity values are distributed within the VOI. In particular, ID_CoefficientOfVariation measures the dispersion of intensity values inside the VOI, while ID_Range is defined as the difference between the maximum and minimum value. The model showed that a decrease in ID_Range or ID_CoefficientOfVariation at FLT2 with respect to the baseline value or a PET response equal to CR was more likely to lead to a pCR.


Table 5 | Coefficients, tuning parameters, and classification error rate for the two LASSO logistic models for pathological response (MD Anderson criteria) (26).





Discussion

The potential value of PET in monitoring response to chemotherapy in breast cancer has yet to be confirmed. The majority of studies to date have been conducted using PET with FDG, while only a few have focused on PET with FLT, mainly in heterogeneous series of patients at different stages of disease, undergoing different chemotherapy regimens and, in particular, with different timing than chemotherapy.

The present study, carried out in a population treated with the same NCT schedule (i.e. six cycles each) showed that an early PET with FLT, performed after the first cycle of therapy, was able to classify the pathological response in 100% of cases. It is worthy of note that, despite the limited number of patients analyzed, treatment modality and schedules were homogeneous.

The use of FLT PET/CT scans in breast cancer management has been described in several studies with small cohorts of patients. In a pilot study of 14 patients, Pio et al. (29) reported that a reduction in mean FLT uptake in primary and metastatic tumors after the first course of chemotherapy was significantly correlated with late tumor marker levels and tumor size. Kenny et al. (30) showed that changes in FLT uptake within the first week of chemotherapy in 13 patients with stage II-IV BC were detectable in FLT images. Their results highlighted that the reduction in SUV uptake observed in 27 lesions on FLT images preceded changes in tumor size and was able to discriminate between clinical response (six patients) and stable disease (six patients) (p-value = 0.022, Mann-Whitney test). In addition, the authors also showed that FLT images could be performed with high reproducibility (repeated FLT image acquisition with a two- to 10-day time interval, p-value = 0.95 Wilcoxon signed test).

The majority of studies in the literature are based on maximum SUV uptake. Although different statistical indices have been proposed to describe the maximum uptake [e.g. SUVmax, SUVpeak, SUV95th (31)], they are not able to detail the non-uniform uptake distribution of the tracer within the lesions and its variation during therapy. Thus, the information provided by these classic indices may be incomplete. It is well known (10) that lesions can be characterized by heterogeneity of tracer distribution in relation to both cellularity and vascularization, hypoxia, or necrosis. For this reason, the estimate of maximum SUV may not faithfully represent the changes related to the effects of chemotherapy.

Radiomics, the process of computerized extraction of functions from radiographic images, is a new strategy for highlighting subtle changes in the tumor region that works by quantifying the sub-visual patterns that may escape human identification. In a recent review, Sollini et al. (31) evaluated the role of PET radiomics in breast cancer, focusing in particular on methodological aspects. Their analysis highlighted significant heterogeneity in published studies in relation to the acquisition, reconstruction, segmentation, and processing of radiomics, suggesting that much of the current evidence on the clinical role of radiomics is only available at a feasibility level. Textural feature extraction has also been tested on FLT images of other tumor types. Dehdashti et al. (32) analyzed FLT images acquired for 13 patients with advanced colorectal cancer before and 2 weeks after the start of neoadjuvant chemotherapy. The authors showed that, during-therapy, low FLT uptake (SUVmax < 2.2) and high percentage change in FLT uptake (60%) were predictive of improved disease-free-survival (p < 0.05 for both values). They also found that pre-therapy FLT uptake was not a significant predictor of outcome and did not correlate with disease-free-survival. Ulrich et al. (33) exploited the usefulness of radiomics textural feature extraction on FLT images for patients with head-and-neck cancer. Thirty patients with advanced-stage oropharyngeal or laryngeal cancer treated with definitive chemoradiotherapy were included in the study. The authors found that smaller and more homogenous lesions (described by different textural feature indices) at baseline were associated with better prognosis (p-value < 0.05).

In our study, we combined both SUV statistics and radiomic features. The LASSO logistic regression selects the most informative features of the dataset for classification. The usefulness of IVH_VolumeIntFract_90 is, thus, implicit in its selection because otherwise LASSO would have selected only a combination of SUV statistics. Nonetheless, we do not have a separate test set to evaluate the model performance.

Our models show that the information capable of describing the PET response to treatment is localized in the upper part of the SUV histogram, but is not fully reflected by the SUVmax. In fact, the models also include the information provided by the textural feature IVH_VolumeIntFract_90. Our findings are in agreement with those of Baiocco et al. (34) who found that the SUV95th (i.e. median computed on the upper 10% of the SUV distribution) was a more robust index than SUVmax value for uptake characterization. The present study, and the results reported by Baiocco et al. (34), confirms the role of the upper part of the SUV distribution and highlight the need to define new indices capable of overcoming the limits of classic SUV statistics. In fact, as suggested by Baiocco et al. (34), the single voxel count SUVmax normally represents an outlier of the SUV histogram.

With regard to the ability to describe the post-surgery pathological response, the LASSO model selected both the PET radiological response and two textural features as most representative of therapy response. The inclusion of two textural features highlights that EORTC criteria alone are inadequate to interpret pathological response and that additional information is needed to correctly asses treatment response based on early imaging. The selection of textural features in both models highlighted the role played by advanced imaging indices in describing the response to treatment. However, the obtained results can only be considered descriptive of the considered patient population, and further investigation in different and larger case series is needed to confirm the predictive power of the model.

Data in the literature have shown that magnetic resonance imaging (MRI), alone or associated with FDG PET, could represent a non-invasive technique for monitoring response to NCT and for assessing residual disease. In particular, in a single-center study of 93 patients with breast cancer treated with NCT, Pengel et al. (35) reported that FDG PET and MRI had a complementary predictive ability. Using FDG PET (SUVmax relative reduction) and MRI (relative change in largest tumor diameter) together in a multivariate analysis combined with breast cancer subtypes, the area under the curve (AUC) was 0.90 (95% CI: 0.83–0.96) (30). The AUCs of single imaging modality were 0.78 (95% CI: 0.68–088) for FDG PET and 0.79 (95% CI: 0.70–0.89) for MRI (36). The association of MRI images and FLT PET/CT may therefore provide further information on response to NCT in breast cancer patients.

A limitation of our study was the intrinsic difference between images in terms of both scanner and parameter acquisition (i.e. slice thickness, voxel dimension). It is known that, especially for textural features, these factors may influence the statistical analysis and reduce the robustness of extracted textural feature indices (35). In addition, the starting point of each patient may be different in terms of both maximum uptake and distribution inside the lesion. Given that our clinical interest focused on uptake variation as a surrogate of clinical response and that the absolute value of textural features may be influenced by different scanner acquisition and image characteristics, we chose to use the percentage variation of textural features rather than absolute values. This choice may have overcome the loss in textural feature robustness due to image acquisition parameters. This was also confirmed by the robustness analysis performed on our data, where the data calculated as percentage difference between FLT1 and FLT2 was more robust than the data directly extrapolated from single images (Table 3 and Supplementary Materials 3). A larger patient cohort is needed to properly investigate this point.

Another weakness of our study was the impossibility of evaluating prediction efficacy due to the small sample size involved. In fact, our results, despite their fairly good classification capability, can only be used to describe the current patient set. Indeed, it must be taken into account that the analyzed population was a subgroup of patients extracted from a phase II trial. Thus, a new study with an extended patient cohort would permit the assessment of the prediction capacity of the model in a different population.



Conclusions

The reliability of a FLT-PET textural feature approach for the correct and early prediction of response to treatment has yet to be clarified. The choice of the most accurate parameters represents the main problem preventing its routine and generalized use. Our study suggests the potential usefulness of FLT-PET textural feature for early monitoring of NCT response. In particular, the data deriving from radiomics analyses, more informative than those of the semi-quantitative SUV histogram parameters, reinforce the idea that textural feature may be predictive of response to treatment. Further studies on larger populations are warranted to confirm the role of FLT-PET as a tool to tailor therapy, reducing the risk of exposing unresponsive patients to unnecessary and harmful cycles of chemotherapy
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Purpose

To establish and validate a radiomics nomogram for preoperatively predicting lymph node (LN) metastasis in periampullary carcinomas.



Materials and Methods

A total of 122 patients with periampullary carcinoma were assigned into a training set (n = 85) and a validation set (n = 37). The preoperative CT radiomics of all patients were retrospectively assessed and the radiomic features were extracted from portal venous-phase images. The one-way analysis of variance test and the least absolute shrinkage and selection operator regression were used for feature selection. A radiomics signature was constructed with logistic regression algorithm, and the radiomics score was calculated. Multivariate logistic regression model integrating independent risk factors was adopted to develop a radiomics nomogram. The performance of the radiomics nomogram was assessed by its calibration, discrimination, and clinical utility with independent validation.



Results

The radiomics signature, constructed by seven selected features, was closely related to LN metastasis in the training set (p < 0.001) and validation set (p = 0.017). The radiomics nomogram that incorporated radiomics signature and CT-reported LN status demonstrated favorable calibration and discrimination in the training set [area under the curve (AUC), 0.853] and validation set (AUC, 0.853). The decision curve indicated the clinical utility of our nomogram.



Conclusion

Our CT-based radiomics nomogram, incorporating radiomics signature and CT-reported LN status, could be an individualized and non-invasive tool for preoperative prediction of LN metastasis in periampullary carcinomas, which might assist clinical decision making.
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Introduction

Periampullary carcinomas (PCs) arise within 2 cm of the major duodenal papilla, including a heterogeneous group of malignant tumors originating from the pancreas, distal common bile duct (CBD), duodenum, and ampulla of Vater. Although rare, accounting for roughly 0.2% of gastrointestinal tumors (1–3), PC is one of the top five leading causes of cancer-related death worldwide (4, 5), and the detection rate has substantially increased in the past few years (6). Traditionally, the treatment protocol is curative pancreaticoduodenectomy for resectable PCs, but the prognosis is still poor, with 5-year survival rates ranging from 6.5 to 32.8% after surgery (7). Even if the tumor was completely resected, majority of the PC patients still experience local recurrence and/or distant metastases, resulting in the low curative rate of PC (8).

PC is associated with a high rate of lymph node metastasis (LNM), which has made a considerable proportion of tumors unresectable, and has been considered to be one of the strongest predictors for patient survival (7, 9). Recent studies reported that patients with LN metastasis could obtain a survival benefit from neoadjuvant chemotherapy (10, 11). Therefore, accurate preoperative assessment of LN metastasis is essential for treatment strategy decisions and could help predict prognosis of patients with PC. However, preoperative diagnosis of LN metastasis remains challenging.

CT imaging is normally chosen for preoperative diagnosis of PCs. It provides precise anatomy with favorable resolution and can accurately predict the resectability of PCs (12); however, its ability to detect LN metastasis is unsatisfactory, with diagnostic accuracy varying from 63 to 81% (13). Correlation between intratumor heterogeneity and metastasis has been proposed (14), but information obtained from conventional CT images is limited to some simple factors (such as tumor size, shape, density, and enhancement pattern) and appears insufficient for more in-depth research.

Radiomics is a recently developed omics-based approach applied to quantitative radiology to extract multiple quantitative features from original images (15). Through automatic feature extraction algorithm, imaging data are converted into high-dimensional feature data, which have been revealed to have an underlying relationship with pathophysiological characteristics and could be used to develop predictive models to improve diagnostic and prognostic accuracy (16). Radiomics nomograms, which are constructed by incorporating quantitative risk factors, have been widely accepted as a reliable tool for predicting clinical events and have successfully assisted preoperative prediction of LN metastasis in several types of malignant tumors (17–21). Till now, there has been no published research that has evaluated whether CT-based radiomics would facilitate LNM prediction in PCs.

Therefore, in this study, we sought to establish and validate a radiomics nomogram that would incorporate a radiomics signature and clinical risk factors for preoperatively predicting LNM in PCs.



Materials and Methods


Study Population

This retrospective study of anonymous data was approved by the Ethics Committee of our institution, and requirement for informed consent was waived. Preoperative CT images of patients with pathologically confirmed PC were collected from our database. The inclusion criteria were as follows: 1) patients were treated with curative-intent tumor resection and LN dissection; 2) clinical and pathological data were available; 3) maximum diameter of the tumor was larger than 3 mm; 4) preoperative CT examination was performed less than two weeks before surgery; and 5) CT images had high quality (without artifacts) for segmentation. The exclusion criteria were as follows: 1) patients have received chemotherapy or radiotherapy prior to surgery; 2) patients suffered from other malignant tumors at the same time. From January 2011 to March 2020, a total of 122 patients (mean age, 58.6 years; range, 32–78 years) were included in our study. Based on the time of surgery, patients were divided into two independent sets: 85 patients treated between January 2011 and December 2018 were included in the training set, whereas 37 patients treated between January 2019 and March 2020 were assigned into the validation set (Figure 1).




Figure 1 | Flow diagram of patient selection procedure.



Clinical data including age, gender, tumor origin (pancreas, CBD, duodenum, or ampulla of Vater), preoperative serum carbohydrate antigen 19-9 (CA19-9), carbohydrate antigen 125 (CA125), carcinoembryonic antigen (CEA) levels, and dates of preoperative CT examination were obtained from our medical database. The threshold values for the levels of CA 19-9 level, CA 125, and CEA were defined as 39 U/ml, 39 U/ml, and 10 ng/ml, respectively, and values greater than those were considered to be abnormal in our institution.



CT Image Acquisition

CT examinations were performed with 640-slice MDCT (Aquilion ONE, Toshiba, Japan) or 64-slice MDCT (CT750 HD, GE Healthcare, Wisconsin, USA) systems. Patients were required to fast for more than 4 h before examination. The tube voltage was 120 kV, the tube current was automatic milliamps, the layer thickness was 5 mm, and the reconstruction layer interval was 5 mm. After plain scanning, arterial phase (25–30 s), portal venous phase (60–70 s), and delayed phase (3 min) scans were performed. With a power injector, contrast agent (Iohexol, 300 mg iodine/ml, Beijing Beilu Pharmaceutical Co., Ltd.) was administered intravenously at a rate of 3 ml/s for a total dose of 80–85 ml, followed by a 20-ml saline flush. Furthermore, patients took 500–1,000 ml of pure water orally as a negative contrast agent before image acquisition.



CT Feature Evaluation

Two radiologists (reader 1 and reader 2, with 7 and 14 years of experience in abdominal CT interpretation, respectively) reviewed all images in consensus, and the following traits were evaluated: 1) tumor size, defined as the maximum diameter on transverse images; 2) vascular involvement, defined as vessel occlusion, stenosis, or contour deformity associated with tumor invasion (17, 22); and 3) LN metastasis, defined as short-axis diameter larger than 1.0 cm, with central necrosis, or hyperenhanced than liver parenchyma in portal venous phase (17, 22). The observers knew that all patients received diagnoses of PC but were blind to the clinical or pathologic details.



Tumor Segmentation and Radiomic Feature Extraction

Three-dimensional (3-D) segmentation and feature extraction were performed using a postprocessing platform (Dr. Wise Multimodal Research Platform, Beijing Deepwise & League of PHD Technology Co., Ltd, Beijing, China. https://research.deepwise.com). On the portal venous-phase images, the region of interest (ROI) was manually drawn freehand on each transverse section strictly within the border of the lesion layer by layer, which should include cyst, hematoma, or necrosis within the lesion, but avoid CBD, main pancreatic duct, and other normal anatomical structures. The volume of interest (VOI) of each lesion was then automatically generated (Figure 2). A total of 1,218 features, including 252 first-order features, 14 shape features, and 952 texture features, were extracted from the VOI of each patient.




Figure 2 | Flow diagram of radiomics procedure.





LN Status-Related Feature Selection and Signature Construction

To decrease the impact from the different value scales of the radiomics features, all features were normalized before feature selection (18). Each feature was subtracted by the mean value of the training set and was divided by the standard deviation value of this set. The same normalization approach was then applied to the validation set by utilizing the mean value and standard deviation value calculated from the training set (18).

We devised a three-step procedure to reduce feature dimensionality and select the most robust and LN status-related features. First, we tested feature robustness and reproducibility by using inter- and intraclass correlation coefficients (ICCs). Twenty patients were randomly selected from the entire patient group for this analysis. To assess interobserver reliability, reader 1 and reader 2 performed the segmentation of these 20 tumors independently. To evaluate intraobserver reproducibility, reader 1 repeated the segmentation procedure after two weeks. The remaining image segmentation was also completed by reader 1. Radiomic features with both kinds of ICC values >0.90 were considered to be robust and stable and were selected for subsequent analysis. Second, we used one-way analysis of variance (ANOVA) to select features that were significantly different between LNM-positive group and LNM-negative group. Finally, to avoid the “curse of dimensionality”, which would lead to a large false positive result (23), the least absolute shrinkage and selection operator (LASSO) feature selection algorithm was applied to screen the most informative image features extracted from all VOIs, with penalty parameter tuning conducted by five-fold cross-validation. During the feature selection process, most of the covariate coefficients were reduced to zero, and the variables that still had a non-zero coefficient after the shrinking process were selected. A radiomic signature was generated through a linear combination of selected features weighted by their respective coefficients (24). The predictive accuracy of the radiomics signature was quantified by the area under the receiver operating characteristic (ROC) curve (AUC) in both training and validation sets.



Development, Performance, and Validation of a Radiomics Nomogram

The radiomics signature and clinical factors were tested in a multivariate logistic regression model for predicting LN metastasis in the training set. Clinical factors included age, gender, tumor origin, preoperative serum CA19-9, CA125, CEA levels, and CT-reported LN status. Collinearity diagnosis was performed to detect the multicollinearity among the variables by calculating the variance inflation factor (VIF). Variables with VIF >10 indicated severe multicollinearity (25). A radiomics nomogram was subsequently established by using the selected significant covariates based on the proposed multivariate model, and the nomogram score was calculated.

The discriminative efficacy of the nomogram was quantified by ROC curve and AUC value. Calibration curves, a key measurement of the consistency between predicted LNM probability and actual LNM rate, were generated to evaluate the calibration of the nomogram, accompanied by Hosmer–Lemeshow (H–L) test to assess the goodness-of-fit of the nomogram (18). The performance of the nomogram was subsequently tested internally in an independent validation set by using the formula derived from the training set. Calibration and the H–L test were performed, and the AUC was calculated.



Clinical Utility of the Radiomics Nomogram

Decision curve analysis (DCA) was performed to estimate the clinical utility of the radiomics signature and radiomics nomogram by calculating the net benefits for a range of threshold probabilities in the training and validation sets (24). Flow chart of the radiomics procedure was presented in Figure 2.



Pathological Diagnosis of LNM

All the patients underwent lymphadenectomy, and the resected LN areas included peripancreatic, retropancreatic, hepatoduodenal, celiac, superior mesenteric, portocaval, and aortocaval (26). The resected LNs of each area were grouped and sent for histopathological examination. Each LN was subsequently dissected by the pathologist for diagnosis of LN status. LNM means that at least one of the LNs was positive.



Statistical Analysis

Univariate analysis was applied to compare the differences in the clinical and radiomics factors between LNM-positive group and LNM-negative group. Categorical variables were compared by using the Chi-square test or Fisher exact test, and continuous variables were compared by using the Student’s t-test or Mann–Whitney U test, as appropriate. One-way ANOVA was used to compare the value of each radiomics feature between two groups. The correlation between radiomics features and the LN status was assessed by using the Kendall’s rank coefficient test. Differences in the AUC values between different models were compared using DeLong’s test. Statistical analyses were performed using SPSS software (SPSS for Windows, v. 17.0). A two-sided p value <0.05 was considered statistically significant.




Results


Patient Characteristics

The rates of LNM were 35.29% (30 of 85) in the training set and 35.14% (13 of 37) in the validation set, and there was no significant difference between the two sets (p = 0.98). In total, 19 patients (44.19%; 19 of 43) with LNM were understaged, and 15 patients (18.99%; 15 of 79) without LNM were overstaged based on CT-reported LN status. The overall accuracy of CT-reported LN status was 72.13% (88 of 122), with a sensitivity of 55.81% (24 of 43), a specificity of 81.01% (64 of 79), a positive predictive value (PPV) of 61.54% (24 of 39), and a negative predictive value (NPV) of 77.11% (64 of 83). No significant differences in other clinical and radiological factors between the training and validation sets were observed (p > 0.05). The baseline characteristics of all patients in the training and validation sets are listed in Tables 1 and S1.


Table 1 | Characteristics of all patients in the training set and validation set.





LN Status-Related Feature Selection and Radiomics Signature Construction

A total of 767 stable features (14 shape features, 162 first-order features, and 591 texture features) were selected after inter- and intraobserver reproducibility analysis. Among them, 38 radiomics features showing significant differences between two groups (p = 0.01–0.05) by one-way ANOVA were enrolled into the LASSO regression algorithm to select most LN status-related features (Figure 3). Finally, seven features with non-zero coefficients in LASSO regression algorithm were selected based on the training set and were used to build the logistic regression (LR) model. Among the seven features, four features were significantly correlated with the actual LN status in the Kendall’s rank correlation test, and six features were significantly different between two groups in the Mann–Whitney U test. The details are listed in Table 2.




Figure 3 | Radiomics feature selection using the least absolute shrinkage and selection operator (LASSO) regression algorithm. (A) Tuning parameter (λ) selection in LASSO model used five-fold cross-validation via minimum criteria. The y-axis indicates the mean square error. The x-axis indicates the log(λ). The black curve indicates average error for each model with given λ. The vertical lines define the optimal λ value of 0.026 with log(λ) = −1.579 was chosen. (B) LASSO coefficient profiles of the 38 radiomics features. A coefficient profile plot was generated versus the selected log(λ) value using five-fold cross-validation. A vertical line was plotted at the optimal λ value, which resulted in seven features with non-zero coefficients.




Table 2 | Univariate analysis and correlation test for radiomics features used in the LR model for the training set.



The radiomics signature was constructed, and the radiomics score was calculated by using the following formula: Radiomics score = −0.81645684 + 0.279262 * wavelet-LLH_glszm_GrayLevelNonUniformity − 0.08749282 * original_glszm_SmallAreaLowGrayLevelEmphasis + 0.49760476 * wavelet-LHH_glcm_SumSquares −0.20140729 * original_glszm_LowGrayLevelZoneEmphasis − 0.48808121 * wavelet-HHH_glszm_SmallAreaEmphasis − 0.29281344 * wavelet-LLH_glcm_ClusterShade − 0.20921238 * wavelet-HHL_glcm_Imc2. The scatter plots of the radiomics score for each patient in the training and validation sets are shown in Figure S1.



Diagnostic Validation of Radiomics Signature

Radiomics score of LNM-positive group was significantly higher than that of LNM-negative group in the training set (median, −0.238 vs −0.918; p < 0.001), and the difference was then confirmed in the validation set (median, −0.420 vs −1.137; p = 0.017). The AUC values of radiomics signature were 0.733 [95% confidence interval (CI): 0.623, 0.843) in the training set and 0.721 (95% CI: 0.550, 0.892) in the validation set, indicating good predictive efficacy.



Development, Performance, and Validation of the Radiomics Nomogram

Results of the univariate and multivariate logistic regression analyses are listed in Table 3. The VIFs of the five potential predictors ranged from 1.09 to 2.43 in collinearity diagnosis, indicating that there was no collinearity in these factors (Table S2). In the multivariate logistic regression analysis, radiomics signature and CT-reported LN status were identified as independent predictors of LN metastasis in PC (Table S3). A radiomics nomogram that incorporated these two predictors was constructed. All ROC curves are shown in Figure 4. In the training set, the radiomics nomogram demonstrated the highest discrimination capability, with the AUC of 0.853 (95% CI: 0.767, 0.939), which was higher than the radiomics signature [AUC, 0.733 (95% CI: 0.623, 0.843); p = 0.004] and CT-reported LN status alone [AUC, 0.692 (95% CI: 0.589, 0.796); p = 0.001]. In the validation set, the radiomics nomogram provided the greatest AUC (0.853; 95% CI: 0.731, 0.975), which indicated that the radiomics nomogram achieved the best predictive efficacy than the radiomics signature [AUC, 0.721 (95% CI: 0.550, 0.892); p = 0.064] and CT-reported LN status alone [AUC, 0.665 (95% CI: 0.501, 0.829); p = 0.016]. The specific performances of the models are summarized in Table 4.


Table 3 | Risk factors for LN metastasis in periampullary carcinomas.






Figure 4 | Radiomics nomogram developed with receiver operating characteristic (ROC) curves and calibration curves. (A) A radiomics nomogram incorporating the radiomics signature and CT-reported lymph node (LN) status was developed in the training set. Comparison of ROC curves between the CT-reported LN status, radiomics signature, and radiomics nomogram for the prediction of LN metastasis in the training set (B) and validation set (C). Calibration curves of the radiomics nomogram in the training set (D) and validation set (E).




Table 4 | Performances of the CT-reported LN status, radiomics signature, and radiomics nomogram.



Nomogram score of LNM-positive group was significantly higher than that of LNM-negative group in the training set (median, 0.613 vs 0.186; p < 0.001), and the difference was then confirmed in the validation set (median, 0.423 vs 0.156; p = 0.001). The calibration curves of the radiomics nomogram showed good consistency between predicted LNM probability and actual LNM rate in both training and validation sets. For the training set, a non-significant statistic (p = 0.689) of the H–L test suggested no significant deviation from an ideal fitting. The favorable calibration of the radiomics nomogram was further confirmed in the validation set. For the validation set, the H–L test yielded a p-value of 0.278 (Figure 4).



Clinical Utility of the Radiomics Nomogram

The decision curve analysis for the radiomics nomogram and the radiomics signature are presented in Figure 5. In both training and validation sets, the radiomics nomogram showed a larger area under the decision curves, indicating that compared with “treat-all” or “treat-none” strategies, the radiomics nomogram adds more net benefit to predict LN metastasis for threshold probabilities of more than 11%.




Figure 5 | The decision curves of radiomics signature and radiomics nomogram in the training set (A) and validation set (B). The y-axis indicates the net benefit. The x-axis indicates the threshold probability at a range of 0.0 to 1.0. The red and green dotted lines represent the decision curves of radiomics signature and radiomics nomogram, respectively. The light gray line represents the decision curve of the assumption that all patients suffer from LN metastasis, and the dark gray line represents the decision curve of the assumption that no patients suffer from LN metastasis. The radiomics nomogram had higher net benefit than radiomics signature.






Discussion

In this study, a radiomics nomogram for non-invasive preoperative prediction of LN metastasis in patients with PC was developed and validated. The nomogram was constructed by incorporating the radiomics signature and CT-reported LN status and demonstrated favorable discriminative ability in both the training set (AUC, 0.853) and the validation set (AUC, 0.853), outperforming conventional morphology-based diagnostic criteria for LN staging on CT images.

PCs remain a diagnostic and therapeutic challenge. The potentially curative option for patients with PC is pancreaticoduodenectomy. However, by the time of presentation, nearly 70–80% of PCs are unresectable due to lymph node involvement, invasion of adherent organs or vessels, and distant metastasis (26, 27). It is worth noting that patients with para-aortal LN metastases should be considered contraindicated for resection since positive para-aortal LNs were reported to be associated with poor survival after pancreatoduodenectomy (13, 28). In addition to traditional surgical methods, neoadjuvant therapy has been investigated in patients with PC. Previous studies revealed that through the fibrosis of LNs, the lymph node ratio is reduced, and patients with preoperative LNM could benefit from a better prognosis (10, 29). Furthermore, LN metastasis has been suggested as an important predictor of patient prognosis. Nappo et al. found that compared with patients with LNM, the median overall survival of patients without LNM was significantly longer (32 vs 69 months, respectively; p < 0.05) (30). Therefore, accurate preoperative assessment of LN metastasis is crucial for optimal treatment planning and prognosis prediction.

In daily clinical practice, image-based differentiation of metastatic LNs from non-metastatic LNs mainly depends on morphological features and sizes of LNs, but subjectivity exists in this procedure. Moreover, metastatic LNs with small sizes and benign LNs with non-specific inflammatory hyperplasia are also inevitable. Therefore, correct diagnosis of LN metastasis using conventional imaging modalities is difficult for radiologists. A systematic review and meta-analysis carried out by Tseng et al. revealed that conventional CT imaging has a low diagnostic accuracy (63–81%) in assessing LN metastasis in PC (13), which was verified in our study. Fine-needle aspiration has been regarded as a valuable method for the diagnosis of LN metastasis, but it is invasive, and its ability to detect small metastatic LNs is limited (17).

Alternatively, radiomics could overcome the above-mentioned shortcomings. Radiomics enables the non-invasive detection of the underlying relationship between invisible quantitative image features and pathophysiological characteristics. With the rapid development in the radiomics research field, more than 1,000 radiomics features are now available for more comprehensive presentation of tumors (31). In this study, seven texture features related to tumor heterogeneity were selected to build the radiomics signature, which were supposed to reveal tumor characteristics hidden behind the speckle (32). Histogram-based features depend on a single pixel value, which are calculated based on the overall intensity distribution. On the other hand, texture features are calculated based on the local distribution of voxel. Texture features consider the interaction between neighboring pixels and are therefore more suitable for quantifying tumor heterogeneity (33). This is consistent with previous studies that the efficacy of gray level co-occurrence matrix (GLCM)/gray level size zone matrix (GLSZM)-based texture features for capturing heterogeneous texture information is better than that of histogram-based features (34). In addition, we used VOI for feature selection in our study. Compared with 2-D ROI which was drawn on the largest cross-sectional slice, this 3-D ROI could reflect the heterogeneity of the whole tumor volume, reduce the omission of certain important features on a single slice, and achieve an improvement in the discrimination efficacy (31, 35).

In the manual tumor segmentation procedure, the reproducibility of radiomics features is the most important and unsettled aspect, which would be affected by the subjectivity when determining the tumor boundary. To ensure that the selected features are robust and reproducible, we used the ICCs to evaluate the interobserver reliability and intraobserver reproducibility, and only features of both kinds of ICC with values larger than 0.90 were selected for the subsequent analysis. In our study, LASSO algorithm was used for feature redundancy elimination. This method has two main advantages. First, it allows features to be selected based on their univariable association with the outcome without overfitting. Second, it enables a signature to be constructed by a panel of selected covariates (17, 36). In addition, we used one-way ANOVA between the above-mentioned two steps to select the most LN metastasis-related features to construct the predictive model. Our radiomics signature comprised of seven robust features and indicated good predictive efficacy.

In our study, we developed a radiomics nomogram as an individualized tool for prediction of LN metastasis in PCs and evaluated whether decisions based on the nomogram could benefit patients. Decision curve analysis was used to assess the clinical consequences based on threshold probability, from which a net benefit could be derived (37–39). Our results documented that, given a threshold probability of more than 11%, the radiomics nomogram-based LNM detection approach outperformed either the treat-all or treat-none scheme in both training and validation sets. Notably, the presented radiomics nomogram consists of only two items that are easily accessible from routine CT images. Thus, the nomogram developed from our current study can be used as a reliable and non-invasive modality to preoperatively predict LN metastasis in PCs.

A couple of limitations of our study should be acknowledged. First, due to the retrospective nature of our study, selection bias was difficult to avoid. Patients with an advanced tumor stage and incompetent for surgery were excluded. Second, the sample size was limited to this single-center study. Prospective multi-center study of this rare tumor is needed to obtain external validation from other hospitals in future. Third, the tumor segmentation was manually performed by the radiologists, which was time-consuming and labor-intensive. Further computer algorithm-assisted automatic segmentation should be used. Fourth, the possibility of micrometastasis in LNM-negative cases cannot be excluded. However, the clinical significance of LN micrometastasis remains controversial. Finally, genomic characteristics were not incorporated in this study. As a newly emerging field in oncology, radiogenomics integrates radiomic characteristics with genomic phenotypes and could reflect underlying gene expression or mutation status. Further studies focusing on this topic should be proposed.

In conclusion, we proposed a convenient and non-invasive radiomics nomogram that incorporates radiomics signature and CT-reported LN status to preoperatively predict LN status in patients with PC in order to facilitate clinical decision making and predict patient survival after surgery.
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Objective

Accurate prediction of postoperative recurrence risk of gastric cancer (GC) is critical for individualized precision therapy. We aimed to investigate whether a computed tomography (CT)-based radiomics nomogram can be used as a tool for predicting the local recurrence (LR) of GC after radical resection.



Materials and Methods

342 patients (194 in the training cohort, 78 in the internal validation cohort, and 70 in the external validation cohort) with pathologically proven GC from two centers were included. Radiomics features were extracted from the preoperative CT imaging. The clinical model, radiomics signature, and radiomics nomogram, which incorporated the radiomics signature and independent clinical risk factors, were developed and verified. Furthermore, the performance of these three models was assessed by using the area under the curve (AUC) of receiver operating characteristic (ROC) curve analysis and decision curve analysis (DCA).



Results

The radiomics signature, which was comprised of two selected radiomics features, namely, contrast_GLCM and dissimilarity_GLCM, showed better performance than the clinical model in predicting the LR of GC, with AUC values of 0.83 in the training cohort, 0.84 in the internal validation cohort, and 0.73 in the external cohort, respectively. By integrating the independent clinical risk factors (N stage, bile acid duodenogastric reflux and nodular or irregular outer layer of the gastric wall) into the radiomics signature, the radiomics nomogram achieved the highest accuracy in predicting LR, with AUC values of 0.89, 0.89 and 0.80 in the three cohorts, respectively. DCA in the validation cohort showed that radiomics nomogram added more net benefit than the clinical model within the range of 0.01-0.98.



Conclusion

The CT-based radiomics nomogram has the potential to predict the LR of GC after radical resection.
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Introduction

Gastric cancer (GC) remains one of the leading causes of cancer-related deaths globally, especially in Eastern Asia (particularly in Korea, Mongolia, Japan, and China) (1). Surgical resection continues to remain the best curative treatment for GC. With advances in surgical techniques and equipment along with neoadjuvant therapies, even advanced-stage cases have become amenable to surgical resection. However, recurrence after curative gastrectomy, continues to severely affect the long-term outcomes, with a reported incidence as high as 36.9% to 45.9% (2, 3). The proportion of local recurrence (LR) cases in all the recurrent cases can be as high as 53.7% (4). Once relapse occurs, the patients have very few treatment options. Thus, how to decrease the incidence of LR is a significant clinical problem. According to two randomized phase III trials in Korea and Japan, postoperative adjuvant chemotherapy showed a survival benefit for the patients with locally advanced GC following D2 gastrectomy while comparing with those surgery alone, and it can also decrease the incidence of recurrence (5, 6). Another intergroup trial demonstrated that postgastrectomy chemoradiation can significantly reduce the high LR rate of GC, suggesting that all patients at high risk for recurrence should accept postgastrectomy chemoradiation (7). How to identify these patients is a crucial problem. Thus, it is necessary to develop a reliable prediction tool to identify patients at high risk of LR of GC after radical resection.

The tumor, lymph node, metastasis (TNM) staging system is widely used for risk stratification and treatment plan-making of GC patients. The patients, with stage II or higher stage GC, were recommended to accept postoperative chemotherapy (6). However, the clinical outcomes often vary, even in patients with the same TNM stage. Administration of postoperative chemotherapy to all these patients is unnecessary and may even be harmful for some patients (8). Previous study have reported that the TNM staging system lacks the ability to include various other tumor and patient characteristics, which are required to enable individualized predictions (8).

In recent years, radiomics has attracted increasing attention by researchers, this method can extract sub-visual yet quantitative features from radiological images by using many indices, including intensity as well as texture and shape features, to reflect biological information such as cell morphology, gene and molecular expression, and tumor heterogeneity (9). Currently, radiomics is widely used in cancer diagnosis; prediction of therapeutic response and recurrence; and prognostication of survival, especially in lung carcinoma, colorectal carcinoma, and breast cancer (10–12). However, few studies have focused on the application of radiomics in GC, of the available studies, most of them have focused on the use of radiomics for predicting the therapeutic response and survival in GC (13, 14). Jiang et al. reported that radiomics signature of computed tomography imaging is a powerful predictor of overall survival and disease-free survival (14). Another study by Li et al. used a single center data to evaluate the prognostic value of computed tomography radiomics features in patients with GC following curative resection, the results showed that the radiomics features were useful in stratifying patients with GC following radical resection into high- and low-risk groups (13). However, to our knowledge, none of these studies had focused on evaluating the risk of LR.

The current study, using two center data, was conducted to investigate whether a computed tomography (CT)-based radiomics nomogram, which combined the radiomics signature and clinical risk factors, can be used as a tool for predicting the LR of GC after radical resection.



Materials and Methods


Patients

A total of 272 consecutive patients in center 1, who had underwent gastrectomy and pathologically proven GC from October 2008 to July 2017, were enrolled in this study. In addition, we also collected an external validation cohort from center 2, including 70 patients from March 2015 to April 2017. The enrollment procedure is shown in the Supplementary Material Figure S1. The inclusion and exclusion criteria of the two centers were the same. The inclusion criteria were as follows: (a) the patients who had received gastrectomy, (b) the patients had pathologically proven GC, (c) the patients had preoperative abdominal contrast-enhanced CT examination. The exclusion criteria were as follows: (a) the contrast-enhanced abdominal CT examination longer than two weeks before operation, (b) the patients had unsatisfactory gastric distention and insufficient quality of CT imaging, (c) the surgery didn’t meet the standard of D2 lymphadenectomy and R0 resection, (d) less than 15 retrieved lymph nodes, (e) incomplete medical records, (f) had previous treatment with chemotherapy or radiotherapy before surgery, (g) follow-up shorter than 2 years before LR. This study was reviewed and approved by the institutional review board of Jiangmen central hospital and the First Affiliated Hospital of Sun Yat-sen University. Due to the retrospective nature, the ethics committees waived the requirement of written informed consent for participation.

We further divided these 272 patients from center 1 into training cohort and internal validation cohort. The training cohort consisted of 194 patients enrolled from October 2008 to August 2015, while the validation cohort consisted of 78 patients enrolled from September 2015 to July 2017. The clinicopathological data of each patient, including sex, age, tumor location, bile acid duodenogastric reflux after radical resection, histological classification, histological grade, depth of tumor involvement (T stage), involvement of regional lymph nodes (N stage), TNM stage, lymphovascular invasion, lauren classification, borrmann type and postoperative chemotherapy were derived from the electronic medical records. The CT imaging data of the patients were acquired from the database of two centers via picture archiving and the communication system.



CT Acquisition

Abdominal contrast-enhanced CT was performed using one of the following CT scanners: Toshiba Aquilion One-64 (Toshiba Medical Systems, Otawara, Japan) and Somatom Force CT Scanner (Siemens Healthcare). The scanning parameters were as follows: tube voltage, 120 kv; tube current, auto; detector collimation, 64 × 0.625 mm and 192 × 0.625 mm, respectively; field of view, 350 mm × 350 mm; pitch, 0.656 and 0.7, respectively; rotation time, 0.5 s; matrix, 512 × 512; slice interval, 3 mm; slice thickness, 3 mm; reconstructed section thicknesses, 3 mm. Triple-phase CT, which included a plain scan, arterial phase, and portal venous phase, was performed for each patient. The arterial and portal venous phase images were acquired at 30 s and 60 s, respectively, after the injection of contrast agent (1.5 mL/kg, 3.0–3.5 mL/s, Ultravist, Bayer Schering Pharma, Berlin, Germany) via a pump injector.



CT image evaluation

The CT images of the patients were evaluated by two radiologists (reader 1 and reader 2, with 10 years and 15 years of experience in abdominal imaging diagnosis, respectively), who were only aware of the diagnosis and location of GC. They first independently evaluated the transverse, coronal and sagittal CT images of patients on the PACS system. In the evaluation process, different CT window width and window level was adjusted to better display each CT sign, and the corresponding CT signs appear in any position were considered positive. Finally, the evaluation results of the two doctors were summarized, and the cases with different opinions were reviewed and discussed together to resolve differences.

The following CT signs were evaluated: (a) high enhanced serosa sign (present or absent), high enhancement with long ribbon shape or patchy shape on the side of gastric serous around the lesion. (b) nodular or irregular outer layer of the gastric wall (present or absent), nodular or irregular outer layer on the side of gastric serous around the lesion. (c) perigastric fat infiltration (present or absent), increased density of the fatty layer around the lesion, with or without linear and reticular structure. (d) tumor necrosis (present or absent), non-enhanced areas within the lesion. (e) perigastric lymph node necrosis (present or absent), non-enhanced areas within the perigastric lymph node.



Pathological Evaluation

All of the surgical specimens were examined by a senior pathologist (with 16 years of experience in gastrointestinal pathology) and reclassified as per the American Joint Committee on Cancer 8th edition TNM staging system (2016) (15). The histological classification, histological grade, T stage, N stage, TNM stage, lymphovascular invasion, and Lauren classification were assessed.



Definition and Surveillance of Bile Acid Duodenogastric Reflux

Bile acid duodenogastric reflux was defined as the reverse flow of bile from the duodenum into the remnant stomach. In the present study, the bile acid duodenogastric reflux was monitored by endoscopy. The patient was considered to have bile acid duodenogastric reflux if the following conditions were satisfied: (a) the presence of yellow or yellowish-green bile on the surface of the gastric mucosa or mixed in the gastric juice without obvious vomiting symptoms during the examination, (b) visualization of bile reflux through the afferent limb into the remnant stomach during the gastroscopy for more than 1 min.



Follow-up and definition of LR

LR was defined as reappearance of cancer at the gastrojejunostomy site, tumor bed, residual stomach, duodenal stump, and/or regional lymph nodes (16). Recurrence in the gastrojejunostomy site, tumor bed, residual stomach and duodenal stump was pathologically confirmed by endoscopic biopsy. The regions of lymph node recurrence were determined according to the Japanese Gastric Cancer Treatment Guidelines (17).

The endpoint of this study was LR. According to the National Comprehensive Cancer Network Clinical Practice Guidelines in Oncology, Gastric Cancer Version 2.2019 (18), all patients included in this study were followed up for at least two years if LR didn’t occur. The patients were followed up in the outpatient department of our hospitals every 3–6 months in the first 2 years, every 6–12 months during the next 3 years, and then yearly. Abdominal contrast-enhanced CT, endoscopy, and tumor biomarker tests were performed in order to detect postoperative recurrence. The tumor biomarker tests were performed at every follow-up visit. A CT examination was performed every 6–12 months for the first 2 years, and then yearly. Endoscopy was performed if LR was suspected on CT or based on the symptoms of the patient. Endoscopic biopsy and pathological examination were performed if the patient was suspected of having LR on endoscopy.



Tumor Segmentation and Extraction of Radiomics Features

Tumor segmentation was performed in the portal venous phase of preoperative CT imaging. The region of interest (ROI) was manually segmented by a professional radiologist (reader 1) using our in-house software developed with MATLAB 2016 (Mathworks, Natick, MA, USA). Contour lines of the ROI were drawn along the boundaries of the tumor on each axial image, avoiding the adjacent air and fat. Subsequently, reconstruction of the whole tumor volume was performed using the identified axial images. In order to enhance the robustness and repeatability of extraction of the radiomics features, wavelet bandpass filtering, isotropic resampling, and grayscale discretization were applied while reconstructing the whole tumor volume. Features were extracted using the in-house software developed with MATLAB 2016 (Mathworks, Natick, MA, USA). The extracted radiomics features were normalized by the z-score (19).

Intraclass correlation coefficients (ICCs) were used to evaluate the reproducibility and stability of the radiomics parameters. Reader 1 performed the segmentation on all images of the patients. Reader 2 randomly chose 30 patients from the training cohort and performed tumor segmentation for inter-reader agreement analysis. The radiomics parameters with ICC values greater than 0.75 were considered to be reliable.



Selection of Feature Parameters and Building of the Radiomics Signature

The least absolute shrinkage and selection operator (LASSO) logistic regression was used to select the features, and the features with non-zero coefficients were considered as valuable predictors for predicting the LR of GC. The process of feature selection based on the LASSO was showed in Supplementary Material A1. Subsequently, the non-zero coefficients of the selected features were used to build a radiomics signature by using the linear combination (Supplementary Material Table S1). The output of the radiomics signature was labeled as the radiomics score (R-score). Differences of the radiomics signature between the LR group (RG) and the nonrecurrence group (NRG) were assessed by the Mann–Whitney U test.



Construction of the Clinical Model

Univariate analysis was performed using the various clinicopathological parameters to identify the significant factors associated with the LR of GC. Subsequently, multivariate logistic regression analysis was used to build the clinical model.



Construction of the Radiomics Nomogram

A combined model, which integrated the radiomics signature and the clinical risk factors, was constructed using multivariate logistic regression analysis and finally presented as a radiomics nomogram. Backward step-wise selection, accompanied by the likelihood ratio test as the stopping rule, was performed while constructing the combined model. Calibration of the nomogram was acquired from the calibration curve analysis, and the goodness of fit was calculated using the Hosmer–Lemeshow test.



Predictive Performance Evaluation of Each Model

Receiver operating characteristic (ROC) curve analysis was performed to evaluate the performance of each model. The area under the curve (AUC), sensitivity, specificity, accuracy, positive predictive value (PPV), negative predictive value (NPV), and optimal threshold for each model were recorded. A larger AUC represented a higher prediction accuracy. Comparison of the AUCs of the prediction models was accomplished by the DeLong test.

The net reclassification index (NRI) was used to assess the performance between the clinical model and the radiomics nomogram. Moreover, stratified analysis was performed on the patients’ age, sex, CT system, and contrast agent.



Clinical Utility Analysis of the Prediction Models

Decision curve analysis (DCA) was used to evaluate the clinical utility of the prediction models by quantifying the net benefits at different threshold probabilities (20).



Statistical Analysis

The Mann–Whitney U test was used to compare the continuous variables such as age and R-scores between the RG and NRG in the training and validation cohorts. In addition, the chi-squared test was used to compare the categorical data such as sex, tumor location, incidence of bile acid duodenogastric reflux, histological classification, histological grade, T stage, N stage, TNM stage, lymphovascular invasion, Lauren classification, Borrmann type and postoperative chemotherapy.

All statistical analyses were performed using R3.0.1 (http://www.rproject.org) and MATLA2016. The “glmnet”, “pROC”, and “dca.r.” packages were used to accomplish the LASSO logistic regression analysis, ROC curve analysis, and DCA, respectively. The differences were considered to be statistically significant if the P value was less than 0.05.




Results


Patients and Clinical Data

The median follow-up time was 43.5 months (range 6 to 72 months). The clinical data of the patients of three cohorts are presented in Table 1. The sex, age, tumor location, type of tumor differentiation, and incidence of lymphovascular invasion were similar in the RG and NRG in the training cohorts (Table 1). However, the incidence of bile acid duodenogastric reflux, histological classification, T stage, N stage, TNM stage, Lauren classification, Borrmann type, postoperative chemotherapy, high enhanced serosa sign and nodular or irregular outer layer of the gastric wall were significantly different between the RG and NRG, in all the three cohorts (P < 0.05 for all these clinical factors) (Table 1).


Table 1 | Clinicopathological characteristics of the RG and the NRG in the training and validation cohorts.






Selection of Radiomics Features and Building of the Radiomics Signature

Figure 1 shows the process of data analysis and selection of radiomics features. A total of 10,324 three-dimensional features, including the shape, intensity and texture of the tumor on CT, were extracted in the current study. Subsequently, a total of 734 recurrence-related features among the above features set, which was statistically different between the RG and NRG in the training cohort, with ICC values >0.75 (ICC = 0.75–0.99), were selected for further LASSO logistic regression analysis. Finally, two recurrence-related features, namely, contrast gray level co-occurrence matrix (GLCM) and dissimilarity_GLCM, were selected as valuable predictors to build the radiomics score calculation formula (Table 2 and Figure 1C). The radiomics score calculation formula and the selected recurrence-related features are presented in Supplementary Material Table S1. The radiomics score showed a statistically significant difference between the RG and NRG in both the training and validation cohorts (P < 0.001).




Figure 1 | The process of data analysis. (A) Region of interest (ROI) segmentation of gastric cancer (GC) lesions. (B) Three-dimensional reconstruction of the segmented GC lesions and feature extraction. (C) Feature selection and performance of the receiver operating characteristic (ROC) curve. (D) Performance of the radiomics nomogram and clinical utility.




Table 2 | Radiomic features of the RG and the NRG in the training and validation cohorts.



The median radiomics scores of the RG and NRG were -0.86 (interquartile range (IQR): -1.32 to -0.32) and -1.77 (IQR: -2.21 to -1.29) in the training cohort (P < 0.001), -1.37 (IQR: -1.57 to -0.91) and -1.96 (IQR: -2.31 to -1.68) in the internal validation cohort, -1.41(-1.45,-1.40) and -1.45(-1.45,-1.44) in the external validation cohort, respectively. Figure 2 shows the distribution of the two selected radiomics features in the RG and NRG.




Figure 2 | CT images and selected feature parameters in the recurrence group (RG) and nonrecurrence group (NRG). (A) to (E), A 68-year-old man in the RG. (A, B), The feature parameter maps of Contrast_GLCM_1_1.2_Lloyd_32 and Dissimilarity_GLCM_1_1.2_Lloyd_32 had average values of 21.80 ± 6.03 and 3.25 ± 0.54, respectively. (C, D), The portal venous contrast-enhanced CT images showed a lesion. (E) This lesion was finally confirmed as diffuse-type gastric cancer by histopathological analysis (H&E, 400×). (F) to (J), A 56-year-old man in the NRG. (F, G), The feature parameter maps of Contrast_GLCM_1_1.2_Lloyd_32 and Dissimilarity_GLCM_1_1.2_Lloyd_32 had average values of 27.17 ± 10.71 and 3.67 ± 0.78, respectively. (H, I), The portal venous contrast-enhanced CT images showed a lesion. (J) This lesion was finally confirmed as mixed-type gastric cancer by histopathological analysis (H&E, 400×).





Construction of the Clinical Model and Radiomics Nomogram

By univariate analysis, the bile acid duodenogastric reflux, histological classification, T stage, N stage, TNM stage, Lauren classification, high enhanced serosa sign and nodular or irregular outer layer of the gastric wall were found to be clinical risk factors for the LR of GC (Table 1). Meanwhile, multivariate analysis found the bile acid duodenogastric reflux, T stage, N stage and nodular or irregular outer layer of the gastric wall to be independent predictors for the LR of GC in the clinical model (Table 3). In the combined model, which integrated the radiomics signature with the clinical risk factors, the bile acid duodenogastric reflux, N stage and nodular or irregular outer layer of the gastric wall were selected as the independent predictors (Table 4). Using the combined model, the radiomics nomogram was developed for the prediction of LR (Figure 3A).


Table 3 | Multivariate analysis of risk factors for the clinical model.




Table 4 | Multivariate analysis of risk factors for the radiomics nomogram.






Figure 3 | CT-based radiomics nomogram. (A) The radiomics nomogram was developed based on the R-score and the representative clinical risk factors. (B–D) Calibration curves of the nomogram in the training, internal validation and external validation cohorts, respectively.





Independent Validation and Predictive Performance of the Three Models

The radiomics nomogram calibration curve demonstrated good agreement in three cohorts (Figures 3B–D). The results of ROC curve analysis of the clinical model, radiomics signature, and radiomics nomogram are summarized in Table 5 and Figure 4. In the training cohort, the AUC of the clinical model was 0.80 (95% confidence interval [CI]: 0.74-0.86), and the cutoff threshold value was 0.17. The AUC of the radiomics signature was 0.83 (95% CI: 0.77–0.88), which was greater than that of the clinical model, and the cutoff threshold value was -1.41. The AUC of the radiomics nomogram was 0.89 (95% CI: 0.83-0.93), which was the highest AUC of the three models, and the cutoff value was -1.89. The AUC of the radiomics nomogram was significantly greater than both the radiomics signature and the clinical model (P < 0.05). The NRI also showed that the radiomics nomogram had a better predictive performance than the clinical model in the internal validation cohort (NRI= 0.21, P=0.003) and external validation cohort (NRI=0.40, P<0.001). According to the Hosmer–Lemeshow test, the goodness of fit was good (P > 0.05) in the all the three cohorts.


Table 5 | Predictive performance of the clinical model, radiomics signature, and radiomics nomogram in the training and validation cohorts.






Figure 4 | Receiver operating characteristic curves of the clinical model (red line), the radiomics signature (black line), and the radiomics nomogram (green line) in the training cohort (A) and the validation cohorts (B, C).





Clinical Utility Analysis of the Prediction Models

The DCA found that when the threshold probability was between 0.01 and 0.98, the radiomics nomogram added more net benefit than the “all patients” and “no patient” programs (Figure 5). Stratified analysis by the DeLong test showed that the performance (P > 0.05) of the radiomics nomogram was not affected by the age or sex of the patient, CT system, or contrast agent (Supplementary Material Figure S2).




Figure 5 | Decision curve analysis for the developed prediction models. The y-axis represents the net benefit. The x-axis represents the threshold probability. The green line represents the radiomics nomogram. The red line represents the clinical model. The black line represents the radiomics signature. The gray line represents the assumption that all patients were included in the recurrence group (RG). The black line represents the assumption that no patients were included in the RG. The threshold probability was where the expected benefit of the treatment was equal to the expected benefit of avoiding treatment. The decision curve in the validation cohort showed that the radiomics nomogram added more net benefit than the clinical model within the range of 0.01-0.98.






Discussion

In the present study, a novel CT-based radiomics nomogram that incorporated the radiomics signature with independent clinical risk factors (bile acid duodenogastric reflux, N stage and nodular or irregular outer layer of the gastric wall) was developed and validated, providing a better predictive performance than the clinical model and radiomics signature alone in predicting the LR of GC after radical resection. This nomogram could identify patients at a higher risk of LR based on the preoperative CT images.

Bile acids have been implicated in the development of cancer in the gastric remnant after gastrectomy (21). For example, animal research on rats by Kuwahara et al. has demonstrated that bile acids promote carcinogenesis in the residual stomach (22). Another study by Lorusso et al. has revealed that duodenogastric reflux can increase the risk of gastric stump cancer after gastric resection (23). Hence, we selected bile acid duodenogastric reflux as a clinical risk factor in this study. It was identified as an independent factor in the multivariate analysis and prediction models, suggesting that bile acid duodenogastric reflux is a robust factor in the process of LR of GC following radical resection. This finding may be due to the fact that bile acids are important toxic factors involved in injury of the gastric mucosa, playing an important role in the process of gastric carcinogenesis (24). A study by Carino et al. has shown that the bile acid receptor GPBAR1 (TGR5) is expressed in human GC and promotes epithelial–mesenchymal transition in GC cell lines (25). It also has been demonstrated that bile acids in gastric juice contribute to the progression of histologic atrophy and intestinal metaplasia without inflammatory cell infiltration, followed by carcinogenesis (26). Thus, the surveillance of bile acid duodenogastric reflux plays an important role in predicting the LR of GC among patients after radical resection.

CT is widely used in the preoperative evaluation of GC. In this study, we also analyzed the relationship between the CT signs of the lesion and LR. The results showed that the difference of high enhanced serosa sign and nodular or irregular outer layer of the gastric wall between the RG and the NRG was statistically significant. In addition, nodular or irregular outer layer of the gastric wall was selected as an independent predictor while constructing the predictive model. This may be due to the fact that these two signs are related to serosal invasion, and the lesions with these two signs may be stage T4a (27). The higher T staging, the greater probability of LR.

At present, the TNM staging system is the most commonly used tool for clinical treatment planning of cancers and predicting the prognosis of patients. Previous studies have shown that the higher T stage are important risk factors for the prediction of recurrence and survival of GC after radical resection (28). In addition, Liu et al. have reported that lymph node metastasis status is an independent risk factor for prognosis of GC after curative resection (29). Our study also demonstrated that the T stage and N stage were independent factors in developing the clinical risk factor-based prediction model. However, it is generally accepted that the TNM staging system does not take into account the heterogeneity of the tumor, which can affect the prognosis of patients (13).

Intratumor heterogeneity has been found to be related to the prognosis of patients, and precision medicine requires a better understanding of the intratumoral heterogeneity (30). In contrast to the TNM staging system and other clinical factor-based models, radiomics can extract sub-visual yet quantitative features from medical images, which can reflect the biological information such as cell morphology, gene and molecular expression, and tumor heterogeneity (9, 31). Thus, in this study, a radiomics nomogram integrating the radiomics signature with independent clinical factors (bile acid duodenogastric reflux, N stage and nodular or irregular outer layer of the gastric wall) was developed for the prediction of LR of GC. In addition, we found that the radiomics nomogram exhibited a significantly better predictive performance than the radiomics signature and clinical model alone, thereby strengthening the ability to predict the LR of GC after radical resection.

In this study, contrast_GLCM_1_1.2_Lloyd_32 and dissimilarity_GLCM_1_1.2_Lloyd_32 were selected as valuable predictors to build the radiomics signature. These two radiomics features are high order features, whose measurements are limited on low gray level intensity of voxels. Contrast_GLCM_1_1.2_Lloyd_32 is a measure of the local intensity variation with a larger value correlates with a greater disparity in intensity values among neighboring voxels. Dissimilarity_GLCM_1_1.2_Lloyd_32 is a measure of local intensity variation defined as the mean absolute difference between the neighbouring pairs. A larger value correlates with a greater disparity in intensity values among neighboring voxels. Interestingly, in the current study, the NRG group had larger values in contrast_GLCM_1_1.2_Lloyd_32 and dissimilarity_GLCM_1_1.2_Lloyd_32 features than the RG group, which may be attributed to the necessity of various low gray-level signal intensities to represent the low-risk tissues contained in the NRG group.

The present study has several limitations that must be acknowledged. First, this was a retrospective study, and selection bias may not have been completely avoided. So, the performance of the prediction model may be magnified. Second, manual segmentation of the tumor was challenging and contentious. Introducing semi-automated or automated segmentation methods may improve the reproducibility of segmentation. Third, although the AUC of the radiomics nomogram was the highest, the sensitivity and specificity of this nomogram were still below 90%.

In conclusion, bile acid duodenogastric reflux and tumor heterogeneity are important risk factors in predicting the LR of GC. The CT-based radiomics nomogram, which integrated the CT-based radiomics signature and independent clinical risk factors, could be used as a potential biomarker for the individualized prediction of LR of GC after radical resection. Future multicenter prospective studies are required to validate the findings of this study.
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Objectives

This study sought to develop a multiparametric MRI radiomics-based machine learning model for the preoperative prediction of clinical success for high-intensity-focused ultrasound (HIFU) ablation of uterine leiomyomas.



Methods

One hundred and thirty patients who received HIFU ablation therapy for uterine leiomyomas were enrolled in this retrospective study. Radiomics features were extracted from T2-weighted (T2WI) image and ADC map derived from diffusion-weighted imaging (DWI). Three feature selection algorithms including least absolute shrinkage and selection operator (LASSO), recursive feature elimination (RFE), and ReliefF algorithm were used to select radiomics features, respectively, which were fed into four machine learning classifiers including k-nearest neighbors (KNN), logistic regression (LR), random forest (RF), and support vector machine (SVM) for the construction of outcome prediction models before HIFU treatment. The performance, predication ability, and clinical usefulness of these models were verified and evaluated using receiver operating characteristics (ROC), calibration, and decision curve analyses.



Results

The radiomics analysis provided an effective preoperative prediction for HIFU ablation of uterine leiomyomas. Using SVM with ReliefF algorithm, the multiparametric MRI radiomics model showed the favorable performance with average accuracy of 0.849, sensitivity of 0.814, specificity of 0.896, positive predictive value (PPV) of 0.903, negative predictive value (NPV) of 0.823, and the area under the ROC curve (AUC) of 0.887 (95% CI = 0.848–0.939) in fivefold cross-validation, followed by RF with ReliefF. Calibration and decision curve analyses confirmed the potential of model in predication ability and clinical usefulness.



Conclusions

The radiomics-based machine learning model can predict preoperatively HIFU ablation response for the patients with uterine leiomyomas and contribute to determining individual treatment strategies.





Keywords: radiomics, machine learning, HIFU, uterine leiomyoma ablation, preoperative prediction



Introduction

Uterine leiomyomas are benign smooth-muscle neoplasm of the uterus in women of reproductive age, with a high morbidity of more than 70%, and seriously makes the quality of life of patients worse or even affects fertility (1). When uterine leiomyomas are symptomatic and pharmacotherapy fails (2), the choice between hysteromyomectomy and hysterectomy treatment depends on female fertility needs (3, 4), which is also a common factor for surgical removal of the uterus. Recently, high-intensity focused ultrasound (HIFU) ablation has played a significant role and been a subject of interest in noninvasive treatment modality of thermal ablation (5). Compared with hysterectomy, the use of HIFU as a noninvasive intervention in abundant clinical trial has demonstrated the potential to ablate the uterine leiomyomas by selective tissue heating, which can significantly improve symptoms resulting from the uterine leiomyomas (6, 7). However, preoperative evaluation is a crucial factor for ensuring a high ablation rate of leiomyoma tissue as well as the success rate of HIFU treatment, so preoperative outcome prediction would better guide clinical decision making for therapeutic strategy (8, 9).

In clinical practice, magnetic resonance imaging (MRI) is commonly used for preoperative evaluation and response assessment before and after HIFU ablation treatment, respectively (10). Several studies have investigated the relationship between the degree of signal intensity on T2-weighted (T2WI) images and treatment outcome of HIFU ablation for uterine leiomyomas, but only showed a limited predictive power (11, 12).

Radiomics has emerged as a promising tool to provide quantitative biomarkers from routine multimodal radiological images that can help recognize imaging information linked with treatment outcome (13–15), by considering that the high-throughput extraction of images is beyond the capabilities of the naked eye in clinical application. Radiomics-based machine learning is quite rapidly gaining importance in the medical field (16). It tries to identify patterns in imaging data and provide decision support by connecting these patterns to treatment outcome, which can facilitate higher precision in diagnosis and prognosis (17, 18).

However, no studies reported the radiomics analysis of nonenhanced MRI for outcome prediction in HIFU ablation, and there is still a lack of machine learning approaches to automatically predict HIFU treatment outcome so as to guide patient selection. This study aims to develop and validate multiparametric MRI radiomics-based machine leaning model to preoperatively predict clinical outcome of HIFU ablation of uterine leiomyomas.



Materials and Methods

An overview of the proposed prediction model for the HIFU-based uterine leiomyoma ablation is illustrated in Figure 1. More details are given in the following sections.




Figure 1 | The conceptual flowchart of the present study. (I) lesion segmentation and preprocessing. (II) Quantitative radiomics features extraction. (III) Feature selection and classification. (IV) Performance evaluation of machine learning model. T2WI, T2-weighted imaging; RFE, recursive feature elimination; LASSO, least absolute shrinkage and selection operator; SVM, support vector machine; KNN, k-nearest neighbors; RF, random forest.




Study Population

This single-center retrospective research was approved by the Institutional Review Board of the First Affiliated Hospital of Chongqing Medical University, and the patient consent was waived. From January 2013 to December 2018, 318 patients receiving HIFU ablation therapy for uterine leiomyomas were enrolled for this analysis. The inclusion criteria were as follows: (1) above 18 years of age, (2) premenopausal or perimenopausal, (3) no previous history of surgery or drug treatment, and (4) leiomyomas diameter ≥3 cm. The exclusion criteria were as follows: (1) patients have contraindications for MRI examination and contrast injection, (2) the volume ratio of severe necrosis of leiomyomas is ≥1/2, and (3) patients are in pregnancy and lactation. Figure 2 shows the flowchart of patient enrollment and exclusion criteria. Finally, a total of 130 patients with uterine leiomyomas were included for the following analysis. According to the relationship between treatment outcome and HIFU ablation efficiency reported in the previous studies (19), the ablation rate of uterine leiomyomas was used to divide the patients into two groups: 70 uterine leiomyomas with sufficient ablation (ablation rate ≥70%) and 60 uterine leiomyomas with nonsufficient ablation (ablation rate <70%). The ablation rate was defined as the ratio between the nonperfused volume in the target uterine leiomyoma after HIFU ablation and the volume of original uterine leiomyoma before treatment. The calculation of ablation rate was implemented in a standard picture archiving and communication system (PACS) workstation (Carestream Health, Rochester NY) by outlining the target leiomyoma before treatment and the unenhanced areas of that after treatment in the contrast-enhanced images layer by layer.




Figure 2 | Patient recruitment pathway.





Multiparametric MRI Scanning Protocol

In this study, each patient underwent MRI examination using 3.0T system (Signa HDxt, GE Medical System) before and after HIFU ablation, respectively. The postoperative MRI examination was within 7 days after treatment. The imaging protocol included (1) fat-suppressed fast spin-echo T2WI imaging in the axial, coronal, and sagittal planes; (2) axial fast spin-echo T1-weighted (T1WI) imaging; (3) axial DWI with reconstruction of ADC map; and (4) dynamic contrast-enhanced (DCE) MRI. The parameters of T2WI imaging and DWI are presented in Table 1.


Table 1 | Parameters for MRI sequences.





Image Segmentation

All MRI images were exported from PACS in DICOM format. Two blinded abdominal radiologists with 7 and 12 years of experience in pelvic radiological imaging independently interpreted all MR images and manually determined the regions of interest (ROIs) by delineating the margin of leiomyoma using ITK-SNAP software (www. itksnap.org) in the axial plane, as shown in Figure 3. The ROIs of DWI with a b-value of 800 s/mm2 were delineated on corresponding apparent diffusion coefficient (ADC) maps. The principles of ROI sketching were as follows: (1) sketching layer by layer to form the 3D ROIs of the lesion; (2) including the cystic and necrotic area of the lesion; (3) sketching the maximum extent of the lesion as much as possible, if the tumor boundary is blurred.




Figure 3 | Two cases for delineating ROI. The preoperative MR images for uterine leiomyomas with sufficient ablation on (A) T2WI image and (B) ADC map from DWI and with nonsufficient ablation on (C) T2WI image and (D) ADC map from DWI.





Radiomics Feature Extraction

In this study, a total of 972 candidate radiomics features were extracted from each of T2WI image and ADC map, which comprised first-order statistic features, intensity- and shape-based features, high-order textural features, and wavelet transform-based features. Textural features were divided into five categories such as gray-level co-occurrence matrix (GLCM), gray-level run-length matrix (GLRLM), gray-level size zone matrix (GLSZM), neighborhood gray-tone difference matrix (NGTDM), and gray-level dependence matrix (GLDM) (20, 21). Wavelet features are the transformed domain representations of the intensity and textural features, which were computed on the wavelet decomposition of the original image. Then, the radiomics feature set was performed z-score normalization. The PyRadiomics package (http://pyradiomics.readthedocs.io) implemented in Python (version 3.6) was used for radiomics feature extraction referring to the corresponding mathematical definitions (22).



Feature Reproducibility Evaluation and Selection

Intraclass correlation coefficients (ICC) were used to evaluate the agreement and robustness of extracted features from the different ROIs in the same images between two observers. The reproducibility of radiomics features were evaluated by computing ICC prior to feature selection. An ICC value of more than 0.8 was considered to represent excellent consistency (23). The optimal characterization condition often means the minimal prediction error (24), so feature selection as an important factor for pattern classification plays an important role in the processing of high-dimensional radiomics features. The algorithms of recursive feature elimination (RFE), ReliefF, and least absolute shrinkage and selection operator (LASSO) were used for feature selection in this study (25, 26). Additionally, publicly available implementations were readily available for these methods, which increase the reusability of the results in this study.



Machine Learning Model

For the prediction model development, four machine learning classifiers such as k-nearest neighbors (KNN), logistic regression (LR), random forest (RF), and support vector machine (SVM) were implemented in Python environment (version 3.6). The reason for choosing these classifiers was that they have been proven to rank at the top of prediction performance and commonly used in the related study.



Performance Validation

To ensure robust and efficient prediction performance of model, the selective features by the different feature selection methods were used to construct models with these four machine learning algorithms one-by-one, and the analysis of performance comparison were performed by means of standard performance metrics including the area under the ROC curve (AUC), accuracy, sensitivity, and specificity in fivefold cross-validation. The most efficient combination of machine learning and feature selection method with the highest accuracy was determined as predictive model, which was used to predict the treatment outcome of HIFU ablation for uterine leiomyomas.



Statistical Analysis

Continuous variables, expressed as mean value ± standard deviation or median with interquartile range as appropriate, were analyzed using Student’s t-test or Mann-Whitney U-test, respectively. ROC curves were calculated from all validation sets to show generalization. The comparisons of AUCs were accomplished using the DeLong nonparametric approach (27). Decision curve analysis was employed to evaluate the clinical usefulness of the radiomics model. Calibration curve along with the Hosmer-Lemeshow test was used to evaluate the similarity between the predicted and observed probabilities (28). Statistical analysis was performed with R software (version 3.6.1). A two-sided p < 0.05 was considered to represent statistically significant.




Results


Clinical Characteristics

The clinical and radiological characteristics of the patients are summarized in Table 2, and there were no significant differences between the primary and validation cohorts. Between the high and low ablation groups, there were no significant differences in the primary and validation cohorts in the volume, size, subtypes, and location of leiomyomas (p > 0.05, Table 3). A few radiological features were significantly different between two groups in the primary or validation cohorts, including T2 signal intensity, T2 signal homogeneity, and uterine position (Table 3).


Table 2 | The comparison of demographic information and radiological image characteristics between primary and validation cohorts.




Table 3 | Demographic information and radiological image characteristics between the high and low ablation groups.





Predictive Performance Comparison of Machine Learning Models

In the predictive model building, the performance of different models was investigated, where four machine learning classifiers and three feature selection algorithms were tested, and the corresponding heatmaps of AUCs in the primary and validation cohorts using multiparameter MRI were shown in Figure 4. For the different feature selection methods, the most suitable machine learning classifier is individualized. For RFE and LASSO, KNN, and LR models work better, respectively. ReliefF algorithm is more suitable to RF and SVM. The detail predictive performance metrics of the four machine learning models in the primary and validation cohorts were shown in Figure 4C and Table 4. The comparison result indicated SVM and RF outperformed LR and KNN significantly (all p-values <0.05), when the number of radiomics features ranged from 15 to 18 and the predictive performance of machine leaning models was optimal. The ReliefF-SVM model showed the best predictive performance with an AUC of 0.911 and accuracy of 0.884 in the primary cohort and an AUC of 0.887 and accuracy of 0.849 in the validation cohort (Figure 5), followed by ReliefF-RF model which yielded an AUC of 0.875 and accuracy of 0.851 in the primary cohort and an AUC of 0.854 and accuracy of 0.817 in the validation cohort (Table 4). The result of the DeLong test suggested that the prediction performance of the ReliefF-SVM model was significantly better than that of the ReliefF-RF model in the primary and validation cohorts (p = 0.021 and 0.044, respectively).




Figure 4 | Performance of HIFU ablation prediction with different machine learning methods. The heatmaps show the AUCs of model with four classifiers and three feature selection methods in different feature numbers for (A) the primary cohort and (B) the validation cohort. The annotation of the heatmap (located to the right of the entire image) illustrates that red or yellow represents a high AUC and pink or blue represents a low AUC. (C) Model performance presentation for the four optimal combinations of feature selection and machine learning in the validation cohort.




Table 4 | The best performance of four radiomics models in the primary and validation cohorts.






Figure 5 | Graph shows receiver operating characteristic curves of ReliefF-SVM model for outcome prediction of HIFU treatment in (A) the primary and (B) validation cohorts.





Performance of Sequences

Furthermore, we have investigated whether the radiomics features extracted from multiple sequences can better predict the therapeutic response of uterine leiomyoma to HIFU ablation using the ReliefF-SVM model. For single sequence, the SVM classifier using the DWI sequence yielded an AUC of 0.831 (95% CI = 0.740–0.922) in the primary cohort and an AUC of 0.789 (95% CI = 0.689–0.889) in the validation cohort, while it yielded an AUC of 0.863 (95% CI = 0.796–0.929) in the primary cohort, and an AUC of 0.822 (95% CI = 0.755–0.888) in the validation cohort using the T2WI sequence. The performance of T2WI sequence is better than that of DWI sequence. However, when use the combination of T2WI and DWI sequences, the SVM classifier yielded the highest AUC of 0.911 (95% CI = 0.854–0.973) in the primary cohort and an AUC of 0.887 (95% CI = 0.848–0.939) in the validation cohort. In general, for the multiparametric MRI, the SVM classifier with ReliefF algorithm had the best performance.



Clinical Usefulness

The calibration curves of the radiomics model for the therapeutic response of uterine leiomyoma to HIFU ablation demonstrated good agreement between observation and prediction in both the primary dataset (Figure 6A) and validation dataset (Figure 6B). The Hosmer–Lemeshow test revealed no statistically significant departure from a perfect fit (p = 0.632 and p = 0.498, respectively). Then, the decision curves showed that the ReliefF-SVM model provided a higher overall net benefit for predicting clinical outcome for HIFU treatment than the ReliefF-RF model in the primary and validation cohorts (Figures 6C, D). The threshold probability was within the range of 0.24 to 0.86. This indicates that the radiomics machine learning model is clinically useful and has favorable performance in the outcome prediction of HIFU ablation of uterine leiomyomas.




Figure 6 | Calibration curves of the radiomics model in (A) the primary and (B) validation cohorts. Calibration curves depict the calibration of ReliefF-SVM model in terms of the agreement between the predicted probability and actual outcomes. The y-axis represents the actual rate of HIFU probability. The x-axis represents the predicted probability. The diagonal blue line represents a perfect prediction by an ideal model. The pink line represents the performance of the radiomics model, where a closer fit to the diagonal blue line represents a better prediction. Decision curve analysis for the ReliefF-SVM and ReliefF-RF models in (C) the primary and (D) validation cohorts. The y-axis measures the net benefit. The red and green lines represent the radiomics model. The blue line represents the assumption that all patients received high HIFU ablation. The black line represents the assumption that no patients received high HIFU ablation.






Discussion

HIFU as a noninvasive therapeutic technique, can selectively produce typical coagulation necrosis at a precise focal point within leiomyomas lesions. It has several attractive advantages including noninvasion, nonsurgical treatment, lower risk, no ionizing radiation, and faster recovery time (29, 30), when compared with the other noninvasive or minimally invasive therapeutic methods such as vascular embolization, radiofrequency ablation, cryotherapy, and targeted radiotherapy (31).

In this study, we developed 12 machine learning models for the preoperative outcome prediction of HIFU ablation for uterine leiomyomas using multiparametric MRI radiomics features. The ReliefF-SVM-based radiomics machine learning model showed favorable predictive performance in the current data cohort, demonstrating the potential to predict individual treatment outcome for the patients with uterine leiomyomas.

This study investigated different combinations of the frequently used feature selection algorithms and machine learning classifiers for the construction of outcome prediction models and performed the performance comparison of different combinations. The result indicated that these machine learning models achieved favorable performance in predicting the clinical success for HIFU treatment, and the best performance was found in the combination of SVM classifier and ReliefF algorithm. This showed consistency with previous studies where machine learning exhibits a potential in clinical application such as preoperative gastrointestinal stromal tumor prediction, Parkinson’s disease, and breast lesion classification (32, 33).

Preoperative prediction of treatment outcome is essential before HIFU intervention and is also an important factor to determine individual therapeutic schedule for the patients with uterine leiomyomas. The previous studies have investigated the relationship between some qualitative radiological indicators and the difficulty level of HIFU ablation of uterine leiomyomas. The results revealed the enhancement pattern of leiomyoma lesion on T1WI image, and the signal intensity of that on T2WI image were related to the HIFU ablation efficiency (34–37). Furthermore, multivariate regression model was proposed to predict the difficulty level of HIFU ablation by estimating the energy efficiency factor and sonication time. However, there is currently no accurate machine learning model for predicting the therapeutic response of uterine leiomyomas to HIFU ablation using the quantitative radiomics characteristics on unenhanced MR image. To our knowledge, this is the first study that uses radiomics analysis and machine learning model for the preoperative prediction of clinical outcome for HIFU ablation.

Our study revealed that the quantitative radiomics features from the preoperative MR images could effectively describe the degree of difficulty in HIFU ablation of uterine leiomyomas. This result is supported by literature (36, 38) which also demonstrated that the blood supply of uterine fibroids, tissue structure of fibroids, and the size of fibroids are important factors influencing the HIFU ablation efficiency (10). Some studies have shown that uterine leiomyomas displaying the mixed hyperintensity on T1WI image with significant enhancement or the hyperintensity on T2WI image had worse therapeutic response of uterine leiomyoma to HIFU ablation (36, 39). This demonstrates that radiomics analysis has potential in the preoperative prediction of treatment outcome for leiomyoma HIFU ablation, because it could feasibly be used to quantify the different textures that are regarded as different patterns of hyperintensity or hypointensity in MR images.

In this study, we investigated the feasibility of applying radiomics and machine learning to predict the efficiency of HIFU ablation on conventional unenhanced MR images. The ability to predict preoperatively HIFU treatment outcome on T2WI image and ADC map can potentially minimize the need for contrast agent administration as well as avoid the contrast agent adverse events.

There were several limitations in this study. Firstly, the data were obtained from a single institution, which lacked the validation data from different image acquisition protocols for generalization. Secondly, the conventional clinical parameters were not involved in the prediction model, and we only investigated two routine MR sequences such as T2WI and DWI sequences. In the future, other advanced sequences such as diffusion tensor imaging, perfusion-weighted imaging, and MR spectroscopy combined with clinical parameters should be involved. Thirdly, segmentation of uterine leiomyomas was performed manually, because of the challenges encountered in automatic VOI labeling and complex anatomical structure delineation in abdominal MR image.

In conclusion, this study developed a multiparametric MRI radiomics-based machine learning model for the preoperative prediction of HIFU treatment outcome for uterine leiomyomas by the comparison of different machine learning models. The ReliefF-SVM model showed favorable performance in predicting clinical outcome of HIFU ablation in the current data. If the model will be further developed and validated, it may help clinicians better screen patients who can most benefit from HIFU therapy and provide a reference for treatment decision-making.
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Objectives

The aim of the current study was to develop and validate a nomogram based on CT radiomics features and clinical variables for predicting lymph node metastasis (LNM) in gallbladder cancer (GBC).



Methods

A total of 353 GBC patients from two hospitals were enrolled in this study. A Radscore was developed using least absolute shrinkage and selection operator (LASSO) logistic model based on the radiomics features extracted from the portal venous-phase computed tomography (CT). Four prediction models were constructed based on the training cohort and were validated using internal and external validation cohorts. The most effective model was then selected to build a nomogram.



Results

The clinical-radiomics nomogram, which comprised Radscore and three clinical variables, showed the best diagnostic efficiency in the training cohort (AUC = 0.851), internal validation cohort (AUC = 0.819), and external validation cohort (AUC = 0.824). Calibration curves showed good discrimination ability of the nomogram using the validation cohorts. Decision curve analysis (DCA) showed that the nomogram had a high clinical utility.



Conclusion

The findings showed that the clinical-radiomics nomogram based on radiomics features and clinical parameters is a promising tool for preoperative prediction of LN status in patients with GBC.
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Introduction

Gallbladder cancer (GBC) is the most common malignant tumor of the biliary tract, accounting for 80%–95% of biliary tract cancer cases in the world and is ranked the sixth among gastrointestinal cancers (1). GBC is commonly detected in patients along with cholecystitis; however, early diagnosis is challenging owing to quiet symptoms and limited imaging methods. Poor diagnosis results in low median overall survival and low 5-year survival rate (2, 3). Although surgery is associated with poor prognosis, it is the primary approach for treatment of patients with GBC (4). However, only 20%–30% of patients diagnosed in the clinic can undergo radical resection and the postoperative recurrence rate reaches 50%–70% owing to late diagnosis (5).

Lymph node metastasis (LNM) is the most important factor in clinical staging of GBC. Patients with positive LNM are classified as stage IIIb, based on the 8th edition of the American Joint Committee on Cancer (AJCC) gallbladder cancer staging system (GBC). Stage IIIb indicates worse prognosis compared with prognosis of earlier stages (6–8). Radical cholecystectomy including expanded systemic lymph node (LN) dissection is recommended to improve surgical outcome (5, 9). However, not all patients can benefit from radical lymphadenectomy. Previous studies reported that extended radical resection should not be conducted in patients with negative LNM because it may cause serious postoperative complications (10, 11). Conversely, patients diagnosed with extensive LNM can choose neoadjuvant therapy or other conversion treatments as the first choice to improve tumor resectability. Therefore, studies should develop methods for accurately predicting LNM status for patients with GBC before making treatment decision.

Computed tomography (CT) is a widely used imaging method; however, it is limited in discovering positive LNM and the diagnostic rate is approximately 24% (12). Most swollen LN caused probably by cholecystitis or biliary obstruction (13) can be detected through CT examination whereas positive LNs < 1 mm cannot be detected by the naked eye (14). Therefore, it is difficult for surgeons to distinguish LNM with the assistance of the conventional imaging method (15).

Radiomics technology, a product of artificial intelligence, can extract several imaging features from quantitative medical images (16, 17). Radiomics technology is a powerful tool for predicting LNM in different cancers (18–24). However, studies have not explored prediction of LNM based on radiomics technology in GBC.

The aim of the current study was to develop and validate a clinical-radiomics nomogram based on CT images that incorporate the radiomics signature and clinical pathological characteristics to quantitatively predict LNM of GBC.



Materials and Methods


Patients

A total of 353 patients with GBC from two medical centers were enrolled to the current study. The training cohort and internal validation cohort comprised 209 patients and 47 patients with radical cholecystectomy recruited from the Second Affiliated Hospital Zhejiang University School of Medicine (Zhejiang, China) between January 2013 and December 2018, and between January 2019 and December 2020, respectively. The external validation cohort comprised 97 patients with radical cholecystectomy enrolled from the First Affiliated Hospital Zhejiang University School of Medicine (Zhejiang, China) between January 2013 and December 2018 following the same enrollment procedures. Inclusion criteria were as follows: (1) pathologically confirmed GBC with an available histological report; (2) preoperative enhancement CT in abdomen performed within 1 month before surgery; (3) no chemotherapy or other treatment before operation; and (4) complete clinical and pathological data. Exclusion criteria were as follows: (1) had received any treatment (radiotherapy, chemotherapy, or immunotherapy) before CT examination; (2) patients that have undergone palliative surgery without lymphadenectomy; (3) lesions that cannot be identified in enhancement CT images; and (4) incomplete clinical data. A flowchart for patient recruitment is shown in Figure 1. The ethics committees of two hospitals approved this retrospective analysis and waived the requirement for informed consent.




Figure 1 | Recruitment pathway of patients.



Baseline clinical information, including age, gender, tumor markers, inflammatory indicators, presence of gallstones, symptoms, and CT report, was obtained from electronic medical records. Details on clinical characteristics are presented in Table 1. The gold standard for LNM was pathologically evaluated after surgery. Positive LNs were determined based on preoperative CT images by experienced radiologists, following the 8th AJCC TNM staging system. A flow diagram showing the study procedures is shown in Figure 2.


Table 1 | The clinical characteristics of the training cohort and the validation cohorts.






Figure 2 | Workflow of this study. Tumors are segmented manually on axial portal venous-phase CT section. Radiomics features were extracted from each CT images. LASSO regression was used to select radiomics features. The radiomics signature is constructed by a linear combination of selected features. Then, we built four models and compared their prediction performances with ROC curves. As a result, a clinical-radiomics nomogram was developed based on the best model. Calibration curves and DSA curves were used to evaluate the clinical utility of the nomogram.





Acquisition

Abdominal CT enhancement examinations were performed on all patients within 1 month before the operation. Enhanced CT scan in the first hospital was performed using three CT scanners, including a 64-slice CT, a 256-slice CT (Philips Healthcare), and a 16-slice CT (Toshiba Medical System). Contrast-enhanced CT scan in the second hospital was performed using two CT scanners, including a 40-slice CT (Siemens AG) and a 320-slice CT (Toshiba Medical Systems). CT scan parameters of the two hospitals were uniform and included the following: tube voltage at 120 kVp, tube current ranging from 125 to 300 mAs, pitch ranging from 0.6 to 1.25 mm, slice thickness ranging from 3 to 5 mm, and reconstruction interval from 3 to 5 mm. A high-pressure syringe was used to administer the non-ionic contrast agent Ultravist (Bayer Schering Pharma) (1.5 ml/kg) at a rate of 3.0 ml/s. CT scans of the arterial phase and portal vein phase were performed at 25 to 35 s and 55 to 75 s after administration of the non-ionic contrast agent.



Image Segmentation and Extraction of Features

Regions of interest (ROIs) were manually segmented slice by slice around the lesions using an open-source imaging platform (ITK-SNAP, version 3.6.0). The portal venous phase was selected for image segmentation because it indicates the tumor boundary more accurately. Voxel size of the images was resampled to a normalized 1 × 1 × 1 mm3 to eliminate the pixel difference of the images, and voxel size and all the tumor regions were quantified as 64-gray levels to normalize the inhomogeneity of datasets due to variable tube voltages. Features were extracted from each segmented ROI and were divided into non-textual features and textural features using an in-house Python script (Pyradiomics version: stable; http://github.com/Radiomics/pyradiomics) (25).

Reproducibility of intra-observer and inter-observer agreement for ROI drawing was evaluated using 20 randomly chosen samples drawn from portal venous phase images by two radiologists blinded from patients’ characteristics. A radiologist (reader 1) with 20 years of abdominal imaging experience and a surgeon (reader 2) with 15 years of surgical experience reviewed all CT scans to explore characteristics of each image. Reader 1 performed ROI drawing and feature extraction twice in a 2-week period, following a similar procedure to assess intra-observer reproducibility. In addition, reader 2 independently carried out the same procedure. Then, inter-observer agreement was assessed by comparing the results with the radiomics features extracted from the first ROI between two readers. Intra-observer and inter-observer agreement were assessed by intraclass correlation coefficient (ICC). An ICC > 0.75 represented satisfactory agreement.



Radiomic Feature Selection and Radscore Building

Least absolute shrinkage and selection operator (LASSO) algorithm was used to determine penalty coefficient with 10-fold cross-validation, which was then used to select optimal features from the training cohort (26, 27). A radiomics score (Radscore) of each patient was calculated by a linear combination of selected features, which were weighted based on their respective coefficients (Figure 3). More details on LASSO regression and radiomics features are presented in the Supplementary Material.




Figure 3 | (A) LASSO, least absolute shrinkage and selection operator. A total of 293 radiomics features. (B) Tuning parameter (λ) selection in the LASSO model used 10 cross-validation via minimum criteria (the 1-SE criteria). Vertical lines were drawn at the optimal values. The optimal λ (λ = 0.044) resulted in 14 features with nonzero coefficients.





Development of CT Reported-Only, Clinical, and Clinical-Radiomics Model

Univariate logistic regression analysis was used to explore the relationship between LNM status and each clinical parameter, biomarkers, and Radscore in the training cohort. Significantly correlated clinical risk factors were then used for stepwise multivariate logistic regression analysis to build the clinical-only model. CT-reported LN status, an independent risk factor, was used to build a CT reported-only model.

Moreover, clinical risk factors of the clinical-only model and Radscore were used for multiple logistic regression analysis to build the clinical-radiomics model.



Model Comparison and Nomogram Development

Each model was selected based on the minimal Akaike’s information criterion (AIC) to determine the best diagnostic model. Area under the curve (AUC) was used to determine prediction accuracy of the four models in the training and validation cohort. Sensitivity, specificity, and accuracy of each model in the primary and validation cohort were calculated. A nomogram was then built based on the most effective model for LNM prediction of GBC. A calibration curve was plotted to evaluate both discrimination and calibration of the best nomogram.



Clinical Use of the Nomogram

To explore the clinical utility of the nomogram, decision curve analysis (DCA) was performed based on four models to determine the utility of the nomogram for a range of threshold probabilities.



Statistical Analysis

Statistical analyses were conducted using SPSS software (version 21.0) and R software (version 4.0.0). Continuous variables were compared using Mann–Whitney U test, whereas category variables were compared using Chi-squared or Fisher exact tests. Univariate and multivariate Cox regression analyses were performed to determine predictors of LN. Variables with p-value < 0.05 in univariate analysis were selected for multivariate analysis. LASSO regression analysis was performed using the “glmnet” package in R software version 4.0.0. “pROC” package was used to plot the ROC curve. Nomogram construction and calibration plots were generated using “rms” package in R. DCA was performed using the “dca.R” package. A two-sided p < 0.05 was considered statistically significant.




Results


Clinical Characteristics

Patient characteristics in the training and validation cohorts are presented in Table 1. Analysis showed no significant differences in clinicopathological characteristics between the three groups.



Feature Selection and Radscore Development

A total of 293 radiomics features based on the training cohort were reduced to 14 potential predictors using LASSO regression analysis (Figure 2). A radiomics score (Radscore) was then calculated using the formula presented in the Supplementary material. Findings from univariate logistic regression analysis showed that the Radscore (OR = 9.610; 95% CI: 4.579–20.168, p < 0.001) was an independent variable for prediction of LNM in the training cohort (Table 2).


Table 2 | Univariate and multivariate logistic regression analysis for LN metastasis in the primary cohort.





Development of the Clinical Model and CT Reported-Only Model

Results of the univariate analysis and the multivariate regression analysis using training cohort are shown in Table 2. Univariate analysis of the training cohort identified NLR, PLR, aspartate aminotransferase (AST), carcinoembryonic antigen (CEA), carcinoembryonic antigen 125 (CA125), carcinoembryonic antigen 199 (CA199), and CT reported LN status as statistically significant risk factors (p < 0.05) (Table 2). Statistically significant variables selected from the univariate analysis were used for binary multiple logistic regression, and the findings showed that CEA (OR = 2.898; 95% CI: 1.418–5.921; p = 0.004), CA199 (OR = 3.597; 95% CI: 1.921–6.733; p < 0.001), and CT reported LN status (OR = 2.962; 95% CI: 1.557–5.635; p = 0.001) were independent risk factors of LNM in the training cohort. The three independent risk factors based on the logistic multivariate regression analysis were used for construction of the clinical model (Table 3). In addition, CT reported LN status identified as an independent variable in univariate analysis was used to build CT reported-only model (OR = 4.325; 95% CI: 2.396–7.809; p < 0.001).


Table 3 | Comparison of four models by multivariate logistic regression analysis.





Development of the Clinical-Radiomics Model

Eight factors, namely, NLR, PLR, AST, CEA, CA125, CA199, CT reported LN status, and Radscore, were used for binary multivariate logistic regression analysis (Table 2). The findings showed that CEA (OR = 3.122; 95% CI: 1.426–6.835; p = 0.004), CA199 (OR = 2.592; 95% CI: 1.288–5.215; p = 0.008), CT reported LN status (OR = 2.597; 95% CI: 1.278–5.279; p = 0.008), and Radscore (OR = 7.415; 95% CI: 3.384–16.246; p < 0.001) were significant predictors of LNM; thus, they were used to build a clinical-radiomics model for LNM (Table 3). Notably, Radscore was the dominant factor affecting prediction of LNM in the clinical-radiomics model.



Model Comparison and Validation of the Nomogram

AIC was used to determine the goodness of model fitting. Comparison was performed for the clinical model (AIC = 242.27), the Radscore-only model (AIC = 237.31), the CT reported-only model (AIC =267.68), and the clinical-radiomics model (AIC = 209.18). Notably, the clinical-radiomics model had the lowest AIC value (AIC = 209.18) and was identified as the best model.

ROC curves were used to evaluate the accuracy and predictive value of the four models (Table 4 and Figure 5A). In the training cohort, the clinical-radiomics model showed the highest discrimination between LN positive and negative cases, with an AUC of 0.851 (95% CI, 0.801–0.901). The AUC value of the clinical-radiomics model was significantly higher compared with that of the clinical model (AUC 0.779; 95% CI, 0.715–0.842; p = 0.001), Radscore-only model (AUC 0.774; 95% CI, 0.712–0.836; p = 0.001), and CT reported-only model (AUC 0.669; 95% CI, 0.595–0.743; p < 0.001). In the internal validation cohort and external validation cohort, the radiomics model showed the highest AUC of 0.824 (95% CI, 0.741–0.908) and 0.819 (95% CI, 0.645–0.993), respectively. The clinical-radiomics model showed the best accuracy for prediction efficiency of LNM in the training cohort (sensitivity: 86.7%; specificity: 67.6%; accuracy: 78.0%), internal validation cohort (sensitivity: 73.3%; specificity: 100%; accuracy: 91.5%), and external validation cohort (sensitivity: 78.7%; specificity: 80%; accuracy: 79.4%) (Table 4).


Table 4 | Accuracy and predictive value between four models.



The clinical-radiomics model showed the best discrimination and predictive ability among the four models. Therefore, a clinical-radiomics nomogram was successfully developed based on the clinical-radiomics model (Figure 4). A calibration curve of the clinical-radiomics nomogram for the probability of LNM showed good consistency between prediction and actual LN status in the three cohorts (Figure 5B).




Figure 4 | Developed clinical-radiomics nomogram. The clinical-radiomics nomogram was developed including Radscore, CEA, CA199, and CT reported LN status in the training group.






Figure 5 | (A) ROC curves of the clinical-radiomics model, the clinical model, the Radscore-only model, and the CT reported-only model were shown in the training cohort, internal validation cohort, and external validation cohort, respectively. (B) Calibration curves of the clinical-radiomics nomogram for predicting LNM between prediction and actual LN status in the training cohort, internal validation cohort, and external validation cohort. The 45° straight line represents an ideal model perfectly calibrated with an outcome. A closer distance between two curves indicates higher accuracy. (C) Decision curve analysis for the clinical-radiomics nomogram, the clinical model, the Radscore-only model, and the CT reported-only model in both three cohorts. The y-axis measures the net benefit. The red line represents the clinical-radiomics nomogram. The blue line represents the Radscore-only model. The green line represents the clinical model. The yellow line represents CT reported-only model. The azure line represents the assumption that all patients had LNM. The black line represents the assumption that no patients had LNM.





Clinical Application

DCA curves for the clinical-radiomics model, the clinical model, the Radscore-only model, and the CT reported-only model in both the training and validation cohorts are shown in Figure 5C. The threshold probability of the clinical-radiomics nomogram was more than 10%, which was better compared with the other three models in predicting LNM. The combined nomogram including radiomics signature showed the maximum clinical utility at almost all threshold probabilities.




Discussion

To the best of our knowledge, this is the first study to develop a clinical-radiomics nomogram based on radiomics technology for preoperative prediction of LNM in patients with GBC. The clinical-radiomics model incorporated radiomics signature and three clinical variables including CEA, CA199, and CT reported LN status. The Radscore was calculated based on the radiomics signature and the findings showed that it was an independent factor in predicting LNM. Addition of radiomic analysis significantly improved the predictive accuracy of the combined model. The findings indicated that the clinical-radiomics nomogram is effective for preoperative prediction of LNM in GBC and can help in making clinical decisions during GBC treatment.

Previous studies explored non-invasive methods that can quantitatively predict preoperative LNM in GBC. Several conventional imaging examinations such as contrast-enhanced CT, MRI, and 18-FDG PET/CT are used to determine the LN status and LN larger than 1 cm in diameter is considered a standard for positive LNM in these examinations. However, swollen LN can be caused by biliary inflammation or biliary obstruction. Petrowsky et al. reported that the accuracy of enhanced CT and PET/CT for regional LNM prediction was 24% vs. 12% (12). A meta-analysis of 14 institutes reported that although MRI is effective in predicting LNM of GBC, it is challenging to detect LNM less than 1 cm (28). Fine needle aspiration for pathological biopsy is the gold standard for preoperative diagnosis; however, it can only be applied to a limited range of patients. The method is associated with severe complications such as bleeding, tumor dissemination, and lymphatic fistula owing to the use of fine needle aspiration. Several studies report that inflammation and metabolites in tumor areas of the biliary system may cause LN hyperplasia (29–31). Therefore, the current study established a clinical model including multiple parameters for comparison. The findings showed that NLR, PLR, AST, and CA125 were independent predictive factors for LNM in univariate analysis. However, analysis showed no significant correlation between these markers with LNM using multivariate logistics regression analysis. The clinical model build using CEA, CA199, and CT reported LN status showed higher prediction value compared with CT reported-only model; however, its overall accuracy was still unsatisfactory. Conventional imaging methods are based on morphological criteria and serum biomarkers and do not meet the clinical need for quantitative and accurate diagnosis.

On the contrary, radiomics technology is a quantitative method and thus it is effective in preoperative LN assessment. Several studies report that radiomics can be correlated with tumor gene characteristics and protein phenotypes to predict the biological behavior of tumors (32, 33). Metastatic LN and non-metastatic LN present different biological behaviors (10). Studies report that a model established based on radiomics has great potential in predicting LNM of malignant tumors (21–23). In the current study, a CT-based radiomics model composed of 14 radiomics signatures was established using LASSO regression. The Radscore established included shape, first-order, and textural features. Radiomics analysis of CT images can help distinguish between positive LNM and negative LNM for gastric cancer and colorectal cancer (20, 21). The findings of the current study showed that the radiomics model based on morphological features and texture features has better predictive accuracy and goodness of fit for LNM compared with the single CT reported-only model (AUC = 0.781 vs. AUC = 0.669; AIC 237.31 to 267.68).

For better clinical application, a clinical-radiomics nomogram was established that integrated Radscore and clinical variables. This comprehensive nomogram showed higher accuracy and discrimination of the LNM in GBC compared with the other three models. Calibration curves and DCA curves showed that the nomogram had high consistency and potential clinical applicability in the two medical centers. The clinical-radiomics nomogram can be used effectively to determine the possibility of surgical R0 resection, thus assisting in preoperative treatment decision-making. GBC patients suspected of positive LNM based on conventional imaging reports can use the nomogram to reconfirm their LN status. In addition, surgeons can use the nomogram to accurately assess the necessity for LN resection before surgery to benefit patients with actual negative LNM, thus reducing complications and hospitalization costs.

The current study had some limitations. Firstly, genetic diagnosis related to progress of GBC may provide more value in the diagnosis of LNM through development of radiogenomic biomarkers. Further studies that include genotypes to new predictive models to improve the model’s diagnostic accuracy should be conducted. Secondly, the data used to build the model in the current study were obtained from two large-scale medical centers in a region that may lead to data bias. Therefore, studies should include more patients from multiple centers as a verification cohort to verify the clinical applicability and robustness of the nomogram.

In summary, the clinical-radiomics nomogram reported in the current study can be used as a non-invasive biomarker for preoperative prediction of LNM in GBC patients. The findings show that the model is useful in clinical decision-making and can improve the survival outcome of patients with GBC.
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Model Training cohort

AUC (95% CI) SEN SPEC
Kinetic curve pattern 0.78 (0.69-0.85) 098 042
Radscore 0.86(0.78-0.92) 086 or1
Nomogram 091 (0.83-0.96) 082 086

AUC, area under the ROC curve; SEN, sensitivity; SPEC, specificity: ACC, accuracy.

ACC

0.69
0.78
0.84

AUC (95% CI)

0.74 (0.58-086)
081(0.67-091)
0.86(0.72-0.94)

Validation cohort

SEN SPEC
0.91 0.45
0.68 0.91
0.73 0.91

Acc

0.68
0.79
0.82
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The bold values in represented the maximum values across the methods.
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Algorithm 1 : 3D MR image denoising

Input: 3D MR noise images Vhoise

Output: Denoised MRI image X’

Initialization: X=)

fort=1,2,..Tdo
Iterative regularization: Y = XD 4 g(y — xtD)
Update the noise deviation oysr according to oysy =

yyfovst? — IV = YOI}

Search for similar patches and group them to form fourth-
order tensor ) for each reference patch;

Decompose each tensor by Eq. (5) and compute
0 (2(”): )»,a) by Eq. (9);

Update the factorization matrix U? (i = 1,2,3,4);

Compute the core tensor S by Eq. (11);

Compute the denoised tensor X’ by Eq. (12);

Aggregating all X’ to obtain denoised image;
End for
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Parameter Threshold Sensitivity Specificity AUC* Positive Negative
(%)* (%)* likelihood likelihood
ratio ratio
B-US-RS —1.28 100 (92-100) 99 (96-100) 0.99 140 0 (0-0)
[58/58] [139/140] (0.99-1.00) (19.86-986.92)
SWE-RS —0.24 98 (99-100) 100 (97-100) 0.99 00 0.02
[567/58] [140/140] (0.99-1.00) (0.0025-0.12)
Quantitative SWE parameter
Emax (kPa) >46.45 83 (70-91) 88 (81-93) 0.92 6.82 0.20
[48/58] [123/140] (0.88-0.96) (4.30-10.80) (0.11-0.34)
Ermean (kPa) >35.35 83 (70-91) 91 (85-95) 0.91 9.66 0.19
[48/58] [128/140] (0.86-0.96) (5.55-16.80) (0.11-0.33)
Etatio (kPa) >4.15 76 (63-86) 89 (82-93) 0.86 6.64 0.27
[44/58] [124/140] (0.79-0.92) (4.09-10.8) (0.17-0.43)
Egp (kPa) >10.35 76 (63-86) 94 (88-97) 0.92 1.8 0.26
[44/58] [131/140] (0.88-0.96) (6.17-22.57) (0.16-0.41)
Combined quantitative SWE parameters -0.87 83 (70-91) 93 (87-96) 0.92 11.59 0.18
[48/58] [130/140] (0.88-0.97) (6.30-21.30) (0.10-0.33)
BI-RADS category at US >3 95 (85-99) 54 (46-63) 0.94 2.07 0.09
[65/58] [76/140] (0.89-0.98) (1.71-2.51) (0.03-0.29)

Data in parentheses are 95% confidence intervals and data in brackets are raw data. US, ultrasonography; RS, radiomics signature; SWE, shear-wave elastography;
BI-RADS, Breast Imaging Reporting and Data System,; and AUC, area under the curve. *P values for statistical significance are corrected to 0.008 for multiple testing

using Bonferroni correction.
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Parameter Threshold Sensitivity Specificity AUC* Positive Negative
(%)* (%)* likelihood likelihood
ratio ratio
B-US-RS —1.28 100 (79-100) 100 (90-100) 1.00 00 0
[19/19] [46/46] (1.00-1.00)
SWE-RS —0.24 100 (79-100) 100 (90-100) 1.00 00 0
[19/19] [46/46] (1.00-1.00)
Quantitative SWE parameter
Emax (kPa) >46.45 84 (60-96) 89 (76-96) 0.93 7.75 0.18
[16/19] [41/46] (0.85-1.00) (8.31-18.1) (0.06-0.50)
Ermean (kPa) >35.35 84 (60-96) 96 (84-99) 0.91 19.37 0.16
[16/19] [44/46] (0.80-1.00) (4.92-76.17) (0.06-0.47)
Etatio (kPa) >4.15 89 (66-98) 87 (73-95) 0.90 6.86 0.12
[17/19] [40/46] (0.80-1.00) (3.20-14.70) (0.03-0.45)
Esp (kPa) >10.35 90 (66-98) 96 (84-99) 0.95 20.58 0.11
[17/19] [44/46] (0.89-1.00) (5.26-80.52) (0.03-0.41)
Combined quantitative SWE parameters -0.87 84 (60-96) 96 (84-99) 0.94 19.37 0.16
[16/19] [44/46] (0.88-1.00) (4.92-76.17) (0.06-0.47)
BI-RADS category at US >3 100 (79-100) 54 (39-69) 0.99 219 0(0-0)
[19/19] [25/46] (0.97-1.00) (1.69-3.00)

Data in parentheses are 95% confidence intervals and data in brackets are raw data. US, ultrasonography; RS, radiomics signature; SWE, shear-wave elastography;
BI-RADS, Breast Imaging Reporting and Data System,; and AUC, area under the curve. *P values for statistical significance are corrected to 0.008 for multiple testing

using Bonferroni correction.
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Training cohort (n = 198)

Independent validation cohort (n = 65)

External validation cohort (n = 28)

Characteristic Malignant (n = 58) Benign (n = 140) P value Malignant (n = 19) Benign (n = 46) P value Malignant (n = 10) Benign (n = 18) P value
Age (years) 50.7 £11.2 36.6 +9.9 <0.001 54.8+8.4 36.0 £10.7 <0.001 49.7 £10.2 35.9+95 <0.001
Clinical symptom <0.001 0.01 0.004
Palpable breast mass 32 62 1 17 9 1
Nipple discharge 6 1 2 0 0 2
Asymptomatic 20 I 6 29 1 5
Laterali 0.85 0.33 0.74
Left 30 79 7 23 5 10
Right 28 61 12 23 5 8
Family history of breast cancer 0.67 0.07 0.40
Yes 11 23 0 7 1 4
None 47 17 19 39 9 14

laximum diameter on B-mode US (cm) 1.6+ 0.7 1.2 +05 <0.001 1.7 4£07 1.24+05 0.002 1.64+08 1.2 408 0.26
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Histopathologic BI-RADS 3 (n = 112) BI-RADS 4a (n = 62) BI-RADS 4b (n = 45) BI-RADS 4c (n = 52) BI-RADS 5 (n = 20)
result

Histopathologic Benign Malignant Benign (n = 59) Malignant Benign (n = 36) Malignant Benign (n =1) Malignant Benign (n = 0) Malignant
diagnosis (n=108) (n=4) n=3) n=9) (n="51) (n=20)
Histopathologic Fibroadenoma IDC (n=4) Fibroadenoma IDC (n = 2), Fibroadenoma IDC (n = 6); Fibroadenoma IDC (n = 47); = DCIS (n=17);
subtypes (n = 68); ANDI (n = 33); ANDI DCIS (n =1) (n = 22); ANDI DCIS (n = 2); (n="1) DCIS (n = 3); ILC (n = 2); IPC

(n = 36); benign (n=19);IP (n=10); IP IPC(n=1) ILC(nh=1) (n=1)

phyllodes (n = 3); benign (n=2)

tumor (n = 3); phyllodes complicated

tubular tumor (n =1); cyst (n=1);

adenoma complicated benign

=1 cyst(n=2); phyllodes

scar (n=1) tumor (n = 1)

ANDI, aberrations of normal development and involution without fibroadenoma (mainly consisting of a spectrum of fibrocystic and proliferative changes), IDC, invasive ductal carcinoma; IP, intraductal papilloma; DCIS,
ductal carcinoma in situ; IPC, invasive papillary carcinoma; and ILC, invasive lobular carcinoma.
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Significant features

Negative (n = 51)

Positive (1=50)  p

Uniformity 0.38 +£0.99 -0.39+0.86 <0.01
Correlation_all_o1 —0.43+0.70 044 +1.07 <0.01
Inertia_a90_o4 —0.41+£1.03 -0.42+0.78 <0.01
CP_all_o1 —0.36 + 1.04 —0.36 + 0.62 <0.01
SVR 0.46 £0.83 —0.46 £ 0.95 <0.01
Correlation_a135_o1, Correlation_angle135_offset1; Inertia_a90_o4,

Inertia_angle90_offsetd; CP_all_o1_SD, ClusterProminence_AliDirection_offset1_SD;

SVR, surface volume ratio.
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Kinetic curve  Training cohort  p-value Validation cohort  p-value
pattern

Negative Positive Negative Positive
(n=51) (n=50) (=22 (=22
Type | 19 3 <001 10 2 001
Type Il 24 22 8 9

Type il 8 25 4 1





OPS/images/fonc-10-01463/fonc-10-01463-t002.jpg
Feature class IcC (95% CI)

Kinetic curve pattem 0.98 (0.97-0.99)
Uniformity Histogram parameters 093 (0.82-0.97)
Correlation_a135_o1 Texture parameters 087 (0.78-0.98)
Inertia_ag0_o4 Texture parameters 0.90 (0.85-0.96)
CP_all_o1_SD Texture parameters 0.79 (0.69-0.82)
SVR Form factor parameters 0.96 (0.87-0.99)
Correlation_a135_of, Correlation_angle135_offsot; Inertia_a90_04,

Inertia_angle90_offsetd; CP_all_o1_SD,  ClusterProminence_AliDirection_offset1_SD;
SVR, surface volume ratio.
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Parameter Threshold Sensitivity (%)* Specificity (%)* AUC* Positive Negative
likelihood likelihood
ratio ratio
B-US-RS —1.28 100 (79-100) 100 (90-100) 1.00 00 0
[10/10] [18/18] (1.00-1.00)
SWE-RS —0.24 100 (79-100) 100 (90-100) 1.00 00 0
[10/10] [18/18] (1.00,1.00)
Quantitative SWE parameter
Emax (kPa) >46.45 70 (35-92) 89 (64-98) 0.90 6.30 0.34
[7/10] [16/18] (0.77-1.00) (1.60-24.75) (0.13-0.88)
Ermean (kPa) >35.35 70 (35-92) 94 (71-100) 0.86 12.6 0.32
[7/10] [17/18] (0.69-1.00) (1.80-88.34) (0.12-0.82)
Etatio (kPa) >4.15 70 (35-92) 89 (64-98) 0.86 6.30 0.34
[7/10] [16/18] (0.69-1.00) (1.60-24.75) (0.13-0.88)
Esp (kPa) >10.35 80 (44-96) 89 (64-98) 0.89 7.20 0.22
[8/10] [16/18] (0.75-1.00) (1.88-27.58) (0.06-0.79)
Combined quantitative SWE parameters —0.87 70 (35-92) 94 (71-100) 0.88 12.6 0.32
[7/10] [17/18] (0.73-1.00) (1.80-88.34) (0.12-0.82)
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Data in parentheses are 95% confidence intervals and data in brackets are raw data. US, ultrasonography; RS, radiomics signature; SWE, shear-wave elastography;
BI-RADS, Breast Imaging Reporting and Data System,; and AUC, area under the curve. *P values for statistical significance are corrected to 0.008 for multiple testing

using Bonferroni correction.
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AIS, adenocarcinoma in situ; MIA, minimelly invasive adenocarcinoma; IA, invasive
adenocarcinoma; MPs, invasive adenocarcinoma with micropapilary components; RU,
the right-up lobe; RM, the right-midde lobe; RD, the right-down lobe; LU, the left-up

lobe; LD, the left-cown lobe.
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Patients with surgically confirmed PASC between
January 2010 and January 2019 (n = 35)

Patients with surgically confirmed PDAC between
January 2017 and January 2019 (n = 106)

Excluded (n=4) :

(a) recurrent PASC (n=1)

(b) a history of carcinoma in
other sites (n =2)

(¢) no contrast-enhanced CT
images available (n = 1)

A 4
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Excluded (n =25) :

available (n = 13)
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(a) no contrast-enhanced CT images

(b) insufficient image quality (n = 2)
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A 4

81 patients with PDAC were included
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Sequences Orientation TR/TE Matrix NEX Thickness/

(ms/ms) gap (mm)
T2WI (SSFSE) Coronal  2,000/100 384 x 244 1 al
T2WI (FSE) Axial 8,000/109 288 x 256 4 5/1
FS-T2WI (FSE) Axial 8,000/109 288 x 256 4 5/1
DWI (EPI) Axial 6,000/93.3 128 x 128 1-6 5/1
TIWI (lava flex) Axial 3.2/2 256 x 192 1 5/-2.5
Arterial phase (lava flex) Axial 32158 256 x192 1 8/-2.5
Portal phase (lava flex) Axial 3.2/1.5 256 x 192 1 5/-2.5
Delayed phase (lava Axial/ 3.2/15 256 x 192 1 5/-2.5

flex) coronal

T2WI, T2 weighted imaging; T1WI, T1 weighted imaging; FS, fat-suppressed;
SSFSE, single shot fast spin echo; FSE, fast spin-echo; EPI, echo-planar imaging;
TR, repetition time; TE, echo time; NEX, number of excitation.
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Radiologists  Subjective MRI diagnosis Pathological results  Total

SPTs PNETs
Radiologist 1 SPTs 28 8 36
PNETs 7 23 30
Total 35 31 66
Radiologist 2 SPTs 29 8 37
PNETs 6 23 29
Total 35 31 66

SPTs, solid pseudopapillary tumors; PNETS, pancreatic neuroendocrine tumors.
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3D_GLRLM_Long Dapp
Run Emphasis

(LRB)

3D_GLRLM_Gray- Kapp
Level Variance

GLV)

3D_NGTDM_Coarseness Kgpp
3D_NGTDM_Complexity  Kapp
Max T2WI
Kurtosis T2WI
3D_Histogram_Skewness T2WI

Weight

—1.0804

1.7817

0.5647
—1.6732
—1.9308

1.3846

4.7625

AUC

0.673 (95%
0.663 (95%

0.684 (95%
0.717 (95%
0.703 (95%
0.628 (95%
0.740 (95%

1 0.5642-0.804)
:0.531-0.795)

£ 0.555-0.813)
:0.592-0.842)
:0.576-0.831)
:0.491-0.764)
:0.619-0.860)

Max, maximum; T2WI, T2 weighted imaging; AUC, area under curve; D, dimension;
GLRLM, Gray Level Run Length Matrix; NGTDM, Neighborhood Gray Tone

Difference Matrix.
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AUC Sensitivity Specificity PPV NPV

Primary cohort 0.97 (0.790-0.978) 95.00 (75.1-99.9) 91.67 (73.0-99.0) 90.5 (69.6-98.8) 95.7 (78.1-99.9)
Validation cohort 0.86 (0.688-1.000) 90.91 (568.7-99.8) 81.82 (48.2-97.7) 83.30 (51.6-99.9) 90.00 (51.5-97.7)

AUC, area under curve; PPV, positive predictive value; NPV, negative predictive value.
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Model Training cohort (n = 194) Internal validation cohort (n = 78) External validation cohort(n=70)
Clinical Radiomics Radiomics Clinical Radiomics Radiomics Clinical Radiomics Radiomics
model signature nomogram model signature nomogram model signature nomogram
AUC 0.80 0.83 0.89 0.67 0.84 0.89 0.73 0.73 0.80
(95% Cl) (0.74-0.86) (0.77-0.88) (0.83-0.93) (0.55-0.77) (0.74-0.91) (0.80-0.95) (0.61-0.83) (0.61-0.83) (0.69-0.89)
Sensitivity 0.81 0.81 0.89 0.42 0.63 0.95 0.78 0.44 0.78
(30/37) (30/37) (33/37) ©/19) (12/19) (18/19) (7/9) (4/9) (7/9)
Specificity 0.68 071 073 0.92 0.95 0.80 071 0.93 0.84
(107/157) (112/157) (115/157) (56/59) (56/59) (47/59) (43/61) (57/61) (51/61)
Accuracy 071 0.73 0.76 0.79 0.87 0.83 071 0.87 0.83
(187/194) (142/194) (148/194) (62/78) (68/78) (65/78) (50/70) (61/70) (58/70)
PPV 0.38 0.40 0.44 0.83 0.80 0.60 0.28 0.50 0.41
(30/80) (30/75) (33/75) (54/65) (12/15) (18/30) (7/25) (4/8) (717)
NPV 0.94 0.94 0.97 0.62 0.89 0.98 0.96 0.92 0.96
(107/114) (112/119) (115/119) (8/13) (56/63) (47/48) (43/45) (67/62) (51/58)
Delong P<0.001 P<0.001 P<0.001 P<0.035 P<0.001 P<0.001 P<0.002 P<0.021 P<0.006
Test

AUC, area under the curve; PPV, positive predictive value; NPV, negative predictive value; Cl, confidence interval.
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Intercept and Variable

Intercept

Bile acid duodenogastric reflux

N stage

Nodular or irregular outer layer of the
gastric wall

Radiomics signature

B

-0.85
1.64
0.41

0.58

2.02

Odds Ratio
(95%Cl)

5.14 (1.83-14.45)
153 (1.07 -2.14)
1.78 (0.65-4.85)

7.57 (3.35-17.09)

P
value

0.326
0.002
0.020
0.259

<0.001
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Intercept and Variable B Odds Ratio P
(95%Cl) value
Intercept -6.42 <0.001
Bile acid duodenogastric reflux 155 472 (1.93-11.52) 0.001
T stage 061 1.83(0.95-353)  0.069
N stage 046 159(1.16-2.17)  0.004
Nodular or irregular outer layer of the 116 3.20(1.29-7.92) 0.012

gastric wall
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Radiomic features Training cohort (n = 194) Internal Validation Cohort (n = 78)

RG (n = 37) NRG (n = 157) P value RG (n = 19) NRG (n=59) P value

Contrast_GLCM_ 21.93 £ 6.79 27.15+11.28 0.001*  21.55+4.34 27.23 +9.11 <0.001*
1_1.2_Lloyd_32
Dissimilarity_GLCM_ 3.25 £ 0.59 3.64 +0.84 0.002* 3.26 + 0.41 3.74 £0.57 <0.001*
1_1.2_Lloyd_82

Data are presented as the mean + standard deviation. The P value is derived by the Mann-Whitney U test. *P < 0.05.

External validation cohort (n = 70)
RG (n =9) NRG (n = 61) P value
33.86 + 10.62 30.09 + 11.72 0.003*

432 +0.74 4.01 £ 0.85 0.002*
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PASC PDAC P-value

Number of patients 31 81
Age (years)? 64.7 £11.1 63.6 + 8.8 0.595
Sex 0.815
Male 18 (568.1%) 49 (60.5%)
Female 13 (41.9%) 32 (39.5%)
Tumor size® 3.75+0.98 3.51 +£1.09 0.293
(1.9-6.7 cm) (1.5-7.0cm)
Tumor location 0.554
Head and neck 21 (67.7%) 0 (61.7%)
Body and tail 10 (32.3%) 31 (38.3%)
Abdominal pain 14 (45.2%) 7 (33.3%) 0.245
Abdominal bloating 9 (29.0%) 7 (21.0%) 0.367
or diarrhea
Body weight loss 17 (54.8%) 39 (48.1%) 0.526
Jaundice 14 (45.2%) 30 (37.0%) 0.431
Fever 3(9.7%) 7 (8.6%) 0.863
Asymptomatic 5(16.1%) 11 (13.6%) 0.730

Data in parentheses are percentages. 2Data are mean age + Sstandard deviation.
b Data are mean diameter + standard deviation. PASC, pancreatic adenosquamous
carcinoma; PDAC, pancreatic ductal adenocarcinoma.
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A_Compactness2
A_SurfaceVolumeRatio

A_RunLengthNonuniformity_angle135_offset1
A_LongRunLowGreyl evelEmphasis_angle45_offset?

A_Correlation_angle135_offset7

V_LongRunEmphasis_angle45_offset7
V_ShortRunHighGreyLevelEmphasis_angle135_offset4
A_InverseDifferenceMoment_AlIDirection_offset4_SD

V_Compactness2

A_GLCMEntropy_AlIDirection_offset4_SD

PASC (n = 31)

50,757.9 (47,172.7, 52,221.8)
248.2 (196.8, 327.7)
7,151.2 (4,135.4, 14,788.0)
0.00034 (0.00025, 0.00054)
0.03088 (0.01542, 0.04912)
5.9(3.9,7.5)
52,689.5 (50,775.7, 54,904.3)
0.00011 (0.00006, 0.00018)
15.5(14.0, 15.9)
0.00103 (0.00041, 0.00120)

PDAC (n = 81)

47,412.1 (39,544.7, 51,009.6)
159.4 (86.5, 230.5)
26,246.8 (9,207.5, 134,901.0)
0.00050 (0.00031, 0.00153)
0.00581 (~0.00261, 0.03741)
8.1(5.8,12.4)
49,464.8 (41,507.5, 52,244.7)
0.00025 (0.00011, 0.00046)
14.2 (13.2, 15.1)
0.00354 (0.00051, 0.00729)

P-value

<0.001
<0.001
<0.001
0.002
0.002
0.003
0.003
0.005
0.005
0.009

MRMR, minimum redundancy maximum relevance; PASC, pancreatic adenosquamous carcinoma; PDAC, pancreatic ductal adenocarcinoma;, IQR, interquartile range.
Mann-Whitney U test was used to analyze the statistical significance between the two groups.
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AUC
A_Compactness2 0.755
A_SurfaceVolumeRatio 0.738
A_RunLengthNonuniformity_angle135_offset1 0.722
A_LongRunLowGreyl evelEmphasis_angle45_offset? 0.691
A_Correlation_angle135_offset7 0.687
V_LongRunEmphasis_angle45_offset7 0.684
V_ShortRunHighGreyLevelEmphasis_angle135_offset4 0.683
A_InverseDifferenceMoment_AlIDirection_offset4_SD 0.673
V_Compactness2 0.671
A_GLCMEntropy_AlDirection_offset4_SD 0.660

Cutoff value

14.3365
186.403
16,823.4
0.0004
0.0153
6.4944
50,443.3
0.0002
15.4559
0.0039

SEN (%)

77.4
83.9
83.9
71.0
63.3
67.7
77.4
64.5
51.6
48.4

SPE (%)

65.4
63.0
60.5
58.0
77.8
67.9
59.3
79.0
84.0
92.6

ACC (%)

75.5
73.8
722
69.1
69.1
68.4
68.3
67.3
67.1
66.0

PPV (%)

46.2
46.4
90.7
39.3
85.1
84.6
421
541
55.2
71.4

NPV (%)

88.3
911
44.8
83.9
51.4
447
87.3
85.3
81.9
82.4

MRMR, minimum redundancy maximum relevance; PASC, pancreatic adenosquamous carcinoma; PDAC, pancreatic ductal adenocarcinoma; AUC, area under the
curve; SEN, sensitivity; SPE, specificity; ACC, accuracy; PPV, positive predictive value; NPV, negative predictive value.
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Patients with pathologically confirmed GBC from
two hospitals wers enrolled n this study

Inclusion criteria:
() pathologically confirmed GBC with an available
histological report;,

(2) preoperative enhancement CT in abdomen
performed within one month before surgery;

(3) no chematherapy before operation;

(4) complte ciinical and pathological data.

Exclusion criterla:
(1) had received any treatment before CT exami

< 3] (2 paliative surgery without lymphadensctomy;
(3) the lesions not being identified in enhancement CT

images;
(4) incomplete ciinical data

tion

A A

Patients included in this study

53)

¥

L

Hospital one Hospital two
(n'= 256) (n=97)

Training cohort Internal validation cohort Extornal validation cohort
{n = 209) (n = 47) (n=97)
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Classifier

RFE-KNN

LASSO-LR

ReliefF-RF

ReliefF-SVM

18

15

18

Cohort

Primary
Validation
Primary
Validation
Primary
Validation
Primary
Validation

AUC [95% CI]

0.798
0.762

0.754-0.836]
0.721-0.807]
0.861 [0.824-0.922]
0.784 [0.755-0.834]
0.875 [0.829-0.933]
0.854 [0.816-0.907]
0911 [0.854-0.973]
0.887 [0.848-0.939]

Accuracy

0.764
0.744
0.833
0.769
0.851
0.817
0.884
0.849

Sensitivity

0.723
0.716
0.775
0.605
0.809
0.784
0.857
0.814

Specificity

0.816
0.802
0917
0.894
0.892
0.904
0.921
0.896

PPV

0.863
0.822
0.885
0.881
0.878
0.894
0.918
0.903

NPV

0.762
0.743
0.790
0.712
0.830
0.801
0.853
0.823
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Variables Univariate analysis Multivariate analysis

B OR (95% CI) P value B OR (95% CI) P value
Sex: Men vs women 0.514 1.671 (0.565-4.958) 0.354 - - -
Age (continuous), year -0.0156 0.985 (0.956-1.016) 0.351 — = =
MRI-determined number of tumors, number -0.095 0.910 (0.782-1.058) 0.220 — = =
MRI-determined tumor size (continuous), cm 0.678 1.970 (1.479-2.625) <0.001 - - -
VI-RADS score 2295 9.920 (4.566-21.553) <0.001 1.796 6.025 (2.417-15.022) <0.001
Radiomics score 1.756 5.788 (3.115-10.754) <0.001 1.385 3.996 (1.824-8.756) 0.001

OR, odds ratio; MRI, magnetic resonance imaging; VI-RADS, Vesical Imaging-Reporting and Data System.
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Characteristic Number of Patients (%) P value

Training Set  Validation Set

(n=129) (n = 56)
Sex
Men 109 (84.5) 44 (78.5) 0.398%
Women 20(15.5) 12 (21.4)
Age (years)
<65 48 (37.2) 20 (35.7) 0.870%
>65 81(62.8) 36 (64.3)
MRI-determined tumor size (cm)
<3 82 (63.6) 37 (66.1) 0.868%
>3 47 (36.4) 19 (33.9)
MRI-determined number of tumors
Single 89 (69.0) 38(67.9) 0.865%
Multiple 40(31.0) 18 (32.1)
VI-RADS score
1 18 (14.0) 7(12.3) 0.499°
2 36 (27.9) 12 (21.1)
3 33(25.6) 19 (33.3)
4 20 (15.5) 6 (10.5)
5 22 (17.1) 12 (21.1)
Pathologic tumor (pT) stage
<pT2 85 (65.9) 38 (66.7) 0.866"
>pT2 44 (34.1) 18 (31.6)

MRI, magnetic resonance imaging; VI-RADS, Vesical Imaging-Reporting and Data
System.

“Statistical analysis performed using chi-square test.

bStatistical analysis performed using Mann-Whitney U test.
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Variable CT reported-only model Radscore-only model Clinical model Clinical-radiomics model
OR (95% Cl) 3 AlC OR (95% Cl) P AiC OR (95% Cl) P AlC OR (95% Cl) p AC

CEA NA NA 26768 NA NA 23731  2898(1418-5921) 0004 24227  3.122(1.426-6835 0004  209.18

CA199 NA NA NA NA 3507 (1.921-6.733)  <0.001 2502(1.288-5215) 0008

CT reported LN status 4.325 (2.396-7.809) <0.001 NA NA 2.962 (1.557-5.635) 0.001 2597 (1.278-5.279) 0.008

Radscore NA NA 9610 (4579-20.168)  <0.001 NA NA 7.415(3.384-16.246)  <0.001

AIC. Akaike's information criterion: OR, odds ratio; Cl. confidence interval, NA. not available.
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Characteristics Univariate analysis Multivariate analysis

Clinical model Clinical-radiomics model
OR (95% CI) P OR (95% CI) P OR (95% CI) P
Gender 1.301 (0.723-2.343) 0.380 NA NA NA NA
Age 0.762 (0.425-1.368) 0.363 NA NA NA NA
Gallstone 0.776 (0.450-1.337) 0.361 NA NA NA NA
Cholecystitis 0.929 (0.529-1.631) 0.797 NA NA NA NA
Jaundice 1.643 (0.716-3.770) 0.241 NA NA NA NA
NLR 2.138(1.229-3.718) 0.007 1.207 (0.590-2.467) 0.607 1.044 (0.484-2.252) 0913
PLR 2.622 (1.498-4.590) 0.001 1.963 (0.977-3.944) 0.058 1.888 (0.900-3.962) 0.093
ALT 1.497 (0.839-2.672) 0.172 NA NA NA NA
AST 2.014 (1.092-3.715) 0.025 1.403 (0.680-2.897) 0.360 1.299 (0.579-2.912) 0.525
AFP 3.200 (0.825-12.419) 0.093 NA NA NA NA
CEA 4.323 (2.251-8.303) <0.001 2.898 (1.418-5.921) 0.004 3.183 (1.423-7.123) 0.005
CA125 3.925 (2.016-7.643) <0.001 1.872 (0.857-4.087) 0.116 1.5657 (0.661-3.672) 0311
CA199 4.895 (2.722-8.800) <0.001 3.597 (1.921- 6.733) 0.001 2.230 (1.074-4.632) 0.031
CT reported LN status 4.325 (2.396-7.809) <0.001 2.962 (1.557-5.635) 0.010 2.261 (1.075-4.755) 0.031
Radscore 9.610 (4.579-20.168) <0.001 NA NA 6.645 (3.025-14.597) <0.001

OR, odds ratio; NLR, neutrophil-to-lymphocyte ratio; PLR, platelet-to-lymphocyte ratio; ALT, alanine aminotransferase; AST, aspartate aminotransferase; CEA, carcinoembryonic antigen;
CA125, carbohydrate antigen 125; CA19-9, carbohydrate antigen 19-9, NA, not available.
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Characteristics Training cohort (n = 209) Internal validation cohort (n = 47) External validation cohort (n = 97)

Gender Male 66 (31.6%) 13 (27.7%) 28 (28.9%)
Female 143 (68.4%) 34 (72.3%) 69 (71.1%)
Age <60 years 66 (31.6%) 14 (29.8%) 32 (33.0%)
260 years 143 (68.4%) 33 (70.2%) 65 (67.0%)
Gallstone Yes 103 (49.3%) 15 (31.9%) 49 (50.5%)
No 106 (50.7%) 32 (68.1%) 48 (49.5%)
Cholecystitis Yes 132 (63.2%) 35 (37.1%) 61 (62.9%)
No 77 (36.8%) 12 (25.5%) 36 (37.1%)

Jaundice Yes 26 (12.4%) 7 (14.9%) 9(9.3%)
No 183 (87.6%) 40 (85.1%) 88 (90.7%)
NLR Normal 105 (50.2%) 25 (53.2%) 48 (49.5%)
Elevated 104 (49.8%) 22 (46.8%) 49 (50.5%)
PLR Normal 106 (50.7%) 28 (59.6%) 47 (48.5%)
Elevated 103 (49.3%) 19 (40.4%) 50 (51.5%)
ALT (U/L) Normal 140 (67.0%) 31 (66.0%) 71 (73.2%)
Elevated 69 (33.0%) 16 (34.0%) 26 (26.8%)
AST (ULL) Normal 150 (71.8%) 34 (72.3%) 76 (78.4%)
Elevated 59 (28.2%) 13 (27.7%) 21 (21.6%)

AFP (ng/mi) Normal 11 (5.3%) 3 (6.4%) 5 (5.2%)
Elevated 198 (94.7%) 44 (93.6%) 92 (94.8%)

CEA (ng/ml) Normal 60 (28.7%) 14 (29.8%) (22 7%)
Elevated 149 (71.3%) 33 (70.2%) 5 (77.3%)
CA125 (ng/ml) Normal 55 (26.3%) 14 (29.8%) (18 6%)
Elevated 1564 (73.7%) 33 (70.2%) 79 (81.4%)
CA199 (ng/ml) Normal 101 (48.3%) 24 (51.1%) 44 (45.4%)
Elevated 108 (51.7%) 23 (48.9%) 53 (54.6%)
CT reported LN status Positive 84 (40.2%) 15 (31.9%) 34 (35.1%)
Negative 125 (59.8%) 32 (68.1%) 63 (64.9%)

Radscore -0.143 0.294 -0.244

(-0.033 to 0.234) (~0.208 to 0.243) (-0.019 t0 0.220)

NLR, neutrophil-to-lymphocyte ratio; PLR, platelet-to-lymphocyte ratio; ALT, alanine aminotransferase; AST, aspartate aminotransferase; CEA, carcinoembryonic antigen; CA125,
carbohydrate antigen 125; CA19-9, carbohydrate antigen 19-9.
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Uterine leiomyoma undergoing HIFU ablation for the first time
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Characteristics Primary cohort p-Value Validation cohort p-Value

High ablation (270%) Low ablation (<70%) High ablation (270%) Low ablation (<70%)
N 56 48 14 12
Age 38.76 + 5.96 37.81 £ 6.65 0.442°% 39.07 £ 5.86 38.58 + 7.84 0.858%
Volume (mm?) 84.65 (50.6-152.9) 99.05 (66.52-180.10) 0.173° 73.9 (67.32-121.70) 88.15 (68.65-117.75) 0.311°
Size (mm) 53.15 (41.47-63.62) 59.65 (46.55-70.45) 0.202° 49.80 (35.40-52.75) 57.75 (48.67-71.85) 0.197°
Type
Submucous 3 2 0.914° 1 1 0.791°
Myometrial 47 42 10 10
Subserous 6 4 3 1
Location
Anterior wall 35 29 0.987° 6 9 0.209°
Posterior wall 21 19 8 3
T2 signal intensity
Hyperintensity 19 21 0.409° 13 4 0.003°
Hypointensity 37 27 1 8
T2 signal homogeneity
Homogeneous 10 4 0.258° 7 1 0.030°
Inhomogeneous 46 44 T 14
Uterine position
Anteversion 46 27 0.007° 6 9 0.209°
Retroversion 10 21 8 3

p-Values obtained using independent-sample t-test.
bp-Values obtained using Chi-squared test or Fisher’s exact test.
°p-V/alues obtained using Wilcoxon rank-sum test.
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Characteristics Primary cohort Validation cohort p-Value
N 104 26
Ablation efficacy
High (70%) 56 14 1.000°
Low (<70%) 48 12
Age 38.32 + 6.27 39.14 + 6.59 0.211
Volume (mm®) 91.54 (52.08-159.07) 79.12 (46.02-122.47) 0.322°
Size (mm) 56.85 (45.32-67.87) 49.45 (43.20-64.43) 0.618°
Type
Submucous 5 2 0.481°
Myometrial 89 20
Subserous 10 4
Location
Anterior wall 64 15 0.893°
Posterior wall 40 "
T2 signal intensity
Hyperintensity 40 9 0.892°
Hypointensity 64 17
T2 signal homogeneity
Homogeneous 14 7 0.133°
Inhomogeneous 90 19
Uterine position
Anteversion 73 15 0.385°
Retroversion 31 1"
Energy efficiency factor (J/mm?) 3.6(1.6-7.1) 3.7 (1.8-6.9) 0.118°
Sonication time (s) 790 (380-1,360) 815 (405-1,420) 0.247°

p-Values obtained using independent-sample t-test.
bp-Values obtained using Chi-squared test or Fisher's exact test.
°p-Values obtained using Wilcoxon rank-sum test.
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Parameter

Scanning plane
TR/TE (ms)

Slice thickness (mm)
Slice gap (mm)

Field of view (cm)
Matrix

p-value (s/mm?)

T2wWI

Axial
4,380/106
5
15
28 x 22.4
320 x 224
N/A

bwi

Axial
4,000/62.9
6
15
38.0 x 45.8
128 x 130
800

N/A, not applicable.
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Parametors

Echo time (TE) (ms)
Repeiition time (TR) (ms)
Field of view (FOV) (mm)
Sice thickness ()
Siice gap (i)

Flip angle (degrees)

GE Signa Excite

195
425
741380
22
1
%0

Philips Achieva

1.944
402
649330
6
3
10
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Framework Accuracy Sensitiity ‘Speciticity Auc pvalue
Pro-contrast 72002100 66252500 75882486 70335167 0001
precial 8000+ 158 8000:7.29 20005312 85472181 0000
Poctal ven 74002122 71252500 75832 167 81722253 0000
Concatoration 85002158 86252612 8172312 0572265 0000
Proposed DSN. 87502158 86252468 8833312 9256+ 1.71 0000
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Combined training

Training set
and validation set

Validation set

Values Pvalue Values Pvalue Values P value

NRI 0.825 <0.001 0.280 <0.001 0.450  0.001
Events NRI 6.45% 6.82% 5.56%
Nonevents NRI 26.02% 21.18% 39.47%

IDI 0.118 <0.001 0.115 <0.001 0.128  0.001

NRI, net reclassification improvement: IDI, integrated discrimination improvement.
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Models Training cohort Intemal validation cohort External validation cohort

Sensitivity Specificity Accuracy AUC (95% CI) Sensitivity ~ Specificity  Accuracy AUC (95% CI) Sensitivity ~ Specificity  Accuracy AUC (95% CI)

CT reported-only  (57/98)58.2%  (84/111)75.7%  (141/209) 67.5% 0669 (0595-0.743)  (6/15)40%  (28/32)719%  (29/47)61.7% 0559 (0.379-0.739) (26/47)553% (42/50)840%  (68/97) 70.1% 0,697 (0.590-0.803)
Radscore-only  (80/98)81.6%  (67/111)604%  (147/209) 70.3% 0774 (0.712-0.836) (12/15)80.0% (30/32)938%  (42/47) 89.4% 0763 (0.668-0.857) (27/47)57.4%  (42/50)840%  (69/97) 71.1%  0.763 (0.668-0.857)
Ciinical (75/98) 76.5%  (76/111)68.5%  (151/200)72.2% 0.779(0.715-0842) (12/15)80.0% (18/32)56.2%  (30/47)68.1% 0.731(0.631-0832) (37/47)78.7%  (31/50 62.0%  (68/97) 70.1% 0731 (0.631-0.832)
Ciinical-radiomics  (86/98) 86.7%  (75/111)67.6%  (160/209) 78.0% 0851 (0.801-0.901) (11/15)733%  (32/32)100%  (77/97)91.5% 0819 (0.646-0.993) (37/47)78.7%  (40/50)80%  (77/97) 79.4%  0.824 (0.741-0.908)

AUC, area under the curve.
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012
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Pationt characteristics and clinical

features
Patient number 213
Overall  Training  Validation P-value
dataset set set

Modan age at dagnosis 64 (2689) 64(28-83) 57(26-79) 031
[ears) (range)

Medanintenalbetween  11(-24) 10029  8(11-16 065
end of ICRT and surgery
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[woeks] (ange)

Medan e of folow-up 61 (14-119) B0 (13-119) 70(41-104) 023
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Medan PFS [months] 51114 51114 49@109 032
(range)
Sex. 080
Male. 136(64%)  121(63%) 15 (71%)
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T ot
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N 03
o 18E%  110%  2(10%)
1 68(2%)  59(30%)  9(43%)
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Variable

Age
Sex (n, %)
Male
Female
Smoking (1, %)
Drinking (1, %)
T stage (1, %)
2
3
4
N stage (n, %)
0
1
2
3
M stage (n, %)
0
1

Overall stage (1, %)

[
"
v
Tumor volume
T1Wisieuness
T2Wikirtoss
EBV status (n, %)

PD (n = 16)

47.56 + 14.04

15 (93.8%)
1(63%)
8 (50%)

2 (12.5%)

4.(25%)
6(37.5%)
6(37.5%)

1(8:3%)
2(12.5%)
6(37.5%)
7 (43.8%)

10 (62.5%)
6(37.5%)

0(0%)
3(18.7%)

13 (81.7%)
10.85 (1.7-90.6)
0.664 (0.434-1.792)
097 (-0.34-6.43)
39 (60.0)

non-PD (n = 65)

49.68 £ 11.22

47 (72.3%)
18 (27.7%)
26 (40%)
16 (24.6)

27 (41.5%)
20(30.8%)
18 (27.7%)

7(10.8%)

17 (26.2%)

22(33.8%)
19(29.2)

60 (92.3%)
5(7.7%)

12 (185%)
22(33.8%)
31(47.7%)

7.8(1.6-33.7)
0.816 (0.191-1.758)
1.49 (~0.96-9.04)

15(93.8)

P-value

0518

0.102

0.469
0307

0.254

0.175

0.005

0.021

0.097
0.539
0.090
0.041

OR (95% Cl)

#

7.200 (1.843-28.126)

4.001 (1.241-13.489)

1.039 (0.993-1.088)
/

0692 (0.452-1.059)

8780 (1.090-70.708)

OR, odds ratio; AUC, area under the curve; Cl, confidence interval; N, nodal: M, metastasis. If p < 0.05, it will be highlighted in bold type, which means statistical significance.
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Variable Sensitivity
Tumor volume 0.667
TAWisieuness 0593
T2Wikurtoss 0741
Combination 0.704

AUC, area under the curve; Cl, confidence interval.

Specificity

0519
0.667
0.593
0.741

Accuracy

0618
0618
0.692
0716

AuC

0.636
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0.783

95% Cl
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Variable EBV
DNA-negative (n
=27

T1WI-based texture parameters.

Difference 79.2(71.1-95.0)

entropy'102

Difference. 20.0(27.4-16.4)

variance*10-2

Contrast102 43.2 (33.3-75.5)

Entropy*10~2 123.39
(105.3-147.9)

T2Wi-based parameters

Difference 1189

entropy*10-2 (106.2-127.6)

Difference 44.0(37.9-53.1)

variance* 1072

Contrast102 1408
(105.9-175.5)

Entropy*10-2 2075
(175.2-225.4)

CE-T1Wi-based parameters

Difference 161.3

entropy*10-2 (145.9-173.5)

Difference 96.9 (73.1-126.9)

variance*102

Contrast102 338.8
(239.4-455.9)

Entropy*10-2 265.8

(248.9-289.0)

EBV
DNA-positive (n
=54)

75.0 (66.8-89.6)

18.4(14.8-23.7)

39.8(28.8-57.0)
1185
(©2.8-142.7)

117.9
(109.3-129.0)

44.1 (36.1-52.5)

127.0
(105.9-171.1)

203.8
(188.1-219.8)

164.9
(152.2-177.5)
99.9(76.4-139.0)

353.1
(258.6-483.2)
278.1
(259.4-294.9)

P-value

0.367

0.279

0.201

0316

0.976

0814

0.589

0.745

0.304

0.783

0.452

0.381
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Coefficient HR 95% CI P
Lower Upper
Rad-score 1.499 4.475 2.899 6.919 <0.01*
ECOG (0-1/2) -0.921 0.398 0.245 0.646 <0.01*
Pleural invasion (Yes/No) 0.475 1.608 1.018 2.54 0.042*
Brain metastases (Yes/No) 0.899 2.458 1.267 4.769 <0.01*
Treatment methods (TKIs/Chemotherapy) -0.445 0.641 0.424 0.968 0.034*

*n < 0.05 was considered statistically significant.
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Variable

Tumor volume (cm®)

EBV DNA-negative
(h=27)

6.4(3.9-10.4)

T1Wl-based parameters

Mean

sD

Median

5%

95%
Skewness*10~2
Kurtosis*10-2

280.4 (252.7-299.7)
57.1(41.7-85.9)
2955 (251.6-295.5)
198.0 (174.5-225.5)
381.5 (328.5-477.5)
158.2 (37.9-227.0)
451.0 (220.9-1395.9)

T2Wi-based parameters

Mean

sD

Median

5%

95%
Skewness*1072
Kurtosis*1072

488.1 (445.6-523.9)
109.4 (96.4-127.1)
485.5 (459.5-524.5)
2825 (254.5-333.5)
669.5 (612.5-709.0)
37.8(-19-71.4)
2008 (101.8-425.1)

CE-T1Wi-based parameters

Mean
sD

Median

5%

95%
Skewness*10~2
Kurtosis'10~2

561.3 (507.7-608.8)
102.9 (82.2-118.6)
565.5 (495.5-627.5)
371.5(335.5-412.5)
7115 (615.5-798.5)
~34.8(-56.8-(~5.9)
66.8 (24.3-132.0)

EBV DNA-positive
(n =54

85(5.7-15.4)

285.9 (250.7-313.4)
49.4 (40.4-60.5)
2805 (260.0-312.8)
212.5 (187.5-229.5)
360.0 (333.5-403.3)
66.3(16.9-153.7)
341.3(159.2-604.8)

501.8 (452.2-541.4)
114.1 (96.2-134.4)
507.0 (458.8-546.8)
313.0 (263.3-353.5)
683.5 (629.0-722.5)
24.7(~22.9-63.6)
119.6 (33.7-211.0)

572.9 (524.7-627.9)
105.7 (87.4-119.3)
576.0 (527.3-638.3)
398.0 (336.8-448.5)
733.0(674.5-799.0)
—21.2(~53.4-(~4.6)]
63.9(26.1-126.1)

P-value

0.047

0.373
0.148
0.209
0.060
0.534
0.026
0.098

0.241
0.589
0.293
0.239
0.471
0.266
0.012

0.321
0.408
0.417
0.133
0.408
0.314
0.775

IFp < 0.05, it will be highlighted in bold type, which means statistical significance.
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Risk factor

Sex (M/F)

Age (>60y/<60y)

ECOG (0-1/2)

Smoking status (Yes/No)
Stage (IIB/IV)

Tumor diameter (=5 cm/<5 cm)
Location (Central/Peripheral)
Margin
(well-defined/ill-defined)
Lobulation (Yes/No)
Spiculation (Yes/No)
Air-bronchogram (Yes/No)
Pleural invasion (Yes/No)
Lymph node metastasis
(Yes/No)

Brain metastases (Yes/No)
Liver metastases (Yes/No)
Bone metastases (Yes/No)

Treatment methods (TKIs/Chemotherapy)

Univariate
HR 95% ClI P

1.355 0.907-2.026 0.138
0917 0.609-1.379 0.678
0.299 0.196-0.456 <0.01*
1.195 0.783-1.823 0.409
0.638 0.372-1.097 0.104
1.074 0.723-1.596 0.722
1.245 0.834-1.859 0.284
0.873 0.493-1.547 0.643
1.285 0.715-2.307 0.401

1.394 0.931-2.087 0.106
1.32 0.849-2.053 0.218
1.689 1.017-2.483 0.042*
1.334 0.888-2.002 0.165
5.236 2.924-9.376 <0.01*
1.579 0.921-2.708 0.097
1.482 0.864-2.544 0.153
0.649 0.437-0.965 0.033*

Multivariate
HR 95% CI P
0.358 0.222-0.576 <0.01*
1.888 1.196-2.979 <0.01*
3.417 1.798-6.493 <0.01*
0.533 0.354-0.803 <0.01*

*n < 0.05 was considered statistically significant.
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Characteristics

Age (years)
Sex

Male

Female
Smoking (1, %)
Drinking (1, %)

Pathologic type (1,
%)

WHO type |
WHO type I
WHO type il

T stage (1, %)

2
3
4

N stage (1, %)
0
1
2
3

M stage (n, %)
0
1

Overall stage (1, %)

Anti-EBV capsid
antigen IgA antibody
(VCA-igh)

Early antigen IgA
antibody (EA-IgA)
Progression-free
survival (months)

Al
(=81

493+ 11.8

62 (76.5%)
19 (23.5%)
34 (42.0%)
18 (22.2%)

0(0%)
7 (8.6%)
74 ©1.4%)

31(38.3%)
26(32.1%)
24 (206%)

8(9.9%)
19 (23.4%)
28 (34.6%)
26/(32.1%)

71 (87.7%)
10 (12.3%)

12 (14.8%)
25 (30.9%)
44(54.3%)

75
(4.7-14.4)

48
(1.5-11.9)
230
(20.5-26.5)

T, tumor; N: nodal: M, metastasis.

EBV DNA-
negative
(n=27)

50.9 +12.0

21 (77.8%)
6(22.2%)
9(42.9%)
7 (25.9%)

0(0%)
2(7.4%)
25 (92.6%)

10 (87.0%)
8(206%)
9(33.4%)

6(22.2%)

14 (51.9%)
5(18.5%)
2(7.4%)

27 (100%)
0(0%)

8(206%)

9(33.4%)

10 (37.0%)
59

3.9-10.1)
1.7 (09-93)

230
(21.0-26.5)

EBVDNA-
positive
(n=54)

485117

41(75.9%)
13 (24.1%)
25 (46.3%)
11 (20.4%)

0(0%)
5(9.3%)
49(90.79%)

21(38.9%)
18 (33.3%)
15 (27.8%)

2(3.7%)
5(9.3%)
23 (42.6%)
24 (44.4%)

44.(81.5%)
10(16.5%)

4(7.4%)
16 (29.6%)
34 (63.0%)

80
(4.4-169)

52
(2.0-12.9)
228
(20.4-26.5)

P-value

0913

0.853

0.265

0571

1.000

0.869

0.000

0.026

0.016

0.03

0.072

0.329
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Training Validation P
cohort cohort
(N =115) (N =50)
Sex/No. (%) 0.611

Male 67(58.3) 27(54)

Female 48(41.7) 23(46)

Age/Mean + SD 573 +9.6 60 +8.7 0.085:
ECOG/No. (%) 0.006t*

0-1 75(65.2) 43(86)

2 40(34.8) 7(14)

Smoking status/No. (%) 0.278

Smoker 36(31.3) 20(40)

Never 79(68.7) 30(60)

Stage/No. (%) 0.968

ns 21(18.3) 9(18)

v 94(81.7) 41(82)

Treatment method 0.797
/No. (%)

TKis 55(47.8) 25(50)

Chemotherapy 60(52.2) 25(50)

Tumor diameter (cm) 0.902

<5 54(47) 24(48)

>5 61(53) 26(52)

Location/No. (%) 0.811

Central 46(40) 21(42)

Peripheral 69(60) 29(58)

Margin/No. (%) 0.061

well-defined 99(86) 48(96)

ill-defined 16(14) 2(4)

Lobulation/No. (%) 0.324

Yes 97(84) 39(78)

No 18(16) 11(22)
Spiculation/No. (%) 0.755

Yes 49(42.6) 20(40)

No 66(57.4) 30(60)
Air-bronchogram/No. (%) 0.916

Yes 29(25.2) 13(26)

No 86(74.8) 37(74)

Pleural invasion/No. (%) 0.447

Yes 28(24.3) 15(30)

No 87(75.6) 35(70)

Lymph node metastasis /No. 0.809
(%)

Yes 69(60) 31(62)

No 46(40) 19(38)

Brain metastases /No. (%) 0.488

Yes 16(13.9) 5(10)

No 99(86.1) 45(90)

Liver metastases /No. (%) 0.602

Yes 17(14.8) 9(18)

No 98(85.2) 41(82)

Bone metastases /No. (%) 0.933

Yes 19(16.5) 8(16)

No 96(83.5) 42(84)
Rad-score/Mean + SD -0.118 +0.653  0.177 +0.656  0.598:
High-low risk/No. (%) 0.966

High risk 41(35.7) 18(36)

Low risk 74(64.3) 32(64)

1t Chi-square test was used.

t Independent-samples t-test was used.
*n < 0.05 was considered statistically significant.
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Age

Median (1R)
iagnosis Year
20002005
20062010
sex
Male
Fomalo
Lateralty
Loft
Right
T stage
T2
T34
N stage
No
N1
Nx
Fuhrman grade
Grado I
Grado IV
Available CT phase
Nephrographic phase
Corticomedullary phase
Unenhanced phase

OR, hierouartie roe.

59.0(51.0700)

75 (44.9%)
92(55.1%)

54 (02:3%)
113 67.7%)

74(84.3%)
93(55.7%)

118 (70.7%)
49 20.3%)

74(8.3%)
2(1.2%)
01 (545%)
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K67 at surgry 1.018 (1.001-1.035)
ALN status at surgery 2360 (1.032-5:397)
Radiomics signature 30328 (2677-343.550)

ALN, avillary hrmph node.

P-value

0041
0012
0006





OPS/images/fonc-10-01640/inline_19.gif
rank, (X)





OPS/images/fonc.2020.523327/table1.jpg
Variablo Hozardratio  95%Cl  P-valuo

Age, mean = SO, years 0985 0940-1031 0512
Menopausal status

Pre Ret

Post 0982 04172373 0992
il tumor status o381

i Ret

] 0333 0075-1478 0148

T 1,083 0419268 0912
il node status

Negative Ret

Posiive 20082 00638518984 0288
il ER status

Negative Ref

Posiive 1276 0533-3057 0585
il PR status

Negative Ret

Posiive 0553 0281286 0.169
ifial HER 2 status.

Negative Ret

Positive 0860 02771575 0349
il K567 (%), mean « SD 1021 0999-1044 0080
Tumor size at surgery 0868

2om Ret

25em 0908 0%62-2273 083

>5cm 1084 0276-3944 0949
Grace at sugery

n Ret

w 0981 02753150 0909
Vascular invasion at surgery.

Aosent Ret

Present 0452 0101974 0291
ALN status at surgery 716 16658203 0001
ER status at surgery

Negative Ret

Positivo 0757 os22-1781 0524
PR status at surgery

Negative Ret

Posiive 0557 0232-138 0188
HER-2 staus at surgery

Negative Aot

Positive 0908 0s22101 021
K67 at surgery (%), mean SO 1.023 10081088 0002
Adjant chemotherapy 0370

No Ret

Yes. 0473 0178-1200 0144
Adjuvant endocrine therapy

No Ret

Yes 1,500 06383525 052
Radiomics signature 109301 118851005203 <0001

ALN, axdlary lymoh node.





OPS/images/fonc-11-629321/fonc-11-629321-t004.jpg
Trained networks Sensitivity (%) Specificity (%) Accuracy (%) F-score

Vgg16 fine-tuned 82.79 90.16 86.47 85.96
network
DL fusion 84.43 90.16 87.30 86.92

network





OPS/images/fonc-10-01640/inline_18.gif





OPS/images/fonc.2020.523327/fonc-10-523327-g006.jpg
All patients High risk patients
o o
£2 £2
g c
5 © 5 ©
o o o o
L e
= < .
3o 3o
3 3
o 2 o
© [=No chemotherapy O S [ o chemotherapy
— Chemotherapy — Chemotherapy
2 P=oos2 2] P=0008
o =
0 20 40 60 80 0 20 40 60 80
Time (months) Time (months)
c
Low risk patients
e
I
2
5
a2 ©
@ o
L
o
3o
«
2
2 o
O S [ o chemotherapy
— Chemotherapy
2] p=oo71
o

0 20 40 60 80
Time (months)





OPS/images/fonc-11-629321/fonc-11-629321-t003.jpg
Texture type

Second-order
texture features

Higher-order
features

Texture descriptors

Gray gradient co-occurrence
matrix features

Gray run-length matrix
Gaussian Markov random field
Gray-leve diference statistics
Local binary pattern

Gabor features

Number of
features selected

- o an

~





OPS/images/fonc.2021.632104/fonc-11-632104-g006.jpg
‘True Positive Rate

= = training set micro-average ROC curve (AUC = 0.98)
== test set micro-average ROC curve (AUC = 0.93)
—— ROC curve of training set for benign tumor(AUC = 0.98)

023 ROC curve of training set for malignant tumor(AUC = 0.98)
ROC curve of test set for benign tumor(AUC = 0.94)
_+—— ROC curve of test set for malignant tumor(AUC = 0.94)
00
0.0 02 04 06 08 10

Filed Patiie no g





OPS/images/fonc-10-01640/inline_17.gif





OPS/images/fonc.2020.523327/fonc-10-523327-g005.jpg
>

Net Benefit
02 03 04 05 06

0.0 0.1

©
Training cohort s Validation cohort
©
s
53
23
5
S8
3o
2
o
s
— Radiomics nomogram _ | = Radiomics nomogram
Al S{-a
= None = None
°
S

\

\

0.0 0.2 04 0.6

High Risk Threshold

0.8 1.0

0.0 0.2 0.4 0.6 0.8 1.0
High Risk Threshold





OPS/images/fonc-11-629321/fonc-11-629321-t002.jpg
Clinical features

Shape
Margin type

Breast composition

Age
Mass size

Feature coding

1-round, 2-oval, 3-irregular

1-clear, 2-shadow, 3-differential leat, 4-fuzzy,
Seglitch

1-The breasts are almost entirely fatty.

2-There are scattered areas of fioro glandular
density.

3-The breasts are heterogeneously dense, which
may obscure small masses.

4-The breasts are extremely dense, which lowers
the sensitivity of mammography.

20-80 years old

‘The diagonal pixel values of the ROl extracted can
be roughly used as a method of measuring the size
of the mass.
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Vgg16 fine tuning
learning layer type

Convi-2
Max_Pooling
Conv3-4
Max_Pooling
Convs-7
Max_Pooling
Convg-10
Max_Pooling
Convi1-13
Max_Pooling
GAP

FC_1

Dropout

FC_2

Soft-max output

Out

(224 x 224 x 64)
(112 x 112 x 64)
(112 x 112 x 128)
(66 x 56 x 128)
(56 x 56 x 256)
(28 x 28 x 256)
(28 x 28 x 512)
(14 x 14 x 512)
(14 x 14 x 512)
(7 x 7 x512)
(1x1x512)
(1 x 1 x 1024)
(1 x 1 x 1024)
(Ax1x2)
P

Conv, convolutional layer; GAP, Global Average Pooling; FC, fully connected: P, Probability.
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Approach Average accuracy (%) Runtime (S, mean = SD)

2D Resnet-18 (25) 636 26204
20 Faster R-CNN (28) 622 18208
3D VGG-16 (25) 720 24203
Physiian 1 727 214292
Physiian 2 82 272298
Our 3D ResNet-18 734 20205

“Physicin 1" and “Physicin 2" represent the junor and senior phySiCars, respectiey.
SO, standard devition.
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Characteristics

Age (years)
Mean+ SD
Range

BMI
Normal
Overweight
Obesity

CA125
Mean + SD
Range(median)

Training cohort (n = 250)

G18G2 (n = 132)

588 +13.2
37-82

92
31
9

162.6 + 184.6
0-570 (75.5)

G3 (n =118)

57.7+13.6
35-80

36
%%
6

327.4 £272.9
0-779 (368.5)

0.517

<0.0001

<0.0001

Test cohort (n = 108)

G1&G2 (n = 57)

60.3 £ 13.9
37-80

43
138
1

184.4 + 203.4
0-590 (119)

G3 (n=51) P Pa
0.729 0.481
59.4+129
36-79
<0.0001 0.346
16
29
6
0.035 0.472
277.8 £249.7
0-779 (291)

Py

0.450

0.117

0.268

The P, was derived from the student t or chi-square test of G1&G2 groups between training and test cohort and the P, was derived from that of G3 groups between training and test
cohort. Bold type indicates statistically significant difference.
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Sequences Parameters

MRI Sequences

Sagittal-T2WI Coronal-T2WI Axial-T2WI Axial-DWI Axial-3D-VIBE Sagittal-3D-VIBE
Fat saturation Yes Yes Yes Yes Yes Yes
TR/TE (msec) 4340/92 4340/92 4340/92 75/2.38,4.79 4.44/2.16 4.44/2.16
Angle () 150 150 150 70 10 10
Slice thickness (mm) 4 4 4 4 3 3
FOV (mm?) 280 280 280 280 280 280
Voxel Size (mm®) 0.6x0.6x4.0 0.6x0.6x4.0 0.6x0.6x4.0 1.6x1.6x4.0 0.6x0.6x3.0 0.6x0.6x3.0
Interslice gap 10% 10% 10% 10% 0 0
Delay (s) 0, 25, 60, 180
Scan time (s) 145 145 145 130 17 17
b-Value (s/mm?) 0, 800

FOV. field of view.
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Model

Nomogram
Rad-score

Clinical

Training set

AUC (95%Cl) Sensitivity Specificity

0.853 0.803 0.757
(0.797-0.899)

0.742 0.720 0.671
(0.676-0.801)

0.813 0.735 0.671
(0.752-0.864)

Validation set

AUC (95%Cl)

0.851
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0.707
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0.775
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0.775
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0.675

Specificity
0.79
0.684
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Training st
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1720.0%)
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28320%)
$70435%)
110129%)
9A10.6%)

55(64.7%)
30(35.3%)

Validation set
=36

5232105

11(00.6%)
25(69.4%)

8222%)
1850.0%)
1027.8%)

30B3.3%)
616.7%)
00%)

25(69.4%)
11(20.6%)

20(55.6%)
16(44.4%)

7019.4%)
20B0.6%)

11(206%)
14(38.9%)
5(139%)
616.7%)

23(63.9%)
1336.1%)
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€A, estrogen receptor; PR, progesterone receptor; HER 2, human epidemal gromth
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Radiomics features Coefficients

original_shape_Sphericity_pv -0.099838
original_firstorder_Kurtosis_pv 0.060079
original_firstorder_Range_pv 0.032309
logarithm_firstorder_Energy_pv -0.017484
original_firstorder_TotalEnergy_pv -0.015415
original_firstorder_Energy_pv -0.014501
logarithm_firstorder_Skewness_pv -0.006939
logarithm_gldm_DependenceNonUniformity_av -0.076419
original_glrim_RunEntropy_pv 0.042593
original_glszm_SmallAreaEmphasis_pv 0.014181
original_glrim_RunLengthNonUniformity_pv -0.005117
original_glszm_SmallAreal owGraylLevelEmphasis_pv 0.004510
original_gldm_DependenceNonUniformity_pv -0.001145

Thirteen radiomics features with non-zero coefficients in one-way analysis of variance
(ANOVA) and the least absolute shrinkage and selection operator (LASSO) logistic
regression model were selected. The radiomics signature was constructed based on
the regression analysis with a radiomics score calculated for each patient. The formula
to calculate the score of radiomics signature is Rad-score = Radiomics featuresx

Coefficient.
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Variables High TiLs level (>50%) low TILS lovel(<50%) p-value

=32 =89
Age, years 504289 5072115 o7
Menogeusal status 038
premenopausal 1207.5% 26202%)
postmenopausal 2062.5%) 63708%)
Histologic grade o1
Grade 1 5156%) 10(11.2%
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Grace 3 110344%) 3286.0%)
Pathologi type 02
[ 22688%) 74(E3.1%)
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Other 5(15.6%) 890%
=) 001
Positve 7(21.9%) 5066.2%)
Nogative 2578.1%) s903.8%)
&) o067
Positve 21656%) 6269.7%)
Nogative 11(344%) 21303%)
HERR o7
Positve 98.1%) 16(16.9%)
Negaiive 23719% 483.1%)
Molecular subtypes o067
Luminal A 10613%) 35603%)
Luminal B 1207.5% 26202%)
HERZ-eviched 5(15.6%) 18202%)
Tip negative 5(15.6%) 10(11.2%)
67 0o
4% 5(15.6%) 40a9%)
<14% 27184.4%) 49065.1%)

€R, estrogen receptor; PR, progesterone receptor; HER 2, human epdemal grouth
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Training set (n=136) Validation set (n=35) P-value

Gender 0.144
Male 40(29.41) 6(17.14)

Female 96(70.59) 29(82.86)

TI-RADS 0.138
3 5(3.68) 4(11.43)

4A 31(22.79) 4(11.43)

4B 82(60.29) 25(71.43)

4c 17(12.50) 2(5.71)

5 1(0.74) 0(0.00)

CT-location 0.708
Left 69(50.74) 19(54.29)

Right 67(49.26) 16(45.71)

CT-calcification 0.668
Yes 23(16.91) 7(20.00)

No 113(83.09) 28(80.00)

Age(years),mean = SD 46.21 £ 11.18 47.46 + 10.54 0.554
CT-diameter(cm)*,mean + SD 0.64 +0.19 059 +0.19 0.184
FT3,mean + SD 4.95 + 0.68 527 £1.77 0.088
FT4,mean = SD 16.19 £ 2.38 16.96 + 4.52 0.171
TSH,mean + SD 241124 260+ 1.85 0.489
Nodule pathology 0.828
Benign 44(32.35) 12(34.29)

Malignant 92(67.65) 23(65.71)

TI-RADS, Thyroid imaging reporting and data system; CT, computed tomography; SD, standard deviation; FT3, free triodothyronine; FT4, free thyroxine; TSH, thyroid stimulating
hormone; Data are number of patients and percentage if not specified.

*| argest diameter of the target lesion.
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Eligible patients with preoperative contrast-
enhanced CT imaging

(n=163)

Clinical or pathological data were unavailable
(n=15)

‘Time interval between preoperative CT imaging and surgery
was more than 1 month (n = 5)

Patients with missing images or images had severe artifacts
(n=11)

Patients received neoadjuvant chemotherapy or radiotherapy
before surgery (n = 6)

Patients suffered from other malignant tumor at the same
time (n = 4)

Final study group

=122

\

Training set
(From January 2011 to
December 2018,
n=85)

Validation set
(From January 2019 to
March 2020,
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Coefficients without with

PET response PET response

as covariate as covariate
Intercept 0.405 -1.842
PET response - 1.313
ID_Range - 0.006
ID_CoefficientOfVariation - 0.001
Amin 0.332 0.204
Classification Error rate 0.400 0.133

The PET response is added to the second model as covariate. Both models allow the
algorithm to select the covariates to be included in the model without constraints.
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Coefficients

Intercept

SUVimax
IVH_VolumelntFract_90
Armin

Classification Error rate

-3.316
0.041
-0.005
0.120
0.000

The model allows the algorithm to select the covariates to be included in the model without

constraints.
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SUV_max

SUV_peak

SUV_mean

ID_Variance

ID_Median

ID_Min

ID_10thPercentile
ID_90thPercentile
ID_InterquartileRange

ID_Range
ID_MeanAbsoluteDeviation
ID_RobustMeanAbsoluteDeviation
ID_MedianAbsoluteDeviation
ID_CoefficientOfVariation
ID_QuartileCoefficientOfDispersion
ID_Energy

ID_RootMeanSquare
IVH_VolumelntFract_90
IVH_IntensityVolFract_10
IVH_AreaUnderlVHCurve
LIF_LocallntensityPeak
GLCM_222_1JointAverage
GLCM_222_1SumAverage
GLCM_222_1AutoCorrelation
GLCM_222_1InformationMeasureCor1
GLDZM_GLNonuniformity
GLDZM_ZDNonuniformity
GLRLM_ShortRunEmphasis
GLRLM_LongRunEmphasis
GLRLM_HighGLRunEmpha
GLRLM_ShortRunHighGLEmpha
GLRLM_LongRunHighGLEmpha
GLRLM_GLNonuniformity
GLRLM_RLNonuniformity
GLRLM_RunPercentage
GLSZM_LargeZoneHighGLEmpha
GLSZM_GLNonuniformity
NGLD_HighGLCountEmpha
NGLD_HighDepenHighFLEmpha
NGLD_GLNonuniformity
NGLD_DepCountNonuniformity
NID_Coarseness

IcC

0.99
0.99
0.98
0.98
0.94
0.80
0.92
097
0.89
0.99
0.96
0.94
0.96
0.94
081
0.97
0.97
091
0.79
0.80
0.98
0.81
0.81
0.81
0.78
0.85
0.82
0.78
0.80
0.81
0.80
0.83
0.90
0.95
0.81
0.90
0.85
0.81
0.78
0.89
0.84
0.81

ICC lower bound

0.98
0.97
0.96
0.97
0.87
0.64
0.83
0.94
0.78
0.97
0.92
0.88
0.92
0.88
0.64
0.92
0.94
0.81
0.62
0.62
0.96
0.65
0.65
0.64
0.60
0.71
0.65
0.60
0.63
0.64
0.63
0.67
0.79
0.87
0.64
0.80
0.71
0.65
0.60
0.78
0.69
0.64

Intraclass correlation coefficient (ICC) calculated using the two-way random effects model.
Assumption: absolute agreement. Thresholds: lower bound of 95% CI of ICC and a

threshold of 0.60 for ICC (24, 25) (good reliability).
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MD criteria

pCR PPR

PET response CR 7 0
PR 2 6

CR, complete response; PR, partial response.
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Model Z statistic »

Traiing cohort RE-OT 1217 02287
RE-SW 2512 00120
RF-NNA 1987 00470
DT-sW 0589 05655
DT-NNA 0683 04947
SVM-NNA 0.169 08657
RE-LASSO 1540 0.1235
DT-LASSO 0.0262 09791
SVM-LASSO 1062 02880
NNA-LASSO 0642 05208
Test cohort RF-DT 0206 08366
RE-SWM 0128 08981
RE-NNA 0378 07055
oT-sWd 0302 07630
DT-NNA 0238 08119
SVM-NNA 0612 05408
RE-LASSO 0249 058032
DT-LASSO 0000 1.000
SVM-LASSO 02717 07819
NNA-LASSO 0225 08218

RF, random forets; DT, decison ree; SVM, support vector machine; NNA, nearest
noighbar algorth; LASSO, leat absokte shinkage and selclion 0perator rgrossion
oxiclol P D00 R ot s ST SElo.
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ID Age [years]

cTNM'

Surgery?

Histological type®

ER, PgR, MIB-1*

ypTNM®

PET/CT scanner®

1 60

T2 N1

T2 NO

T2 NO

T2 NO

T2 N1

T2 NO

T4 N1

T2 N1

T4d N3a

T2 NO

Tic N1

T4b NO

T2 N1

Tic N1

T2 NO

TM+ALND

QUAD+SND

TM+SND

TM+ALND

TM+ALND

QUAD+ALND

TM+ALND

TM+ALND

TM+ALND

TM+SND

QUAD+ALND

TM+ALND

QUAD+ALND

QUAD+SND

QUAD+SND

IDC

IDC

IDC

IDC

IDC

IDC

IDC

IDC

IDC

IDC

IDC

IDC

IDC

IDC

IDC

ER 0%
PgR 0%
MIB-1 40%
ER 95%
PgR 90%
MIB-1 10%
ER 0%
PgR 0%
MIB-1 25%
ER 95%
PgR 18%
MIB-1 18%
ER 90%
PgR 5%
MIB-1 45%
ER9 100%
PgR 5%
MIB-1 5%
ER 100%
PgR 100%
MIB-1 35%
ER 80%
PgR 15%
MIB-1 35%
ER 0%
PgR 0%
MIB-1 40%
ER 95%
PgR 2%
MIB-1 15%
ER3 0%
PgR 0%
MIB-1 5%
ER 0%
PgR 0%
MIB-1 25%
ER 0%
PgR 0%
MIB-1 40%
ER 95%
PgR 0%
MIB-1 35%
ER 60%
PgR 3%
MIB-1 23%

TO NO

Tic NO

TONO

Tib NO

T1b Nimic

TIN1

TO N3a

T1aNO

T4dNO

TONO

T1aNO

TONO

TONO

Tis NO

TONO

DLs

B mCT

B mCT

DLs

DLS

B mCT

DLs

DLS

DLs

DLs

DLS

B mCT

BmCT

DLS

DLS

"cTNM, cytological TNM classification.
2QUAD, quadrantectomy; ALND, axillary lymph node dissection; SND, sentinel node dissection; TM, total mastectomy.

3IDC, Invasive ductal carcinoma.

“ER, estrogen receptor; PgR, progesterone receptor; MIB-1, proliferation index.
SypTNM, post-therapy pathological TNM classification.

6D LS, Discovery LS PET/CT scanner: B mCT, Biograph 20 mCT PET/CT scanner.
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Model AUC(95% Cl)  Sensitivity  Specificity

Traingcohort  LASSO 0820 0680-0960) 0933 0722
R 0728(0569-0887)  0.900 0556
ot 0822(0.701-0994)  0.700 0944
SWM  0861(0732-0991) 1000 0722
NNA  0872(0750-0999 0967 0778
Testcohot  LASSO  0667(0283-1000)  1.000 0600
R 0633(0283-0979) 0667 0600
or 0867 (0336-0997) 0333 1000
SWM  0617(0266-0968) 0833 0400
NNA  0717(0301-1000 0833 0600

AUC, area under the ROC curve; ROC, receiver operating characteristi curve; 955% Cl,
953 confidonco intena: LASSO, least absolute shinkage and solection operalor
rogression modl; R, random forests; DT, decision tree; SVM, support vector
ol NNL. et nabiboicaboiine:
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Texture feature t 3

Training cohort variance. 0222 0826
skewness -1.05 0300
Kurtosis 0220 o0g21
90% percentie 0951 0350
Gvariance 0695 0493
S(1,00DiVame 1623 0116
Tost cohort variance 0952 0395
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Sequence W oW1 owi

TR (ms) 807 6500-6,880 4300
TE (ms) 18 104 78
Trickness (mm) 5 3 3
Sice gap (mm) 0 0 o
Sices 2 22 2
FOV (i) 356 x 300 180 x 180 215 172
Matrx 320 x 240 384 x (307-356) 90x72
Fip angle (degree) 160" 160° 90°

TR, repettion te; TE, echo time; FOV, ftd of viow; T1W, T1-waighted imagng; T2W,
T2-weighted imaging: DWI, difusion-weighted imaging.
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Tumor type Number of patients Number of correctly
predicted patients

Pleomorphic adenoma 8 6

Warthin tumor 5 3

Benign tumor 13 12

Malignant tumor 8 8
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Types of tumor Accuracy [95% Cl] Sensitivity [95% CI] Specificity [95% Cl]

Benign vs malignant 0.882 [0.827, 0.921] 0.946 [0.873, 0.980] 0.817 [0.721,0.887]
Pleomorphic vs Warthin tumor 0.634 [0.533, 0.725) 0.695 [0.560,0.805) 0.529 [0.354,0.698)
Without lesion vs with lesion 1[0.986, 1] 1[0.948,1] 1[0.975,1]
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Input image modality accuracy

(a) T1-weighted 0.706
(b) CE-T1-weighted 0.739
(©) T2-weighted 0.707
(d) T1-weighted, CE-T1-weighted 0.702
() T1-weighted, T2-weighted 0.798
(f) CE-T1-weighted, T2-weighted 0.776
@ T1-weighted, CE-T1-weighted, T2-weighted 0.822
(proposed)

(@), (b), and (c) use only a single series to train the model; (d), (), and (f) use two types of
MRl series for training; finally, the model (g) was trained by the proposed method using all
three MR series in the image channels.
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Signa HDxt (GE) Verio (SIEMENS) Skyra (SIEMENS)
Patients 166 (71.2%) 34 (14.6%) 33 (14.1%)
T1-weighted TR (Repetition Time) 280~540 ms 450~620 ms 250~1560 ms
TE (Echo Time) 8.5~10.4 ms 12~16 ms 25 ~12ms
T2-weighted TR (Repetition Time) 2740~3600 ms 2500~5240 ms 2500~5790 ms
TE (Echo Time) 84~88 ms 78~91 ms 78~83 ms
contrast-enhanced T1-weighted TR (Repetition Time) 175~280 ms 4.1~6.0 ms 3.7~6.0 ms
TE (Echo Time) 1.8~3.4 ms 1.5~25ms 1.4~24ms
Contrast Agent Gadopentetic acid Gadopentetic acid Gadopentetic acid
Slice Thickness 5~7 mm 4.5~7.2 mm 4.0~6.0 mm
Pixel size 0.4~0.6 mm 0.65~0.97 mm 0.4~0.85 mm
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Characteristics

Age 52.4 (21~93) years
Sex Male 159 (68%)
Female 74 (32%)
Pathology Type Warthin tumor 63 (27.0%)
Pleomorphic adenoma 90 (38.6%)
Adenocarcinoma 80 (34.3%)
Site Left 101 (43.3%)
Right 114 (48.9%)
Both 18 (7.7%)
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Feature combination schemes

Her

Clinical

Hor+Clinical

Deep 27

Deep 27-+Hor

Deep 27+Clinical
Deep 27+Clinical+Hor
clinical model
combined model

Sp (%)

83.61
88.52
90.16
90.16
90.98
91.45
93.44
94.00
100

Acc (%)

79.92
88.93
89.34
88.11
87.70
89.76
91.00
83.00
90.00

Sn (%)

76.23
89.34
88.52
86.07
84.43
87.70
88.53
72.00
80.00

Pre (%)

82.30
89.61
90.00
89.74
90.35
91.80
93.10
9231
100

F-score (%)

79.16
88.98
89.26
87.87
87.29
89.54
90.76
80.90
88.89

AuC

90.06
94.48
95.99
93.95
94.28
95.53
96.16
91.12
97.32

Deep 27, 27 deep learning (DL) features; Sp, specificity; Acc, accuracy; Sn, Sensitivity; Pre, Precision; Her, hand crafted-based radiomics features; AUC, area under the receiver

operating characteristic curve. Clinical model and combined model are validated in the validation cohort (r
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cvi cv2 cv3 Ccva Cvs5

Training

No. of patients 52 53 53 53 53

Total scans 112 118 122 17 119
Validation

No. of patients 14 13 13 13 13

Total scans 35 29 25 30 28
Mean skeletal muscle area (cm?)

(mean + SD) 122.37 + 34.84 138.75 + 33.33 148.54 + 34.34 141.15 + 35.38 130.63 + 43.44
[Range] 42.05-178.35 83.91 - 186.35 86.55 - 213.48 80.87 - 226.47 76.81 - 205.03
Dice score

(mean = SD) 0.90 + 0.07 0.91 £ 0.06 0.93 +£0.03 0.98 £ 0.02 0.90 £ 0.04
Percentage Error (PE) - %

(mean + SD) 0.09 + 9.31 -4.73 £ 4.11 -2.28 +3.31 -279+4.22 -6.81+598

Absolute Percentage Error (APE) - %
(mean = SD) 4.67 + 8.02 4.78 + 4.04 3.50 + 1.90 3.88 +3.21 6.81 +5.98
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validation set)

Cohort 2 (Independent
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No. of Patients
No. of scans
Age at first
scan

(mean + SD)
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Slice thickness

PET/CT
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energy
Manual
segmentation
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42

116
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Model Training set (n = 85)

Validation set (n = 37)

Accuracy AUC (95% ClI) Sensitivity Specificity
CT-reported LN status 72.94% 0.692 (0.589, 0.796) 56.67% 81.82%
Radiomics signature 67.06% 0.733 (0.623, 0.843) 83.33% 58.18%
Radiomics nomogram 81.18% 0.853 (0.767, 0.939) 76.67% 83.64%

AUC, area under the curve; Cl, confidence interval: LN, lymph node.

Accuracy

70.27%
67.57%
78.38%

AUC (95% CI) Sensitivity
0.665 (0.501, 0.829) 53.85%
0.721 (0.550, 0.892) 76.92%
0.853 (0.731, 0.975) 61.54%

Specificity

79.17%
62.50%
87.50%
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Variable Univariate logistic regression Multivariate logistic regression

0Odds ratio P value 0Odds ratio P-value
Gender 0.96 (0.36, 2.53) 0.930 NA NA
Age 1.15 (0.58, 2.27) 0.695 NA NA
Tumor size 4.08 (1.31, 12.74) 0.015 4.99 (0.89, 27.98) 0.068
CT-reported LN status 5.88 (2.17, 15.92) 0.001 6.53 (2.04, 20.88) 0.002
CT-reported vascular invasion 2.67 (1.05, 6.76) 0.039 0.30 (0.05, 1.67) 0.167
Tumor origin 6.13 (1.84, 20.46) 0.003 4.02 (0.79, 20.57) 0.095
CA 19-9 0.94 (0.34, 2.58) 0.903 NA NA
CA 125 3.86 (0.34, 44.41) 0.279 NA NA
CEA 1.89 (0.25, 14.17) 0.534 NA NA
Radiomics score 3.27 (1.57, 6.81) 0.002 2.60 (1.04, 6.49) 0.041

Data in parentheses are 95% confidence intervals. CA 125, carbohydrate antigen 125; CA 19-9, carbohydrate antigen 19-9; CEA, carcinoembryonic antigen; LN, lymph node; NA, not
available. These variables were eliminated in the multivariate logistic regression model, so the odds ratio and p-values were not available.
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Radiomics features Training set (n = 85) P-value of univariate Correlation P-value of

analysis coefficient  correlation
Negative for LN Positive for LN test
metastasis metastasis

wavelet-LLH_glcm_ClusterShade -0.078 (-0.218, 0.062) 0.053 (-0.000, 0.106) 0.075 -0.131 0.149
wavelet-HHH_glszm_SmallAreaEmphasis 0.044 (0.009, 0.079) 0.117 (0.073, 0.162) 0.018 -0.189 0.035
wavelet-HHL_glem_Imc2 0.190 (0.167, 0.213) 0.239 (0.211, 0.268) 0.029 -0.170 0.058
original_glszm_LowGrayLevelZoneEmphasis 0.237 (0.194, 0.279) 0.336 (0.286, 0.386) 0.017 -0.190 0.034
original_glszm_SmallAreaLowGrayLevelEmphasis 0.086 (0.062, 0.110) 0.139 (0.110, 0.169) 0.016 -0.192 0.032
wavelet-LHH_glcm_SumSquares 0.249 (0.2492, 0.2497) 0.246 (0.243, 0.248) 0.036 0.162 0.071
wavelet-LLH_glszm_GrayLevelNonUniformity 4,540 (3.397, 5.683) 3.397 (2.213, 3.371) 0.005 0.244 0.009

LN, lymph node; LR, logistic regression. The univariate analysis for radiomics features was applied by using the Mann-Whitney U test. The correlation between radiomics features and the
[ N status was applied by using the Kendall's rank correlation test. All features were reported as median and 95% confidence interval.
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Characteristic Training set (n = 85) Validation set (n = 37)

Negative for LN status Positive for LN status P-value Negative for LN status Positive for LN status P-value

Age (mean + SD) 57.35+12.18 58.40 + 11.54 0.694 62.38 + 10.69 57.00 £ 10.10 0.142
Gender 0.872 0.872
Male 16 (29.1) 9(30.0) 10 (41.7) 5(38.5)
Female 39 (70.9) 21(70.0) 14 (58.3) 8(61.5)
Tumor size (>3 cm) 6(10.9) 10 (33.3) 0.025 4 (16.7) 3(28.1) 0.972
CT-reported LN status <0.001 0.093
LN negative 45 (81.8) 13 (43.3) 19 (79.2) 6(46.2)
LN positive 10(18.2) 17 (66.7) 5(20.8) 7 (53.8)
CT-reported vascular invasion 15 (27.3) 15 (60.0) 0.063 7(29.2) 6 (46.2) 0.501
Tumor origin 0.010 0.397
Duodenum 21(38.2) 3(10.0) 6 (25.0) 4(30.7)
Ampulla of Vater 10 (18.2) 6 (20.0) 6 (25.0) 2(15.4)
Common bile duct 9(16.3) 3(10.0) 6 (25.0) 1(7.7)
Pancreas 15 (27.3) 18 (60.0) 6(25.0) 6 (46.2)
CA 19-9 (39 U/ml) 41 (74.6) 22 (73.3) 0.891 16 (66.7) 10 (76.9) 0.783
CA 125 (>89 U/m) 1(1.8) 2(6.7) 0.587 283 0(0) 0.758
CEA (>10 ng/m) 2(3.6) 2(6.7) 0925 2(83) 2 (15.4) 0.916
Radiomics score (mean + SD) -1.19+1.41 -0.17 £ 0.93 <0.001 -1.23+1.01 -0.47 + 0.81 0.017

Data are number of patients; data in parentheses are percentage unless otherwise indicated. CA 125, carbohydrate antigen 125; CA 19-9, carbohydrate antigen 19-9; CEA,
carcinoembryonic antigen; LN, lymph node; SD, standard deviation.
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Auc 95% CI Sensitivity Specificity Accuracy PPV NPV

Clinical model 0741 0.617-0.866 0.857 0.781 0.796 0.462 0.962
Radiomics model 0.803 0.700-0.905 0.808 0.654 0.756 0.824 0.630
Combined model 0.801 0.698-0.904 0.867 0.794 0.808 0.500 0.962
Clinical model 0.686 0.475-0.897 0.500 0.750 0.688 0.400 0818
Radiomics model 0.791 0.635-0.947 0.636 0.900 0.719 0.933 0.529
Combined model 0.782 0.620-0.944 0.533 0.882 0.719 0.800 0.682

AUC, area under the curve; Cl, confidence interval: NPV, negati

-predictive value; PPV, positive-predictive value.





OPS/images/fonc.2021.610785/fonc-11-610785-g007.jpg
1.0

0.8

o8
S

0.0

ROC CURVE

AUC: 0.846 (0.770-0.921)
AUC: 0.835 (0.755-0.914)
AAUC: 0.900 (0.839-0.961)

—— Radiomics model  —— Combined model

—— Clinical model

T
0.0

T
0.2

T T T
04 06 08
1 - Specificity

T
1.0






OPS/images/fonc-10-580809/fonc-10-580809-t004.jpg
Variable

Gender
Age

Location

Type
Diameter
Solid diameter
Mean CT
stdcT
Volume
Rad-score

Univariate logistic regression

OR (95% Cl)

0.696 (0.263-1.957)
1.001 (0.962-1.043)
1.279 (0.940-1.758)
3504 (1.225-10.377)
1.427 (1.189-1.832)
1,605 (1.187-2.107)
1.004 (0.999-1.010)
1.014 (1.000-1.029)
1.008 (1.001-1.008)
7.438 (2.866-26.466)

ClI, confidence interval: GGN, ground glass nodule; NA, not available; OR, odds ratio.

P-value

0.483
0.946
0.121

0.020
0.001

0.009
0.141

0.055
0.006
<0.001

Multivariate logistic regression

OR (95% Cl)

NA
NA
NA
NA
1.087 (0.785-1.564)
NA
NA
NA
NA
5.130 (0.948-37.835)

P-value

NA
NA
NA
NA
0.047
NA
NA
NA
NA
0.001
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Diameter + Solid diameter + StdCT

Diameter + StdCT

Diameter

AIC, Akaike information criterion.

AlC
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86.131
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Characteristics

Training set (n = 78)

Validation set (n = 32)

Non-growth (n = 52) Growth (n = 26) P Non-growth (n = 22) Growth (n = 10) P
Gender
Male 14 (26.9%) 9(34.6%) 0.661 6(27.3%) 3(30.0%) 1.000
Female 38(73.1%) 17 (65.4%) 16 (72.7%) 7 (70.0%)
Age (years) 568 11.2 570133 0947 555+17.3 67.3% 10.0 0044
Location 0.151 0.565
RUL 27 (51.9%) 7 (26.9%) 15 (68.2%) 7 (70.0%)
RML 2(3.8%) 4(15.4%) 1(4.5%) 0(0.0%)
RLL 7 (18.5%) 3(11.5%) 2(9.1%) 1(10.0%)
L 10 (19.2%) 8(30.8%) 4(18.2%) 1(10.0%)
LLL 6(11.5%) 4(15.4%) 0(0.00%) 1(10.0%)
Nodule type 0085 0033
Pure GGN 43(82.7%) 15 (57.7%) 20 (90.9%) 5(50.0%)
Part-solid GGN 9(17.3%) 11 (42.3%) 2(9.1%) 5 (50.0%)
Diameter 68+17 107 £53 <0001 79£24 99+39 0063
Solid diameter 05+ 1.1 18+27 0,002 03+09 26+44 0015
Mean CT ~7103 £ 82.1 ~680.0 £ 88.0 0.133 ~7105 £ 93.1 —696.9 £ 90.9 0.701
StdCT 98.0 £ 30.8 114.4 £40.7 0.046 89.0+£323 113.1 £50.9 0.103
Volume 2483+ 252.2 757.3+765.3 <0001 337.5+284.7 637.1 + 360.1 0011

P-velue is derived from statistical analyses between each of variables and two cohort.

Continuous variables are expressed as the mean == standard deviation and categorical variables are expressed as the number. A chi-square test or Fisher's exact test was used for the
categorical variable. A student’s t-test, Mann-Whitney U-test or Kruskal-Wallis H-test was used for the continuous variable. All statistical analyses for the present study were performed
with R (version 3.5.1). A two-tailed p-value <0.05 indicated statistical significance.
GGN, ground glass nodule; LLL, left lower lobe; LUL, left upper lobe; RLL, right lower lobe; RML, right middle lobe; RUL, right upper lobe.
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Variable

Gender, No. (%)
Male
Female
Location, No. (%)
RUL
RML
RLL
LuL
L
Type, No. (%)
Pure GGN
Part-solid GGN
Age
Diameter
Soliddiameter
MeanCT

StdCT
Volume

Sample

32
8

56
7
13
23
1

83
27
110
110
110
110

110
110

Training
cohort

23 (29.5%)
55 (70.5%)

34 (43.6%)
6(7.7%)
10 (12.8%)
18 (23.1%)
10 (12.8%)

58 (74.4%)
20 (25.6%)
568+ 11.9
8.1+38
09+19
-700.2 £
84.7
1085 = 35.0
4180+
539.1

Validation cohort

9(28.1%)
23 (71.9%)

22 (68.8%)
1(8.1%)
3(9.4%)
5 (16.6%)
13.1%)

25(78.1%)
7 (21.9%)
592+ 16.2
85+29
1027
~7062+91.2

96.5 +39.9
431143353

P-value

1.000

0.163

0.863

0.403
0.580
0.846
0.739

0.366
0.898

P-value is derived from statistical analyses between each of variables and two cohort.
Continuous variables are expressed as the mean = standard deviation and categoricel
variables are expressed as the number. A chi-square test or Fisher's exact test was
used for the categorical variable. A student's t-test, Mann-Whitney U-test or Kruskal-
Walls H-test was used for the continuous variable. Al statistical analyses for the present
study were performed with R (version 3.5.1). A two-tailed p-value <0.05 indlicated

statistical significance.

GGN, ground glass nodule; LLL, left lower lobe; LUL, left upper lobe; RLL, right lower
lobe; RMIL, right middle lobe; RUL, right upper lobe.
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I foatures. Value

cohort 1
No. of patients 100
Mean age (95% C1) 56.56(56.06 - 58.06) yoars
FIGO stage:

] 68(68%)
1 2323%)
" 900%)
Diferentiation rade:

Wl diferentiatec 29(20%)
Moderately ifrentiated 45(45%)
Poory dferentated 26(26%)
Histotype:

Endometriod 82(625%)
Mixed 66%)
Others 12012%)
Cervical stromal invasion depth:

<2 61(61%)
212 39(30%)
cohort 2

No. of patients 2
Type:

Squamous cell carcinoma of head and neck 522%)
Garcinoma of the lungs (Adenocarcinoma) 407%
Carcinoma of the lungs (Squamous call carcinoma) 9(09%)
Endometrial carcinoma 522%)

FIGO, Intemational Federation of Gynecology and Obstelrics.
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SPE (%)
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76.92 (67.31-98.08)
50.00 (25.00-100.00)
97.18 (80.28-100.00)

100.00 (41.67-100.00)

RLHC model means the model combining the 11 selected radiomics features, the tumor location, the hydrocephalus information, and the clinical factors. ACC, SEN, and
SPE are short for accuracy, sensitivity and specificity, respectively. The 95% confidence interval for each index is shown.
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ACC (%)
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ACC, SEN, and SPE are short for accuracy, sensitivity, and specificity, respectively. The 95% confidence interval for each index is shown.
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Characteristic Overall (n = 122) Training cohort (n = 82) Testing cohort (n = 30) P-value

Sex 0.6983
Male 86 (70.5%) 64 (69.6%) 22 (73.3%)
Female 36 (29.5%) 28 (30.4%) 8 (26.7%)
Age (year)* 11.57 £ 10.61 11.60 £11.05 11.46 +£9.12 0.9028
Location 0.6365
1 17 (13.9%) 13 (14.1%) 4 (13.3%)
2 7 (5.8%) 4 (4.4%) 3(10.0%)
3 98 (80.3%) 75 (81.5%) 23 (76.7%)
Hydrocephalus 0.8482
Absent 51 (41.8%) 38 (41.3%) 13 (43.3%)
Present 71 (58.2%) 54 (58.7%) 17 (66.7%)
Molecular subgroups 0.8037
Wingless 21 (17.2%) 15 (16.3%) 6 (20.0%)
Sonic hedgehog 20 (16.4%) 16 (17.4%) 4 (13.3%)
Group 3 54 (44.3%) 40 (43.5%) 14 (46.7%)
Group 4 27 (22.1%) 21 (22.8%) 6 (20.0%)

Data are numbers of patients, with percentages in parentheses. *Data are means + SD. 1, cerebellar hemisphere; 2, cerebellar peduncle/cerebellopontine angle cistern;
3, midline vermian/fourth ventricle.
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