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Editorial on the Research Topic
 Innovation and Discoveries in Marine Soundscape Research




OVERVIEW OF SPECIAL TOPIC RESEARCH STUDIES AND RESULTS

It is our pleasure to introduce the Frontiers of Marine Science Research Topic issue on Innovation and Discoveries in Marine Soundscape Research. In total, 19 research studies were published in this special issue, covering four main themes in ocean acoustics: (1) quantification of biological sound sources and the insights these provide into the species distribution in space and time, (2) assessment of ambient ocean sound levels and the contribution of anthropogenic, geophysical, cryogenic, and biological sources to the ocean noise budget, (3) development of new, efficient, passive acoustic data-analysis software, and data management methodologies for the ocean soundscape community to consider as standardized approaches, (4) state-of-the-art in acoustic modeling to better understand propagation effects on soundscapes.

Here we briefly summarize each paper under their relevant theme.



QUANTIFICATION OF BIOLOGICAL SOUND SOURCES, AND USE IN SPATIO-TEMPORAL SPECIES DISTRIBUTION


Marine Mammals

Kügler et al. presented findings that confirm male humpback whale chorusing intensity is predictive of overall whale numbers, including non-singing animals off west Maui, Hawai'i. Although only adult and juvenile male humpback whales sing, their contribution to the marine soundscape during the breeding season mirrors the bell-shaped abundance curve. Visual observations of whale numbers had the same second-order polynomial correlation with acoustic recordings. These findings demonstrate how passive acoustic monitoring can be used for quantitative remote sensing studies on marine mammals.

McElligott et al. showed that spinner dolphin habitat-use patterns in Maui Nui do not follow consistent use of specific bays as has been documented off the Hawai'i Island and O'ahu coasts. Based on the combination of passive acoustic monitoring and vessel surveys, evidence suggests that Maui Nui spinner dolphins utilize a combination of the west Maui coastline, the southeast Lāna'i coastline, and the ‘Au'au channel. This study exemplifies how PAM studies can contribute crucial information on habitat usage of marine species.

Pegg et al. applied acoustic metrics and random forest classification models to long-term passive acoustic data to explore the occurrence of baleen whales on the west North Atlantic shelf and slope edge. This technique was successful at discriminating the presence/absence of the call repertoire of different baleen whale species. Overall this work shows that with the expansion of long term PAM data sets, acoustic metrics provide a promising complementary approach to current methods to efficiently extract high resolution information on marine soundscapes.

Truong and Rogers used ~16 years of acoustic data to compare the broad seasonal presence of Antarctic and Chilean blue whales, and Southeast Indian Ocean (SEIO) pygmy blue whales, across the Pacific and Indian Oceans. Chilean and SEIO pygmy blue whales showed similar seasonal patterns despite occurring in different ocean basins. Although Antarctic blue whales were sympatric with Chilean and pygmy blue whales during annual migration, Chilean and pygmy call detections peaked earlier during the austral autumn while Antarctic detections peaked in the austral winter. Despite the potential of Antarctic blue whales to encounter other subspecies, distinct groups have remained acoustically stable over time.

Warren et al. used passive acoustic monitoring to show that critically endangered Antarctic blue whales co-occur with pygmy blue whales in New Zealand waters by analyzing their sub-species specific calls. The calls of both blue whale subspecies were highly stereotyped and comparable to previous studies. Acoustic model estimates of detection areas provided context for the blue whale calls, and highlighted the relative importance of the varying marine environments in central New Zealand.



Fish and Invertebrates

Anderson et al. examined larval response to backreef sound via playback experiments to determine the maximum range marine larvae use sound to locate settlement habitat. Their results suggest that at calm surface conditions, healthy hardbottom soundscapes can be detected up to ~500 m from the source, but in most cases larval response to sounds was weak. This could indicate acoustic cues are used in combination with other environmental prompts to orient to distant nursery habitats. Lastly, the effective detection of healthy hardbottom by larvae may also depend on the spatial scale of the patches. Small scale patches may limit the range of the acoustic settlement cue, thereby restricting the restoration of larval assemblages and overall ecological recovery.

Hyeok Lee et al. report on the sounds of snapping shrimp observed at ~100 m depth, deeper than previous observations. The temporal variation of the snap rate was investigated using two hydrophones separated by 5.5 km over a 5-day recording period. Interestingly, the snap rate at the two sites was strikingly similar despite the distance, and the snap rate exhibited a strong one-quarter-diurnal cycle, which is different from snap rates reported for shallower habitats. Moreover, they found that snap rate correlated with current speed at a time lag of ~1.25 h.

Luczkovich and Sprague used a wave glider fitted with a passive acoustic recorder to survey the Atlantic Ocean soundscape off North Carolina (USA). They calculated power spectral band sums in frequencies associated with soniferous fish species in the families Sciaenidae (drums and croakers), Ophidiidae (cusk-eels), Batrachoididae (toadfish), Triglidae (sea robins), and Serranidae (groupers). The soundscape in water <20 m was dominated by nocturnal fish Sciaenidae and Ophidiidae choruses. At 27–30 m water depth, they recorded Triglidae, toadfish, Sciaenidae, and grouper growls. Noise from large cargo vessels, rainfall and thunder were also part of the soundscape.

Zhang and Katsnelson report on a biological chorus from the New Jersey (USA) continental shelf and attribute it to an unidentified fish species. The chorus occurred nightly from July to August 2006, covered a frequency band of 150 Hz to 4.8 kHz, with maximum intensity between 1.45 and 2.0 kHz. The intensity of the chorus was weaker near the coast. The signal was made up of 8.7 ms long double-pulse bursts, with 1.5–1.9 s intervals between bursts. Despite comparing the chorus with the sounds of numerous relevant fish species, no match was found. The chorus characteristics nevertheless strongly point to the general features typical for fish sounds.




QUANTIFICATION OF SOUNDSCAPE BIOLOGICAL AND ANTHROPOGENIC SOURCES AND LEVELS

Butler et al. presented the first multi-season study of two kelp forest soundscapes, showing their complex and dynamic nature. During the late spring and summer, choruses of two putative fish calls dominated the dusk soundscapes. Snapping shrimp sounds were also recorded and displayed the stereotypic crepuscular periodicity, peaking at dawn and dusk, although not much seasonal variation was observed. Extensive anthropogenic noise from small vessels also pervaded the soundscapes. This study demonstrates how soundscape studies can provide information on the dominant acoustic features of protected areas.

Haver et al. applied the one-third octave bands at 63 and 125 Hz to measure underwater ambient noise levels from shipping activity to data from five dispersed sites across the U.S. coasts collected in 2016–2017. Where cargo vessels were less common, e.g., Hawai'i and the Alaskan Arctic, sound levels were ~10–20 dB lower year-round as compared to other sites. They propose that the one-third octave bands can be useful for identifying shipping as a driver of ambient noise under the U.S. management framework.

McCordic et al. established baseline sound levels within two marine National Park Zones (NPZs) along the east coast of Australia. They determined hourly presence of anthropogenic and biological sounds between 20 Hz and 24 kHz. Acoustic spectral patterns were similar at both NPZs, and were driven by seasonal differences in biological contributions rather than anthropogenic sound sources, indicating NPZs are not yet heavily impacted by anthropogenic noise.

McKenna et al. showed the benefit of integrating source identification and site features to interpret sound levels across a diversity of shallow water marine soundscapes (<150 m) using data from a U.S. national-scale sound monitoring effort. High sound levels can reflect anthropogenic influences, biological features, or even large tidal changes. Importantly, relatively nearby sites can have divergent sound levels because of the contribution of various proximate sources, and propagation features can vary between sites. They point to a need for more integrated methods to increase the utility of soundscape analysis for marine resource management.

Merkens et al. presented the results of a decade of soundscape monitoring effort off the Kona coast, Hawai'i. The soundscape was dominated by anthropogenic sounds and odontocete cetaceans, alternating on a diel cycle. During daylight hours the dominant sources were vessels and echosounders, while at night odontocetes clicks dominated in mid-to-high frequencies. Winter-resident humpback whales dominated seasonally at lower frequencies. These results represent the first long-term analysis of a marine soundscape in the North Pacific.

Yun et al. reviewed soundscapes at the Balleny Islands (BI) and Terra Nova Bay (TNB) regions of Antarctica. They found cryogenic events and marine mammals were the major sound sources in both regions, with earthquake and vessel sounds also found at various times. Antarctic blue whales (late summer-fall) and leopard seals (early summer) were the dominant vocal species. Dense sea-ice cover near BI reduced ambient sound levels, whereas ambient noise in TNB increased due to strong, local winds, regardless of sea-ice coverage.



ACOUSTIC DATA ANALYSIS AND MANAGEMENT TOOLS

Miksis-Olds et al. introduced the Making Ambient Noise Trends Accessible (MANTA) software package. MANTA's purpose is to assist users in creating calibration metadata and products that are comparable over time and space. The software package has a Metadata App, which allows users to specify recording information, and a Data Mining App, which produces calibrated sound pressure levels in the hybrid millidecade bands. The hybrid millidecade band processing was adopted because it provides data products of a tractable size for exchanging and archiving sound pressure level products.

Wilford et al. applied a collection of metrics to unique soundscapes to identify the optimal suite of standards that will enable quick, quantitative soundscape comparisons. Measures of amplitude (SPLrms and SPLpk), impulsiveness (kurtosis), uniformity (D-index), and periodicity (acorr3) were identified as the best metrics. Analysis codes consisting of these optimal metrics were proposed as a tool for soundscape analysis.

Wall et al. presented the recently established passive acoustic archive at the NOAA National Centers for Environmental Information. The archive currently contains over 100 TB of audio files collected from stationary recorders across U.S. territorial waters. These datasets have standards-based metadata, and are freely available to the public. First order sound level comparisons from three long-term acoustic projects in the archive showed the strong influence of vessel traffic noise at sites near dense coastal populations. Conversely, biological sources dominated soundscapes at sites away from population centers. Seasonal sound level variability was apparent for most sites, representing changes in presence or behavior of sound-producing species.



STUDIES OF ACOUSTIC PROPAGATION (2- AND 3-D) AND EFFECTS ON AMBIENT SOUND AND SOUND LEVELS

Oliveira et al. applied a parabolic equation (PE), underwater sound propagation model to the complex shallow water environment in Long Island Sound (USA). The 2D and 3D PE models were compared to normal mode and beam tracing models for two idealized cases: a 2D 50-m flat bottom, and a 3D shallow water wedge. Transmission loss results from the three models were consistent; however, differences emerged with increased bathymetric complexity, expanded propagation range, and at the limits of model applicability.



SUMMARY

Passive acoustic methods have been used since the mid-twentieth century to characterize underwater biological sources, geophysical phenomena, and human-made sounds. However, the last few decades have seen significant advances in the use of passive acoustic techniques to quantify ocean soundscapes. This has been enabled by dramatic technological advances, including data logging and storage in underwater passive acoustic recording instrumentation, and engineering advances in seafloor cabled hydrophones, moorings, and mobile platform technologies. Moreover, in the light of ongoing climate-induced and human-made changes to oceans worldwide, passive acoustic data can provide a wealth of information on how these changes impact marine ecosystems. The holistic approach of soundscape research has the potential to observe these changes and also archive the current soundscape characteristics of oceans to understand change over time. The studies presented in this special collection represent the state-of-the-art of ocean soundscape research and its wide span of applications. Given the insightful results and new approaches presented here, we envision an exciting future of widespread, continuous monitoring of the deep-ocean, coastal, and urban seas to better understand the marine environment and aid in mitigating human impacts on marine ecosystems.
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Effective management of wild animal populations relies on an understanding of their spatio-temporal distributions. Passive acoustic monitoring (PAM) is a non-invasive method to investigate the distribution of free-ranging species that reliably produce sound. Critically endangered Antarctic blue whales (Balaenoptera musculus intermedia) (ABWs) co-occur with pygmy blue whales (B. m. brevicauda) (PBWs) around New Zealand. Nationally, both are listed as “data deficient” due to difficulties in access and visual sub-species identification. PAM was used to investigate the distributions of blue whales via sub-species specific song detections in central New Zealand. Propagation models, incorporating ambient noise data, enabled the comparison of detections among recording locations in different marine environments. ABW detections peaked during austral winter and spring, indicating that New Zealand, and the South Taranaki Bight (STB) in particular, is a migratory corridor for ABWs. Some ABW calls were also detected during the breeding season (September and October). PBW calls were highly concentrated in the STB, particularly between March and May, suggesting that an aggregation of PBWs may occur here. Therefore, the STB is of great importance for both sub-species of blue whale. PBW detections were absent from the STB during parts of austral spring, but PBWs were detected at east coast locations during this time. Detection area models were valuable when interpreting and comparing detections among recording locations. The results provide sub-species specific information required for management of critically endangered ABWs and highlight the relative importance of central New Zealand for both sub-species of blue whale.

Keywords: blue whales, passive acoustic monitoring, distribution, sympatry, New Zealand


INTRODUCTION

The effective management of wild animal populations relies on a foundation of knowledge regarding their distribution and movements. A thorough understanding of the areas used by a population is necessary to consider the relative importance of each area for prioritising conservation or management approaches. Distribution studies are particularly important for species that are threatened with extinction, and those that live in areas subject to increasing anthropogenic activity or global phenomena, such as climate-induced range shifts (McLellan and Shackleton, 1989; Chen et al., 2011). Passive acoustic monitoring (PAM) is a non-invasive technique that can be used to study the presence and distribution of animals that produce sound. Songbirds, primates, amphibians, and marine mammals are ideal candidates to study via PAM, as many naturally produce loud, stereotyped vocalisations (Edds-Walton, 1997; Zimmer, 2011; Sanders and Mennill, 2014; Alvarez-Berríos et al., 2016; Kalan et al., 2016). Acoustic detections act as an indicator of animal presence, from which movements and distributions can be inferred, particularly when acoustic recording devices are deployed over a large area (Hannay et al., 2013; Ross et al., 2018). Autonomous PAM can be particularly useful when collecting long-term data in environments that cannot be surveyed regularly using visual methods, such as dense forest or offshore marine areas, where access is constrained by logistical challenges and costs. An acoustic approach can also be useful for vocal species that are difficult to study visually. Such instances occur when features used for identification are cryptic, and can be magnified if the study species is difficult to observe. For example, due to their low surface profile and short surfacing periods, deep-diving beaked whales of the family Ziphiidae demonstrate visual crypsis, but species-specific signal properties of their vocalisations enable acoustic identification (Baumann-Pickering et al., 2013).

In the waters of New Zealand, two sub-species of blue whale occur (Branch et al., 2007): the Antarctic blue whale (Balaenoptera musculus intermedia) (ABW); and the pygmy blue whale (B. m. brevicauda) (PBW). Anatomical differences exist between the two sub-species (Ichihara, 1966; Olson et al., 2015), but can be difficult to recognise in the field. As such, information about blue whales in New Zealand waters has often been conflated by the inclusion of both sub-species (see Stephenson et al., 2020). Identification challenges, in addition to access constraints imposed by their offshore location, have led to both sub-species being classified as “data deficient” at a national level, although PBWs are also listed as “resident native” (Baker et al., 2019) due to focused studies on this sub-species (Torres, 2013; Olson et al., 2015). Globally, blue whales are classified as “endangered” (Cooke, 2018a). At the sub-species level, ABWs are listed as “critically endangered” (Cooke, 2018b) as a result of industrial whaling in the 1900s that greatly reduced population worldwide (Branch et al., 2007), while PBWs are listed as “unspecified” (Pollock, 2019). Accordingly, information on blue whale distributions that is not sub-species specific is not appropriate for management decisions.

Worldwide, blue whales produce low frequency, stereotyped calls, known as song when repeated regularly (Oleson et al., 2007; Lewis and Širović, 2018), which differ between sub-species, and between populations within sub-species (McDonald et al., 2006; Širovic et al., 2017). Therefore, the sub-species of a blue whale is easier to determine acoustically than visually, making PAM an ideal approach to study blue whales with confidence in sub-species identity (McDonald et al., 2006). It is straightforward to distinguish between the two blue whale sub-species found around New Zealand via song. PBW song was first recorded in New Zealand off Great Barrier Island – Aotea, northern New Zealand, in 1964 (Kibblewhite et al., 1967) and consists of four distinct units (A, B, C, and D) that form a phrase. Energy occurs between 17 and 24 Hz and overall phrase duration is 55 s, with 132 s on average between phrases (Miller et al., 2014). Conversely, ABWs produce individual song units, known as “Z” calls due to their distinctive shape when visualised as a spectrogram. ABW units commence at 26 Hz, decreasing rapidly to 18 Hz, with a duration of approximately 20 s (Širović et al., 2004; Gavrilov et al., 2012). “Z” calls are repeated every 62–65 s during song (Širović et al., 2004; McDonald et al., 2006). Female blue whales are not thought to produce song (Oleson et al., 2007), but song is produced by male blue whales year-round (Širović et al., 2004; Leroy et al., 2016; Thomisch et al., 2016). Both male and female blue whales from both sub-species also produce a non-song down-sweeping call, known as the “D” call (McDonald et al., 2001).

Blue whale song units are low frequency, have high source levels, and propagate efficiently underwater, up to hundreds, or even thousands, of kilometres (Stafford et al., 1998; Širović et al., 2007). It is presumed that blue whale song is used for long-range communication, and the acoustic properties of song units may be a result of evolutionary selection (Edds-Walton, 1997). Long propagation distances can make it difficult to interpret detections made within a PAM framework, as the location of a calling animal may be a considerable distance from the receiver. Underwater, propagation conditions vary over space and time due to parameters that include bathymetry, seabed sediment, and sound speed profile (Urick, 1983). Inferences made from call detections increase in validity when the detection area of the receiver is taken into account (Stafford et al., 2007; Širović et al., 2007; Samaran et al., 2010; Miksis-Olds et al., 2015; Širovic et al., 2015; Darras et al., 2016; Biggs et al., 2019). Moreover, it is essential to quantify effective detection areas when estimating animal abundance from acoustic detections (Marques et al., 2013; Harris et al., 2018; Nuuttila et al., 2018). The detection area of each recorder in a network should be taken into consideration to provide context to acoustic detections and to enable comparisons among recording locations (Darras et al., 2016; Biggs et al., 2019).

As implied by their “data deficient” statuses, previous investigations of blue whale distribution in New Zealand waters have been constrained by difficulties in sub-species identification, and limited access to these offshore marine mammals due to constraints arising from logistical challenges and weather and sea conditions. In this study, PAM was used to investigate the spatial and temporal distributions of PBWs and critically endangered ABWs around central New Zealand. The South Taranaki Bight (STB) in central New Zealand has been a focus for blue whale research (Barlow et al., 2018), and is predicted to be a region with high probability of occurrence of blue whales (see Stephenson et al., 2020). As acoustic recorders were deployed in a range of physical marine environments, propagation modelling was conducted to consider detections in range context and to enable comparisons among recording locations. Results from this study add sub-species specific clarity to blue whale distributions and movements in central New Zealand waters, and improve understanding on the importance of this region to the two blue whale sub-species.



METHODOLOGY


Acoustic Recordings

Autonomous multi-channel acoustic recorders (AMAR G3, JASCO Applied Science) were deployed from 4 June to 21 December 2016 at four locations (between 13 and 60 km from shore) around central New Zealand: the South Taranaki Bight (STB); Cook Strait; and off the coasts of Kaikōura and Wairarapa (henceforth referred to as Kaikōura and Wairarapa) (Figure 1). AMARs were redeployed for a second period between 21 February and 8 September 2017 at three locations: Kaikōura; Wairarapa; and a STB location 25.2 km south-east from the 2016 STB station (Figure 2; a recorder was not redeployed in Cook Strait in 2017 but is shown for reference). In the STB and Cook Strait, AMARs were bottom mounted in water depths of 111 and 252 m, respectively. At Wairarapa and Kaikōura, AMARs were moored 10 m above the sea-bed in water depths of 1480 and 1252 m, respectively. The nominal pressure sensitivity level of the hydrophones was −165 dB re 1 V/μPa (±1 dB) from 10 Hz to 100 kHz. Acoustic data were sampled over a 900 s duty cycle: 630 s at a sampling rate of 16 kHz, 125 s at a sampling rate of 250 kHz, and 145 s of sleep. Only the 16 kHz files were analysed within the scope of this study.
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FIGURE 1. Study region, with median modelled Antarctic blue whale detection areas for June 2016: turquoise = South Taranaki Bight, purple = Cook Strait, green = Wairarapa, orange = Kaikōura. See Methodology for modelling configuration and assumptions.
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FIGURE 2. Study region, with median modelled pygmy blue whale detection areas for March 2017: turquoise = South Taranaki Bight, purple = Cook Strait, green = Wairarapa, orange = Kaikōura. See Methodology for modelling configuration and assumptions.




Detection of Blue Whale Calls

Data from each recording location were sub-sampled via stratified random sampling: within every 2-hour period, 630 s (10.5 min) were sampled (one randomly selected 16 kHz duty cycle, equivalent to 12.5% of all 16 kHz recordings, and 8.75% of each 2 h interval). Data were visualised using PAMlab-Lite (JASCO Applied Sciences, 2017) as spectrograms displayed over 10–100 Hz; the spectrogram frequency resolution was 0.244 Hz computed using 2 s of Hamming-windowed data (plus 2 s of zero-padding) and 75% overlap. All blue whale song units and phrases within subsamples were manually identified and marked, regardless of whether they occurred in song (with consistent inter-call intervals) or were stand-alone. The minimum and maximum fundamental frequencies, and start and end time extents of each phrase (PBW) or unit (ABW), were marked manually to “box” each call. PAMlab-Lite automatically reported time, frequency and sound level parameters for each boxed call within the stratified random subsample. Sound level information included values for the received sound pressure level (SPL) of the marked sound. For ABWs, each song unit was marked separately, while for PBWs, measurements were made across all four units (A, B, C, and D) as a single phrase. In cases where entire units or phrases were not evident in the recordings, only the evident aspects were measured. For simplicity, both ABW units and PBW phrases will henceforth be referred to as “calls.” Call annotations were imported into MATLAB (The MathWorks Inc, 2016) for analysis.

A seismic survey, the Schlumberger Pegasus Basin 3D seismic survey, was coincidentally conducted near Wairarapa between mid-November 2016 and June 2017 (Schlumberger New Zealand Limited, 2016). Data from Wairarapa were not analysed during the seismic survey period, due to raised sound levels in the blue whale call bandwidths that impeded the detection of calls. Seismic survey pulses were evident to a lesser extent in the data from Kaikōura and occurred concurrently with low frequency sound (<100 Hz) generated by earthquake activity in November and December 2016. Although sound levels in the blue whale call bandwidth were raised at Kaikōura during these periods, blue whale calls remained identifiable throughout and were marked. Blue whale calls that occurred simultaneously (in time and frequency) with tonal ship noise were annotated if their duration and/or inter-call interval were evident within the shipping noise. When ship noise dominated the blue whale call bandwidth, such that individual calls were masked, possible calls were not marked to minimise false positive detections.



Detection Areas

As central New Zealand features a variety of marine environments, sound propagation in the study area was modelled to enable comparisons to be made among recording locations, and to estimate the possible positions of calling blue whales. Transmission loss modelling was conducted for each of the four recording locations. JASCO’s Marine Operations Noise Model (MONM) (Matthews and MacGillivray, 2013) was used to estimate propagation loss within the 25 Hz-centred decidecade band [22 to 28 Hz, International Organization for Standardization (2017)]. MONM computes sound propagation via a wide-angle parabolic equation solution to the acoustic wave equation (Collins, 1993) based on a version of the U.S. Naval Research Laboratory Range-dependent Acoustic Model (RAM), which has been modified to account for a solid seabed (Zhang and Tindle, 1995). The parabolic equation method (Collins et al., 1996) has been extensively benchmarked (e.g., Racca et al., 2015; Quijano et al., 2019). The 25 Hz-centred decidecade band was chosen as it contains the upper limit of tonal energy for both blue whale sub-species calls (approximately 26 Hz for ABW “Z” call units and 23 Hz for PBW “B” call units).

Marine Operations Noise Model was used to calculate propagation losses within a 250 km radius around each recorder location. Acoustic fields in three dimensions were computed by modelling transmission loss within two-dimensional (2-D) vertical planes aligned along radials covering a 360° swath. Here, the vertical radial planes were separated by an angular step size of 5°, yielding 72 planes. Within each vertical radial plane the sound field was sampled with a horizontal step size of 50 m and across the entire water column, from 2 m to a maximum of 4000 m, with step sizes that increased with depth. Recorders were considered as either seabed receivers or 10 m above the seabed, per the AMAR deployments.

Information regarding the physical environment of the four recording locations was included in the models: bathymetry, geology, and water column sound speed profiles (SSPs). Bathymetry was derived from “Charting Around New Zealand” (CANZ, 2008). As described in McPherson et al. (2019), the seabed sediment consisted of mud in deeper waters (continental slope sediment), and dominant fine sand with sparse coarse sand in shallow waters (continental shelf sediment). SSPs were derived from temperature and salinity profiles from the U.S. Naval Oceanographic Office’s Generalized Digital Environmental Model V 3.0 (GDEM; Teague et al., 1990; Carnes, 2009). The GDEM temperature-salinity profiles were converted to sound speed profiles according to Coppens (1981). Mean monthly sound speed profiles were derived from the GDEM profiles for a 100 km radius encompassing each site.

Detection ranges were estimated for the months in which blue whale call detections were most prevalent: June 2016 for ABWs; and March 2017 for PBWs. Transmission loss for each recording location was modelled with location-specific and month-specific ambient noise data and SSPs. Median (50th percentile) ambient noise was quantified for the 25 Hz-centred decidecade band from the acoustic recordings. During March 2017, the seismic survey conducted near Wairarapa influenced ambient noise levels in the 25 Hz-centred decidecade band such that detection areas would not have been relevant to periods without seismic survey presence. As such, instead of March 2017, ambient noise was averaged over the whole duration of the first acoustic deployment at Wairarapa (June to December 2016) and incorporated into the model for PBW detection range at Wairarapa. Similarly, average ambient noise from the first deployment (June to December 2016) was used to model the detection area for PBWs at Cook Strait as no acoustic data were recorded at this location in 2017. These two models included March-specific SSP data.

The detection range modelling approach assessed the unconditional probability of detection, accounting for the empirical probability distribution of the ambient noise and modelled distribution of received levels. The distribution of modelled received levels was computed using a normal probability distribution of source levels and modelled values of transmission loss. This analysis considered only the median ambient noise percentile to provide a general guide for the potential detection ranges under median noise conditions, although significant differences could exist across all possible noise conditions. The detection ranges associated with an unconditional probability of 0.5 and median noise conditions are hereafter referred to as “median detection areas.” A detection threshold of 5 dB re 1 μPa above the median noise level was applied to present a conservative estimate of detectability. The source level of ABW calls was assumed to be 189 dB re 1 μPa m ± 3 dB (Širović et al., 2007), and 183 dB re 1 μPa m ± 3 dB for PBW calls (McCauley et al., 2001). The transmission loss model assumed that both sub-species produced the “Z” call and “B” unit at depths between 20 and 30 m (Thode et al., 2000; Oleson et al., 2007; Širović et al., 2007; Leroy et al., 2016; Owen et al., 2016; Dziak et al., 2017; Lewis et al., 2018). A curvefit approach was used to calculate the maximum possible ranges to a calling animal along each of the 72 radial planes per location considering the aforementioned modelling configuration. Overall detection areas were calculated by generating a polygon for each recording location considering the median detection range for each modelled radial (QGIS Development Team, 2017). Blue whale detections were normalised by the respective detection areas of the recording locations in order to compare detections among sites. The normalised call counts are henceforth referred to as “call density.”

To consider the appropriateness of extrapolating detection areas beyond the specific months they were generated for, the detection ranges were also calculated for opposite scenarios i.e., detection areas of ABWs were estimated using the March-specific model, and PBW detection areas were estimated using the June-specific model. For both sub-species, March and June detection area estimates were very similar and it was therefore deemed appropriate to apply the estimated sub-species specific detection areas across both acoustic deployment periods.



Analysis of Received Levels of Blue Whale Calls

In order to consider the possible positions and movements of calling blue whales within the detection areas, the received levels of manually detected calls were examined with respect to time. To ensure relevance and comparability to the detection thresholds estimated via the propagation models, only the received levels of the upper tone of ABW calls (approximately 26 Hz) and the “B” unit of PBW phrases (23 Hz) were examined. When ABW calls were received only as the 26 Hz tone, with lower frequency aspects absent due to transmission loss, the SPL was calculated automatically by PAMlab-Lite. For ABW calls where the whole of the “Z” call was received and marked, and for PBW phrases, the marked frequency and temporal limits of each call were revised to only include the upper part of the “Z” call, or the “B” unit, respectively. SPL was recalculated for the revised temporal and frequency limits. It was not possible to revise the received levels of all calls, due to occasional interference from other sounds in the same bandwidth.



RESULTS

Across all recording locations, a sub-sample of 106.5 days of data (14,608 files, each 630 s in length) were manually analysed. ABW calls were detected in 4.1% and PBW calls were detected in 21.2% of the subsamples. Both ABWs and PBWs were detected in 0.9% of subsamples. In total, 20,751 blue whale calls were detected; 16.0% of detected calls were from ABWs and 84.0% were from PBWs (Tables 1, 2). The median low and high frequencies of the ABW calls were 24.1 Hz (standard deviation = 3.6 Hz) and 26.8 Hz (standard deviation = 0.5 Hz), respectively. Oftentimes, only the upper frequency of the “Z” calls was detectable. The median duration of ABW calls was 14.9 s (standard deviation = 4.2 s). PBW calls featured median low frequency of 15.9 Hz (standard deviation = 3.3 Hz) and median high frequency of 25.1 Hz (standard deviation = 1.0 Hz). Median duration of PBW calls was 37.9 s (standard deviation = 12.4 s). Received levels were available for 2,848 ABW calls (85.9%) and 11,291 PBW calls (64.8%).


TABLE 1. Antarctic blue whale call detections per recording location, and detection area information.
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TABLE 2. Pygmy blue whale call detections per recording location, and detection area information.

[image: Table 2]Antarctic blue whales calls were detected at all four recording locations (Table 1 and Figure 3A). In 2016, the number of daily ABW detections peaked at the end of June into the beginning of July (austral winter), while in 2017, peak occurrence was during July and August (Figure 3A). The first winter detections of ABWs in 2016 occurred at Kaikōura (the most southerly recorder), followed by concurrent detections at Wairarapa and Cook Strait 4 days later, and lastly at STB (the most northerly recorder) an additional 3 days later (Figure 3A). There was no spatio-temporal pattern in detections during 2017 (Figure 3A). A smaller, secondary peak in ABW calls occurred during austral spring (October 2016), with detections occurring first at STB, then at Wairarapa, followed by Kaikōura, and lastly Cook Strait (Figure 3A). ABW detections were most numerous at Kaikōura and Wairarapa, particularly during 2016 (Figure 3A and Table 1), but were detected with highest density (as detections per 1000 km2) at Cook Strait and STB (Figure 4A and Table 1). The received levels of ABW calls were highest at Wairarapa and Kaikoura (Figure 5), with maximum received levels exceeding 120 dB re 1 μPa.
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FIGURE 3. (A) The number of Antarctic blue whale and (B) pygmy blue whale calls detected per day in the stratified random subsample of data from 2016 and 2017. The grey block indicates when the acoustic recorders were not deployed. The green block corresponds to the period in which the Wairarapa data were not analysed due the presence of seismic survey sound in the blue whale call bandwidth. Note Y-axis scale differs between sub-species.



[image: image]

FIGURE 4. (A) The number of Antarctic blue whale and (B) pygmy blue whale calls detected per day in the stratified random subsample of data from 2016 and 2017, normalised by the detection area of each recording location (calculated for June 2016 or March 2017, respectively) to give daily detections per 1000 km2. The grey and green blocks are as described in Figure 3. Note Y-axis scale differs between sub-species.
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FIGURE 5. Received levels of Antarctic blue whale calls detected per recording location, over time. Received levels were calculated only for the upper tone (approximately 26 Hz) of each call. The dashed lines indicate the detection threshold associated with an unconditional probability of detection of 50%, the model configuration is described in the Methodology. The grey and green blocks are as described in Figure 3.


Pygmy blue whale calls were also detected at all four recording locations in central New Zealand, although 84.1% of all PBW detections were made at STB (Figure 3B and Table 2). There, PBW calls were detected with the highest density; an average of 12.43 detections were made per 1,000 km2 per day, compared to average densities of less than 1 detection per 1,000 km2 per day at the other recording locations (Table 2). Both the highest (150 dB re 1 μPa) and lowest (67 dB re 1 μPa) received intensities of PBW calls were recorded at STB (Figure 6). The presented detection area extents correspond to median detection areas, however, the received levels reported for measured calls include all annotated calls, and as such include received levels below the modelled detection threshold. At STB, PBW calls were detected throughout both recording periods, except during the majority of September and October 2016 (austral spring) (Figures 3B, 4B). While PBW calls were largely absent from STB and Cook Strait during September and October 2016, detections were made at Kaikōura and Wairarapa during this time, and even increased in number compared to prior months (Figures 3B, 4B). Call detections peaked in number and density at STB between March and May (austral autumn), and a March peak in PBW calls was also evident at Kaikōura (Figures 3B, 4B). There was no acoustic sampling at Cook Strait or Wairarapa during this period.
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FIGURE 6. Received levels of pygmy blue whale calls detected per recording location, over time. Received levels were calculated only for unit “B” of each phrase. The dashed lines indicate the detection threshold associated with an unconditional probability of detection of 50%, the model configuration is described in the Methodology. The grey and green blocks are as described in Figure 3.


Normalisation by detection area was important as the areas of Cook Strait and STB were up to 13 times smaller than the detection areas of Wairarapa and Kaikōura (Tables 1, 2). Indeed, ABW detection areas at Wairarapa and Kaikōura extended to the limits of the 250 km modelling radius along some radials in a north-easterly direction (Figure 1). Detection areas for PBW calls were smaller than ABW detection areas at all recording locations, as a result of the lower source level for this sub-species (Tables 1, 2). Blue whale calls produced within areas where detection ranges overlapped could have been detected twice, at two recording locations. Detection areas overlapped between STB and Cook Strait, and between Kaikōura and Wairarapa (Tables 1, 2 and Figures 1, 2), and there was a small amount of overlap between the Cook Strait and Kaikōura ABW detection areas (Table 1 and Figure 1).



DISCUSSION

In the waters of New Zealand in the western South Pacific, critically endangered Antarctic blue whales (ABWs) co-occur with pygmy blue whales (PBWs). However, due to their offshore domain and the challenge of sub-species identification, information about their movements and distributions has been limited and often conflated. Passive acoustic monitoring (PAM) proved to be a highly effective method to examine the spatial and temporal distributions of ABWs and PBWs by analysing their sub-species specific calls. The calls of both blue whale sub-species were highly stereotyped and comparable to those reported in previous studies (Širović et al., 2004; McDonald et al., 2006; Gavrilov et al., 2012; Miller et al., 2014). Modelled estimates of detection areas provided context to the detected blue whale calls, and highlighted the relative importance of the varying marine environments that exist in central New Zealand. The findings also elucidated the sympatry of ABWs and PBWs in central New Zealand. Future management and conservation of blue whales within central New Zealand waters can now be informed by sub-species-specific distribution information.

Antarctic blue whales were detected moving northward through central New Zealand waters in austral winter, and have previously been detected off northern New Zealand during this season (McDonald, 2006). A second peak in ABW calls was detected in spring, indicative of southbound movement. These data provide evidence that New Zealand waters are a migratory corridor for critically endangered ABWs, which feed in Antarctic waters during austral summer, and breed in warmer waters during austral winter (Širović et al., 2004; Branch et al., 2007). Similar bimodal blue whale detections have been reported in migratory corridors in the sub-Antarctic (Leroy et al., 2016), and off the coast of Madagascar (Cerchio et al., 2019). There is a general paucity of information regarding ABWs in the western South Pacific (Branch et al., 2007), but possible breeding areas of ABWs include Tonga and Samoa (Brodie and Dunn, 2015; Balcazar et al., 2017). Some ABW calls were detected in acoustic data from the east coast of central New Zealand (Wairarapa and Kaikōura) between the two modal peaks (September and October). These detections suggest that some ABWs remain within the detection range of the east coast recorders during the breeding season. Alternatively, the calls detected during this time could have been produced by late northbound whales or early southbound whales. Prior to 2019, ABWs were listed as “migrant” in New Zealand, implying that they occurred predictably and cyclically, but did not breed in national waters (Baker et al., 2016). The findings of the present study leave uncertainty regarding the possibility of ABWs using New Zealand waters as a breeding ground and thus support their revised national “data deficient” status (Baker et al., 2019). Further research is required to determine whether ABWs breed in New Zealand waters. The year-round acoustic presence of ABWs has been reported at both high and low latitudes (Širović et al., 2004, 2007; Samaran et al., 2010; Leroy et al., 2016; Thomisch et al., 2016), implying that their migration is complex and not obligate behaviour (Thomisch et al., 2016). However, ABW detections in central New Zealand waters were strongly indicative of migratory behaviour, and there was no evidence of their year-round acoustic presence at this mid-latitude study site.

Antarctic blue whale detections implied that the northbound migratory corridor along the east coast of the South Island of New Zealand (past Kaikōura) splits in the vicinity of Cook Strait, with some ABWs continuing along the east coast of the North Island and some ABWs travelling through Cook Strait into the STB. During migration, blue whales exhibit apparent preferences for continental shelf edges and deep water (Širović et al., 2004; Branch et al., 2007; Bailey et al., 2009; Gavrilov and McCauley, 2013; Double et al., 2014), perhaps due to the long-distance communication that is possible within such environments. These habitat features exist along the east coast of New Zealand and support the idea that some ABWs travel along the shelf edge during migration. That said, the large ABW-specific detection area of the Wairarapa recorder included the eastern entrance to Cook Strait, meaning that ABWs detected at Wairarapa could have migrated through Cook Strait. However, the received levels of some ABW calls detected at Wairarapa during northbound migration were the loudest ABW calls recorded at this location, and much louder than the threshold of the detection area. Therefore, some calling animals were likely close to the recorder, and hence travelling along the east coast of the North Island. Nonetheless, ABW detections were recorded with greatest density in the STB. Given that call density was similar between Cook Strait and Wairarapa, but substantially higher in the STB, it is plausible that only a portion of the ABWs detected in the STB had travelled through Cook Strait, with additional whales entering the STB from the western coast of New Zealand. The waters of the STB feature high productivity (Chiswell et al., 2017) and are a known hotspot for blue whale feeding (Torres, 2013; Torres et al., 2020). Opportunistic ABW feeding occurs during migration in other locations (Gill, 2002; Tripovich et al., 2015; Balcazar et al., 2017; Gill et al., 2011), and migration through the STB may therefore allow ABWs to forage before or after the breeding season. If ABWs feed opportunistically during migration, resource competition could occur between the two blue whale sub-species in New Zealand waters. A larger number of ABW calls were detected in the STB in winter 2017 than in winter 2016, although it is not known whether this was a reflection of greater productivity in the area.

In addition to the seasonal presence of ABWs, the STB proved to be an important location for PBWs, as evidenced by the high number and density of sub-species specific calls, particularly during austral autumn (March to May). Barlow et al. (2018) also reported 100% daily acoustic presence of PBWs in the STB during the 2016 austral autumn. In south-west Australia, calls of east Indian Ocean PBWs also peak during austral autumn (between February and May) (Stafford et al., 2011; Gavrilov and McCauley, 2013; McCauley et al., 2018). Unlike ABWs, PBWs do not migrate to Antarctica to feed (Branch et al., 2007) (see Attard et al., 2012 for exceptions), and therefore rely on local productive feeding areas, such as the STB (Barlow et al., 2020). An autumn peak in calling in the STB may be related to feeding activity, which has been observed in Australian waters during autumn (Gill, 2002). Male blue whales produce song year-round (Leroy et al., 2016; Thomisch et al., 2016), but song production may be mutually exclusive with feeding due to differences in energy requirements and depth between feeding and singing (Stafford et al., 2005; Wiggins et al., 2005; Oleson et al., 2007; Hazen et al., 2015). In order to explain the large number of call detections made during a presumed feeding period, the whales must have been exhibiting different behavioural states, with some singing and some feeding. Male PBWs could alternate between the two behaviours throughout the day, with song produced during times when feeding is not conducted (Oleson et al., 2007; Lewis and Širović, 2018). As female blue whales are not thought to produce song, they may spend more time feeding (Ladd et al., 2019). The apparent increase in call density during austral autumn may also have been a reflection of increased call production rates if the behavioural context in the area promoted calling.

Assuming that the number of call detections is proportional to the number of PBWs present, an aggregation of PBWs could occur in the STB, particularly during austral autumn. The variation observed in the received levels of PBW calls at STB indicated that PBWs occurred throughout the STB detection area, and likely beyond. The STB detection area overlapped somewhat with the detection area of the Cook Strait recorder, which could have resulted in double counting of some calls, but this would have scarcely altered the STB results. Aggregations of blue whales are rare in the southern hemisphere, with most animals occurring alone or in pairs (Branch et al., 2007; Garcia-Rojas et al., 2018; McCauley et al., 2018). The STB is an important industrial area in New Zealand waters. The presence of a PBW aggregation in the STB should promote the undertaking of further study in the area to determine fine-scale habitat use, their seasonal persistence of use, and whether static or dynamic protective measures should be implemented. Protective measures could include scheduling anthropogenic activities outside of key periods of PBW presence, although the seasonal movements of critically endangered ABW through this region should also be taken into consideration.

Pygmy blue whale detections were greatest during autumn at Kaikōura, and these calls were received at relatively high intensities. A satellite-tagged PBW spent several days off the Kaikōura coast in autumn 2018 (Goetz et al., in review), and also spent time in a known feeding area off the coast of Oamaru, further south on the east coast of the South Island (Olson et al., 2015; Goetz et al., in review). In the present study, PBW calls were also received at Kaikōura, and increased in number and density at Wairarapa, during austral spring (September and October), when detections declined at the STB and Cook Strait recording locations. Future research should investigate the spatial distribution and habitat use of blue whales along the east coast of the South Island, as this area may provide important resources for PBWs. Such research can now be conducted with greater confidence in the likely sub-species identity of observed blue whales, given the insights into ABW temporal presence provided here.

The decline in PBW detections in spring at Cook Strait and STB may have been a result of PBWs, particularly vocal mature males, undertaking movements away from Cook Strait and the STB. The received levels of the PBW calls at STB were lower during spring than at other times of year, suggesting PBWs had indeed moved further from the recording location. Barlow et al. (2018) also reported a decline in PBW calls in the STB during September and October 2016, although PBW calls were detected consistently year-round in deeper water to the west of the STB. Movements of individual PBW are largely unknown; two satellite tag deployments and ten inter-annual photographic resightings have been made, revealing movement between the east and west coasts of New Zealand (Olson et al., 2015; Barlow et al., 2018; Goetz et al., in review). PAM provides a population-level insight into spatial and temporal distributions, but alternative methods, such as photographic mark-recapture, genetic sampling, or satellite tag deployment would be required to ascertain individual-specific movements (Goetz et al., in review). The calls produced by PBWs in New Zealand have also been recorded in Tonga, as well as the south and east coasts of Australia (Balcazar et al., 2015; McCauley et al., 2018), and south of Tasmania (Miller et al., 2019), suggesting that the population has a larger distribution than just New Zealand national waters. Fewer call detections in the STB and Cook Strait during spring could have also resulted from vocal animals entering a behavioural state where they produced song at a reduced rate, or not at all. The proportion of mature males that produce song at a given time is largely unknown, although McCauley et al. (2001) suggested that less than 28% of PBWs call at a given time.

Consistent acoustic monitoring over time can provide insight into movements and inter-annual variation in distribution. In this relatively short-term study, the timing of the northbound ABW migration differed between 2016 and 2017, shifting from the end of June in 2016 to the end of July and into August in 2017. Specific drivers underpinning the timing of ABW migration could include ice cover or food abundance at high latitudes (Hauser et al., 2017; Szesciorka et al., 2020). Such large inter-annual variation in ABW migration timing could lead to challenges when scheduling anthropogenic activities to occur outside of important blue whale periods. Individual-specific information would aid in determining appropriate protective measures, if these were to be considered. Marine top predators, such as blue whales, can be considered ecosystem sentinels (Hazen et al., 2019) and their movements and distributions can be directly related to prey availability, often driven by physical oceanography, both on local and global scales (Ladd et al., 2019; Barlow et al., 2020). As such, movement data from individual animals may provide insight into whether dynamic protective measures that are responsive to external drivers would be more effective than static areas of protection (Hartel et al., 2015; Dwyer et al., 2020).

Individual-specific methods, such as genetic sampling, would also be essential to elucidate the demographic information necessary to interpret call detections into population-level inferences. The results presented here are only relevant for singing blue whales, which are presumed to be mature males. Secondary information regarding the sex ratio of animals in the study area is available only for PBW (not significantly different from 1:1) (Barlow et al., 2018); non-singing female blue whales could behave differently to song-producing males, and may even have different spatial or temporal distributions. Further insight could be gained from the current dataset via an analysis of “D” calls, which are produced by males and females of all sub-species of blue whale, and have been associated with multiple behavioural contexts (Oleson et al., 2007; Lewis et al., 2018; Schall et al., 2019). As they are not sub-species specific, “D” calls were not considered within the scope of this study, but their temporal and spatial distribution in central New Zealand could reveal nuances in blue whale activity across sexes that are not demonstrated here.

Many assumptions are required in terms of estimating detection ranges through acoustic modelling; variation in source levels, calling depths, and ambient noise can have a dynamic impact on detection areas over time (Stafford et al., 2007; Samaran et al., 2010; Miksis-Olds et al., 2015). Here, estimated blue whale detection areas from one month per sub-species (June 2016 or March 2017) were extrapolated across both deployment periods. Specific acoustic events, such as the seismic survey recorded at Wairarapa during 2016 and 2017, were generally not incorporated in the ambient noise levels included in the models to avoid biased detection area estimates. Ambient noise levels that were higher than average would have resulted in smaller detection areas. Moreover, these events could have influenced call detection likelihood, and even blue whale presence or calling behaviour, as noted in other locations (Di Iorio and Clark, 2010; Melcón et al., 2012). The use of median detection thresholds was selected as an approach to balance the various sources of uncertainty. The largest contributor to variability is ambient noise, which can vary significantly. As noted during the analysis of data, periods of low ambient noise allowed very quiet calls to be annotated with confidence. The calls annotated during the quieter periods were likely to be those with received levels below the detection thresholds associated with the predicted median detection areas. Additional contributors to uncertainty in detectability, albeit with a lesser contribution than ambient noise levels, were the source levels of blue whale calls and the depths at which calls may have been produced. Regardless, the use of estimated detection areas to scale call detections provided a useful comparison across sites.

In the deep waters to the east of central New Zealand, blue whale calls and other sounds in the 25 Hz-centred decidecade band could have propagated from areas outside of the 250 km maximum modelling range. The formation of sound channels in deep water enables long distance propagation, particularly of low frequency sounds, such as blue whale calls (Stafford et al., 1998; Wille, 2005; Miller et al., 2015). The high number of ABW detections at the east coast recorders was likely in part due to the large potential detection areas. Detection areas for the Cook Strait and STB recording locations were markedly smaller; sound propagation was somewhat constrained by land masses, but sandy seabed sediments and relatively shallow water depths also limited sound transmission (Wille, 2005; McPherson et al., 2019). The modelled detection areas indicated that all blue whale calls detected at the STB recorder were produced inside the STB, enabling the importance of this region for blue whales to be truly highlighted. Estimating the effective detection area of an acoustic recorder is a necessary step to be able to estimate animal density from call detections (Marques et al., 2013; Nuuttila et al., 2018). Density estimation requires knowledge of additional multipliers, such as call production rates (Marques et al., 2013), which have yet to be estimated for blue whales, but in a New Zealand context, density estimates could be extremely valuable, providing confidence to estimates of PBW population size (Barlow et al., 2018), and an ability to investigate the recovery of the ABW population subsequent to the cessation of whaling (Branch et al., 2004, 2007; McCauley et al., 2018).

Passive acoustic monitoring is an ideal method to improve the understanding of blue whale sub-species distributions. An acoustic approach enabled consistent coverage of offshore waters that would be logistically impossible to survey via boat or air with the same resolution. In addition, PAM allowed for the sub-species identification of blue whales that is often not possible during visual observations in the field. The findings revealed that New Zealand is a migratory corridor for ABWs, and during migration, this sub-species is sympatric with PBWs in central New Zealand. PBWs were detected throughout both recording periods, and throughout the study area, supporting their “resident native” status in New Zealand (Baker et al., 2019). The study accentuated the need to interpret acoustic detections in the light of acoustic detection areas, especially when comparing detections across recording locations. In doing so, the relative importance of the STB was revealed; the migration route of critically endangered ABWs passes through the STB during winter and spring, and an apparent aggregation of PBWs occurs in the STB year-round, particularly during austral autumn. This study revealed that the east coast of the South Island may also provide important habitat or resources for PBWs, and ABWs may breed in this area; these hypotheses deserve further investigation. Blue whale information that is not sub-species specific is not useful to inform management due to the different threat classifications of ABWs and PBWs, and future conflation should be avoided as ABW and PBW distributions are markedly different over time and space. An acoustic approach to study the distribution of blue whales is highly appropriate, and findings can be used to inform management of blue whales, with confidence in sub-species identity.
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Soundscape ecology is a relatively new field that can provide insights into the structure and health of marine habitats. Though this field is growing, the acoustics of many marine habitats, including the giant kelp forests off Southern California, remain poorly studied. Here, we examine the diel and seasonal periodicity of kelp forest soundscapes within a protected and unprotected site off San Diego, CA. Singular value decomposition was used to identify frequency bands of interest, enabling tracking of these bands through seasons to examine their variability. Four frequency bands were identified: (1) 60–130 Hz, which encompassed a putative fish chorus, (2) 300–500 Hz, which encompassed a different putative fish chorus, (3) a band that encompassed humming generated by Plainfin Midshipmen Poricthys notatus (fundamental frequency: 85–95 Hz, and two subharmonics 175–185 Hz and 265–275 Hz), and (4) a band that encompassed the snaps of snapping shrimps from 2.5 to 7.5 kHz. Overall, kelp forest soundscapes exhibited diel and seasonal variability. In particular, the two putative fish choruses dominated the dusk soundscapes during late spring and summer, and the Midshipmen hums persisted throughout nights in summer. Snapping shrimp sounds exhibited stereotypic crepuscular activity, with peaks in acoustic energy in the 2.5–7.5 kHz band occurring at dusk and dawn. In addition, vessel noise was identified and found to exhibit strong seasonal and spatial variation. Vessel noise was greatest during August and September at the protected site and was generally lower during the winter and spring months. These findings help establish reference acoustic indices for the kelp forests off Southern California, within and outside of a protected area, and can provide resource managers with information on how well a marine reserve protects a species of interest, as well as the putative human visitation of these protected areas.
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INTRODUCTION

Sound sources of biological, geophysical, and anthropogenic origin all contribute to an underwater soundscape (Pijanowski et al., 2011). Marine soundscapes, like the habitats from which they emanate, are dynamic and vary over time and space (Radford et al., 2008; McWilliam and Hawkins, 2013; Monczak et al., 2019), and even adjacent habitats can exhibit distinct soundscapes (Radford et al., 2010, 2014; Butler et al., 2016). Physical properties of the environment (e.g., structural habitat complexity or day length) influence a habitat’s soundscape (Lammers et al., 2008; Kennedy et al., 2010), as do the density and diversity of species within each habitat (Kennedy et al., 2010; Kaplan et al., 2015; Nedelec et al., 2015; Buscaino et al., 2016; Merchant et al., 2016; Pieretti et al., 2017; Wilson et al., 2020). Although sound has the potential to propagate over long distances in seawater, the soundscapes emanating from reefs have been linked to small-scale variation (e.g., on the order of tens of meters) in reef fish communities (Kaplan et al., 2015; Nedelec et al., 2015). Thus, habitat-associated soundscapes (i.e., a soundscape that emanates from a specific habitat) can provide information about the quality of a habitat and its inhabitants (Kennedy et al., 2010; Radford et al., 2014; Lyon et al., 2019).

Fish are important contributors to marine soundscapes, and many fish produce sounds during courtship, spawning, and feeding activities (Connaughton and Taylor, 1996; Gilmore, 2002; Mann et al., 2009; Wilson et al., 2020). Fish have evolved the most diverse array of sound producing organs of all vertebrates (Ladich and Fine, 2006). Many fish species produce sounds by vibrating their swim bladders via sonic muscles (e.g., Oyster Toadfish, Opsanus tau Skoglund, 1961) and Red Drum, Sciaenops ocellatus (Parmentier et al., 2014), whereas others vibrate their pectoral girdle (e.g., Sculpin, Myoxocephalus octodecimspinus; Barber and Mowbray, 1956), pluck enlarged fin tendons (e.g., Croaking Gourami, Trichopsis vittatus; Kratochvil, 1978), or stridulate pharyngeal teeth [e.g., grunts (Haemulidae); Tavolga, 1971]. Furthermore, some fishes will aggregate into large groups and call persistently, creating underwater choruses and adding substantial acoustic energy to the marine soundscape (Cato, 1978; McCauley, 2012; Erbe et al., 2015).

Although there is growing evidence that habitat-associated soundscapes underpin various ecological processes, the soundscapes of many coastal habitats have yet to be characterized including patterns of temporal and spatial variation. For example, a Web of Science search for literature regarding soundscapes of specific coastal habitats in June 2020 revealed 40 studies of coral reef soundscapes, yet only 11 studies on seagrass soundscapes, five studies of mangrove soundscapes, and despite a long history of kelp forest research dating back to Darwin (1839), only one kelp forest soundscape study (Rossi et al., 2017). In addition, Radford et al. (2010) discuss the soundscape of “macroalgal-dominated reefs” off the coast of New Zealand, and Gottesman et al. (2020) discuss kelp soundscapes of the Channel Islands.

Kelp forests are ecologically and economically important coastal habitats of temperate waters worldwide. The macroalgal species that dominate these habitats (often Macrocystis pyrifera off the coast of Southern California) are highly productive (Jackson, 1987) and create three-dimensional structure in the environment, with some individuals reported growing from the seafloor upwards of 60 m to the ocean’s surface (Shiel and Foster, 2015). This structure provides habitat and shelter for hundreds of species of algae, invertebrates, fishes, and mammals (North, 1971; Foster and Schiel, 1985) in Southern California kelp forests, and many of these species are obligate kelp forest inhabitants (e.g., Surfperch, Cymatogastor aggregata, Kelp Crab, Pugettia producta, and Umbrella Crab, Cryptolythoides stichensis; Graham, 2004).

Among the species found in kelp forest communities, many produce sounds. White Seabass, Atractoscion nobilis, form spawning aggregations in Southern California and produce pulse trains, drumrolls and thuds at low frequencies (around 70–80 Hz) during courtship (Aalbers and Drawbridge, 2008). Giant Sea Bass, Stereolepis gigas, produce “boom” calls in association with aggressive behavior toward other Giant Sea Bass (Clark and Allen, 2018). Multiple different choruses of unknown fish species have recently been reported offshore of kelp forests in Southern California (Pagniello et al., 2019). Many of the fish in the kelp forests, such as the iconic Garibaldi, Hypsypops rubicundus, and Barred Sand Bass, Paralabrax nebulifer, are members of the Pomacentridae and Serranidae—families with many sound producing members (e.g., Rice and Lobel, 2003; Parmentier and Diogo, 2006; Mann et al., 2009; Nelson et al., 2011). Anecdotal evidence from SCUBA divers suggests that these species may produce calls supporting further research efforts into the identification of biological sources of kelp forest sounds.

Unfortunately, the proximity of kelp forests to the coast exposes them to direct human impacts, including pollution, increased sedimentation, and overfishing (Konar and Roberts, 1996; Jackson et al., 2001; Foster and Schiel, 2010). For example, two kelp forests, one offshore of Los Angeles, California and the other offshore of San Diego, California, collapsed likely due to the confluence of extreme environmental factors and rapid coastal urbanization (Foster and Schiel, 2010). Increased regulations on sewage outflows and better treatment techniques have facilitated the recovery of some forests, yet few have returned to their full extent (Shiel and Foster, 2015). In addition to land-based pollution, historical overfishing of coastal ecosystems can lead to trophic imbalances that allow herbivores to overgraze primary producers (e.g., the near-extirpation of sea otters from the Aleutian Islands allowed sea urchins to graze away kelp forests; Estes and Palmisano, 1974). These and other anthropogenic effects on kelp forests will likely be exacerbated as global oceanic temperatures rise and the concomitant decrease in nutrients available for growth. These changes are of particular concern along the coast of Southern California where kelp forests are stressed by decadal and secular changes in temperature and associated nutrient conditions (Parnell et al., 2010).

As continued research reveals the interplay between marine soundscapes and ecological processes (e.g., larval recruitment, Lillis et al., 2013 and community dynamics, Nedelec et al., 2015), it is becoming increasingly important to monitor and conserve coastal soundscapes—particularly the soundscapes of ecologically and economically significant communities such as kelp forests. Thus, the goals of the present study were to examine the spatial and temporal variability in soundscapes of two kelp forest areas, one inside and the other outside of a Marine Protected Area (MPA), off the coast of La Jolla, CA to address the following questions:

(1) What sounds dominate the kelp forest soundscape?

(2) How do kelp forest soundscapes vary temporally and spatially?

(3) Can these soundscapes be used to estimate anthropogenic use in the kelp forest?



MATERIALS AND METHODS


Study Location and Passive Acoustic Data Collection

Our study was in the La Jolla kelp forest, off San Diego, California, United States. The nearshore habitat is dominated by a hard-bottom substratum scattered with sand and cobble patches (Parnell, 2015). The kelp forest varies in size over time, but its fullest extent is ∼8 km long and ∼1.5 km wide (Parnell et al., 2006). Many species of algae compose the kelp forest community; however, the dominant biogenic engineer of vertical structure is the giant kelp Macrocystis pyrifera, which occurs from ∼8 to 24 m depth in the La Jolla kelp forest (Dayton et al., 1992). The kelp forest is bounded to the north, south, and offshore edges by sand (Parnell et al., 2006). The extreme northern portion of the forest (∼0.08 km2) is protected by the San Diego-La Jolla Ecological Reserve (Parnell et al., 2006), and the southern half of the kelp forest is protected by the South La Jolla State Marine Reserve (SLJSMR).

Two sites were selected along the offshore edge of the kelp forest at ∼25 m depth. The northern site (Site A) lies north of the SLJSMR on a flat pavement reef that rises out of sand from ∼28 m depth, whereas the southern site (Site B) lies approximately 2 km south of Site A within the SLJSMR in an area of rocky rubble reef (Figure 1). At each site, a Wildlife Acoustics SM3M passive acoustic recorder (Wildlife Acoustics, Inc., Maynard, MA) was deployed to record the ambient soundscape. Each unit had an HTI-96-MIN omnidirectional hydrophone (High Tech, Inc., Long Beach, MS; sensitivity: −165 dB re: 1 V/μPa, frequency response: 2 Hz–30 kHz) and recorded uncompressed WAV files at 48 kHz, 16-bit depth. Recorders were calibrated using pure sine wave signals from a signal generator across the range of recording frequencies. The response was flat (67.15 ± 1.02 dB re: 1 μPa) over the 50 Hz–20 kHz frequency range. SCUBA divers deployed acoustic recorders from May 2015 to December 2017 at each site. Hydrophone recorders were programmed to record continuously during deployments. Recorders were deployed six times at Site A (totaling 183 days of recording) and eight times at Site B (totaling 198 days of recording).
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FIGURE 1. State of California (inset) with study area highlighted by red box. Site locations (indicated by dark blue points) off the coast of Southern California. Marine protected areas are denoted by light gray polygons; blue lines are 10-m isobaths; kelp forest extent is indicated in green.




Acoustical and Statistical Analyses

Digital acoustic recordings were analyzed in MATLAB 2016b (Mathworks, Inc., Natick, MA) using the Triton software package (Wiggins et al., 2010) and other custom scripts. We created long-term spectral averages (LTSAs) from each deployment’s data by calculating 1 min spectral averages with a 1 Hz frequency resolution over the duration of the deployment (Figure 2). These LTSAs were used to visualize the multi-terabyte acoustic dataset, as well as to identify frequency bands of interest and to identify vessel noise that occurred within the recordings.
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FIGURE 2. Example long-term spectral average plots for a 24 h period (midnight August 21st to midnight August 22nd, 2017) at Site A (A) and Site B (B). The two putative fish choruses are highlighted by the yellow and red ovals.


To identify frequency bands of interest from the LTSAs, each LTSA was treated as a large matrix, where the columns of the matrix represent each minute of a recorder deployment, each row represents a specific frequency, and each cell value (e.g., the value found in the first row and first column) represents the spectral average at that minute and frequency. These matrices (one matrix for each deployment) were arranged together to create a single, large data matrix to allow for comparison of seasonal variability across both sites. Singular value decomposition (SVD) was used to decompose this data matrix into three distinct matrices: its left singular matrix (U), its singular value matrix (S), and its right singular matrix (V). After decomposition, the original data can be recovered by multiplying U∗S∗VT. Lower rank approximations (SVD components) that highlight important elements of the original data can be generated by multiplying a singular column in U (ui) by the singular value in S (si) by the transpose of the singular column in V (vi). For these analyses, the data reconstruction from the first four SVD components explained > 97% of the variation and were used to identify elements of interest within the LTSA data (Figure 3).
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FIGURE 3. Reconstructed time series from acoustic recordings at Site A (A,C,E,G) and Site B (B,D,F,H) using the first four SVD components. Time-of-day is indicated along the x-axis, and calendar day is along the y-axis. Color indicates standardized power spectral density, where cooler colors are quieter and warmer colors are louder. Black lines indicate breaks in deployments. (A,B) Show SVD component 1 that corresponds to the 60–130 Hz frequency bands (choruses are highlighted by arrows). (C,D) Show SVD component 2 that corresponds to the 300–500 Hz frequency band. (E,F) Show SVD component 3 that corresponds to the midshipman frequency band. (G,H) Show SVD component 4 that corresponds to the snapping shrimp frequency band.


From the decomposition of the LTSA data, each SVD component was visually examined to determine which sounds were dominant in that component, and four frequency bands of interest were identified for further analysis. Two bands of interest were associated with putative fish calls and spanned the 60–130 Hz and 300–500 Hz ranges. The third frequency band was associated with long bouts of a tonal sound focused in the 85–95 Hz range, and its harmonics in the 175–185 Hz and 265–275 Hz ranges produced by Plainfin Midshipman, Poricthys notatus (Ibara et al., 1983). The fundamental frequency component of this band was removed from the previous 60-130 Hz band for these analyses. Dissimilar to the previous three frequency bands of interest, the final band of interest was associated with the crackle and pop of snapping shrimp sounds. In our recordings, the primary energy of snapping shrimp snaps occurred between 2.5 and 7.5 kHz. For each frequency band, acoustic energy across the band was root-mean-square averaged for each minute and then z-score standardized to produce a time series for that frequency band for the duration of the deployment of its standardized spectral levels. These time series allow for direct comparison of temporal variation (e.g., diel and seasonal variation) and spatial variation (i.e., differences between Sites A and B) within a frequency band, as well as comparison among the various frequency bands over space and time. To quickly discern patterns within these time series, the time series were rearranged into a matrix, where each row represents a single day and each column represents a 1 min interval within the day (1,440 total 1 min intervals within 1 day). SVD was again used to decompose this matrix and reconstruct lower rank SVD components to explore how these bands of interest vary. For each frequency band, the coefficient of deviation (CD) was calculated to compare the variability of the different frequency bands of interest by dividing the median absolute deviation (MAD) of the first two left singular columns of the decomposition by the absolute value of the median of the first two left singular columns (|median|) (Marmolejo-Ramos and Ospina, 2019), and the CD was used to determine the variability of the frequency bands. The decompositions of these data were visualized by plotting the first two columns of the left singular matrix as scatterplots (i.e., U1 on the x-axis versus U2 on the y-axis), and k-means clustering via gap analysis was performed to identify any clusters within the data related to site (A or B) or month.

In addition to these spectral analyses, vessel noise occurrence at each site was manually logged from the LTSAs and acoustic recordings (Supplementary Figure 1). The LTSAs were used to efficiently scan through the acoustic data to find vessel noise; once an occurrence of vessel noise was found, a spectrogram of the acoustic timeseries was created (4,096-point Blackman window; 4,096-point FFT; 90% window overlap) to more accurately estimate the duration of the noise event. All vessel noise logging was performed in MATLAB using the Triton software package with Logger feature (Wiggins et al., 2010). The start and end times of each occurrence were marked within the spectrogram and logged into an Excel database. Counts of vessel noise occurrence for each day during deployments were calculated for each site, and a generalized linear model with a gamma distribution was used to model the relationship between these counts and the following factors: site (A or B), month, and their interaction in R (R Project for Statistical Computing). Graphs of residuals versus fitted values and quantile-quantile plots were visually inspected to ensure model assumptions were met. Throughout this text, the term “sound” is used to refer to sounds produced by animals, whereas the term “noise” is used to refer to signals emanating from human activity.



RESULTS


Long-Term Spectral Averages and Time Series Comparisons

Singular value decomposition analysis of the LTSAs generated for each deployment revealed a complex kelp forest soundscape that varied spatially and temporally, containing acoustic components of both biotic and anthropogenic origin. The 60–130 Hz band described the occurrence of short “drum beat” calls consisting of either a single beat or a few repeated beats. These calls became so frequent that they overlapped, creating a biological chorus in the spring and summer months that dominated the 60–130 Hz frequency range (red oval, Figure 2), and on days when this chorus occurred it persisted 6–12 h beginning in the afternoon hours and extending well into night. The time series of this frequency band from both sites exhibited broad dusk peaks (Figure 4) during the summer months. The dusk spectral peaks for this frequency band were absent from the late fall to early spring acoustic recordings. There were higher standardized spectral levels and increased chorus duration of the 60–130 Hz band at Site B, indicating that the chorusing fish are likely closer to the recorder at Site B (and thus possibly within the SLJSMR no-take area).
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FIGURE 4. Canonical time series of the four frequency bands of interest created from the LTSAs during different seasons (November 2016–August 2017). (A,C,E,G) represent Site A, and (B,D,F,H) represent Site B. Each frequency band of interest is represented within each panel by color (blue: 60–130 Hz chorus, green; 300–500 Hz chorus, orange: midshipmen band, and gray: snapping shrimp band). Gray arcs represent nighttime (sunset to sunrise). Radial scale is z-score standardized spectrum levels for each band.


The 300–500 Hz band measured occurrence of fish calls that exhibited pulsed calls with peak energy between 300 and 400 Hz, with less energy extending up to 500 Hz. Similar to the 60–130 Hz band, these calls formed a biological chorus that dominated the dusk soundscape in this frequency band (yellow circle, Figure 2). Though these choruses occurred almost every evening for up to 2 weeks during the late spring and summer, they were relatively short in duration, lasting only 2–3 h and peaking at sunset. Time series from both Site A and Site B exhibited quick-onset dusk peaks (Figure 4), and a short-lived energy increase was easily discernible in the LTSAs on nights when chorusing occurred (Figure 2). These dusk choruses were absent from acoustic recordings from the late fall to early spring, and when present in the late spring and summer they did not appear to vary with lunar phase.

In addition to the two putative fish choruses above, the long tonal bouts, likely calls produced by the Plainfin Midshipman (Ibara et al., 1983), occurred primarily from May through August and typically began around sunset, persisted throughout the night, and ended around sunrise (Figure 4). The time series of spectral levels from snapping shrimp snaps displayed strong crepuscular periodicity, rising steeply to a dusk peak, then decreasing slightly to a level above that of daytime, and often rising again to a smaller peak at dawn (Figure 4). The diel periodicity of snapping shrimp was consistent across months.

The singular value decomposition of the timeseries of these frequency bands revealed that the 300–500 Hz frequency band exhibited the highest coefficient of deviation (CD = 17.94), indicating a high degree of variability in the acoustic energy within this band. The 60–130 Hz frequency band and the frequency band likely associated with midshipman calling exhibited lower CDs (3.46 and 4.10, respectively), whereas the frequency band associated with snapping shrimp snaps exhibited much tighter grouping with less variability (CD = 1.85; Figure 5), which indicates a consistent pattern in the acoustic energy recorded within this band and is represented by a tighter cluster of points with less spread. K-means clustering did not reveal any groups within the data related to site or month, which is supported by the scatterplots of the first and second columns of the left singular matrix; there are no clear groupings related to season (indicated by color of the points on the plots).
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FIGURE 5. Ordination plot of the four frequency bands of interest based on singular value decomposition. X-axes are the first singular column of the left singular matrix, and y-axes are the second column of the left singular matrix. Colors denote seasons (fall: light blue, winter: dark blue, spring: light red, summer: dark red).




Vessel Noise Occurrence

Overall, 13,424 occurrences of vessel noise were counted over 465 days of hydrophone deployments; of those 6,007 vessel noise occurrences were at Site A, and 7,417 at Site B. The maximum count of vessel noise occurrences in 1 day was 138 at Site B on August 25th 2017, and the minimum count of a single vessel per day happened three times, all at Site B: June 12th 2017, October 29th 2017, and November 30th 2017. Only 3% (181 instances) of vessel noise occurred during night at Site A, and only 1.5% (114 instances) of vessel noise occurred at night at Site B. The generalized linear regression of daily vessel noise occurrence showed a significant interaction between site and month [F(9, 445) = 5.04, p < 0.001], as well as a significant effect of month [F(9, 445) = 15.89, p < 0.001]; however, site did not have a significant effect [F(1, 445) = 0.38, p = 0.54] (Table 1). Counts of vessel noise occurrence at both sites followed the same trend; counts were lower during fall and winter months, they gradually rose throughout the spring, and peaked during the summer months (Figure 6). Counts of vessel noise occurrence at Site B during August, September, and October were significantly higher than counts of vessel noise occurrence at Site A during those months (Figure 6).


TABLE 1. Analysis of deviance of the generalized linear regression model describing the relationship between month and site on vessel noise occurrence within acoustic recordings.
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FIGURE 6. Daily counts of vessel noise occurrence during each month predicted by the gamma regression model. Color denotes sites (Site A: red, Site B: blue). Points represent values (±SD shaded region) predicted by the regression model.


Though site did not significantly affect the daily counts of vessel noise occurrence, the duration of noise events (i.e., how long a single vessel noise occurrence could be heard within the recordings) was greater at Site A (8.11 ± 0.13 min; mean ± st. err) than at Site B (7.77 ± 0.19 min). This was particularly evident during August when the average vessel noise duration at Site A was 13.15 ± 0.28 min, whereas vessel noise duration at Site B was 8.15 ± 0.08 min.



DISCUSSION

This study represents the first multi-season study of kelp forest soundscape dynamics to our knowledge. The results showcase the complex and dynamic nature of kelp forest soundscapes. During the late spring and summer, choruses of two putative fish calls dominated the dusk soundscapes. One chorus, with much of its energy between 300 and 500 Hz, was short-lived each night, lasting only about 2 h around dusk. This chorus matches descriptions reported in Johnson (1948) that described a chorus of harsh “croaks” that built to peak just after sunset and lasted for 2–3 h just off the Scripps Institution of Oceanography pier and reported in Gottesman et al. (2020) from kelp soundscapes off the Channel Islands, CA. This chorus was likely produced by a croaker species found off the coasts of Southern California (Black Croaker, Sciaena saturna; Spotfin Croaker, Roncadro stearnsi; or, Yellowfin Croaker, Umbrina roncador). The lower frequency chorus, with most of its energy between 60 and 130 Hz, persisted much longer throughout days it was present, beginning in the afternoon and lasting well into night. Anecdotal evidence by divers in the kelp forest near our sites suggest that the Lingcod, Ophiodon elongatus, may produce these calls. These two choruses appear to be the same as Chorus I and Chorus IV reported by Pagniello et al. (2019) in the same area.

In addition to these two putative fish choruses, long bouts of calling likely produced by the Plainfin Midshipman were present in our recordings. The timing of these bouts was consistent with their mating season. During the late spring and summer, the times when we recorded their long nighttime calling bouts, male Plainfin Midshipmen prepare nests in burrows under rocks, where they shelter and produce long “hums” to attract females; once a mate is found, female Plainfin Midshipman attaches eggs inside the burrow and leaves the male to care for and guard the brood (Ibara et al., 1983).

Snapping shrimp in the family Alpheidae are common throughout the world’s tropical and temperate waters and are perhaps the most ubiquitous sources of underwater sound in shallow waters (Au and Banks, 1998; Radford et al., 2008; Bohnenstiehl et al., 2016). These shrimps possess enlarged chelae, which, when rapidly closed, create a cavitation bubble that produces a loud “pop” upon its collapse (Versluis et al., 2000). In our acoustic data, snapping shrimp sound displayed the stereotypic crepuscular periodicity, peaking at dawn and dusk, as seen in other regions worldwide (Lammers et al., 2008; Radford et al., 2008; Bohnenstiehl et al., 2016; Butler et al., 2016). However, unlike some previous studies (e.g., Bohnenstiehl et al., 2016), we did not observe much seasonal variation in acoustic energy in the snapping shrimp frequency band (i.e., 2.5–7.5 kHz). Previous studies on snapping shrimp snap rate (i.e., counts of snapping shrimp snap over a given time period) and acoustic energy from snapping shrimp have correlated those metrics with water temperature, length of day, and dissolved oxygen (Watanabe et al., 2002; Bohnenstiehl et al., 2016), so our results could indicate more constancy in the environmental conditions during our deployments. For example, divers who deployed the acoustic recorders at our sites reported water temperatures near the sea floor varied between 8 and 15°C, whereas Bohnenstiehl et al. (2016) reported water temperatures between 10 and 30°C that influenced snapping shrimp snap rate and sound pressure levels. Thus, the lower variability in water temperatures near the sea floor around our sites might reduce the variability in snapping shrimp sounds as well.

We also found extensive anthropogenic noise within our acoustic data. Noise from small vessels pervaded the soundscapes of both sites. The kelp forests off Southern California support thriving recreational and commercial fisheries (e.g., Spiny Lobster Panulirus interruptus fishing from late September to late March), and their proximity to a dense human population along the coast makes them vulnerable to anthropogenic stress (Foster and Schiel, 2010). The infusion of anthropogenic sounds within natural soundscapes could have deleterious consequences on the ecological community. For example, Nichols et al. (2015) found that Giant Kelpfish, Heterostichus rostratus, exhibited an acute stress to the playback of small vessel noise, and Bruintjes and Radford (2013) found that playback of small vessel noise altered the social behaviors of the cooperatively breeding Cichlid Neolamprologus pulcher. Furthermore, vessel noise has been found to alter orientation and settlement behaviors in coral reef fish larvae (Holles et al., 2013), as well as prevent coral planulae from selecting preferred settlement habitat (Lecchini et al., 2018). Though one of our sites was within a protected area, the occurrence of vessel noise was greater at this site during late summer months—likely due to its proximity to the inlet to Mission Bay, a busy harbor in San Diego County. Thus, the noise from small vessels still has the potential to affect the ecology of the kelp forest in subtle ways, even within protected areas.


Marine Soundscapes as a Monitoring Tool

Ecoacoustics, and its many subdisciplines like soundscape ecology, is a developing field of marine ecological research whose goal is to explore how underwater soundscapes vary over space and through time (Radford et al., 2008, 2010; Staaterman et al., 2014; Butler et al., 2016), how animals use underwater sounds for orientation and navigation (Stanley et al., 2012; Lillis et al., 2013; Chapuis et al., 2019), and how anthropogenic contributions to marine soundscapes alter the soundscapes themselves, as well as other ecological processes relying on soundscapes (Holles et al., 2013; Marley et al., 2017; Lecchini et al., 2018). Recently, “ocean sound” has been designated as an essential ocean variable by the Global Ocean Observing System committee (Tyack, 2017), and passive acoustic monitoring stations are collecting baseline measurements for and monitoring changes in marine soundscapes (e.g., Haver et al., 2018). Our study employed passive acoustic monitoring and multivariate data analysis techniques (namely, singular value decomposition) to explore the soundscape of the kelp forests off La Jolla, CA. These data and techniques can be used as baseline measures for these kelp habitats for comparison to future studies on how coastal ecosystems are changing.

As the need to protect marine resources and ecosystems increases with human exploitation and climate change, more governing entities such as local or state governments and fisheries management councils have begun implementing area closures and usage regulations to conserve species or habitats of concern. Recognizing the imperative to protect its economically and ecologically valuable marine resources, the state of California passed the Marine Life Protection Act in 1999 and established a network of marine protected areas (MPAs) in 2012, which protects roughly 1,920 km2 (16%) of California’s jurisdictional waters (Marine Protected Area Monitoring Action Plan, Oct. 2018). Long-term passive acoustic recorders used in this study helped us catalog the soundscapes within the South La Jolla State Marine Reserve (part of California’s MPA network), as well as the soundscape just outside the reserve. This reserve was established in 2012 to protect a portion of the most diverse habitat in the southern coastal region of California [California Dept. of Fish & Wildlife (CDFW 2016)], and these recordings can serve as reference indicators of biophony and vessel activity to which future acoustic efforts can be compared.

The two putative fish choruses that occurred in our recordings during the late spring and summer months are likely related to spawning. Future acoustic monitoring efforts can explore whether the protection provided by the marine reserve has led to increased chorusing (and, thus, possibly increased spawning), and also how these choruses respond to long-term environmental changes or physical processes (e.g., the timing of the choruses might move earlier in the year as coastal waters warm). The anecdotal evidence of possible species producing the 60–130 Hz chorus—Lingcod—was identified as species likely to benefit from the implementation of the marine reserve. Lingcod have traditionally supported recreational and for-hire commercial fisheries, however, fishery-dependent and fishery-independent data analysis indicated significant population declines (CDFW Status of the Fisheries Report 2008). These declines led to the enactment of new size and bag limits for Lingcod in 2019. In addition, though the Croaker species typically inhabit nearshore sandy bottom along the Southern California coast, evidence suggests that these species move to deeper water to form spawning aggregations in the summer months (Pondella et al., 2008; Williams et al., 2011).

Studies of the life histories of these fish have provided fisheries managers useful information for their future management, as well as suggested that marine protected areas might work well to bolster their stocks. Lingcod exhibit spawning behavior that lends itself to protection via spatial closures. Male lingcod defend territories in rocky reef areas, where a female will lay a nest of up to 500,000 eggs in rock crevices or under rocks (King and Withler, 2005). Females leave the spawning area, but males remain and actively defend their nests. Additionally, male Lingcod exhibit extreme nest site fidelity, reusing the exact same territory and nest site through multiple years. Therefore, if protecting Lingcod spawning locations is a management priority, then establishing an MPA in an area where spawning has previously occurred is crucial.

Though passive acoustic methods show promise as a non-invasive method to monitor ecosystem health (e.g., Parks et al., 2014; Mooney et al., 2020), they are not without limitations. Though sound has the potential to convey biologically relevant information long distances through seawater (Urick, 1983), only soniferous species will occur in the acoustic record. Furthermore, sounds for only a small portion of fish species that occur in the world’s oceans have been cataloged (Rountree et al., 2006). Studies that have cataloged fish sounds have generally recorded fish housed within tanks (e.g., Ibara et al., 1983; Hawkins and Amorim, 2000; Širović and Demer, 2009; Allen et al., 2020); however, linking recorded sounds with the behavioral context of the fish that produced them is difficult to do both in laboratory settings (due to behavioral changes of fishes within tanks) and in situ. Recent studies have begun pairing passive acoustic recording with time-lapse photography or videography (e.g., Pagniello et al., 2018; Mouy et al., 2020). Associating specific underwater sounds, the species that produces those sounds, and the behavioral context in which those sounds are made will create, in essence, a database to allow efficient determination of species that are present within recordings and their behavioral state (Hastings and Širović, 2015).

In addition to the limited number of marine sounds attributed to individual fish species, another challenge is application of long-term acoustic recordings to abundance or density estimation, rather than solely presence/absence. For example, most ecological studies that employ passive acoustic recorders use only a single element (i.e., a single hydrophone). Studies using multi-element arrays can leverage the physics of acoustic propagation to determine sound source locations (Spiesberger and Fristrup, 1990; Au and Hastings, 2008) and are becoming increasingly common in the ecological literature to locate soniferous fishes (e.g., Locascio and Mann, 2011; Putland et al., 2018; Wilson et al., 2019) and marine mammals (e.g., Adam et al., 2006, among many others). Information about location of sources of underwater sounds can be used to estimate species density (e.g., Marques et al., 2013) and spatial use patterns (e.g., Rowell et al., 2015). Employing multi-element arrays in future studies assessing the efficacy of marine reserves can help managers determine whether the reserve was placed in areas used by target species. For example, anecdotal evidence in this study suggests that Croaker and Lingcod may produce the two choruses described here. Lingcod, in particular, exhibit spawning spatial constraint (i.e., high interannual nest site fidelity; King and Withler, 2005). If choruses were produced by these species, acoustic data could inform on whether the marine reserve was placed in the appropriate area to protect sites used by these species.



Singular Value Decomposition and Its Use to Discriminate Acoustic Features of Interest

Monitoring biodiversity is essential to tracking the effects of human-exacerbated global climate change (Tittensor et al., 2014), and the use of passive acoustics as a cost-effective, non-invasive way to monitor biodiversity and ecosystem health is increasing in both the terrestrial and marine realms (e.g., the U.S. National Parks Service is actively monitoring and managing soundscapes in terrestrial and marine parks). Though cost-effective and generally easy-to-use, monitoring of soundscapes via passive acoustics yields large datasets that preclude manual analysis. To investigate ecological patterns emerging from environmental sounds and to create rapid assessments of biodiversity and ecosystem health, several ecoacoustics indices have been developed [e.g., Acoustic Complexity Index (ACI); Pieretti et al., 2011, Acoustic Richness (AR) and Acoustic Entropy Index (H); Sueur et al., 2008, among others]. However, care needs to be taken when applying these indices as monitoring tools, as their link to the actual biodiversity present in habitats can break down for various reasons (Fuller et al., 2015; Harris et al., 2016). For example, Gasc et al. (2013) and Fuller et al. (2015) found that the ACI is not sensitive to constant, sustained acoustic signals. Therefore, it would not serve well to detect the nocturnal humming of the Plainfin Midshipman within our recordings, and also was not well suited for the forests of New Caledonia and eastern Australia. Harris et al. (2016) formalized a set of four criteria that would make an acoustic index successful in marine environments and tested ACI, AR, and H against visual surveys of reef fish abundance in New Zealand, finding that ACI and H could be appropriate for use on temperate reefs to monitor fish diversity. However, Lyon et al. (2019) found that in tropical back-reef environments ACI did not correlate with habitat complexity or fish community structure.

In the present study, we did not implement ecoacoustic indices, but rather created LTSAs of the acoustic timeseries, and then decomposed these LTSAs via singular value decomposition (SVD). Sattar et al. (2016) had proposed the use of robust principle components analysis, which uses SVD, and multiresolution acoustic features (MRAF) to automatically classify fish sounds within large, marine acoustic datasets. In their study, Sattar et al. (2016) employed robust principle components analysis to decompose their multiresolution acoustic features dataset into lower-rank approximations of the data to aid in feature selection to train a multiclass support vector machine classifier based on manually annotated data. In our study, however, we used it as an approach to rapidly determine frequency bands of interest to track through time in an objective manner.

Though decomposition of our acoustic dataset identified frequencies of interest, k-means clustering of SVD components was unable to discriminate site and temporal patterns of these frequency bands (Figure 5). For example, the putative fish choruses in the 300-500 Hz frequency band exhibited higher acoustic energy at dusk during the spring and summer and lower energy during fall and winter (Figures 3C,D), yet these groupings did not separate via k-means clustering (top right panel, Figure 5). This could be an artifact of the root-mean-square averaging and z-score standardization of our acoustic energy time series; that is, the variability in the raw acoustic energy might have allowed the k-means clustering algorithm to identify distinct groupings of data, whereas the z-score standardization constrained this variability and possibly limited the effectiveness of the k-means clustering algorithm. Singular value decomposition underpins many multivariate analysis techniques and harnessing some of those techniques to extend the use of SVD and k-means clustering to the types of analyses presented in this study could aid the clustering techniques in discriminating distinct groupings. For example, future research could explore whether multivariate distance or dissimilarity transforms (e.g., Bray-Curtis; Ricotta and Podani, 2017) aid discriminating groups among times-of-day, seasons, and sites.

In addition, future studies of kelp forest soundscapes need to further explore the spatial variability of these soundscapes. The sites we selected for our study were relatively close together (only ∼2 km apart) and exhibited similar diel and seasonal variability. Our study employed single-hydrophone recorders, yet future studies could use arrays of two or more hydrophones to allow sound source localization (e.g., Locascio and Mann, 2011) and restrict the analysis of spatial differences in soundscapes to sounds that occur within a set distance from the hydrophones. This technique would allow researchers to explore small-scale spatial variability in underwater sounds, while also exploring where those sounds were produced and whether there is a relationship between sounds and occurrence of sound-producers and the habitat.

Still, this technique can aid biodiversity monitoring efforts to identify robust features of interest to monitor over time that relate to the biology of species targeted for conservation or the ecology of imperiled habitats. Though ecoacoustic indices such as ACI or AR can be rapidly applied to large acoustic datasets, care should be taken when applying ecoacoustic indices to large datasets from disparate and distinct marine environments. Many factors can influence ecoacoustic metrics (e.g, sound source levels, spatial and temporal scales), thus the end user must be aware of how these factors might affect the relationship between acoustic and biological diversity (Mooney et al., 2020). Augmenting ecoacoustic indices with objective acoustic features that show clear links to the unique ecology of habitats or areas of concern can help monitoring efforts and ultimately aid resource managers to more accurately assess the health of ecosystems and track their responses to disturbance as the world’s oceans continue to change.

Here, we explored how the soundscapes emanating from two sites off La Jolla, CA, vary spatially and temporally. We applied singular value decomposition and k-means clustering to identify acoustic bands of interest in the data. Two fish choruses dominated the dusk soundscape during the late spring and summer, and the din of snapping shrimp exhibited stereotypic crepuscular peaks. Vessel noise was also often heard in the kelp soundscapes, and our analysis indicated seasonal trends in vessel activity, peaking in summer months and declining to winter. These analyses revealed a complex and highly variable soundscape, comprised of biological and anthropogenic sounds, and provide valuable baseline for researchers and natural resource managers for future comparisons.
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Underwater sound is used by many marine larvae to orient to coastal habitats including backreef, sponge-dominated hardbottom habitat in the Florida Keys (FL, United States)—a particularly “noisy” coastal habitat. However, the distance over which acoustic cues are attractive to settlement-stage larvae is generally unknown. We examined this phenomenon in a region of the Florida Keys where mass sponge die-offs have diminished both underwater soundscapes and larval settlement. The absence of pronounced hardbottom-associated sound over such a large area allowed us to experimentally test in situ the response of fish and invertebrate larvae to broadcasted sounds at different distances from their source. We first measured the signal-to-noise ratio of healthy hardbottom habitat soundscapes broadcast from an underwater speaker at seven distances to determine the maximum range of the signal. Based on those results, larval collectors were then deployed at 10, 100, 500, and 1,000 m from speakers broadcasting sounds recorded at either degraded or healthy hardbottom sites for five consecutive nights during each of three new and full moon periods in summer/fall 2019. Larval settlement onto those collectors was affected by lunar phase and soundscape type, but varied among species. In most cases, the effect was small and not likely to be ecologically significant. The absence of a strong larval settlement response to a sound cue lies in contrast to results from other studies. We suspect that the small (<500 m) radius of the broadcasted soundscapes may have limited the magnitude of the larval response to locally available larvae whose abundance may have been low because the experiment was conducted within a large, relatively quiet seascape. If true, it is possible that planktonic larvae may require a series of acoustic “sign-posts,” perhaps in combination with other cues (e.g., chemical), to successfully orient to distant nursery habitats. Although habitat restoration efforts may be able to restore healthy soundscapes, the typically small size and number of restoration sites may limit the range of the acoustic cue and thus larval attraction to restored habitats.

Keywords: underwater sound, larvae, settlement, hardbottom, Florida Bay, marine soundscapes


INTRODUCTION

Soundscapes, the collection of sounds emanating from landscapes, convey important information about an environment and its biota. In the sea, different habitats have unique acoustic fingerprints (Butler et al., 2016) and within habitat types, soundscapes vary temporally (Radford et al., 2010) and spatially (Kennedy et al., 2010). Marine soundscapes are correlated with environmental (e.g., sea state, habitat depth) and biological parameters (e.g., coral cover, fish diversity and biomass; Piercy et al., 2014; Kaplan et al., 2017), and those acoustic signals are used by pelagic larvae to locate nursery habitats. Larvae that are attracted to soundscapes associated with settlement habitats include mobile species such as fish (Simpson et al., 2004; Parmentier et al., 2015) and decapod crustaceans (Stanley et al., 2012; Hinojosa et al., 2016), as well as sessile species like bivalves (Lillis et al., 2013, 2015) and corals (Lillis et al., 2016, 2018). Sound is different from other settlement cues (i.e., visual or olfactory cues) because it can carry information over long distances and is not affected by currents, turbidity, or light.

For sound to be a useful settlement cue, pelagic larvae must be able to detect it far from the source. Soundscapes of temperate rocky coastal reefs may be detected up to 10–25 km offshore by hydrophones (Cato and McCauley, 2002) and tropical coral reefs have been distinguished up to a few km (Piercy et al., 2014). As distance from the source increases, sounds are homogenized and the signal fades (Piercy et al., 2014). Given the limits of hearing capabilities of larvae, suitable habitats may only be detectable by larvae within a few hundreds of meters (Egner and Mann, 2005; Mann et al., 2007; Wright et al., 2010). Although many studies demonstrate the use of sound cues by fish and invertebrate larvae, the range at which they can detect and discriminate between cues is unclear.

Habitat degradation alters both the characteristics of the soundscape and the range of the signal. Soundscapes of degraded habitats (e.g., low coral cover, low fish diversity and biomass, loss of sponges) are often quieter and less complex than healthy habitats (Butler et al., 2016; Gordon et al., 2018). Lower soundscape amplitudes at the point of origin results in a smaller detection range (Piercy et al., 2014) and degraded soundscapes are less attractive to larval fish and invertebrates than soundscapes of healthy habitats (Butler, 2016; Gordon et al., 2018), likely hindering recovery of degraded areas.

Habitat restoration may restore marine soundscapes that act as settlement cues, but the detection range for cues from small restoration patches may be limited and preclude reestablishment of normal levels of larval settlement. In the Florida Keys, backreef hardbottom habitats are characterized by sponges, octocorals, and macroalgae. But cyanobacteria blooms have caused mass die-offs of sponges in a portion of Florida Bay leaving large swaths of barren habitat with few sponges and associated fauna (Butler et al., 1995; Herrnkind et al., 1997; Stevely et al., 2011). Previous studies have characterized backreef soundscapes and larval settlement in areas of healthy and degraded hardbottom habitat, as well as small patches of restored hardbottom habitats (Butler et al., 2016). Degraded hardbottom soundscapes are quieter and less complex than healthy hardbottom soundscapes and fewer larvae settle there. Although the soundscapes of restored patches of hardbottom are similar to those in healthy hardbottom, the abundance and diversity of larvae settling in restored patches is not the same as in healthy habitats (Butler, 2016). It is possible that the small size of the restoration patches may limit the transmission range of the restored soundscapes such that they do not propagate far enough to attract settling larvae.

In this study, we aimed to examine larval fish and invertebrate settlement at varying distances from broadcasted soundscapes from healthy hardbottom habitats. We hypothesized that healthy soundscapes would increase settlement over degraded soundscapes and settlement would decrease with distance from the sound source. To test this, we first determined the maximum range of detection of the auditory cue broadcast from an underwater speaker (i.e., where the signal to noise ratio was near zero). We then examined larval assemblages that settled on collectors placed at increasing distances from underwater speakers broadcasting healthy soundscapes at natural amplitudes, simulating a small, restored patch of habitat. Those results were compared to similar data wherein we broadcasted degraded soundscapes.



MATERIALS AND METHODS


Study Area

Our studies were carried out in Florida Bay and nearshore waters just north of the middle Florida Keys (United States) where there is a mixture of seagrass meadows, sandy-mud bottom, mangrove islands, and sponge-dominated karst hardbottom (Figure 1). These habitats vary considerably in their soundscape profiles. Healthy hardbottom produces soundscapes containing large numbers of snapping shrimp snaps (Butler et al., 2016). In contrast, degraded hardbottom sites are significantly quieter than healthy sites with fewer snapping shrimp snaps and soundscape spectra similar to seagrass beds (see Figure 2 in Butler et al., 2016). The present study takes advantage of the now quiet, barren hardbottom areas in a large region in the central Florida Keys affected by sponge die-offs, as a location in which we could broadcast experimental soundscapes with minimal interference from natural soundscapes.
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FIGURE 1. Map showing the six experimental soundscape broadcast locations including the approximate extent of hardbottom habitat degraded by cyanobacteria blooms and sponge die-offs. (map: d-maps.com).




Transmission Loss

Modeling sound propagation in shallow waters, such as Florida Bay, is difficult (Urick, 1983) and many of the necessary physical parameter estimates (e.g., bedrock depth and density) have not been made. Therefore, the easiest method to estimate transmission loss was with empirical measurements. In July 2018, we conducted a transmission loss experiment in degraded hardbottom to determine the approximate distance that an auditory cue from a playback device can be detected above the ambient sound. We defined this point as the distance from the source where the signal can no longer be distinguished from the background noise and the signal to noise ratio (SNR) is approximately 0 dB. SNR is the ratio of the intensity of the signal (IS) to the intensity of the background level (IN), expressed in dB, and calculated as

[image: image]

We deployed an underwater speaker (Lubell Labs 916H underwater loudspeaker; frequency response 200 Hz–20 kHz, 180 db re 1 μPa output @ 1 kHz), connected to a waterproof barrel containing a WAV player (R-07 solid-state WAV recorder; Roland Corporation, Japan; flat frequency response 20 Hz–40 kHz), an amplifier to drive the speaker (TOA CA-160 amplifier; flat frequency response 100 Hz–10 kHz), and a 12 V deep cycle battery to power the speaker and amplifier. Then, we broadcasted overlaid pure tones of known frequency (100, 500, 1,000, 1,500, and 2,000 Hz) and amplitude (115 dB re 1 μPa) in degraded hardbottom habitat. Pure tones were chosen to represent a range of frequencies observed in natural hardbottom soundscapes without the variation in amplitude and frequency inherent to recordings of natural habitats. The tones were recorded using Aquarian Audio H2a omnidirectional hydrophones (Aquarian Audio Products: sensitivity −180 dB re 1V/μPa [+/− 4 dB 20 Hz–4 kHz]; flat frequency response 10 Hz–100 kHz), attached to Roland Edirol R-05 or R-07 solid-state WAV recorders (Roland Corporation, Japan; 48 kHz; 16bit; flat frequency response 20 Hz–40 kHz) contained in waterproof housings at increasing distances (1, 10, 25, 50, 100, 200, and 500 m) from the speaker (Figure 2). Playback and recordings were conducted in two sets within 30 min of each other in late afternoon on July 20, 2018. Four hydrophones were deployed at 1, 10, 25, and 50 m from the speaker system and tones were played for 30 s. The hydrophones were then repositioned at 50, 100, 200, and 500 m and tone playback was repeated. We waited 15 min after the first playback to allow the soundscape to recover from any potential acoustic effect of playing the tones. SNRs were calculated from two 15 s clips from each recording (the 15 s immediately before tone playback, and 15 s during tone playback) at each distance. No filters were applied to the recordings so frequency bandwidth used in the SNR calculations was 0 Hz–24 kHz. The two recordings at 50 m indicated there was no change in SNR due to the delayed recording of the second set.
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FIGURE 2. Graphics and photos describing experimental set-ups and equipment. (A) Graphical depiction of the transmission loss experimental set up with hydrophones set up at 1, 10, 25, 50, 100, 200, and 500 m from the sound source. (B) Underwater photo of Aquarian Audio H2a omnidirectional hydrophones attached to Roland Edirol R-05 or R-07 solid-state WAV recorders contained in a waterproof housing (photo credit: Jack Butler). (C) Photo of the underwater speaker. (D) Photo of a larval collector made of frayed rope attached to a mesh back with 3/4 in PVC pipe top and bottom frame and tethered to a buoy and anchor made of cement blocks (photo credit: Jack Butler). (E) Graphical depiction of experimental set-up to test larval attraction to sound at different distances. Three artificial larval collectors (gray squares) were deployed at four distances (10, 100, 500, and 1,000 m) from an omnidirectional underwater speaker system (at center) broadcasting either healthy or degraded hardbottom soundscapes.




Larval Response to Soundscape and Distance

Soundscapes from healthy and degraded hardbottom habitats were broadcasted at degraded sites (i.e., sites devoid of sponges) within Florida Bay using the system described above to test the effects of soundscape type and distance from the source on larval settlement. Prior to the start of the experiment, soundscapes from several haphazardly selected healthy and degraded hardbottom sites were recorded at new and full moons using an omnidirectional hydrophone (described above). Recordings were only used for one trial to avoid pseudoreplication. Root mean square sound pressure level over a 15 s clip was calculated for each recording and used to calculate the required voltage output for the speaker system to broadcast the recordings at approximately the same amplitude at which they were originally recorded. Voltage output was matched by manipulating the volume of the WAV player containing the recording prior to deployment of the speaker. The sound pressure level of the recorded soundscapes used in the experiment ranged from 76 to 80 dB re 1 μPa at 1 kHz for healthy soundscapes and 65–68 dB re 1 μPa at 1 kHz for degraded soundscapes (Figure 3).
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FIGURE 3. Spectrograms (top panels) and power spectral densities (bottom panels) of healthy hardbottom soundscapes (left panels) and degraded hardbottom soundscapes (right panels) during new moon. Note the y-scale difference between lower left and lower right panels.


Three pairs of sites (wherein a pair of sites consists of one site where healthy hardbottom soundscapes were broadcast and one site where degraded hardbottom soundscapes were broadcast) were haphazardly chosen within the ∼500 km2 area of Florida Bay affected by the sponge die-offs (Figure 1). All sites were at least 3 km apart and thus represented separate sources of sound within a relatively quiet background environment. For each pair of sites, experiments were run twice: once during a full moon and once during a new moon to capture the differences in larval settlement that are common between the two moon phases. All larval collections were made between July and November 2019. Animals caught in the collectors were mostly recently metamorphosed post-settlement juveniles but are hereafter referred to as “larvae.”

At each site, three artificial collectors were placed in opposing directions at four distances from the speaker: ∼1 wavelength (10 m), mid-range (100 m), ∼0 dB SNR (500 m), and out of range (1,000 m, Figure 2E). Wavelength is proportional to frequency, therefore lower frequencies have longer wavelengths. The 10 m distance was chosen as the ∼1 wavelength distance because it was the approximate length of the lowest frequency the speaker could produce given the speaker’s frequency response. Mid-range and ∼0 dB SNR distances were selected based on the transmission loss experiment in hardbottom habitat. Collectors were made of frayed rope attached to a mesh back 50 cm × 100 cm in size with [image: image] in PVC pipe top and bottom frame, tethered to concrete blocks and suspended in the water column by a surface buoy to prevent colonization by mobile benthic organisms (Figure 2D). These collectors mimic the physical structure of hardbottom vegetation that many settling larvae use and have been successful in previous larval studies in the area (Butler, 2016). Collectors were placed in healthy hardbottom habitat for six weeks prior to the start of the experiment to develop a biofilm and were shaken prior to the start of each trial to remove any larvae that may have settled between trials so that only larvae settling during the trials would be collected.

Trials were run for five nights: two nights before a full or new moon to two nights after the moon phase of interest. During each trial, a speaker was deployed at each site and broadcasted either a healthy or a degraded hardbottom soundscape at approximately the same volume as the original recording. Speakers were deployed each evening of the trial and retrieved the following morning. Collectors were sampled the morning following the last night of the trial. Collectors were unclipped from the mooring and carefully moved into a mesh bag (1 mm2 mesh) before being brought aboard a vessel where they were shaken 10 times to dislodge the larvae into the bag. Larval fish were separated and immediately euthanized by overdose with tricain methanosulfonate (MS-222) following an IACUC approved protocol. Fish and invertebrate larvae were then preserved in 70% ethanol for quantification and identification to the lowest taxonomic level.

Larval community assemblage data were Hellinger transformed prior to analysis, visually represented with two-dimensional non-metric multidimensional scaling (nMDS) and compared using a non-parametric (permutational) multivariate analysis of variance (PERMANOVA). The Hellinger transformation was chosen because it does not give high weights to rare species, which occurred sporadically in this data set, and it makes the data more suitable for ordination techniques (Legendre and Gallagher, 2001). PERMANOVA uses traditional analysis of variance experimental design extended to a matrix of pairwise distances with P-values obtained by permutation (Anderson, 2001). Moon phase, distance, and soundscape were treated as fixed factors, and site was treated as a random factor. Analyses were run using the vegan package (v2.5-6; Oksanen et al., 2019) in R 3.6.3 (R Core Team, 2020).



RESULTS


Transmission Loss

The SNR decreased exponentially with distance underwater and at 500 m was nearly undetectable (∼3 dB, Figure 4). Because the recordings used in the larval settlement experiment (65–80 dB re 1 μPa) were quieter than the tones used in the transmission loss experiment (115 dB re 1μPa), a curve was fit to the transmission loss results (Figure 4) and we calculated the distance where the SNR was equal to 2.6 dB, near the limit of detection. The calculated distance for the broadcasted soundscapes with a SNR of 2.6 dB ranges from approximately 490–497 m for healthy soundscapes and 466–474 m for degraded soundscapes. Therefore, the distances used for collector placement were appropriate for the sound levels of the broadcasted hardbottom recordings.
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FIGURE 4. Signal to noise ratio (SNR) and regression line of pure tones broadcasted at maximum volume in degraded hardbottom calculated from hydrophone recordings taken at seven distances (1, 10, 25, 50, 100, 200, and 500 m) from the playback device. At 500 m from the playback device, the signal is nearly undetectable from the background noise (SNR = 2.6 dB).




Larval Response to Soundscape and Distance

Over the course of the experiment 8,551 individual recruits of 41 taxa were collected. Bivalves (50.9%, 4353 individuals, 5 species) and crustaceans (35.3%, 3017 individuals, 6 species) comprised the majority of the catch. Larval assemblages differed between moon phases (PERMANOVA: F1,141 = 6.377, R2 = 0.043, p = 0.001) and mean settlement per collector was 1.3 times higher during full moon than new moon (full moon = 68.4 ± 26.6 95% CI; new moon = 51.2 ± 13.7 95% CI). Larval assemblages also differed between healthy and degraded soundscapes (PERMANOVA: F1, 141 = 1.908, R2 = 0.013, p = 0.001) and 1.4 times as many larvae settled on collectors subject to healthy hardbottom soundscapes (70.5 ± 28.4 95% CI) compared to collectors exposed to degraded soundscapes (49.9 ± 7.6 95% CI).

Overall, distance from the speaker did not affect the settling larval assemblage (PERMANOVA, F2,141 = 0.985, R2 = 0.021, p = 0.085). There was no difference in the mean number of settlers between collectors at 10 and 100 m from the speaker systems (57.2 ± 13.7 95% CI and 57.8 ± 16.4 95% CI), but larval settlement on collectors deployed at 10 and 100 m was 1.3-fold higher than at 500 m (45.6.6 ± 12.4 95% CI). Even more larvae settled on collectors furthest from the sound source (1,000 m = 79.5 ± 55.5 95% CI) as compared to collectors placed at 10, 100, and 500 m. Given that the collectors at 1,000 m were deployed at more than twice the range of the speaker systems, the high mean settlement at this distance was not due to the effects of the broadcasted soundscapes. However, the effects of distance on mean larval settlement are small when separated by moon phase and soundscape (Figure 5).
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FIGURE 5. Mean number of individual larvae (A,B) and taxa (C,D) per collector for collectors deployed 10, 100, 500, and 1,000 m from broadcasted healthy (closed circle) and degraded (open circle) soundscapes during new (A,C) and full moon (B,D) phases. All error bars are 95% confidence intervals. Dashed lines indicate collectors that lie outside the detectable sound range (1,000 m).


Deeper inspection of the larval collector data revealed that two of the 35 collectors deployed at 1,000 m were outliers with extremely high settlement, as much as 7.6 times greater than the collector with the next highest number of individuals. Lima clams dominated the settlement on those collectors (4.2 and 1.8 times greater than the next highest collector count). Removing these two collectors removed differences in mean settlement between 500 and 1,000 m (500 m: 45.6 ± 12.4 95% CI, 1,000 m: 44.0 ± 8.9 95% CI) and effect sizes between the distances inside the range and both distances outside the range of the speaker were the same (1.3×). Removal of these outlier collectors altered the effect of the soundscape treatment on larval settlement: settlement was slightly higher on healthy soundscapes than degraded soundscapes (1.1×; 53.3 ± 13.7 95% CI and 49.9 ± 7.6 95% CI, respectively) and the effect of moon phase on mean settlement was minimal (1.2×; 46.7 ± 6.4 95% CI and 56.3 ± 11.2 95% CI).

The nMDS (Figure 6, stress: 0.153, r2 = 0.993) plot places each artificial collector on a two-dimensional ordination plane based on larval assemblage. Figures 6A–C illustrates the effects of moon phase, distance from the speaker system, soundscape, and collection period (one sequential new and full moon phase) on the larval assemblages settling on collectors. Although significant in the PERMANOVA model, the nMDS and the low PERMANOVA R2 values for moon phase and soundscape suggest that those factors account for a small portion of the total variance (Table 1). The nMDS also suggests that site or sampling period, which are correlated because sites were moved each month, accounts for some of the variance in larval assemblage.


[image: image]

FIGURE 6. Non-metric Multidimensional Scaling ordination of larval assemblage samples. Each point represents the larval assemblage found on an individual collector. (A) Collector points shaded by the moon phase during collection (open circle = full moon, closed circle = new moon). (B) Shapes indicate the distance of the collector from the playback device (circle = 10 m, triangle = 100 m, square = 500 m, and diamond = 1,000 m). (C) Collector points colored by collection period (black = July/August, dark gray = October, light gray = November) and shape indicates the broadcasted soundscape (circle = degraded hardbottom, triangle = healthy hardbottom). Each collection period includes one full and one new moon sampling session. (D) Plot of influential species vectors, lengths are scaled by their correlation so that strong predictors have longer arrows than weak predictors.



TABLE 1. PERMANVOA results testing the effects of moon phase, soundscape type, and distance from the underwater speaker on larval community assemblage.

[image: Table 1]Species richness was similar among treatments (Figure 5), but larval responses to moon phase, soundscape, and distance varied among taxa (Figure 7 and Supplementary Table 1). Overall, 29 taxa had low (<50 total individuals) settlement with no discernable relationship to moon phase, type of broadcasted sound, or distance from sound source (Supplementary Table 2). Only 12 taxa had settlement high enough to look for trends (>50 total individuals; Supplementary Table 1). Of these, two taxa displayed no settlement trends (Portunus sayi, Nudibranchs). The spiny lobster Panulirus argus had higher settlement during new moon than full moon (new moon: 0.8 ± 0.1 SE; full moon: 0.2 ± 0.1 SE) but had no settlement trends for soundscape or distance. Only nine taxa displayed trends for soundscape and distance, six of which also had moon phase trends. For most of these taxa, trends were small and unlikely to be ecologically significant, though a few displayed stronger trends. For example, within full moon samples Lima settlement was 1.9–2.7 times higher on collectors deployed at 10 m (37.9 ± 20.5 SE) and 100 m (26.4 ± 12.2 SE) from speakers broadcasting healthy soundscapes than on collectors outside the range, with the two outliers at 1,000 m removed [500 m: 14.4 ± 8.2 SE; 1,000 m: 13.9 ± 6.6 SE (Figure 7D)]. The blenny genus Paraclinus also had settlement 1.1–1.5 times higher within the range of the speakers broadcasting degraded soundscapes than outside the range during full moon (Figure 7F). The shrimp Palaemonetes, which dwells in quiet seagrass meadows, had opposing settlement patterns with higher settlement on degraded soundscape collectors during new moon and healthy soundscape collectors during full moon (Figures 7G,H).
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FIGURE 7. Mean individuals of selected taxa per collector during new and full moon phases on collectors exposed to broadcasted healthy (closed circle) and degraded (open circle) soundscapes at 10, 100, 500, and 1,000 m from the underwater speaker. All error bars are standard error. Selected species are shown: spiny lobster [Panulirus argus (A,B)], clam [Lima (C,D)] with two outliers at 1,000 m removed, blenny [Paraclinus (E,F)], shrimp [Palaemonetes (G,H)]. Dashed lines indicate collectors that lie outside the detectable sound range (1,000 m).




DISCUSSION

Underwater soundscapes are useful settlement cues for many larval fish and invertebrate species, but their usefulness depends on the range at which they can be detected (Radford et al., 2011). In this study, we examined sound propagation from an underwater speaker to determine the maximum potential range of detection by marine larvae that use sound to locate settlement habitat. We then compared the larval assemblages that settled on collectors placed both within and outside the detection radius of broadcasted soundscapes.

Results of the sound propagation experiment suggest that at natural amplitudes and calm surface conditions, healthy hardbottom soundscapes can be detected above natural soundscape conditions up to approximately 500 m from the source. However, under less ideal conditions (e.g., high winds, rainstorms) or where bottom type and depth are different, sound propagation is likely to differ. Collectors deployed at 1,000 m (more than double the ∼0 dB SNR range) were well outside the range of the speaker system, so settlement at those collectors was not affected by the soundscape treatment, as is probably the case for collectors at 500 m. The slightly higher number of larvae settling on collectors at 10 and 100 m from the broadcast source indicates a small effect of the broadcasted soundscape, although this effect is unlikely to be ecologically significant because differences in mean settlement and the composition of those larval assemblages were small (Figure 5 and Table 1).

The PERMANOVA indicated that larval assemblages differed between moon phases and mean settlement was greater during full moon overall, though this was likely driven by a few individual taxa, particularly the clam Lima. Marine organisms such as corals (Harrison et al., 1984; Brady et al., 2016) and fish (Farmer et al., 2017) use the lunar cycle to time the release of larvae, many of which settle around specific moon phases [fishes—bluehead wrasse (Victor, 1986); damselfish and surgeonfish (Sponaugle and Cowen, 1996), decapods—crabs (Cannicci et al., 2019), lobster (Acosta et al., 1997)].

The PERMANOVA results from our study indicated that there were community-level differences in larval assemblage between soundscapes. However, total larval settlement on collectors exposed to healthy soundscapes was only slightly higher than those exposed to degraded soundscapes and there was no effect of distance on larval settlement. Other studies have found soundscapes from nursery habitats are between 1.4 and 6.2 times more attractive to larvae than degraded soundscapes, non-settlement habitat soundscapes, or silent controls (Tolimieri et al., 2000; Leis et al., 2003; Simpson et al., 2004, 2008; Hinojosa et al., 2016). Healthy soundscapes can increase species-specific fish and invertebrate larval settlement by 1.4 to 4.8-fold (Simpson et al., 2005; Vermeij et al., 2010; Lillis et al., 2015, 2016, 2018; Gordon et al., 2018). But many studies on larval response to soundscapes are inherently biased because they were designed to test the response of larval taxa specifically chosen because they were suspected to respond to sound. That does not diminish the value of those studies, but they were not intended to randomly sample the planktonic meroplankton, as is the case for our study. Whether indicative of other habitats or not, we found that approximately 22% of the 41 taxa observed demonstrated a response to acoustic cues. For example, a fish (Paraclinus) and a gastropod (Turbo castanea) had higher settlement in response to broadcasted degraded soundscapes while two other gastropods (Bulla and Echinolittorina) and a bivalve (Lima) responded to healthy hardbottom soundscapes. However, responses were small for most of these taxa and given that approximately 78% of taxa collected had either no response to soundscapes or low abundance, sound may not be a particularly important settlement cue for most species in tropical hardbottom habitats.

Approximately 71% of the observed taxa had low settlement during the experiment (<50 individuals). Low settlement could indicate low larval supply, reflecting the degraded environment in which the experiment was conducted. If few larvae were present, their chances of encountering the small range of the broadcasted soundscapes was low and thus the effects of soundscape over distance were not likely to be detected. Low settlement could also reflect the type of larval collector we deployed. The collectors used in this experiment were designed to mimic benthic algae commonly used as settlement habitat by many organisms within hardbottom habitat, but taxa that prefer different settlement substrates may have avoided the collectors. Additionally, collectors were suspended vertically in the 2–4 m deep water column rather than directly on the bottom to prevent colonization by mobile benthic organisms. Also, highly mobile organisms such as fish, could have abandoned the collector prior to collection. Although the collectors appeared to be adequate for capturing some benthic fish species such as the blenny Paraclinus, other common backreef fishes were rarely caught (e.g., Haemulon, Opsanus) or not caught at all (e.g., Lutjanus, Calamus). Larval fish supply to the Florida Keys is lowest in late fall (D’Alessandro et al., 2007) which could also account for the low numbers of fish larvae that we observed in our summer-fall study period.

Larvae have available to them a variety of settlement cues and some species utilize multiple cues to locate nursery habitat (e.g., Eastern oyster, Crassotrea virginica; Turner et al., 1994; Lillis et al., 2013; blue crab, Callinectes sapidus; Tankersley et al., 1995; horseshoe crab, Limulus polyphemis; Medina and Tankersley, 2010). This experiment may thus have missed larvae that use sound in addition to other settlement cues such as olfaction.

Because the degraded soundscapes were broadcast at natural amplitudes there should be little difference in soundscape (Butler et al., 2016) or settlement between collectors inside and outside the range of the broadcast. Yet, a few genera were collected in greater numbers within the range of degraded soundscapes (e.g., Paraclinus, Turbo) than outside the range of the speaker system. This indicates that there is a difference between broadcasted degraded soundscapes and natural degraded soundscapes for at least some settlers. Although soundscapes were broadcasted at ecologically relevant, natural amplitudes there are artifacts of playback that alter the properties of the soundscapes. For example, the speaker frequency response drops off drastically below 200 Hz, so frequencies below 200 Hz in the hardbottom soundscape would not have been broadcast as loudly as they were recorded.

Taxa found in greater numbers within range of the degraded soundscapes may also prefer different nursery habitat types or were avoiding healthy hardbottom soundscapes. For example, Simpson et al. (2011) found that taxa with pelagic or nocturnally active lifestyles, avoided reef soundscapes. Healthy hardbottom soundscapes are naturally louder and more complex (Butler et al., 2016) and the soundscapes we broadcasted reflected that. Louder, more complex soundscapes could indicate a larger biological community and potentially more predators. Unfortunately, the preferred nursery habitats for most of the more than 40 taxa observed in this study are unknown.

A few taxa had contradictory settlement patterns. For example, the shrimp genus Palaemonetes, had high settlement during new moon on degraded soundscape collectors and on healthy soundscape collectors during full moon (Figures 7G,H). We were unable to identify this genus to species and it is possible that more than one species was collected, each with contrasting settlement patterns. This highlights the need to look more deeply at the settlement preferences of Palaemonetes and other taxa with inconsistent settlement patterns.

Much of the variation in larval settlement, such as the high settlement of Lima at two 1,000 m collectors, may be due to random factors such as local currents, habitat structure, or time period. Though not designed as a factor of interest in the experiment, site and collection date were random factors that were correlated (one pair of sites were used for a consecutive full and new moon period, or one “collection period”) and could have affected larval settlement. As site and date were intrinsically linked in this experiment, it was not possible to explore the individual contributions of these factors, but both are likely to contribute to the observed variation in larval settlement and community assemblage since larval settlement varies temporally (e.g., on diel, lunar, and seasonal cycles) and spatially (O’Beirn et al., 1996; Acosta et al., 1997, Martínez and Navarrete, 2002; D’Alessandro et al., 2007) for many species.

Given the small range of the broadcasted soundscapes that we measured, the soundscapes of small patches of healthy hardbottom habitat likely have a very limited range. This restricted range of sound propagation has implications for restoration efforts. Previous work in Florida Bay found greater larval settlement within healthy habitats than in degraded habitat (Butler, 2016). But within small (25 m × 25 m) hardbottom patches, where the sponge community and soundscape had been restored, larval settlement did not match natural healthy hardbottom levels (Butler, 2016). Though the soundscape had been restored within these small patches, they were essentially a point source and therefore had a much smaller range of detection than the large area of healthy habitat (Radford et al., 2011; Piercy et al., 2014). More larvae were potentially able to detect the sounds of natural healthy habitat at greater distances and could explain why Butler (2016) did not see comparable settlement in restored patches and healthy hardbottom areas. Our results indicate that the range for a small point source of healthy hardbottom soundscape is a few hundred meters but the effective detection range for larvae is likely much smaller.

While it is possible to restore soundscapes to natural levels, the small patch size of many restored sites may limit the range of the acoustic settlement cue, negating its effectiveness as a settlement cue for larvae and hindering ecological recovery. Future work should examine what acoustic range or level of acoustic connectivity between patches is necessary to restore the settling larval assemblage. A larger patch will have a larger detection range but several small patches within range of each other may extend that detection range with fewer resources. Patches close to large areas of healthy hardbottom may benefit from spill-over, being near a potential source of larvae or colonizing animals but the greater detection range may draw more larvae to the natural healthy habitat at the expense of the restored patch. Restoration patch size, patch connectivity, and patch location are well studied concepts in other ecosystems (Schultz and Crone, 2005; Fink et al., 2009; Morrison et al., 2010; Gittman et al., 2018) but have not yet been explored in hardbottom habitats.

The results from this study adds to the growing body of literature investigating soundscapes as settlement cues for marine larvae. Our results suggest that sound alone may not be an important settlement cue for many larvae in hardbottom habitats and that sound emanating from a point source at natural levels has a relatively small range of attraction and may not have the necessary range to draw in larvae over long distances. Single, small point sources, such as small restoration patches, may not be effective at restoring settlement to the same level as large areas of healthy habitat. However, sound is just one cue that larvae use to locate and choose settlement habitat and should be considered in conjunction with other settlement cues.



DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.



ETHICS STATEMENT

The animal study was reviewed and approved by Old Dominion University Institutional Animal Care and Use Committee.



AUTHOR CONTRIBUTIONS

EA and MB funded the research. EA performed the research and analyses with guidance from MB and JB and wrote the initial manuscript with revisions made by MB and JB. All authors designed the study.



FUNDING

This research was funded by The Explorer’s Club Mamont Scholars Grant, Women Divers Hall of Fame Marine Conservation Scholarship, Sigma Xi Grants in aid of Research, the Lerner-Gray Marine Research Grant and EPA South Florida Initiative (Grant # X700D41015).



ACKNOWLEDGMENTS

We are grateful to the many people who provided logistical support for this project, including N. Evans, M. Williams, S. Hagedorn, and other members of M. Butler’s Marine Ecology Lab and Fall 2019 Marine Ecology class at Old Dominion University. We thank T. Birge for comments on the initial manuscript. Permission to conduct research in Florida Bay and the Florida Keys was granted by the Everglades National Park (Permit #: EVER-2019-SCI-0041) and the Florida Keys National Marine Sanctuary (Permit #: FKNMS-2017-062). This is contribution #272 from the Coastlines and Oceans Division of the Institute of Environment at Florida International University.



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fmars.2021.663887/full#supplementary-material



REFERENCES

Acosta, C. A., Matthews, T. R., and Butler, M. J. IV (1997). Temporal patterns and transport processes in recruitment of spiny lobster (Panulirus argus) postlarvae to south Florida. Mar. Biol. 129, 79–85. doi: 10.1007/s002270050148

Anderson, M. J. (2001). A new method for non-parametric multivariate analysis of variance. Austral Ecol. 26, 32–46. doi: 10.1111/j.1442-9993.2001.01070.pp.x

Brady, A. K., Willis, B. L., Harder, L. D., and Vize, P. D. (2016). Lunar phase modulates circadian gene expression cycles in the broadcast spawning coral Acropora millepora. Biol. Bull. 230, 130–142. doi: 10.1086/BBLv230n2p130

Butler, J. R. (2016). Characterization of Soundscapes in Shallow Water Habitats of the Florida Keys (USA) and Their Influence on the Settlement of Larval Fish and Invertebrates. Ph.D. thesis. Norfolk, VA: Old Dominion University.

Butler, J., Stanley, J. A., and Butler, M. J. (2016). Underwater soundscapes in near-shore tropical habitats and the effects of environmental degradation and habitat restoration. J. Exp. Mar. Biol. Ecol. 479, 89–96. doi: 10.1016/j.jembe.2016.03.006

Butler, M., Hunt, J., Herrnkind, W., Childress, M., Bertelsen, R., Sharp, W., et al. (1995). Cascading disturbances in Florida Bay, USA: cyanobacteria blooms, sponge mortality, and implications for juvenile spiny lobsters Panulirus argus. Mar. Ecol. Prog. Ser. 129, 119–125. doi: 10.3354/meps129119

Cannicci, S., Mostert, B., Fratini, S., McQuaid, C., and Porri, F. (2019). Recruitment limitation and competent settlement of sesarmid crab larvae within East African mangrove forests. Mar. Ecol. Prog. Ser. 626, 123–133. doi: 10.3354/meps13062

Cato, D. H., and McCauley, R. D. (2002). Australian research in ambient sea noise. Acoust. Aust. 30, 13–20.

D’Alessandro, E., Sponaugle, S., and Lee, T. (2007). Patterns and processes of larval fish supply to the coral reefs of the upper Florida Keys. Mar. Ecol. Prog. Ser. 331, 85–100. doi: 10.3354/meps331085

Egner, S., and Mann, D. (2005). Auditory sensitivity of sergeant major damselfish Abudefduf saxatilis from post-settlement juvenile to adult. Mar. Ecol. Prog. Ser. 285, 213–222. doi: 10.3354/meps285213

Farmer, N. A., Heyman, W. D., Karnauskas, M., Kobara, S., Smart, T. I., Ballenger, J. C., et al. (2017). Timing and locations of reef fish spawning off the southeastern United States. PLoS One 12:e0172968. doi: 10.1371/journal.pone.0172968

Fink, R. D., Lindell, C. A., Morrison, E. B., Zahawi, R. A., and Holl, K. D. (2009). Patch size and tree species influence the number and duration of bird visits in forest restoration plots in southern Costa Rica. Restor. Ecol. 17, 479–486. doi: 10.1111/j.1526-100X.2008.00383.x

Gittman, R. K., Fodrie, F. J., Baillie, C. J., Brodeur, M. C., Currin, C. A., Keller, D. A., et al. (2018). Living on the edge: increasing patch size enhances the resilience and community development of a restored salt marsh. Estuaries Coasts 41, 884–895. doi: 10.1007/s12237-017-0302-6

Gordon, T. A., Harding, H. R., Wong, K. E., Merchant, N. D., Meekan, M. G., McCormick, M. I., et al. (2018). Habitat degradation negatively affects auditory settlement behavior of coral reef fishes. Proc. Natl. Acad. Sci. U.S.A. 115, 5193–5198. doi: 10.1073/pnas.1719291115

Harrison, P. L., Babcock, R. C., Oliver, J. K., Bull, G. D., Wallace, C. C., and Willis, B. L. (1984). Mass spawning in the Tropical Reef corals. Science 223, 1186–1189. doi: 10.1126/science.223.4641.1186

Herrnkind, W. F., Iv, M. J. B., Hunt, J. H., and Childress, M. (1997). Role of physical refugia: implications from a mass sponge die-off in a lobster nursery in Florida. Mar. Freshw. Res. 48, 759–770. doi: 10.1071/mf97193

Hinojosa, I. A., Green, B. S., Gardner, C., Hesse, J., Stanley, J. A., and Jeffs, A. G. (2016). Reef sound as an orientation cue for shoreward migration by pueruli of the rock lobster. Jasus edwardsii. PLoS One 11:e0157862. doi: 10.1371/journal.pone.0157862

Kaplan, M. B., Lammers, M. O., Zang, E., and Aran Mooney, T. (2017). Acoustic and biological trends on coral reefs off Maui, Hawaii. Coral Reefs 37, 121–133. doi: 10.1007/s00338-017-1638-x

Kennedy, E. V., Holderied, M. W., Mair, J. M., Guzman, H. M., and Simpson, S. D. (2010). Spatial patterns in reef-generated noise relate to habitats and communities: evidence from a Panamanian case study. J. Exp. Mar. Biol. Ecol. 395, 85–92. doi: 10.1016/j.jembe.2010.08.017

Legendre, P., and Gallagher, E. D. (2001). Ecologically meaningful transformations for ordination of species data. Oecologia 129, 271–280. doi: 10.1007/s004420100716

Leis, J. M., Carson-Ewart, B. M., Hay, A. C., and Cato, D. H. (2003). Coral-reef sounds enable nocturnal navigation by some reef-fish larvae in some places and at some times. J. Fish Biol. 63, 724–737. doi: 10.1046/j.1095-8649.2003.00182.x

Lillis, A., Apprill, A., Suca, J. J., Becker, C., Llopiz, J. K., and Mooney, T. A. (2018). Soundscapes influence the settlement of the common Caribbean coral Porites astreoides irrespective of light conditions. R. Soc. Open Sci. 5:181358. doi: 10.1098/rsos.181358

Lillis, A., Bohnenstiehl, D. R., and Eggleston, D. B. (2015). Soundscape manipulation enhances larval recruitment of a reef-building mollusk. PeerJ 3:e999. doi: 10.7717/peerj.999

Lillis, A., Bohnenstiehl, D., Peters, J. W., and Eggleston, D. (2016). Variation in habitat soundscape characteristics influences settlement of a reef-building coral. PeerJ 4:e2557. doi: 10.7717/peerj.2557

Lillis, A., Eggleston, D. B., and Bohnenstiehl, D. R. (2013). Oyster larvae settle in response to habitat-associated underwater sounds. PLoS One 8:e79337. doi: 10.1371/journal.pone.0079337

Mann, D. A., Casper, B. M., Boyle, K. S., and Tricas, T. C. (2007). On the attraction of larval fishes to reef sounds. Mar. Ecol. Prog. Ser. 338, 307–310. doi: 10.3354/meps338307

Martínez, P., and Navarrete, S. A. (2002). Temporal and spatial variation in settlement of the gastropod Concholepas concholepas in natural and artificial substrata. J. Mar. Biol. Assoc. U. K. 82, 257–264. doi: 10.1017/s002531540200543x

Medina, J. M., and Tankersley, R. A. (2010). Orientation of larval and juvenile horseshoe crabs Limulus polyphemus to visual cues: effects of chemical odors. Curr. Zool. 56, 618–633. doi: 10.1093/czoolo/56.5.618

Morrison, E. B., Lindell, C. A., Holl, K. D., and Zahawi, R. A. (2010). Patch size effects on avian foraging behaviour: implications for tropical forest restoration design. J. Appl. Ecol. 47, 130–138. doi: 10.1111/j.1365-2664.2009.01743.x

O’Beirn, F. X., Heffernan, P. B., and Walker, R. L. (1996). Recruitment of the Eastern oyster in coastal Georgia: patterns and recommendations. North Am. J. Fish. Manag. 16, 413–426. doi: 10.1577/1548-86751996016<0413:ROTEOI<2.3.CO;2

Oksanen, J., Blanchet, F. G., Friendly, M., Kindt, R., Legendre, P., McGlinn, D., et al. (2019). vegan: Community Ecology Package. R package version 2.5–6. Available online at: https://CRAN.R-project.org/package=vegan

Parmentier, E., Berten, L., Rigo, P., Aubrun, F., Nedelec, S. L., Simpson, S. D., et al. (2015). The influence of various reef sounds on coral-fish larvae behaviour: reef-sound influence on fish larvae behaviour. J. Fish Biol. 86, 1507–1518. doi: 10.1111/jfb.12651

Piercy, J., Codling, E., Hill, A., Smith, D., and Simpson, S. (2014). Habitat quality affects sound production and likely distance of detection on coral reefs. Mar. Ecol. Prog. Ser. 516, 35–47. doi: 10.3354/meps10986

R Core Team. (2020). R: A Language and Environment for Statistical Computing, Vienna, Austria. Available online at: https://www.R-project.org/.

Radford, C. A., Stanley, J. A., Tindle, C. T., Montgomery, J. C., and Jeffs, A. G. (2010). Localised coastal habitats have distinct underwater sound signatures. Mar. Ecol. Prog. Ser. 401, 21–29. doi: 10.3354/meps08451

Radford, C., Tindle, C., Montgomery, J., and Jeffs, A. (2011). Modelling a reef as an extended sound source increases the predicted range at which reef noise may be heard by fish larvae. Mar. Ecol. Prog. Ser. 438, 167–174. doi: 10.3354/meps09312

Schultz, C. B., and Crone, E. E. (2005). Patch size and connectivity thresholds for butterfly habitat restoration. Conserv. Biol. 19, 887–896. doi: 10.1111/j.1523-1739.2005.00462.x

Simpson, S. D., Meekan, M. G., Jeffs, A., Montgomery, J. C., and McCauley, R. D. (2008). Settlement-stage coral reef fish prefer the higher-frequency invertebrate-generated audible component of reef noise. Anim. Behav. 75, 1861–1868. doi: 10.1016/j.anbehav.2007.11.004

Simpson, S. D., Meekan, M. G., McCauley, R. D., and Jeffs, A. (2004). Attraction of settlement-stage coral reef fishes to reef noise. Mar. Ecol. Prog. Ser. 276, 263–268. doi: 10.3354/meps276263

Simpson, S. D., Meekan, M. G., Montgomery, J., McCauley, R., and Jeffs, A. (2005). Homeward sound. Science 308:221. doi: 10.1126/science.1107406

Simpson, S. D., Radford, A. N., Tickle, E. J., Meekan, M. G., and Jeffs, A. G. (2011). Adaptive avoidance of reef noise. PLoS One 6:e16625. doi: 10.1371/journal.pone.0016625

Sponaugle, S., and Cowen, R. (1996). Larval supply and patterns of recruitment for two Caribbean reef fishes Stegastes partitrus. Mar. Freshw. Res. 47, 433–447. doi: 10.1071/MF9960433

Stanley, J. A., Radford, C. A., and Jeffs, A. G. (2012). “Effects of Underwater Noise on Larval settlement,” in The Effects of Noise on Aquatic Life Advances in Experimental Medicine and Biology, eds A. N. Popper and A. D. Hawkins (New York, NY: Springer), 371–374. doi: 10.1007/978-1-4419-7311-5_84

Stevely, J. M., Sweat, D. E., Bert, T. M., Sim-Smith, C., and Kelly, M. (2011). Sponge mortality at Marathon and long key, Florida: patterns of species response and population recovery. Proc. 63rd Gulf Caribb. Fish. Inst. 63, 384–400.

Tankersley, R. A., McKelvey, L. M., and Forward, R. B. (1995). Responses of estuarine crab megalopae to pressure, salinity and light: implications for flood-tide transport. Mar. Biol. 122, 391–400. doi: 10.1007/BF00350871

Tolimieri, N., Jeffs, A., and Montgomery, J. C. (2000). Ambient sound as a cue for navigation by the pelagic larvae of reef fishes. Mar. Ecol. Prog. Ser. 207, 219–224. doi: 10.3354/meps207219

Turner, E. J., Zimmer−Faust, R. K., Palmer, M. A., Luckenbach, M., and Pentchef, N. D. (1994). Settlement of oyster (Crassostrea virginica) larvae: effects of water flow and a water-soluble chemical cue. Limnol. Oceanogr. 39, 1579–1593. doi: 10.4319/lo.1994.39.7.1579

Urick, R. J. (1983). Principles of Underwater Sound. New York, NY: McGraw-Hill.

Vermeij, M. J. A., Marhaver, K. L., Huijbers, C. M., Nagelkerken, I., and Simpson, S. D. (2010). Coral larvae move toward reef sounds. PLoS One 5:e10660. doi: 10.1371/journal.pone.0010660

Victor, B. C. (1986). Larval settlement and juvenile mortality in a recruitment-limited coral reef fish population. Ecol. Monogr. 56, 145–160. doi: 10.2307/1942506

Wright, K. J., Higgs, D. M., Cato, D. H., and Leis, J. M. (2010). Auditory sensitivity in settlement-stage larvae of coral reef fishes. Coral Reefs 29, 235–243. doi: 10.1007/s00338-009-0572-y


Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Anderson, Butler and Butler. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.











	 
	ORIGINAL RESEARCH
published: 15 June 2021
doi: 10.3389/fmars.2021.671965





[image: image]

A Fish Chorus on the Margin of New Jersey Atlantic Continental Shelf

Qianchu Zhang† and Boris Katsnelson*†

Department of Marine Geosciences, University of Haifa, Haifa, Israel

Edited by:
DelWayne Roger Bohnenstiehl, North Carolina State University, United States

Reviewed by:
Aaron N. Rice, Cornell University, United States
Thomas Marcellin Grothues, Rutgers, The State University of New Jersey, United States

*Correspondence: Boris Katsnelson, bkatsnels@univ.haifa.ac.il

†These authors have contributed equally to this work

Specialty section: This article was submitted to Ocean Observation, a section of the journal Frontiers in Marine Science

Received: 24 February 2021
Accepted: 11 May 2021
Published: 15 June 2021

Citation: Zhang Q and Katsnelson B (2021) A Fish Chorus on the Margin of New Jersey Atlantic Continental Shelf. Front. Mar. Sci. 8:671965. doi: 10.3389/fmars.2021.671965

We report herein an underwater biological chorus coming from the margin of the New Jersey Atlantic continental shelf that we tentatively attribute to a species of fish. The chorus occurred every night for over a month during the Shallow Water 2006 experiment and covers the frequency band 150–4,800 Hz, with maximum intensity in the band from 1450 to 2,000 Hz. Remarkable intensity peaks occurred at 500, 725, 960, 1,215, 1,465, 1,700, and 1,920 Hz, rising to as much as 20 dB above the background noise without the chorus. The chorus begins at sunset and reaches its maximum intensity within an hour, following which it weakens slightly and then gradually climbs again to a peak before sunrise, at which point it quickly weakens and disappears. Its frequency-domain characteristics and the nocturnal timing are reminiscent of sound produced by underwater animals. The intensity of the chorus weakens along the across-shelf path going shoreward, which indicates that the chorus originates from the margin of the continental shelf rather than from the coastal zone, as is generally considered. The chorus contains a single type of acoustic signal that takes the form of double-pulse bursts that last about 8.7 ms, with each pulse containing several acoustic cycles. The time interval between successive bursts varies from 1.5 to 1.9 s. Signals containing a number of bursts vary in length from tens to hundreds of seconds. Although it is impossible to determine the fish species responsible for the chorus, its characteristics, including its low frequency and intensity, its single type of short-duration sound signal, and its multiple peaks in the frequency domain, are all consistent with the general characteristics of fish sounds.
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INTRODUCTION

Ocean noise is the background sound field in the ocean, which is continuous and ubiquitous, and diverse sources of noise exist, including man-made and natural sources. Underwater biological sounds are important instantaneous noise, especially in biological gathering areas, such as coral reefs, where biological sounds form an important part of the local soundscape. Numerous marine animals can produce sounds, including marine mammals, invertebrates, and fish (Coquereau et al., 2016; Gervaise et al., 2019). Bio-noise varies widely in the time and frequency domains, and temporal and spatial distributions (Etter, 2018). A “chorus” is defined as three or more animals making calls that overlap or are produced in rapid succession (Cato, 1978; Greenfield and Shaw, 1983; D’Spain and Batchelor, 2006; McCauley and Cato, 2016; Rice et al., 2017). For example, fish could vocalize together, forming a chorus. The individual voices can superimpose upon each other, significantly increasing the acoustic intensity over a relatively wide frequency band for a few hours (Erbe et al., 2015). Fish choruses could be the dominant component of the local ocean noise.

Reports of marine animals creating sounds appeared historically in the scientific literature, but vigorous research on underwater biological noise began in World War II (D’Spain and Batchelor, 2006; Kasumyan, 2008; Lindseth and Lobel, 2018). The symposium on marine bioacoustics in 1963 further promoted research into biological noise (Tavolga, 1964; Kasumyan, 2008). However, current reports on biological sounds (invertebrates and fish sounds, except for marine mammals (Erbe et al., 2017), mainly involved shallow waters such as coral reefs and coastal waters or shallow continental shelves (Freeman et al., 2014; McCauley and Cato, 2016; Sánchez-Gendriz and Padovese, 2017b; Archer et al., 2018). After an anatomical survey in the 1950s, the importance of sound communication in the ecology of deep-sea fish became substantially clearer (Marshall, 1954, 1967). Based on this research, it was further hypothesized that sound production was common in bottom fish on the continental slope (Marshall, 1954, 1967; Wall et al., 2014). Since then, reports had appeared of sound produced by deep-sea fish in various non-coastal waters. Fish at the continental margin and in the deep sea can also produce sound, but such choruses, which significantly impacted the ocean soundscape, were rarely reported in the literature. McCauley and Cato (2016) believed that this was likely due to the lack of sampling or the inability to determine the source of the sound, not because of the lack of choruses (Mann and Jarvis, 2004; McCauley and Cato, 2016).

Deep-sea fish sounds have frequently been recorded in various ocean zones. Mann and Jarvis (2004) localized a biological sound to a depth of 548–696 m in the Tongue of the Ocean off Andros Island, Bahamas, where depth was 1,620 m. Given that the sound was pulsed and of relatively low frequency, they tentatively attributed it to deep-sea fish. Rountree et al. (2012) used a deep-water autonomous underwater listening system to make a 24-h recording on the seafloor at 682 m depth in Welkers Canyon located south of Georges Bank. They recorded numerous biological sounds: in addition to several sounds produced by certain cetaceans and dolphins, they recorded at least 12 unique unidentified sounds that were believed to be produced by fish or cetaceans. Carrico et al. (2019, 2020) recorded biological sounds using Ecological Acoustic Recorders bottom-moored 5–10 m from the Condor seamount at an approximate depth of 190 m and on the seafloor at a depth of 36 m in Princess Alice Bank. Although the Azores hosted a wealth of fish species, only 20 species from 14 families had been reported, and at least 79 species from 24 families were potential sound producers. In the Canadian waters of the Northeast Pacific, sounds from deep-sea fish were recorded by the North East Pacific Time-Series Undersea Networked Experiment (NEPTUNE), which was part of the Ocean Networks Canada Observatory. The system was located on the seafloor about 1 km off the west coast of Vancouver Island at a depth of almost 1000 m. The system also had three NEPTUNE-Canada cameras (Širović et al., 2012; Doya et al., 2014; Wall et al., 2014). In addition to baleen whales and odontocetes, numerous broadband pulsed signals were recorded, which may be produced by fish. In addition to the sounds known to be produced by sablefish (Anoplopoma fimbria), many unknown sounds were recorded. Wall et al. (2014) presented 32 possible sources for these sounds, not all of which were attributed to fish. Doya et al. (2014) argued that the biological sounds in this area did not follow day-night or tidal-based rhythms.

Only a few fish choruses from continental margins and deep sea have been detected. Non-coastal biological noise has also been reported from the Pacific Ocean off California. These seas also hosted fish choruses in addition to the sounds produced by individual fish. McDonald et al. (2006) undertook long-term continuous observations in the waters west of San Nicolas Island, California, at a depth of 1,090 m. The experiment was done at the same location as in the 1960s, which allowed a comparison of the deep-sea ambient noise. The 1960s experiment recorded a diel pattern of 10–20 dB variation in the frequency band 80–300 Hz, but McDonald et al. (2006) did not observe a diel pattern. At 315 Hz, the sound pressure spectrum from 2003 to 2004 was greater than that from 1964 to 1965, even when the noise was stronger at night. The strong noise background may have masked the diel pattern or altered the fish sounds related to reproductive and predatory behavior, thereby deteriorating the undersea environment, reducing the abundance of the fish, and leading to the disappearance of the diel pattern. Although no diel pattern had been detected in fish choruses, occasional “fish bumps” or brief impulsive sounds of unknown origin had been detected. At a depth of 175 m, 35 km southeast of San Clemente Island, a biological chorus was detected by D’Spain and Batchelor (2006), who deployed a large-vertical-aperture, 131-hydrophone, two-dimensional billboard array. The chorus energy spectrum has two broad spectral peaks centered around 1.5 and 5 kHz. The biological chorus appeared at sunset and disappeared at sunrise. No individual biological sound was detected. D’Spain and Batchelor attributed this not to a local voice but to the 43-Fathom Spot 2 km away, a popular Southern California fishing spot whose depth can exceed 75 m. Therefore, the origin of the sound remains unknown; it could be marine mammals, fish, invertebrates, or a combination thereof. Širović et al. (2009) recorded sounds with Passive-acoustic recordings at 14 locations in the Gulf of Southern California to study the sound of rockfish. The sea depth ranged from 44 to 160 m, including the 43-Fathom Spot where the duration of experiment was longest. The fish sounds at the 43-Fathom Spot were in the low frequencies (less than 900 Hz) and consisted mostly of individual sounds (i.e., no choruses), which meant that the chorus reported by D’Spain and Batchelor (2006) may not have come from the 43-Fathom Spot. Reshef et al. (2018) conducted 12 years of passive observations at 18 locations in the Gulf of Southern California and detected two important choruses in the frequency bands 100–200 and 400–800 Hz. The signals were lower in intensity at the offshore sites than at the inshore sites, which suggested that the chorus propagated from the inshore sites to the offshore sites or that the offshore sites contained fewer fish. Pagniello et al. (2019) used a Wave Glider surface vehicle to detect five types of fish choruses along the California coast and stated that the second type of chorus was the same as the 400–800 Hz chorus reported by Reshef et al. (2018). In the deep-sea waters off of Australia, several fish choruses were also detected. Cato (1978) detected biological choruses at different locations in the tropical waters near Australia at depths of 35, 640, and 1,000 m. Note that the experimental site was within 6 km of shallow water with coral reefs. The source of this biological chorus may thus be fish or sea urchins in the shallow sea. Instantaneous choruses were also detected and were composed of intense clicking sounds, apparently from sperm whales. Kelly et al. (1985) reported a 400–600 Hz nighttime biological chorus from three deep-water sites 250, 700, and 900 km from the Australian coast at depths of 1,500–5,500 m. The sounds were thought to be produced by croakers, which were fish of the family Sciaenidae and whose habitat was shallow coastal waters. However, because fish usually produced a low sound intensity and the propagation distance was limited, it was improbable that the individual sounds would be detected at a site 250 km offshore. Erbe et al. (2015) explored the marine soundscape of Perth Canyon at a depth of 430–490 m, 70 km offshore from the coast of Perth. Biological sound was an important component of the soundscape. Whales dominated seasonally at low (15–100 Hz) and mid frequencies (200–400 Hz), and fish or invertebrate choruses dominated at high frequencies. In the Perth Canyon, nighttime choruses likely due to fish were detected all year round in the range 1,000–2,500 Hz. The unknown hump at 600 Hz could be another type of fish or an invertebrate chorus. McCauley and Cato (2016) argued that the most likely source of the 2 kHz chorus in Perth Canyon was fish of the family Myctophidae foraging in the water column. They also believed some sporadic choruses existed in other locations on the Australian shelf slope.

Fish sounds are abundant in shallow water, and deep water. But fish choruses are rarely reported on the margin of the continental shelf and in deep water. However, if a chorus appears, it becomes the dominant component of ocean noise over a relatively wide frequency band for several hours of a day. This paper reports a new fish chorus appearing on the margin of the New Jersey Atlantic continental shelf and describes the characteristics of the chorus. The chorus does not originate in the coastal zone and differs from the documented biological sounds of the American Atlantic coast.



THE EXPERIMENT AND DATA PROCESSING

The Shallow Water 2006 experiment was performed on the New Jersey Atlantic shelf (approximately 100 miles east of the New Jersey coast) and lasted from mid-July to mid-September 2006 (Newhall et al., 2007). The experiment deployed a total of 62 acoustic and oceanographic moorings in a “T” geometry along the shelf path following 80 m isobaths and across the shelf path starting at a depth of 600 m and going shoreward to a depth of 60 m. Among the moorings, five Single Hydrophone Receiving Units (SHRUs) were positioned across the shelf path in the sequence SHRU2, SHRU1, SHRU3, SHRU4, and SHRU5 at depths of 107, 85, 83, 67, and 65 m, respectively (see Figure 1). The SHRUs were all deployed 7 m above the seafloor.
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FIGURE 1. (A) The depth of SHRUs and other moorings. The orientation from SW01 to SHRU2 is in a southeast trajectory as shown in (B). (B) The location of SHRUs and other moorings. (C) The experiment area.


The SHRU sampling frequency was 9765.625 Hz, the flat passband was 4,424 Hz, the -3 dB frequency was 4,785 Hz, the passband ripple was 0.005 dB, and the sensitivity was 170 dB re 1 μPa per 1 volt. The SHRUs were active over differing periods of time: SHRU2, SHRU1, SHRU3, SHRU4, and SHRU5 started recording at 14:18 on July 26, 11:07 on July 26, 20:41 on July 28, 14:42 on July 29 and 19:04 on July 29, 2006, respectively, and ended at 08:25 on August 31, 05:22 on August 31, 14:32 on September 2, 09:14 on September 3 and 13:25 on September 4, 2006, respectively. This study uses Universal Time Coordinated (UTC). Local time is obtained by subtracting 4 h from UTC (Newhall et al., 2007).

All data are processed using MATLAB (The MathWorks, Inc.). To understand the characteristics in the frequency domain, Fourier transform is performed on the noise data to produce the power spectral density (PSD). In the computational process, the data is not selected, which contains various signals and unknown interferences. To calculate the PSD, each segment has 8192 points for the Fourier transform with a gate window. The PSD has a 50% overlap, and the frequency resolution is 1.192 Hz. In addition, the PSD is averaged over different time intervals, allowing it to distinguish variations in noise from different sources over time (McCauley and Cato, 2016). Based on the PSD, the spectral probability density (SPD) is calculated in the form of normalized histograms of decibel levels in each frequency bin. The SPD can be used to evaluate the tonal contribution of different components of marine noise, and the percentiles can reveal the underlying distribution of noise intensity (Merchant et al., 2013; Archer et al., 2018).



RESULTS

All soundscapes recorded at the experimental site by the SHRUs vary periodically with a period of 1 day. The noise intensity in this area increases at sunset and diminishes at sunrise. At nighttime, a host of indistinguishable signals form a sort of biological chorus with clear and stable characteristics in time and frequency domains and distributions in time and space.

The sound PSD is calculated and averaged over an hour to obtain the spectrogram of the sound field. Figure 2 shows the time-frequency distribution of the sound recorded by SHRU2 from July 26 to July 31 and from August 26 to August 31, 2006: the sound field clearly varies in a diel pattern. Because no interference is cut out, all kinds of noise and the acoustic signals emitted in this experiment are also available from Figure 2. For example, signals at 300 and 400 Hz are detected for several minutes every half hour and become continuous in Figure 2 after averaging over an hour. However, here only the diel pattern is focused on and other sounds or noise are not described.
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FIGURE 2. Spectrograms of sound field recorded by SHRU2 (A) from July 26 to July 31 and (B) from August 26 to August 31. Each segment had 8,192 points for the Fourier transform with a gate window and a 50% overlap. Then it is averaged over 1 h.


To calculate the PSD, we select 1,280 s of sound data from both the daytime and the nighttime on August 28. The method is the same as described above, but without averaging. Figure 3 shows the time-frequency distributions of daytime and nighttime sound field. Figure 4 shows the average daytime and nighttime PSD from Figure 3. At night, the soundscape intensity increases significantly above about 150 Hz and reaches the strongest at around 1,700 Hz. During the day, this difference reduces to around 20 dB. In addition, the chorus spectral peaks at 500, 725, 960, 1,215, 1,465, 1,700, and 1,920 Hz. The difference between adjacent peaks is 220–255 Hz, which is not uniformly distributed.


[image: image]

FIGURE 3. Spectrogram of 1280 s of sound on August 28, 2006 (A) in the daytime (Supplementary Audio 1) and (B) nighttime (Supplementary Audio 2). Each segment had 8192 points for the Fourier transform with a gate window and a 50% overlap.
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FIGURE 4. PSD of nighttime and daytime sound. Each segment had 8,192 points for the Fourier transform with a gate window and a 50% overlap. Then it is averaged in 1,280 s. Blue dash line: The averaged PSD in Figure 3B. Black solid line: The averaged PSD in Figure 3A.


Figure 5 shows the SPD calculated from the 1-h-averaged PSD. The frequency interval is 1.192 Hz, and the histogram bin width is 1 dB. Above 150 Hz, the SPD distribution of each frequency has two peaks. As for the spectral distribution shown in Figure 4, these two peaks correspond to the distribution of the daytime and nighttime soundscapes. The nighttime soundscape is more concentrated and dense, whereas the daytime soundscape is more scattered. No double peaks appear below 150 Hz. In addition, the black curves of percentiles fluctuate rapidly in some frequency bands, which corresponds to signals detected during the experiment at, e.g., 300 and 400 Hz in Figure 5.
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FIGURE 5. The PSD is calculated with 8,192 points data for the Fourier transform with a gate window and a 50% overlap. Then it is averaged over 1 h. SPD from 1-h averaged PSD with frequency interval 1.192 Hz and histogram bin width of 1 dB. The black curves of percentiles are 1, 5, 50, 95, and 99%.


Sound above 4.8 kHz is not known due to limited sampling frequency. However, as can be seen from Figure 4, the intensity of nighttime sound remains greater than that of daytime sound at frequencies above 4.8 kHz, which indicates that the chorus likely contains energy at higher frequencies. However, given that the nighttime sound intensity weakens with increasing frequency above 2 kHz and that the intensity difference between the nighttime and daytime soundscape decreases upon approaching 4.8 kHz, the chorus above 4.8 kHz should be less intense and thus can be neglected.

As shown in Figure 4, the intensity of chorus is strongest from 1,450 to 2,000 Hz, so we calculate the variation of sound intensity from 1,450 to 2,000 Hz. Figure 6 shows the results for the five SHRUs. The horizontal axis represents time (UTC) from July 27 to September 2, 2006. Figure 6 shows clearly that the sound intensity varies periodically with a 1-day period; the chorus begins and ends at essentially almost the same time every day. It increases in intensity around 00:00 and disappears around 10:00, which is consistent with the sunset and sunrise at the experiment site. Note that the nighttime becomes longer over the course of the experiment, which means that the sun sets earlier and/or rises later. If the chorus is related to daylight, its start and end should follow the sunrise and sunset. Because the chorus intensity is greatest at SHRU2, we determine the daily start and end time from the sound recorded by SHRU2 and compare the results with the time of sunrise and sunset (see Figure 7A). In addition, we calculate the nighttime sound intensity for July 27 and August 27 when the chorus starts and ends (see Figure 7B). Sunset is 20:14 on July 27 (00:14, July 28, UTC), and sunrise is 05:53 on July 28 (09:53, July 28, UTC). Sunset is 19:36 on August 27 (23:36, August 27, UTC) and sunrise is 06:22 on August 28 (10:22, August 28, UTC). The sunset and sunrise times are taken from the “Time and Date” website for Atlantic City, New Jersey (Time and Date AS, 2020), which is close to the experimental site.
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FIGURE 6. The sound intensity as a function of time during the experiment measured by (A) SHRU2, (B) SHRU1, (C) SHRU3, (D) SHRU4 and (E) SHRU5. The band is strongest chorus band 1,450–2,000 Hz.
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FIGURE 7. (A) Start and end time of chorus and time of sunrise and sunset as functions of time. (B) Nighttime sound intensity as a function of time of day on July 27–28 and August 27–28, 2006, recorded by SHRU2. The band is strongest chorus band 1,450–2,000 Hz.


Considering that the background noise level varies, the chorus start and end times are difficult to determine. As a reference, we choose a start time around sunset when the chorus is at maximal intensity, and as an end time we choose when the intensity begins to decline at sunrise. These moments correspond to the strongest sound intensity (cf. Figure 7B). Therefore, in Figure 7A, the chorus starts after sunset and ends before sunrise. As shown in Figure 7A, the start and end times of the chorus change every day, which is consistent with the evolution of sunrise and sunset. From this, we infer that the chorus begins at sunset and ends at sunrise. Figure 7, right, shows that the chorus intensity quickly maximizes shortly after sunset but then decreases to a minimum in about an hour. Next, it gradually strengthens to a new maximum before sunrise and then quickly disappears.

In addition to temporal variations, Figure 6 also reveals the spatial distribution of chorus intensity, which is strongest at SHRU2 and weakest at SHRU5. We consider the chorus on August 7, which has less interference, to calculate the nighttime intensity and average it. The result is 80.1 dB at SHRU2, 76.6 dB at SHRU1, 71.0 dB at SHRU3, 68.7 dB at SHRU4, and 63.4 dB at SHRU5. Combining these results with Figure 1 shows that the chorus intensity weakens going shoreward along an across-shelf path. In other words, the chorus intensity decreases upon approaching the coast, which means that the source of the chorus is not evenly distributed throughout the experimental area but is mainly near the margin of the continental shelf or even in the deep sea, rather than the coastal zone or the continental shelf.

At SHRU2, the chorus is relatively strong, and the individual chorus sound signals are recognizable in the time domain. Figure 8 shows that, at 3:49 a.m. on August 7, a 20 s sound consisting of 12 strong bursts at intervals of 1.5–1.9 s. The first strong burst is shown on a larger scale in Figures 8B,C. Each burst lasts about 8.7 ms and contains a first stronger pulse and a second weaker pulse, with each pulse containing several cycles. In addition to the signals detected by SHRU2, individual signals are also detected at SHRU1, although these are weaker than those at SHRU2. It is difficult to recognize individual sound signals at SHRU4 and SHRU5. Although Figure 8 shows only 20 s of data containing 12 bursts, the signals can last for tens to hundreds of seconds. Thus, this experiment detects only one type of signal; no other types of biological signals or other sounds are observed, which may be because they are covered by the noise.
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FIGURE 8. Sound signals recorded by SHRU2 in the time domain in different time scales. (A) 20 s sound data from 03:48:50 to 03:49:10 on Aug 7 (Supplementary Audio 3). (B) 0.05 s sound data in panel A from 0.355 to 0.405 s. (C) About 9.4 ms sound data in panel A from 0.3652 to 0.3746 s.


Figure 9 compares the PSD of the bursts recorded by SHRU2 and of the overall nighttime sound without distinguishing individual bursts with that of the daytime sound from Figure 4. To calculate the PSD of the bursts, the 12 bursts in Figure 8 are considered separately and then averaged. The length of each burst is 92 samples (about 9.4 ms). The overall nighttime sound without distinguishing individual bursts (such as the noise between 0.38 and 0.39 s) is cut to calculate the PSD. The comparison shows that the overall nighttime sound (i.e., without distinguishing individual bursts) is stronger than the daytime sound. In the frequency domain, the energy distribution of the bursts is like that of the nighttime sound but with greater intensity, which means that the chorus is continuous at night. In the time domain, the sound signals overlap one another and so cannot be distinguished.
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FIGURE 9. PSD of sound recorded by SHRU2. Red dash-dotted line: The averaged PSD of 12 bursts in Figure 8A. Each burst has 92 points for the 8,192 points Fourier transform with a gate window. Then they are averaged. Blue dash line: The averaged PSD of the data from 5.9003 to 6.7390 s (8193 points) in Figure 8A without bursts. Each segment had 512 points for the 8,192 points Fourier transform with a gate window and a 50% overlap. Then they are averaged. Black solid line: It is the same with the black solid line in Figure 4.


Given that the individual sound bursts are very short and separated by 1.5 –1.9 s and that the chorus is continuous in the time domain, it must be due to a large number of sources, so the signals may frequently overlap each other in the time domain. SHRU1 is about 4.1 km from SHRU2, which detects a strong individual sound signal. However, no corresponding individual sound signal is found at SHRU1. Thus, the sound intensity is too weak to propagate the 4.1 km between the SHRUs. However, the chorus is distributed over a wide spatial range, so the acoustic sources should also be similarly distributed. The chorus must therefore be due to a collection of animals and not just a single animal.



DISCUSSION

The results show that the noise occurs primarily at night, starting at sunset and ending at sunrise, following a diel pattern. Furthermore, the frequency band of the sound is consistent with that of biological sounds, so the most likely source of the noise is marine animals. Biological sounds are often associated with behavior such as predation, courtship, reproduction, warning or attack, communication, and navigation (Kasumyan, 2008; Popper and Hawkins, 2019; Rogers et al., 2020). Some sounds are made by marine animals themselves, whereas others are generated by impacts between marine animals and water flow or water surface.

In the ocean, many species of marine animals can vocalize, including marine mammals, invertebrates, and fish (Coquereau et al., 2016; Gervaise et al., 2019). Among the species that can vocalize, invertebrates and fish are the main contributors to choruses. In addition, marine mammals sometimes vocalize together in the shallow or deep sea, such as the communication of cetaceans (McCauley and Cato, 2016).

Marine mammals can produce sounds for communication and navigation. In addition, movements, such as foraging and impacting the water surface, can also produce sounds (Au, 1993; Tyack and Clark, 2000; Dunlop et al., 2008). Erbe et al. (2017) reviewed the sounds produced by marine mammals in Australia and Antarctica, including whales, dolphins, sea cows, and carnivores. All sounds can be grouped into three classes: constant-wave (CW) tones, frequency-modulated (FM) sounds and broadband pulses. Mellinger and Clark (2003) pointed out that mammalian vocalizations in the North Atlantic Ocean were basically the same as those in other regions, although some differences existed; namely, the specific frequencies, durations, and repetition intervals may differ. The frequency of mammalian sounds was very wide, ranging from a few Hz to more than 100 kHz (Haver et al., 2018). The duration and type of sounds produced by marine mammals differ significantly from the chorus reported herein, so the chorus is not likely to be produced by marine mammals.

Many species of invertebrates, such as shrimp, can also produce sounds, and the frequency of vocalization was relatively high. Coquereau et al. (2016) measured 20 species of invertebrates along the coast of the Northeast Atlantic Ocean and found eight that produce sounds, including sea urchins, shrimp, and spider crabs. The peak frequency emitted by these invertebrates exceeds 3 kHz, and some can reach above 50 kHz. Buscaino et al. (2011) characterized the acoustic behavior of the European spiny lobster Palinurus elephas in a water tank. The measured signal duration, number of pulses per signal, pulse rate, bandwidth, peak intensity, and peak frequency all differed significantly from the chorus reported herein. For example, the peak frequency reported by Buscaino et al. was 19.52 kHz. Snapping shrimp were a widespread family of Caridean shrimp comprising over 600 species (Lillis and Mooney, 2016) and were an important source of biological marine noise. They lived typically at depths less than a few tens of meters and had an approximate geographic range of ± 40° latitude (Au and Banks, 1998; Bohnenstiehl et al., 2016). They produced sounds over a wide range of frequency bands, mainly in the high frequencies (from several to tens of kilohertz). The duration of an individual signal was relatively short, less than 1 ms (Au and Banks, 1998; Freeman et al., 2014; Bohnenstiehl et al., 2016; Lillis and Mooney, 2016). According to the analysis of sounds recorded in the waters off of New Zealand (Radford et al., 2010), sea urchins produced sounds in the frequency band from 800 to 2,500 Hz, with a peak between 1,000 and 1,200 Hz, although Soars et al. (2016) detected a higher-frequency band (2.3–9.2 kHz). The frequency band of sound produced by sea urchins in tropical waters was higher than that produced by temperate-water sea urchins, and the sound duration and frequency band also depended on the sea urchin size. However, the sound produced by sea urchins gradually changed frequency and no spectral peaks were formed. In the time domain, each burst consisted of only a single pulse, whereas the chorus reported herein was made of double pulses (Radford et al., 2008). Given that the frequency and temporal characteristics of invertebrate sound differ significantly from those of the chorus reported herein, it is unlikely that the chorus is produced by invertebrates.

We now consider fish as the origin of the chorus. Over 35,000 fish species are known (D’Spain and Batchelor, 2006; Califormia Academy of Sciences, 2021; FishBase, 2021), of which over 800 species from 109 families worldwide are known to be soniferous (Fish and Mowbray, 1970; Kaatz, 2002; Rountree et al., 2006; Kasumyan, 2008; Slabbekoorn et al., 2010; Parsons et al., 2016b; Carrico et al., 2019; Popper and Hawkins, 2019), and this number is growing as research continues to discover soniferous fish. Fish vocalization is very weak compared with other organisms (Kasumyan, 2008). Most of the energy is in the low frequencies, below 1–2 kHz (Kasumyan, 2008).

The chorus reported herein is quite simple: it contains a series of bursts, with each burst containing two pulses. As shown in Figure 8, the energy is also concentrated in the low frequencies. More importantly, it contains spectral peaks that are relatively evenly distributed within the frequency domain of some fish. The frequency defined by the inverse of the time between spectral peaks is called the “pulse repetition frequency,” where the pulses are triggered by muscle contractions (Oppenheim and Schafer, 2004; McCauley, 2012; Parsons et al., 2013, 2016a,b; Sánchez-Gendriz and Padovese, 2017a). In the chorus reported herein, the time between pulses is about 4.3 ms, so the inverse is 233 Hz, which is consistent with the interval of the spectral peaks. In addition, fish choruses commonly occur at night, when large numbers of fish gather and vocalize together, thereby greatly increasing the broadband sound for a few hours (Cato, 1978; McCauley, 2012; Parsons et al., 2013; Erbe et al., 2015). Fish sound is generally characterized by its low frequency and short duration (Fish and Mowbray, 1970; Amorim, 2006; Kasumyan, 2008; Wall et al., 2014). Thus, the characteristics of fish sounds resemble those of the chorus reported herein, hence the chorus is likely produced by fish.

To further specify which type of fish may produce this chorus, we searched the literature to identify fish that produce sound similar to that of the chorus. Table 1 lists the fish species considered.


TABLE 1. Fish species considered as source of the chorus.

[image: Table 1]
None of the fish listed in Table 1 produce sound similar to the chorus reported herein. Some sounds of fishes in a family are also reported, such as Family Sciaenidae (Croakers and Drums) (Ramcharitar et al., 2006), Drum fishes (Sciaenids), and Codfishes (gadids) (Rountree et al., 2006), and no same sound is found. We also search the website Fishbase (FishBase, 2020), which contains 90 types of fish sounds, none of which match our chorus. The University of Massachusetts, Amherst website on Fish Ecology (Rodney Rountree’s Homepage on Fish Ecology, 2020) also describes a variety of fish sounds, but none match the chorus reported herein. Thus, despite consulting numerous sources, we are not able to identify the fish species that produces the chorus detected in this work. This chorus may thus be produced by a previously unknown soniferous fish species, which requires further investigation.

The spatial distribution of the chorus intensity shows that the chorus is strongest at SHRU2 and weakest at SHRU5. In other words, the chorus intensity weakens with proximity to the coastal zone. At SHRU5, the chorus is already very weak, so areas closer to the coast than SHRU5 would likely experience no chorus. Because fish emit only a weak sound intensity and the sound does not propagate over long distances, so the fish must be distributed throughout the experimental area. The spatial distribution of the chorus indicates that the fish become less abundant closer to the coast. In the experimental area, the chorus is most intense at SHRU2, which means that the fish are most abundant in this area. Beyond SHRU2, toward the deep sea, how is the distribution of the chorus and how deep it disappears, cannot be known. However, the results do indicate that the source of the chorus is not from the coastal zone, but the margin of the continental shelf and perhaps the continental slope or deep-sea areas.

The biological noise reported for the Atlantic coast of the United States differs from the chorus reported herein, which also indicates that fish does not exist in the shallow sea. In the mid-Atlantic Ocean off the southern New Jersey coast, biological sounds are mainly produced by three types of fish: Atlantic croaker (Micropogonias undulates), weakfish (Cynoscion regalis), and striped cusk-eel (Ophidion marginatum) (Mann and Grothues, 2009). Cusk-eels produce a peak in intensity when calling at dusk and a smaller peak when calling at dawn. The cusk-eel chorus lasts all night and varies in intensity. In the western Gulf of Maine, a remotely operated vehicle (ROV) was used to investigate the vocalization of fish (Rountree and Juanes, 2010). Sixteen species of fish and one species of squid were observed. Ten fish species produce sound, including Atlantic cod (Zemeckis et al., 2019). The Estuarine soundscapes are dominated by the sounds produced by invertebrates at 2–23 kHz, such as shrimp in Pamlico Sound, North Carolina, in the southeastern United States (Lillis et al., 2014). There are spectral peaks in the 200–300 Hz and 450–600 Hz frequency bands. Lillis et al. (2014) attribute these sounds to oyster toadfish (Opsanus tau). Other soniferous fish including weakfish (Cynoscion regalis), pigfish (Orthopristis chrysoptera), silver perch (Bairdiella chrysoura), and Atlantic croaker (Micropogonias undulates) also produce sounds. Off the coasts of Georgia and eastern Florida, the fish chorus is dominated by Black drum (Pogonias cromis) and toadfish (Opsanus sp.). In addition, red drum (Sciaenops ocellatus), silver perch (Bairdiella chrysoura), and an unidentified soniferous species also produce sounds (Rice et al., 2017). In addition, choruses exist in tropical nearshore habitats in Florida, producing both high and low frequencies. Butler et al. (2016) attribute the low-frequency sound to toadfish and the high-frequency sound to shrimp. However, none of the biological sounds reported for the Atlantic coast of the United States are the same as the fish chorus reported herein, so the source should be different. A 1-day recording was made at 682 m depth in Welkers Canyon on the continental slope (Rountree et al., 2012), which is northeast of our experiment site. Numerous biological sounds were detected, including various cetaceans and at least 12 unknown sounds produced by cetaceans or fish. However, no chorus was recorded, and the biological sounds differ from the fish chorus reported herein.

Thus, although the Shallow Water 2006 experiment elucidates the characteristics of the chorus and evidence suggests that it is produced by fish, the source remains undetermined. The intensity of the chorus can rise 20 dB above the background sound of the local ocean. The chorus lasts all night and strongly affects the local sound field. Further research is required to identify the species that produces the chorus, which would improve our understanding of the local ecosystem and biological sound fields.



CONCLUSION

This work reports a biological chorus recorded by five SHRUs emanating from the margin of the New Jersey Atlantic continental shelf and tentatively attributes it to an unidentified species of fish. The chorus occurs every night for over a month (July to August 2006). The frequency band of the chorus is 150 Hz to 4.8 kHz, with the maximum intensity occurring between 1,450 and 2,000 Hz. In addition, clear spectral peaks in intensity occur at 500, 725, 960, 1,215, 1,465, 1,700, and 1,920 Hz. In the maximum band at SHRU2, the chorus intensity rises to 20 dB above the background noise level. The chorus begins at sunset and ends at sunrise; it reaches its strongest peak in intensity within 1 h of sunset, following which it weakens slightly before again gradually increasing to a peak before sunrise, at which point it quickly weakens and disappears.

Of the five SHRUs, the chorus intensity is strongest at SHRU2 and weakest at SHRU5, which indicates that the intensity weakens along a shoreward across-shelf path. In other words, the chorus intensity decreases approaching the coast. The intensity is quite weak at SHRU5, so it is likely undetectable closer to the coast than SHRU5. Because fish produce low-intensity sound, the sound signal does not propagate over long distances, which means that the fish should be distributed throughout the experimental area. The spatial distribution of the chorus intensity implies that the fish must be less abundant closer to the coast. In the experimental area, SHRU2 records the highest chorus intensity, so the greatest abundance of fish must be in this area. However, the chorus intensity may be stronger still farther out to sea, in deeper waters and farther from the coast.

The chorus consists of only one type of signal, with relatively stable characteristics. The signal is made up of bursts about 8.7 ms long and containing two pulses, each of which contains several cycles. The time interval between successive bursts varies from 1.5 to 1.9 s. The duration of each signal is tens to hundreds of seconds, which means that the number of bursts in each signal varies widely. SHRU1 is about 4.1 km from SHRU2, where a strong individual signal is clearly detected. However, no corresponding individual signal is detected at SHRU1, which indicates that the sound intensity produced by the fish is weak and does not propagate over a long distance. However, the spatial extent of the chorus is quite large, so the spatial extent of the source of the chorus must also be relatively large. Assuming fish are the source of the chorus, the large spatial extent of the source implies that a large number of fish contribute to the chorus. In the experimental site, the spatial distribution of fish is consistent with the spatial distribution of the chorus.

Many individual animals, mainly invertebrates and fish, gather to produce choruses, although marine mammals also sometimes vocalize together. Numerous invertebrate species vocalize, but they produce sounds at relatively high frequencies. The sounds produced by marine mammals can be grouped into three classes that cover frequencies ranging from a few Hz to over 100 kHz. The frequency band of sea urchins is the same as that of the chorus reported herein, but sea urchins produce no spectral peaks in the frequency domain, and their bursts contain only single pulse in the time domain. The acoustic energy of the chorus reported herein is concentrated in the lower frequencies. The chorus is characterized by one type of signal of short duration and with multiple spectral peaks, which is characteristic of fish sounds. Thus, the most likely source of the chorus is fish.

Despite comparing the chorus with the sounds produced by numerous relevant species of fish, no match is found. However, not all recorded fish sounds are compared against the chorus, so the chorus may yet be generated from a known fish sound. However, the biological sounds documented for the Atlantic coast of the United States all differ from the fish chorus in this study, which implies that the habitat of this fish is not within the coastal zone. The fish choruses previously reported are mainly in shallow sea areas, such as coastal zones. The fish chorus reported herein has its origin on the margin of the continental shelf, or perhaps on the continental slope or in the deep sea. At present, only the sound characteristics of the fish chorus are known. Further investigation is required to determine the sound source, which should aid in better understanding the ecosystem on the margin of the continental shelf.
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Passive acoustic data collection has grown exponentially over the past decade resulting in petabytes of data that document our ocean soundscapes. This effort has resulted in two big data challenges: (1) the curation, management, and global dissemination of passive acoustic datasets and (2) efficiently extracting critical information and comparing it to other datasets in the context of ecosystem-based research and management. To address the former, the NOAA National Centers for Environmental Information recently established an archive for passive acoustic data. This fast-growing archive currently contains over 100 TB of passive acoustic audio files mainly collected from stationary recorders throughout waters in the United States. These datasets are documented with standards-based metadata and are freely available to the public. To begin to address the latter, through standardized processing and centralized stewardship and access, we provide a previously unattainable comparison of first order sound level-patterns from archived data collected across three distinctly separate long-term passive acoustic monitoring (PAM) efforts conducted at regional and national scales: NOAA/National Park Service Ocean Noise Reference Station Network, the Atlantic Deepwater Ecosystem Observatory Network, and the Sanctuary Soundscape Monitoring Project. Nine sites were selected from these projects covering the Alaskan Arctic, Northeast and Central Pacific, Gulf of Mexico, Caribbean Sea, and Mid and Northwest Atlantic. Sites could generally be categorized into those strongly influenced by anthropogenic noise (e.g., vessel traffic) and those that were not. Higher sound levels, specifically for lower frequencies (<125 Hz), and proximity to densely populated coastal zones were common characteristics of sites influenced by anthropogenic noise. Conversely, sites with lower overall sound levels and away from dense populations resulted in soundscape patterns influenced by biological sources. Seasonal variability in sound levels across selected decidecade bands was apparent for most sites and often represented changes in the presence or behavior of sound-producing species. This first order examination of levels across projects highlights the utility of these initial metrics to identify patterns that can then be examined in more detail. Finally, to help the PAM community collectively and collaboratively move forward, we propose the next frontier for scalable data stewardship, access, and processing flow.

Keywords: passive acoustic monitoring, soundscape, marine mammal, anthropogenic noise, data management, open access


INTRODUCTION

Sound is important to marine ecosystems and essential to quantify ocean health. Marine mammals, fish, and invertebrates use sound to communicate with each other and navigate their environment (Hazlett and Winn, 1962; Fish and Mowbray, 1970; Watkins and Wartzok, 1985). For many species, reproductive success relies heavily on the ability to hear and be heard (e.g., Lobel, 2002; Au and Hastings, 2008). At the same time, sound from human activity, such as vessel traffic, has increased steadily over the past 70 years (National Research Council, 2003; McDonald et al., 2006; Miksis-Olds and Nichols, 2016). To help understand and monitor how marine animals use sound and the impacts of anthropogenic noise on these communication pathways, scientists throughout the world use passive acoustic monitoring (PAM; Holt et al., 2009; Jensen et al., 2009; Hatch et al., 2012; Nieukirk et al., 2012; Rolland et al., 2012; Houghton et al., 2015; Au and Lammers, 2016; Erbe et al., 2016; Haver et al., 2017; Hawkins and Popper, 2017; Marley et al., 2017; Dunlop, 2019; Howe et al., 2019). Ocean sound has been identified as an Essential Ocean Variable by the Global Ocean Observing System (Tyack and A Partnership for Observation of the Global Oceans International Quiet Ocean Experiment Working Group, 2017). PAM systems record sound in a single location, concurrently at multiple locations (array), or from a moving platform (Mellinger et al., 2007; Au and Lammers, 2016). Instruments are then recovered and analyzed by trained acousticians to extract the desired signal to support research and management applications (Van Parijs et al., 2009; Mooney et al., 2020).

Longer deployment periods through longer battery life and larger compact storage capacity, larger array sizes, higher sampling rates, and integration in new platforms like autonomous vehicles and seafloor observatories have allowed PAM data collection to grow exponentially over the past decade. The result is petabytes of data that document ocean soundscapes. Efficiently extracting this critical information and comparing it to other datasets in the context of ecosystem-based research management is a Big Data challenge that traditional desktop processing methods cannot address (Marx, 2013; Bhadani and Jothimani, 2016). Machine learning and artificial intelligence are increasingly playing a role in research applications for PAM datasets (Shamir et al., 2014; Shiu et al., 2020; Allen et al., 2021). The curation, management, and dissemination of passive acoustic datasets is another Big Data challenge where progress is just beginning.

The National Oceanic and Atmospheric Administration (NOAA) National Centers for Environmental Information (NCEI) have recently established a national archive for passive acoustic data. This archive is designed to steward large volumes of raw acoustic data and enable discovery, query, and accessibility of those data through an ESRI web-based map service (NOAA National Centers for Environmental Information, 2017). Since 2018, NCEI has partnered with Google through the NOAA Big Data Program to provide free and immediate access to archived datasets using google cloud platform (GCP). The archive hosts datasets from the ocean noise reference station network (NRS); Atlantic deepwater ecosystem observatory network (ADEON), and the sanctuary soundscape monitoring project (SanctSound; NOAA OAR Pacific Marine Environmental Laboratory et al., 2014; NOAA Office of National Marine Sanctuaries, and U.S Navy, 2020i; University of New Hampshire, and JASCO Applied Sciences, 2020).

Noise reference station network is a unique national-scale collaborative effort across NOAA Oceanic and Atmospheric Research, national marine fisheries service (NMFS), and national ocean service, and the department of interior national park service (NPS). This project has been collecting consistent and comparable acoustic datasets since 2014 covering all major regions of the United States coasts, from the Arctic to the Tropics (Haver et al., 2018). The objective of this project is to monitor long-term changes and trends in the underwater ambient sound field.

Deployed in 2017, ADEON is a regional-scale array supported by the National Oceanographic Partnership Program (NOPP) involving the Bureau of Ocean Energy Management (BOEM), the Office of Naval Research (ONR), and NOAA to generate long-term measurements of both the natural and human factors contributing to the soundscape of the United States Mid- and South Atlantic Outer Continental Shelf. These data are being used to provide a mechanistic understanding of the cumulative impacts these factors have on marine resources. The goal of this project is to provide data for the greater community in support of efforts that will potentially provide insight for effective ecosystem-based management efforts.

Initiated in 2018, SanctSound represents a collaboration between NOAA and the US Navy along with numerous scientific partners to study sound on a national scale within seven national marine sanctuaries and one marine national monument. The recording locations include waters off Hawai’i and the east and west coasts of the United States. Standardized measurements produced from this effort are being used to assess sounds produced by marine animals, physical processes (e.g., wind and waves) and human activities. Particular attention has been paid to documenting baseline acoustic conditions in sanctuaries.

The NCEI national archive has recently expanded to include datasets from the NOAA NMFS Alaska Fisheries Science Center, Northeast Fisheries Science Center, and Pacific Island Fisheries Science Center. To date, the archive holds over 100 TB of data consisting primarily of audio files along with some derived data products. However, with the generation of derived data products and intended inclusion of the multiple petabytes already collected by NOAA, NPS, and BOEM- and US Navy-funded programs, the archive is positioned to grow exponentially in the coming years.

Standardized soundscape measurement routines and metrics are essential for comparing datasets across large spatio-temporal scales. Best practices, particularly for deriving ambient sound level statistics from long time series data, have been implemented across all three projects (Haver et al., 2018; Heaney et al., 2020; Martin et al., 2021). These practices are driven by established international standards in acoustic terminology [International Organization for Standardization (ISO), 2017; Ainslie et al., 2018]. Recommendations from several international workshops focused on long term trends in ambient sound level measurements have centered on the use of decidecade bands, also known as one-third octaves, with an averaging window of 1 m (International Whaling Commission et al., 2014; Consortium for Ocean Leadership, 2018; International Quiet Ocean Experiment, 2020). These parameters reflect the minimum acceptable resolution, with higher resolution spectral (1 Hz bands) and temporal (1-s averages) parameters desired when feasible. These minimum recommendations balance the amount of information available for comparison with limitations to process and store large datasets (Martin et al., 2021). Recently, a hybrid millidecidecade spectra has been proposed to quantify ambient sound levels (Martin et al., 2021). This new approach has not been applied widely across projects but it could provide a meaningful metric that captures many sources of sound contributing to the soundscape with greater resolution than decidecade, particularly for low frequencies, and offer greater volume compression compared to straight 1 Hz bands. Temporal analysis windows of 1 day to 1 month are noted as the minimum recommendation for establishing long-term (monthly, seasonal, and annual) statistics of the ambient sound levels with desirable analysis windows as short as 1 h (International Quiet Ocean Experiment, 2020). Following these guidelines, the SanctSound project has established hourly decidecade bands created from 1-s observations as one of the standardized metrics calculated across all project sites to enable comparative analysis. Similarly, ADEON has established 1-s decidecade bands as one of the standardized metrics calculated across all the ADEON recording sites.

To leverage existing analyses and community standards, we calculate and compare hourly decidecade ambient sound level measurements of three large-scale, long-term monitoring efforts (NRS, ADEON, and SanctSound) for the first time thanks to the unifying nature of the NCEI passive acoustic archive. While higher resolution metrics, such as 1 Hz bands or millidecades would provide greater information on the contributions of sound for lower frequencies where noise from wind, waves and natural seismic events are recorded, decidecades successfully capture sound levels from human activity and vocalizations of most marine organisms. Notably, this metric produces manageable file sizes to visualize and share. We also lay out the next frontier of passive acoustic data management for scalable data stewardship and access with a focus on community-driven processing tools to help the community more forward collectively and collaboratively.



MATERIALS AND METHODS

The NCEI passive acoustic archive holds metadata, raw audio files, calibration information and, for some deployments, data products (NOAA National Centers for Environmental Information, 2017). Datasets submitted to the archive arrive in a standardized structure and are accompanied by standards-based metadata that describe the location, purpose, data collection methods, and data quality information. This standardization supports a highly automated workflow during which audio files are compressed using FLAC (Free Lossless Audio Codec) and stored on a robotic tape system, and a spatial database is populated with the associated ISO 19115-2 compliant metadata. The archive’s database schema follows Tethys, a system developed as a community standard for representing spatial-temporal passive acoustic metadata (Roch et al., 2013). Datasets are discoverable through the archive’s map viewer where filtering is driven by fields in the database (e.g., sample rate, duty cycle, platform type). The data are also hosted on GCP where they can be accessed immediately compared to the asynchronous requests that the cost-effective tape storage requires. To ensure proper credit back to the original data generators, digital object identifiers (DOIs) are minted for each project. Each DOI provides a permanent citation for future users to include in their publications involving archived datasets. These citations also facilitate tracking the re-use of archived datasets.

Nine stationary recording sites were selected from archived NRS, ADEON, and SanctSound deployments spanning multiple years and depth ranges across the United States (Figure 1 and Table 1).
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FIGURE 1. Recording sites selected from the NCEI passive acoustic archive for analysis across the NRS (green open circles), ADEON (purple open circles), and SanctSound (orange open circles) projects. The red circles represent datasets collected by National Oceanic and Atmospheric Administration (NOAA) Fisheries Science Center monitoring programs.



TABLE 1. Archived deployments selected for analysis.
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Ocean Noise Reference Station Network

Ocean noise reference station network recorders collect data continuously at a sample rate of 5 kHz with a 2 kHz low pass cutoff frequency using calibrated and standardized stationary recorders across 12 locations (see Figure 1, green dots). Archived audio files from the four selected NRS sites were copied from the NCEI GCP bucket to the University of Colorado High Performance Computing (CU HPC) system. The files were calibrated to account for hydrophone sensitivity and frequency-dependent preamplifier gain curves between 10 Hz and 2 kHz specific to each deployment prior to calculating long-term spectral averages (LTSA) with 1 Hz/1 s resolution. Decidecade values were calculated by integrating the 1 Hz/1 s resolution LTSA mean-square pressure decidecade bands for center frequencies ranging from 13 to 1,600 Hz. The result was then calculated per hour using the median for each hourly bin of decidecade values. These analyses were completed using Matlab 2019b (Mathworks, Natick, MA, United States) run on the CU HPC. Martin et al. (2021) provides details on the calculation of decidecade sound pressure level (SPL) bands including Matlab scripts to calculate decidecade values.



Atlantic Deepwater Ecosystem Observatory Network

Atlantic deepwater ecosystem observatory network recorders collect data for 45 min per hour at a sample rate of 8 kHz and 3 min per hour at sample rate of 375 kHz using calibrated (Warren et al., 2018) and standardized stationary recorders across seven locations (see Figure 1, purple dots). Only the 8 kHz data from the selected sites were used in this analysis due to the high temporal coverage compared to the 375 kHz time series. 1-s resolution decidecade bands were calculated as outlined in Martin et al. (2021) with the nominal center frequencies ranging from 10 to 4,000 Hz. This work was completed by ADEON analysts and made available for public distribution (Miksis-Olds and Martin, 2019). These derived products were fed into the CU HPC to calculate hourly decidecade values using the median value in each time block.



Sanctuary Soundscape Monitoring Project

Sanctuary soundscape monitoring project recorders collect data continuously at 48 kHz using calibrated and standardized stationary recorders across 30 locations (see Figure 1, orange dots). Hourly decidecade values were calculated by integrating the pressure spectral density estimates of the mean-square pressure with a 1 Hz/1 s resolution over decidecade bands for nominal center frequencies ranging from 25 to 20,000 Hz for all sites. The result was then calculated per hour as a median over no less than 1,800 1-s values for that hour. This work was completed by SanctSound analysts using Triton–Soundscape Metrics Remora,1 and submitted for archive at NCEI along with the raw audio files (NOAA Office of National Marine Sanctuaries, and U.S Navy, 2020a–2020h).



Analysis

The 10th, 50th, and 90th percentile of each hourly decidecade band was calculated to visualize the amplitude and variation of sound across all sites. Further, the median values for all months in each decidecade band was calculated for each site. Monthly decidecade anomalies were then calculated by subtracting each monthly decidecade median from the median of all months from that site. Values above zero indicate that the sound recorded in that decidecade band during that month was louder than the median of that decidecade band recorded throughout the entire recording period. The anomaly time series allowed for quick and easy identification of seasonal patterns.

Four decidecade bands were selected for comparison across the nine recording sites and three projects based on overlapping frequencies and their applicability to first order examination of biological and anthropogenic sound sources (EU Marine Strategy Framework Directive, 2008). Nominal center frequencies selected were

1. (1) 63 Hz, which includes noise from large vessels and some mysticete vocalizations

2. (2) 125 Hz, which includes sounds from some fish calls and mysticete vocalizations, and vessels

3. (3) 315 Hz, which represents sounds from some fish calls and components of humpback whale vocalizations, vessels, and natural abiotic sound sources

4. (4) 1,600 Hz, which includes natural abiotic sources and vessel noise.

The 63 and 1,600 Hz decidecade monthly median for March and November were compared across the sites to visualize the spatial variability of relative sound levels during a representative spring and fall time period. Due to a lack of recording during November, the fall sound levels are represented by data recorded in October for the Olympic Coast and December for the Hawaiian Islands sites. A non-parametric version of the one-way analysis of variance (Kruskal–Wallis test) was performed on the hourly 63 and 1,600 Hz decidecade values recorded in the spring and fall representative months (March and November unless otherwise noted) to determine whether data from each group have a common mean (Equation 1).
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Where N is the total number of observations (here the hourly median SPL for a decidecade band) across all groups; g is the number of groups; ni is the number of observations in group i; rij is the range (among all observations) of the observation j from group i; ri. is the average range of all observations in group i; r is the average of all the rij.

Using Tukey’s honestly significant difference test (HSD), a matrix of pairwise comparisons of the group means was created from the Kruskal–Wallis results to identify which pairs of group means differed significantly (Equation 2).
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Where Mi – Mj is the difference between the pair of means, MSw is the mean square within, and n is the number in the group. P values less than 0.01 are considered significantly different.

The above analyses were completed using Matlab 2020b (Mathworks, Natick, MA, United States) and spatial maps were created using ArcGIS (ESRI, Redlands, CA, United States).



RESULTS

The nine recording sites selected from the ongoing NRS, ADEON, and SanctSound monitoring projects represent diverse locations and environments throughout the United States exclusive economic zone. Figure 2 illustrates the hourly decidecade SPLs between 25 and 2,000 Hz for the selected sites. The Gulf of Mexico site recorded consistently higher SPL up to 200 Hz (104.1 dB median) compared to the other sites (76.2–94.3 dB median) throughout the recording period. Conversely, the Alaskan Arctic site recorded the lowest median SPL (77.9 dB) compared to the other sites (78.4–97.3 dB) but some variability in amplitude was observed especially below 200 Hz. The American Samoa and Caribbean Sea sites were fairly consistent in the levels recorded, and contained the lowest average standard deviation for the recording period (2.5 and 4 dB, respectively). Similar to the Gulf of Mexico site, the Mid Atlantic, Blake Plateau, Stellwagen Bank, and Olympic Coast sites soundscapes were characterized by high amplitude sounds below 200 Hz throughout the recording period (median SPL below 200 Hz: 92.2, 89.3, 88.4, and 94.3 dB, respectively). The Hawaiian Islands site was marked by an increase in amplitude between 160 and 1,600 Hz at the beginning of 2019.
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FIGURE 2. Temporal coverage of acoustic recordings for the nine sites. Spectrograms depict the sound pressure level (dB re 1 μPa2) of each hourly decidecade band by site. The frequency range is limited from 25 to 2,000 Hz, which reflects the common frequencies across all recordings. *Indicates a shallow water site. Note the y-scale represents decidecade bands and is non-linear.


The 10th, 50th, and 90th percentile spectrum levels for each decidecade band show the most common and least common sounds across for the recording period (Figure 3). This soundscape summary enables ambient sound levels to be compared across sites irrespective of sampling period. The Gulf of Mexico, Olympic Coast, Mid Atlantic, Blake Plateau, and Stellwagen Bank sites contain the highest amplitude for bands less than 250 Hz with peaks at 63 Hz. American Samoa, Alaskan Arctic, Hawaiian Islands, and Caribbean Sea have a different spectral pattern. American Samoa and Alaskan Arctic sites steadily decrease in amplitude with increasing frequency. The Hawaiian Islands site peaks between 200 and 630 Hz and again between 10,000 and 20,000 Hz. The Caribbean Sea site slowly increases in amplitude with increasing frequency but overall remains low compared to the other sites save the Alaskan Arctic, which contains the lowest amplitude of all from 125 to 1,600 Hz.
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FIGURE 3. Median (50th percentile) spectrum levels (line) for each hourly decidecade band by site. Dashed lines indicate a shallow water site (<200 m) while solid lines indicate a mid (>200 and <400 m) or deep (>400 m) water site. The shaded regions represent the 10th (lower) and 90th (upper) percentiles of each decidecade band. Spectrum levels are limited by each site’s sample rate and therefore do not span all frequencies in the x-axis. Note the x-axis shows the decidecade band and is therefore non-linear.


Seasonal variability in the soundscape is depicted in the monthly median anomalies. Figure 4 shows these anomalies for the 63, 125, 315, and 1,600 Hz decidecade bands for all sites where at least 12 months of data were recorded. The Alaskan Arctic recorded higher amplitude sounds from late summer to the fall (August to approximately November) for all four bands with a slight peak in late winter (February to March). Stellwagen Bank also showed a wintertime peak with increased amplitude in February for all four bands and a decrease in amplitude in the summer (May to September). This pattern is most apparent in the 1,600 Hz band. A similar summertime (June to September) trough is apparent for the Blake Plateau site. Interestingly, the Mid Atlantic site, which is closest in geographic proximity to the Blake Plateau site, has the opposite pattern with peaks in amplitude around July especially for the 1,600 Hz band. Although the trend is more muted, the Gulf of Mexico and Caribbean Sea sites also show seasonality in sound levels. The Gulf of Mexico is characterized by higher amplitudes in the late fall/early Spring (October to April) and decreased amplitudes in the summer (May to September) for all bands. The Caribbean Sea was generally lowest in the summer (June to July) and highest in the late summer/fall (August to November) for the 63 Hz and 125 Hz bands. However, the 1,600 Hz band was lowest in the fall (October and November) and varies little after March for the 315 Hz band. All bands showed a peak in amplitude in February.
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FIGURE 4. Monthly median anomalies for the 63, 125, 315, and 1,600 Hz decidecade bands. Lines above zero (gray dotted line) indicate that that month’s median sound level was higher than the median sound level for all months recorded in that band. Lines below zero indicate a lower median sound level for that month compared to the median across all months. Dashed lines indicate a shallow water site while solid lines indicate a mid or deep water site. Data from Hawaiian Islands, Olympic Coast, and American Samoa are not included because the deployments did not span a full 12-month period.


Monthly median anomalies plotted by site for representatives of a shallow water (Caribbean Sea), mid water (Mid Atlantic), and deep water recording location (Gulf of Mexico) further demonstrate the variability in sound levels across the four selected decidecade bands throughout the year (Figure 5). The Caribbean Sea shallow water site and Mid Atlantic mid water site show a less consistent trend in seasonal variability compared to the Gulf of Mexico deep water site. An interesting similarity across all sites and all frequencies is above average SPL in February and below average SPL in May with the only exception being 1,600 Hz decidecade band in the Caribbean Sea where SPL was higher than the site’s overall median in May. This trend is also apparent for Stellwagen Bank, Alaskan Arctic, and Blake Plateau (see Figure 4).
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FIGURE 5. Monthly anomalies at four decidecade bands recorded at a (top) shallow water site, Caribbean Sea; (middle) mid water site, Mid Atlantic, and (bottom) deep water site, Gulf of Mexico. Months where no bar is displayed represent 0 dB difference from the site’s overall median SPL for that decidecade band.


The monthly median for two decidecade bands (63 and 1,600 Hz) were selected to compare SPL across all sites in a spring and fall month (Table 2 and Supplementary Figure 1). Spatially visualizing how these sound levels differ across the sites and seasons helps illustrate the variability of soundscapes throughout the United States (Figure 6). The Alaskan Arctic and Caribbean Sea sites have the lowest SPL for both bands and months followed closely by American Samoa. The Gulf of Mexico, Olympic Coast, Blake Plateau, and Mid Atlantic all contain significantly higher SPL in the 63 Hz band for both spring and fall compared to the 1,600 Hz band (Table 3). Conversely, the Caribbean Sea has a slightly higher SPL for the 1,600 Hz band compared to the 63 Hz but is not significantly different across either frequency or month. The Hawaiian Islands site contains significantly higher SPL for both 63 and 1,600 Hz bands in the spring (March) compared to the fall (December). Stellwagen Bank SPL recorded in the spring are significantly different from SPL at 63 Hz in the fall.


TABLE 2. Monthly median values at 63 and 1,600 Hz decidecade bands for a representative spring (March) and fall (November) month.
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FIGURE 6. Spatial distribution of the monthly median value for 63 and 1,600 Hz decidecade bands for spring (March) and fall (November) across the nine stationary recording sites. Bar height corresponds to SPL (dB re 1 μPa2).



TABLE 3. Matrix of Tukey HSD results comparing mean SPLs for all sites in the 63 Hz (63) and 1,600 Hz (1,600) decidecade bands recorded in March (Spring) or November (Fall).
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DISCUSSION

Through standardized processing and centralized stewardship and access, we provide a previously unattainable comparison of first order sound level-patterns across three distinctly separate long-term PAM efforts. The analysis completed here is not intended to be exhaustive and many further investigations into daily and lunar patterns including oceanographic conditions as well as narrow-band frequencies could provide further insight into understanding each site’s soundscape. High frequency sounds (>2 kHz) from song, whistles, and clicks that various species of marine mammals produce were largely excluded from this analysis because cross project comparisons were limited to 1,600 Hz. The reader may still have questions about what species or activity contributes to the sounds presented here. It is this continued curiosity and drive for more data, more detail, and more answers that we aim to ignite.

Collective efforts to enhance data management support the examination of soundscape trends across a longer time period and broader scale than the individual research projects alone. First order examination of levels across several projects highlights the utility of these initial metrics for identifying patterns that can then be examined in more detail, and with further analytical approaches (McKenna et al., unpublished data). For example, lower frequency measurements can be used to preliminarily categorize recorders as more or less influenced by vessel traffic. Sites strongly influenced by vessel traffic are likely to contain higher SPL values overall as well as peak below 100 Hz. These characteristics are reflected in the Gulf of Mexico, Olympic Coast, Mid Atlantic, Blake Plateau, and Stellwagen Bank sites. The Gulf of Mexico, Mid Atlantic and Blake Plateau are mid or deep water sites where sound travels farther, especially low frequency sounds like the 63 Hz decidecade band that best captures large vessel noise (Wenz, 1972; EU Marine Strategy Framework Directive, 2008). The Olympic Coast and Stellwagen Bank sites are located in shallow water but are close to shipping lanes or densely populated coastal zones where vessel activity is higher (Hatch et al., 2008; Haver et al., 2018). Extensive contribution of low frequency sound (<200 Hz) from large commercial vessels has been documented at the Stellwagen Bank National Marine Sanctuary (Hatch et al., 2008). As a result of these noise levels, the communication space of marine animals, and efficacy of communication between them, has been reduced (Hatch et al., 2012; Redfern et al., 2017; Putland et al., 2018). In addition to vessel activity, the Gulf of Mexico and Mid Atlantic Ocean are also impacted by regional or ocean-basin scale seismic airgun activity, which contributes significantly to the low frequency SPL (Nieukirk et al., 2004, 2012; Haver et al., 2017, 2018). Low frequency sounds from biological sources, namely fish, have been documented within the Gulf of Mexico and Mid Atlantic including Blake Plateau, however, these sounds are typically recorded at shallower depths (<100 m) (e.g., Mann and Grothues, 2009; Wall et al., 2013, 2017) and unlikely to contribute strongly at these deep water recording locations.

The sites predicted here to be less strongly influenced by vessel traffic contain lower SPL values overall and do not peak around 63 Hz. These characteristics are reflected in the American Samoa, Caribbean Sea, Hawaiian Islands, and Alaskan Arctic sites. Of these sites, the Alaskan Arctic is the only one located in deep water. Due to the site’s remote location, far traveling low frequency noise from vessels is not a significant component of this soundscape. Sea ice coverage, seismic airgun activity, and sounds from bowhead and beluga whales, and bearded seals contribute to a seasonal trend at these frequencies (Haver et al., 2018; Stafford et al., 2018).

The remaining sites are located in shallow water where low frequency sounds tend to not propagate as well and are in areas away from dense populations. Here sound from biological sources is predicted to contribute the most to the soundscape. For example, the peaks in SPL at 315 and 630 Hz decidecade bands from February to March at the Hawaiian Islands site likely reflect the nearly continuous vocalizations from humpback whales who arrive during this time to breed (Au et al., 2000; Lammers et al., 2011; Kügler et al., 2020). The American Samoa and Caribbean Sea site soundscapes were likely influenced by fish and invertebrates in addition to humpback whales (Kaplan et al., 2015; Haver et al., 2018, 2019; Lillis and Mooney, 2018). Snapping shrimp are frequently the most ubiquitous sound in coral reef environments, influenced largely by light levels where day light and lunar phase change snapping activity and therefore tend to impact the overall SPL of the environment, especially for high frequencies (>2 kHz) (Staaterman et al., 2014; Lillis and Mooney, 2018). There are many species of soniferous fish found on coral reefs with groupers being some of the most common, especially in the Caribbean Sea (Lobel et al., 2010; Staaterman et al., 2013; Rowell et al., 2015). Groupers produce low frequency sounds (<500 Hz) related to spawning activity generally in the late winter to late spring though this will vary based on the individual species (Schärer et al., 2012; Rowell et al., 2015). The increase in SPL observed in December through February at the Caribbean Sea site for both the 125 and 315 Hz band in addition to the consistent monthly pattern that these bands share suggests that sound production from fish, possibly in part by spawning grouper, is contributing to this site’s soundscape. The soundscape of the American Samoa site is likely influenced by coral reef fish (e.g., Pomacentridae), snapping shrimp and humpback whales. All are well documented sound producers in the North Pacific (Mann and Lobel, 1998; Munger et al., 2012; Zang et al., 2016; Kaplan et al., 2018; Allen et al., 2021).


Next Steps for Global Passive Acoustic Data Management

Understanding long-term trends and changes to our ocean soundscape is a key objective of the three projects highlighted here but is also undertaken globally and has recently been reported on specifically in the context of increased anthropogenic noise (Duarte et al., 2021). Centralized repositories or at a minimum centralized access to data collections enables new analyses that can be used to answer new scientific questions. Therefore, supporting cyberinfrastructure to steward large volumes of passive acoustic data and connect datasets in a federated system as well as scale to meet the ever-increasing volumes of data being collected is needed. This approach will facilitate research on global and decadal scales, and will match the scales at which many signals of interest are happening.

Beyond NCEI, additional efforts to manage PAM data within the United States and internationally are ramping up. Axiom Data Science, through partnerships for data services with NOAA integrated ocean observing system (IOOS) and industry partners, is beginning to curate and create data management infrastructures for large PAM datasets to support several IOOS Regional Associations and a large JASCO Applied Sciences dataset from the Chukchi Sea. Internationally, government agencies, universities and non-governmental organizations are establishing regional to national-scale solutions for managing, curating, archiving, and collectively analyzing PAM data. Several regional-scale ocean PAM projects have been funded by the European Union in support of the Marine Strategy Framework Directive, which has necessitated advancing regional-scale repositories. The International Quiet Ocean Experiment’s Data Office at the Alfred Wegener Institute in Germany is developing management and access to data from the Perennial Acoustic Observatory in the Antarctic Ocean-Real-Time Eavesdropping on the Antarctic Underwater Soundscape (or PALAOA) project and is developing the Open Portal to Underwater Soundscapes, which will encompass PAM audio data and spectral files from a broader group of monitoring projects. Oceans Network Canada has an extensive collection of passive acoustic data collected throughout its cabled observatories in the Arctic, Atlantic and Pacific Ocean. Data are made accessible to the public through their search page, which includes spectrograms of the recordings and the ability to request the data in a range of formats.

Applications for sound time-series data products range from outreach-focused public interests to natural resource and environmental compliance applications to innovative scientific research endeavors. Connection to complimentary datasets such as the Animal Telemetry Network (ATN) offer clear synergies that could be linked to provide additional exploratory and explanatory opportunities (Block et al., 2016; Taylor et al., 2017). The need, therefore, is to promote the use of centralized assets where appropriate, leverage what has already been built toward a larger group of stakeholders and coordinate further development opportunities to avoid duplication and divergent products.

In addition to centralized data access, there is a need for standardized processing routines and standardized sound level metrics available to the community to support cross-project comparisons and enable analyses to rapidly produce answers to new or previously unimaginable questions like how does the soundscape change during a global pandemic (Lecocq et al., 2020; Thomson and Barclay, 2020; Tyack et al., 2021). The international community has recommended metrics to quantify ambient noise and some groups have started to make their processing scripts available to the public. Centralized access to high quality scripts [e.g., Manta2; Triton3; PamGuide (Merchant et al., 2015)] will allow the community to easily implement those standards. Further, open source, cloud-friendly processing routines will enable scientists to bring the processing to the data, which are increasingly being made available on cloud platforms. An exemplary scenario would be Jupyter notebooks, an interactive, open-source, web-based computational tool, located in a publicly accessible github repository that create calibrated 1-s decidecade (or hybrid millidecidecade) bands from cloud-hosted raw audio files that are cost-effectively executed in a cloud environment. Further, it would be beneficial to make the results of that processing accessible for further research endeavors.

Although a single, centralized repository for both raw acoustic data and resulting data products containing all United States PAM data collections is not an attainable or even reasonable goal, bioacoustic research and management would benefit greatly from federated repositories that leverage common cyberinfrastructure components and data management approaches. Interest in assessing trends in underwater sound variables and relating them to possible changes in animal behavior, physiology, or biodiversity at regional, national, and global scales has been heightened during the COVID pandemic due to the resulting global reduction of vessel traffic and ocean activities. Therefore, we recommend establishing cyberinfrastructure encompassing federated repositories that can scale to the nation’s wealth and diversity of PAM data. This cyberinfrastructure would include best practices for standardized data processing and technology to implement that processing to promote sustainable access for management and scientific applications.
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A methodology for the analysis of soundscapes was developed in an attempt to facilitate efficient and accurate soundscape comparisons across time and space. The methodology consists of a collection of traditional soundscape metrics, statistical measures, and acoustic indices that were selected to quantify several salient properties of marine soundscapes: amplitude, impulsiveness, periodicity, and uniformity. The metrics were calculated over approximately 30 h of semi-continuous passive acoustic data gathered in seven unique acoustic environments. The resultant metric values were compared to a priori descriptions and cross-examined statistically to determine which combination most effectively captured the characteristics of the representative soundscapes. The best measures of amplitude, impulsiveness, periodicity, and uniformity were determined to be SPLrms and SPLpk for amplitude, kurtosis for impulsiveness, an autocorrelation based metric for periodicity, and the Dissimilarity index for uniformity. The metrics were combined to form the proposed “Soundscape Code,” which allows for rapid multidimensional and direct comparisons of salient soundscape properties across time and space. This initial characterization will aid in directing further analyses and guiding subsequent assessments to understand soundscape dynamics.
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INTRODUCTION

Ocean sound conveys a wealth of information due to the highly efficient manner in which acoustic energy travels through the water. Studying ambient ocean sound provides information on vocalizing marine life, ocean dynamics, and human use of the ocean (Hildebrand, 2009; Pijanowski et al., 2011; Howe et al., 2019). In recognition of its inherent value, ocean sound has been recently accepted as an Essential Ocean Variable (EOV) by the Global Ocean Observing System (GOOS) Biology and Ecosystem Panel (Ocean Sound EOV, 2018). EOVs are approved based on three considerations: (1) relevance in helping solve scientific questions and addressing societal needs, (2) contributions to improving marine resource management, and (3) feasibility for global observation regarding cost effectiveness, technology, and human capabilities1. In the context of ocean sound, inclusion in the GOOS framework provides a formal structure for recording ocean sound. Implementation of the ocean sound EOV will help to guide scientific data collection to ensure consistency and appropriate comparisons in soundscape analysis and ocean sound studies.

A soundscape is an acoustic environment tied to the function of a given landscape or marine habitat, and it is the sum of all sounds present; ISO 18405 defines soundscape as the characterization of the ambient sound in terms of its spatial, temporal, frequency attributes, and the types of sources contributing to the sound field. Defining and characterizing the soundscape is an important step in the task of assessing, monitoring, and comparing global acoustic environments. By utilizing soundscape analysis and ocean sound, researchers can better understand ocean dynamics (Radford et al., 2010; McWilliam and Hawkins, 2013; Miksis-Olds et al., 2013; Staaterman et al., 2014), biodiversity and ecosystem health (Parks et al., 2014; Staaterman et al., 2014), and the risk of anthropogenic impacts on marine life (Weilgart, 2007; Carroll et al., 2017).

Traditionally, sound is analyzed by measuring the sound pressure level (Sound Pressure Level; SPL), and other source- and amplitude-related parameters such as the number of sources detected, source classification, localization of detectable sources, or sound exposure level (SEL) (Martin et al., 2019). Recently, researchers have developed and applied metrics mathematically summarizing acoustic properties and comparing them with independent ecological data to understand the types of sources present in a soundscape. For example, the Acoustic Complexity Index (ACI) was proposed as a proxy for biodiversity Sueur et al. (2008), and (Pieretti et al., 2011) demonstrated the efficacy of the Entropy Index (H-index) and the Dissimilarity Index (D-index) at highlighting biodiversity of a terrestrial environment. Application of acoustic biodiversity indices in a marine environment have yielded mixed results (Parks et al., 2014; Staaterman et al., 2017; Bohnenstiehl et al., 2018; Bolgan et al., 2018). Further investigation into the utility of acoustic indices in marine applications is needed to assess their efficacy.

Even though ocean ambient sound and soundscape research has been conducted for decades, the ocean community has still not reached a consensus on the optimal way to accurately report and compare important aspects of ocean sound. Ocean sound studies are not trivial endeavors, and the complexity of ocean sound dynamics, combined with a lack of formal standards, guidelines, and consistent methods, make soundscape analyses and meaningful comparisons difficult. The methodologies utilized by researchers are often tailored to a specific study, which focuses on answering the question at hand, but contributes little to the understanding of soundscape dynamics on a large regional or global scale if the results cannot be easily interpreted or compared to data from other areas. Studies often fail to clearly report metric input parameters critical to the determination of the final metric value; ambiguities in reporting can make replicating study methodologies difficult, and can lead to erroneous comparisons. For example, different methods of averaging have yielded differences in final metric results of over 10 dB in previous works (Merchant et al., 2012; Hawkins et al., 2014). Some methodology descriptions are so vague it is nearly impossible to determine averaging times, integration windows, and exactly which metric is being calculated (McKenna et al., 2016). To accurately report important soundscape information, efforts must be made to standardize the way in which researchers acquire, process, analyze, and report acoustic metrics.

Many analysis methods produce graphical outputs, which are assessed visually but can become cumbersome when many comparisons need to be quantitative across time or space. Graphical information, supplemented with standardized quantitative analysis of the multidimensional soundscape within an accepted framework would produce thorough, accurate, and easily comparable results for acoustic recordings. A method that resembles this type of standardized quantitative analysis was adopted by The World Meteorology Organization (WMO) for comparing and reporting the state of sea ice that encompasses multidimensional information: ice coverage, stage of development, age, thickness and form. The WMO system for reporting sea ice is commonly referred to as the “egg code” (JCOMM Expert Team on Sea Ice, 2014). This egg code presents standard ice characteristics in a clear and succinct manner, and the multidimensional nature of the egg code reports a variety of relevant ice properties; “one size fits all” measures are rarely adequate in describing dynamic environments (Figure 1). The idea of a “measure” like the egg code that captures and reports salient information about an environment is the inspiration for the proposed soundscape code. While the egg code reports multiple dimensions of the environmental “feature” ice, the proposed soundscape code reports multiple dimensions of the environmental “feature,” sound pressure.
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FIGURE 1. WMO egg code (JCOMM Expert Team on Sea Ice, 2014). Contained in the simple oval are data regarding concentrations, stages of development, and form of ice. Code conforms to an international convention.


Amplitude, periodicity, impulsiveness, and uniformity are physical soundscape properties that are important to understanding soundscapes and the distribution of sound energy across time, space, and frequency (Table 1). The objective of this study was to identify the optimal suite of metrics across the general soundscape properties (amplitude, impulsiveness, periodicity, and uniformity) to create a soundscape code infrastructure for comparing soundscapes. Multiple metrics within each soundscape property (Table 2) were selected and applied to a diverse set of soundscapes to identify the metric that best captured the salient aspects of the acoustic recordings. Comparing the acoustic properties of soundscapes is not meant to be an exhaustive assessment, but rather an initial analysis to understand some of the dynamics of acoustic environments and guide subsequent analysis for more targeted assessments. The resulting product forms the proposed soundscape code, which provides a framework for comparing soundscape properties across space and time utilizing metrics that capture spectral and temporal properties of acoustic environments; characterizing acoustic environments in terms of spatial, spectral, and temporal acoustic properties directly relates to the ISO 18405 definition of a soundscape.


TABLE 1. Literature selected to emphasize how authors implement a variety of acoustic metrics.
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TABLE 2. Soundscape properties and corresponding metrics, statistical measures, and indices investigated for inclusion in the soundscape code.
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Sound level statistics and measures of the amplitude of acoustic power and energy are used frequently in ocean sound studies. The root-mean-square (rms) SPL captures the average sound pressure amplitude of the corresponding environment (SPLrms). Though susceptible to upward bias from loud, intermittent sounds, SPLrms is the most ubiquitous acoustic metric (Merchant et al., 2015). SPLrms does not capture all the important amplitude information of a soundscape such as maximum sound pressure levels (SPLpk), the sound floor (quietest periods in a soundscape), or sound exposure level. Reporting both the SPLrms and SPLpk provides detail on average sound amplitude as well as information on the range of sound amplitude.

Impulsive sounds are defined qualitatively as sounds that are of short duration, have rapid rise times, and high sound levels (NIOSH, 1998; NMFS, 2018). A wide variety of sound sources produce pulsed acoustic signatures which means that it is possible for the impulsiveness of a soundscape to be used as an indication of source presence/absence. Impulsive sounds can potentially have physiological impacts on fish (Halvorsen et al., 2012a, b; Casper et al., 2013a, b), and marine mammals (Lucke et al., 2009; Kastelein et al., 2015; Southall et al., 2019), so it is also a valuable property to consider from a regulatory perspective as well as a physical characteristic. Regulations lack quantitative definitions regarding the difference between impulsive and non-impulsive sounds, but several metrics for quantifying impulsiveness have been suggested including kurtosis, crest factor and Harris impulse factor (Erdreich, 1986; Starck and Pekkarinen, 1987; Kastelein et al., 2017). All three were initially considered candidate metrics to represent impulsiveness in the soundscape code, but Harris impulse factor was removed from consideration due to constraint in the range of the metric and the resulting implications for future use in comparative analysis.

The term periodicity is inherently general; periodicity can refer to a pattern that repeats over the course of a year, month, day, hour, or second. Seismic airgun signals (Greene and Richardson, 1988), echolocation clicks (Clarke et al., 2019), pulsed fish or whale vocalizations (Watkins et al., 1987; Lobel, 1992), and the rhythmic rasping of the California spiny lobster (Patek et al., 2009) are examples of real world ocean signals that are periodic. The proposed soundscape code focuses on periodicities that (1) impose physical characteristics to a soundscape over short time periods, (2) occur on time scales of less than a minute, and (3) can be captured by metrics calculated over a single minute of acoustic data. A metric for capturing larger scale periodicity related to diel, season, or annual cycles was not explored in this project but could be assessed using a time series of the individual soundscape code parameters. To our knowledge no metric designed specifically for quantifying the content of periodic signals in an acoustic environment exists, so metrics from other fields were repurposed as candidates to represent the periodicity property in the soundscape code. Cepstrum was first proposed as a tool for analyzing periodic seismological data (Bogert et al., 1963), where the arrival of various waves and phases could be considered as distorted echoes. Cepstrum is not widely used in marine soundscape studies, but has been used with efficacy in a variety of mechanical analyses, and it is considered underutilized by those that use it (Randall, 2017). Time lagged autocorrelation has been used to characterize soundscapes in terms of the dominant source types (Martin et al., 2019), and was repurposed in this study to quantify the content of periodic signals detected in a soundscape.

Soundscape uniformity is the degree to which the signals change over time in terms of temporal and frequency attributes of the soundscape. It answers the question “to what degree are the sounds similar or different?” and describes the dynamic nature of a given soundscape. The inclusion of the uniformity property in the soundscape code was motivated by the widespread interest in biodiversity, and the use of passive acoustic monitoring techniques to study biodiversity remotely (Peet, 1974; Pimm and Lawton, 1998; Sueur et al., 2014). A suite of quantitative indices has been developed and geared toward quantifying different properties of acoustic environments: Acoustic Complexity Index (ACI), H-index, D-index, and Acoustic Richness (AR). These indices have been widely used in terrestrial acoustic studies to measure biodiversity and species richness (Sueur et al., 2008, 2014; Pieretti et al., 2011, 2017). For the D-index, Sueur et al. (2008) utilized a measure that estimated the compositional dissimilarity between two communities. Within this work, the D-index is applied to two consecutive acoustic recordings in an effort to capture the acoustic differences and measure the acoustic uniformity. The Entropy Index (H) has been used as a proxy for biodiversity in the marine environment with mixed results (Parks et al., 2014; Harris et al., 2016). Harris et al. (2016) found that H values exhibited a dependence on the size of the fast Fourier transform (FFT) window, and at a window length of 512 showed little correlation to typical diversity measures, but correlation increased with spectral resolution. Parks et al. (2014) had to remove noise from a seismic survey before finding a significant connection between the H index and sampled biodiversity. Because H-index was designed to increase with signal diversity in time and frequency, it was repurposed in this study to represent acoustic uniformity, which shares similarities with the principle of acoustic diversity that the metric was built on.



MATERIALS AND METHODS

The datasets used to assess the performance of the candidate metrics for use in the soundscape code were selected from a pool of passive acoustic data that had already been analyzed, and in some cases, used in publications (Martin et al., 2017, 2019, 2020; Martin and Barclay, 2019). Soundscape code datasets were picked based on previous knowledge of activity in the soundscape region. Digital passive acoustic data were converted to pressure data, and then metrics were calculated over each pressure time series. The metrics were analyzed to determine the optimal combination for capturing salient quantitative aspects of a soundscape. Each dataset was collected using Autonomous Multi-channel Acoustic Recorders (AMAR, JASCO Applied Sciences) that sampled at a variety of sample rates and durations (Table 3). Recorders were deployed intermittently between 2012 and 2016 at the seven different locations. While the sites may not all be unique in their location, the acoustic content of their recordings was unique; GB5 is actually about 70 km from GB4v35 and GB4v0, and while the latter two share the same site location designation, the datasets were recorded weeks apart. The seven data sets contain a variety of human-generated, natural biologic, and natural abiotic sounds including sounds from a seismic survey, impact pile driving, vessel passages, ice calving and icebergs, fin (Balaenoptera physalus) and humpback whale (Megaptera novaeangliae) vocalizations, northern bottlenose whale (Hyperoodon ampullatus) and common dolphin (Delphinus delphis) whistles and echolocation, and shallow-water reef sounds including foraging urchins, snapping shrimp, and fish grunts (Figure 2). The biological sounds present in the data sets are representative of the diversity of marine life and sounds produced ocean wide.


TABLE 3. Soundscape code dataset descriptions and data collection parameters.
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FIGURE 2. Signals detected at designated soundscape code dataset sites (A) Ice sounds, (B) seismic survey, (C) humpback and fin whale vocalizations, (D) impact pile driving, (E) northern bottlenose whale and common dolphin vocalizations in a quiet soundscape, (F) fin whale vocalizations, (G) reef sounds.



Data Processing

Five frequency bands were selected for soundscape code analysis: (1) 10–100 Hz (Low), (2) 100–1,000 Hz (Mid), (3) 1–10 kHz (High), (4) 10 kHz and above (Ultra-High), and (5) 10 Hz and above (broadband; BB). These frequency bands were chosen because the dominant frequencies of many signals can be isolated into a single soundscape code frequency band. Data from Biogully East (BGE) was low pass filtered with a passband out to 32 kHz to provide a uniform analysis in the Ultra-High band across Melville Bay (MB), Great Barrier Reef (GBR), Orsted (OR), and BGE. Sample rate restrictions precluded analysis of the Ultra-High band at the Grand Banks sites (GB4v0, GB4v35, and GB5). The high band at GB5 was included, even though the data could only be resolved up to 8 kHz due to the sample rate at this site (16 kHz) (Table 2).

The metrics assessed for the soundscape code were calculated over one-min time windows. The one-min time window is a standard time length in soundscape analysis and corresponds with the human auditory experience (Ainslie et al., 2018). All FFTs performed in calculating soundscape code metrics used 1-second time windows. The median and 95% confidence interval of each metric was reported for each site and analyzed. Acorr2, acorr3, SPLrms, SPLpk, kurtosis, crest factor, D-index, and H-index were calculated using custom code written in MATLAB (2019); The Mathworks Inc., Natick, MA, United States.

Sound pressure level (SPL), reported in logarithmic decibel (dB) units relative to a reference pressure of 1 μPa, is the most common amplitude metric reported in ocean sound studies (Equation 1)

[image: image]

where Pref is reference pressure, p(t) is the instantaneous pressure at time (t), and T is the analysis window duration (Madsen, 2005; Thompson et al., 2013; Merchant et al., 2015). The SPLpk has added value as an amplitude metric, as it is also a relevant measure in determining the risk of physical damage in auditory systems (Coles et al., 1968) (Equation 2).
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Because the SPLpk and SPLrms metrics were identified from previously published work as well-established and effective measures of the amplitude of sound pressure, they were selected for use in the soundscape code without further analysis (Madsen, 2005; Thompson et al., 2013; Merchant et al., 2015).

The crest factor is defined as the difference, in dB, between the SPLpk and the time averaged sound pressure level. It describes the ratio of the SPLpk relative to the effective pressure level (Equation 3):
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A crest factor of 1 indicates no peak, while large-valued crest factors indicate the presence of large peaks. This metric has been used in predicting auditory injury in industrial workers by utilizing A-weighted sound levels where a crest factor value of 15 dB or greater indicated dangerous impulse noises (Starck and Pekkarinen, 1987).

Kurtosis describes the shape of a probability distribution and is a measure of the “tailedness” of the probability distribution of a real valued random variable. Kurtosis is defined below for the pressure time series p(t) as (Equations 4-6):
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where [image: image] is the mean pressure. Proposed as an indicator of the impulsiveness of sounds by Erdreich (1986) for noise exposures with equal spectral energy, permanent threshold shift (PTS) was found to increase with kurtosis up to a value of 40 (Qiu et al., 2013); this value of 40 now represents the threshold above which signals are considered impulsive. Gaussian-distributed random noise produces kurtosis values of 3.0. Time series with strong sinusoidal signals have a kurtosis in the range of 0.0 to 3.0, and time series with transients produce kurtosis values above 3.0 (Martin et al., 2020).

Cepstrum treats the log spectrum of a time series as a waveform, and the spectrum of this log spectrum produces peaks when the original waveform contains echoes, or periodic components (Oppenheim and Schafer, 2004). Cepstrum is calculated by taking the real part of the inverse discrete Fourier transform (DFT) of the logarithm of the magnitude of the DFT of the signal (Equation 7):
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where pts is the pressure time series. Cepstrum was calculated over averaged pressure time series using a built-in MATLAB function rceps. However, the graphical output of cepstrum needed to be further quantified for use in the soundscape code. To do this, a threshold set at c(n) = 0.1 was chosen, and any peaks above this threshold in the cepstrum output were used as proxies for periodicities with the number of peaks-per-minute (ppm) counted and reported in the soundscape code.

Inspired by Martin et al. (2019), time lagged autocorrelation used to highlight periodicities in acoustic data was considered as a periodicity metric candidate within the present study. Using an averaged pressure time series, the peaks above a selected threshold in autocorrelation plots can be counted and used as proxies for periodicity in a soundscape. Two averaging windows were assessed within this study to determine the best fit for the soundscape code: 1.0 s mean square (MS) sound pressure averages, and 0.1 s MS sound pressure averages. These nuanced autocorrelation metrics are referred to as “acorr2” (1.0 s average), and “acorr3” (0.1 s average). The threshold for periodicities using autocorrelation, a minimum peak prominence of ρyy(t, t + τ) = 0.5, was set using the MATLAB function findpeaks, and any autocorrelation coefficient peaks in the 1-min time window above this threshold were counted (ppm). For acorr2, 45 (75%) lags were considered. For acorr3, 420 lags (70%) were considered.

The H and D indices are calculated using the amplitude envelope which is given by the absolute value of the analytic signal ζ(t), defined as (Equation 8):
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where: [image: image], and ph(t) is the Hilbert transform of the real valued signal p(t). Probability mass functions (PMF) give the probability that a discrete, random variable is exactly equal to some value, and the PMF of the amplitude envelope A(t) and PMF of the mean spectrum S(f) is given by (Equations 9 and 10):
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and is used to quantify envelope dissimilarity where [image: image] is the mean spectrum. Envelope dissimilarity is estimated between two signals by computing the difference between their PMFs (Equations 11 and 12):
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where A(t) is the PMF of the amplitude envelope and S(f) is PMF of the mean spectrum. D-index (Equation 13) is the product of the temporal dissimilarity (Dt) and spectral dissimilarity(Df):
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The D index is a between-group (β) index originally developed to measure differences between communities. In the context of this study, the D index is used to quantify differences in the soundscape across time by calculating it over consecutive acoustic recordings.

H-index (Equation 16) is the product of the spectral (Hf) and temporal (Ht) entropies (Equations 14 and 15):
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where A(t) is the PMF of the amplitude envelope, and S(f) is the PMF of the mean spectrum. H is 0 for a single pure tone, increases with frequency bands and amplitude modulations, and approaches 1 for random noise.



Metric Performance Analysis

A qualitative analysis was done to determine the optimal representative metric for each of the three soundscape properties in the soundscape code. Visual analysis of spectrograms and waveforms, coupled with knowledge of the sound sources present at each site, helped to form a priori expectations for the candidate soundscape metrics (Figure 3). Metric statistics were compared against a priori expectations, identifying which metrics produced the strongest agreement across soundscape code properties. The SPLpk and SPLrms metrics have been well studied as quantitative metrics of amplitude (Madsen, 2005; Thompson et al., 2013; Merchant et al., 2015) and further comparison was not deemed necessary. A series of qualitative comparisons (Table 4) were used to inform the determination of which metric was optimal for each property. The qualitative comparisons shown in Table 4 do not represent an exhaustive review of the analysis completed using the soundscape code datasets, but rather represent the comparisons that produced definitive results in the analysis. Because amplitude metrics were already chosen, they are not featured among the list of comparisons.
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FIGURE 3. A priori metric response expectations for each data set. Expectations formed criteria to compare metrics and inform the metric selection. Green-Yellow-Red coloration represents relative expected metric response level where green indicates a low property level, yellow indicates a mid-level, and red indicates high-level responses. Low-level responses for the uniformity category indicate a uniform acoustic environment, and high-level responses indicate a lack of uniformity. Corresponding soundscape code frequency band is indicated by abbreviations for Broadband (BB), Low (L), Mid (M), High (H), Ultra-High (UH).



TABLE 4. Qualitative comparisons of soundscape code property metrics and summary of results.
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The qualitative comparisons and time series analysis of the candidate metrics informed most of the decision on which combination was optimal for use in the soundscape code. However, to explore how metric values could be used to distinguish or draw comparisons between sites, some statistical analysis of the metric values and distributions respective to each site and frequency band was desired. Because the ANOVA is an analysis specified for normally distributed Gaussian data, and distributions of kurtosis, D-index, and acorr3 violated this assumption of normality, a non-parametric multiple comparisons for all site pairs using the Dunn method for joint ranking was utilized (Dunn, 1964). Multiple comparisons tests were carried out using JMP ProTM 14.0.0 software and were repeated for the Broadband, Low, Mid, and High frequency bands; for each frequency band analyzed, 21 site pairs were assessed. For each metric, groupings in respective frequency bands were formed by sites whose metric distributions were determined by the multiple comparisons tests to not be significantly different. An assessment of how the candidate metrics “grouped” the soundscapes highlighted how the different metrics would compare or contrast the soundscapes of similar and different acoustic environments. Connected letters reports were created for the multiple comparisons test results to better visualize these groupings. Sites sharing common letters in the tables (within but not across frequency bands) have metric distributions that are not significantly different (according to the Dunn method for joint ranking).




RESULTS

Results from a series of comparisons that led to the final choice of metrics are presented on a property-by-property basis. Results from several of the qualitative comparisons outlined in Table 4 are presented to highlight the responses that guided the metric selection. Metric comparisons were conducted for impulsiveness, periodicity, and uniformity properties. As stated previously, metrics for amplitude were already identified from previously published work as well-established and effective measures of the amplitude of sound pressure, so they were selected for the soundscape code without further analysis (Madsen, 2005; Thompson et al., 2013; Merchant et al., 2015). Calculated metric time series were compared to spectrograms, pressure waveforms, and a priori expectations to guide final metric selection.


Impulsiveness

Both kurtosis and crest factor were generally found to accurately report the presence of impulsive signals. However, kurtosis values more closely aligned with a priori expectations in characterizations of the impulsiveness of the soundscape code datasets. The superiority of kurtosis in indicating the presence of impulsive signals was suggested in qualitative comparison I1, which featured sound from only one dominant sound source: ice. Spectrograms showed that ice cracks, groans, and rumbling acoustic activity dominated the lower frequencies of the soundscape, but several instances of more broadband ice cracks exist in the dataset (Figure 2A). Impulsive metrics were expected to reflect the presence of impulsive signals in mostly BB, Low, or Mid soundscape code bands. Kurtosis reported many values exceeding the impulsive threshold in the BB, Low, and Mid soundscape code frequency bands indicating considerable impulsive acoustic activity in the expected frequency bands (Figure 4).
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FIGURE 4. Impulsiveness comparison I1 results for (A) kurtosis and (B) crest factor. Wherein the boxplots red horizontal line indicates median value, outer edges of boxes represent 25th and 75th percentiles, whiskers mark boundary that contains approximately 99% of data values, and the red points are outliers.


Based on spectrogram analysis and an analysis of the sound pressure levels at MB, it was understood that while potentially impulsive events occurred frequently throughout the recording, a handful of high intensity events dominated the soundscape. It was expected that the impulse metrics would reflect the sporadic and intermittent nature of the ice cracks in boxplots of impulsiveness metric values through greater variability (Figure 4). Kurtosis performed as expected by indicating a wide range of kurtosis values that accurately captured the sporadic nature of the ice sounds. While crest factor reflected the presence of impulsive signals, it reported very little distinction between the soundscape code frequency bands, and the crest factor values varied much less than the kurtosis values so that it was not as possible to detect that a handful of high amplitude events characterized the impulsive nature of the soundscape at MB.

At GB4v35, where the 20 Hz pulsed vocalizations formed the basis for qualitative comparison I2, kurtosis values indicated the presence of impulsive signals the in Low band for minutes 1, 2, 3, 5, 6, 7, 9, 10, 11 which corresponded closely to the minutes containing pulsed fin whale vocalizations. Mid and High band kurtosis values maintained values of 3 for the duration of the qualitative comparison I2. Crest factor peaks also aligned with the pulse trains, but unlike kurtosis, crest factor impulse detections were identified in all soundscape code frequency bands, and for every minute but the 8th. The crest factor values in the Mid (100–1000 Hz), High (1–10 kHz), and Ultra-High (>10 kHz) soundscape code bands did not align with content visualized in the spectrograms or a priori expectations made based on the knowledge that the dominant sound source at this site was fin whales. However, 3–10 dB fluctuations in the 1-second SPLpk in the Ultra-high band were detected, which could indicate the presence of an impulsive sound and justify the higher than expected crest factor values (see Supplementary Figure 1 related to qualitative comparison I2). Ten-min boxplots were used to explore how the metric values changed over time at GB4v35 (Figure 5). Crest factor (Figure 5 Right) remained high during the period of ship noise (box 10–11), so it was difficult to deduce from the crest factor values that a ship had contributed significantly to the soundscape. In contrast, kurtosis values (Figure 5 Left) dropped quickly after the introduction of vessel noise to the soundscape (box 10–11), and values only increased after the vessel noise had subsided and the soundscape returned to being dominated by the pulsed signals of the fin whales (boxes 14–21). Kurtosis also only showed a slightly elevated response to a different fin whale chorus that correspond roughly to boxes 22-32 and a different recording period. Crest factor indicated little difference between the impulsiveness of the two different fin whale choruses.
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FIGURE 5. Boxplots of kurtosis values for the Low (A), Mid (B), and High (C) bands and crest factor values for the Low (D), Mid (E), and High (F) bands at GB4v35. Each box represents the range of metric values in a 10-min time window comprised of metrics calculated over 1-min time windows (each boxplot contains 10 metric values). Circled dots intersecting boxes indicate median values, thick boxes indicate 25th and 75th percentile range, narrower lines indicate range of 99% of data, and blue circles indicate outliers.


Qualitative comparison I3 which contained signals from a seismic survey (Figure 2B) yielded similar results in terms of the performance of the two impulsiveness metrics. Ultimately, both metrics adequately reported the nature of the impulsive seismic survey signals, but kurtosis again aligned more with the salient signals in the proper frequency bands (see Supplementary Figure 2 related to qualitative comparison I3). 10-min boxplots of both crest factor and kurtosis values adequately reflected the nature of the impulsive signals in the GB4v0 soundscape. However, kurtosis boxplots at GB4v0 highlighted the difference in seismic survey signals as the survey vessel approached, passed over the hydrophone, and departed. Crest factor, on the other hand, indicated little difference between the phases of the survey.



Periodicity

Periodicity metrics all reflected aspects of the periodic nature of each of the soundscapes and differences in metric responses were typically nuanced (Figure 6). Acorr3 was found to be more closely linked to the periodic nature of the soundscapes, and was more robust to mischaracterizations of the soundscapes that were observed with acorr2 and cepstrum.
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FIGURE 6. Broadband periodicity candidate metric results for all soundscape code datasets. Values represent peaks-per-minute as reported by (A) cepstrum, (B) acorr2, and (C) acorr3. The red horizontal line indicates the median value, outer edges of boxes represent 25th and 75th percentiles, whiskers mark the boundary that contains approximately 99% of data values, and the red points are outliers.


In comparison P1, subsets of the GB4v35 dataset contained unequal numbers of fin whale pulsed vocalizations, and this disparity was used to compare the responses of the periodicity measures to determine if the metrics would report more peaks in time window 1, which contained far more of the 20 Hz periodic fin whale vocalizations (Figure 7). Cepstrum reported 27 fewer peaks across frequency bands in time window 2, while acorr3 reported 11 fewer peaks. In a deviation from expectations, acorr2 reported six more peaks for the second time window.
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FIGURE 7. Periodicity comparison P1 results. 20-Hz fin whale vocalizations captured in (A) frequency filtered 1-SPLpk for time window 1 (left) and time window 2 (right). Boxplots show range of periodicity candidate metric values (ppm) corresponding to the two time windows for (B) cepstrum, (C) acorr2, and (D) acorr3. The red horizontal line indicates the median value, outer edges of boxes represent 25th and 75th percentiles, whiskers mark the boundary that contains approximately 99% of data values, and the red points are outliers.


Time series analysis using 10-min boxplots over the entirety of the GB4v35 dataset similar to the analysis presented in Figure 5 showed two main differences: (1) Acorr2 reported more peaks per minute than acorr3 in the High band for 69% of the minutes analyzed (n = 353). (2) Both acorr2 and acorr3 were highly consistent during the second period of fin whale vocalizations while cepstrum varied more (see Supplementary Figure 3 related to time series analysis of the periodicity metrics at GB4v35).

Qualitative comparisons P2 and P3 yielded results that were less conclusive than P1. Comparison P2 utilized sounds from a seismic survey (Figure 2B) and metrics were expected to report an increase in peaks-per-minute from time window 1 to time window 2. Time window 1 captured distant seismic survey signals, while time window 2 captured close proximity signals that were louder and had more consistent repetition. All metrics reported more peaks-per-minute across Soundscape Code frequency bands for the second time window of the GB4v0 dataset. Comparison P3 utilized the sounds from an impact pile driving operation (Figure 2D) and metrics were expected to report a decrease in peaks-per-minute from time window 1 to time window 2. Time window 1 featured intense pile driving sounds and time window 2 did not. The periodicity metrics in P3 reported a substantial decrease in peaks-per-minute across the two time windows. 10-min boxplots of periodicity metrics plotted over the duration of the datasets used in qualitative comparisons P2 and P3 did not indicate conclusive differences and all metrics responded appropriately to the different acoustic activity featured in the two datasets.



Uniformity

D-index values aligned with a priori expectations and outperformed the H-index in every analysis conducted using the soundscape code datasets. D-index values accurately captured the acoustic uniformity at all soundscape code datasets by indicating consistently high values at GB4v0 and OR, and the presence of high values in sites where dramatic changes in the acoustic environment occurred (Figure 8).
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FIGURE 8. Broadband (A) D-index and (B) H-index metric values for all seven soundscape code sites. Red horizontal line indicates median value, outer edges of boxes represent 25th and 75th percentiles, whiskers mark boundary that contains approximately 99% of data values, and the red points are outliers.


Comparisons of uniformity metric results drew on ice sounds from MB (Figure 2A), pile driving and boat noise from OR (Figure 2D), reef sounds from GBR (Figure 2G), and sporadic echolocation and whistling activity from BGE (Figure 2E) to determine which metric would represent soundscape uniformity in the soundscape code (Table 4 rows 7 and 8). At MB, the D-index values in the low and mid bands reflected the sporadic and random ice noise (Figure 9). Compared to BGE, D-index values accurately characterized MB as more variable in these bands. In the High and Ultra-High bands, BGE D-index values were greater than MB, which again was an accurate representation of the acoustic activity of northern bottlenose. Disruption of acoustic uniformity from the northern bottlenose whales at BGE was reflected clearly in time series analysis of D-index values. H-index also reflected the decreased uniformity at MB, but the dependence of this metric on bandwidth made interpretation and comparison difficult, as H-index values increased from the Low to Ultra-High soundscape code band regardless of acoustic uniformity. D-index soundscape code values in Figure 9 reflect the substantial disparity in acoustic uniformity between the two sites in both magnitude and variability of the index. In contrast, the slightly larger range of the H-index values corresponding to the MB Low band indicated only a slight disparity in acoustic uniformity between the two sites, and the magnitude of the index was not representative of the recording content.
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FIGURE 9. Uniformity comparison U1 results. H-index values for (A) BGE and (C) MB sites; D-index values for (B) BGE and (D) MB sites; Red horizontal line indicates median value, outer edges of boxes represent 25th and 75th percentiles, whiskers mark boundary that contains approximately 99% of data values, and the red points are outliers. Corresponding soundscape code results for (E) the D-index at BGE and MB, and (F) the H-index at BGE and MB report the median (med) and size of the 95% confidence interval (CI95).


Similar analysis carried out on data from the OR and GBR sites yielded slightly different results. In qualitative comparison (U2), comparisons of respective uniformity metrics across the sites highlights differences in acoustic uniformity. D-index values more clearly capture the disparity in acoustic uniformity between OR and GBR especially in the increased size of the boxplots of values at OR in the High and Ultra-High bands. H-index values used to compare the acoustically distinct OR and GBR sites failed to reflect the acoustic disparity by producing almost identical soundscape code medians, with only slightly more variability of the 1-min H-index values reported at OR. Similar to the H-index, the magnitudes of the D-index values at both OR and GBR were only slightly different. The variability measure of the D-index, however, did reflect the disparity in acoustic uniformity across OR and GBR (see Supplementary Figure 4 figure related the qualitative comparison U2). When metric values were analyzed using 10-min boxplots over the full OR recording, the D-index more effectively captured the dynamic nature of the soundscape, while the H-index values hardly indicated any changes in acoustic activity (see Supplementary Figures related time series analysis of the uniformity indices at OR and GBR). The intuitive nature of the D-index and much closer alignment to salient acoustic activity in the soundscapes of the soundscape code datasets than H-index suggested D-index was the optimal metric to represent acoustic uniformity in the soundscape code.



Statistical Groupings of Metric Values

The non-parametric multiple comparisons tests were used to form the statistical groupings of sites based on the medians of the metric values (Figure 10missing). Respective to each site, metric values that are not significantly different are “connected” by identical letters in the connected letter tables that report the multiple comparisons results. In key frequency bands, the uniquely impulsive soundscapes of MB, GBR, OR, and GB4v0 were all found to have kurtosis values that were significantly different than the sites where impulsive signals were either rare or only faint (BGE, GB4v35, and GB5) (Figure 10A). Kurtosis was observed to outperform crest factor in terms of robustness, sensitivity, and more informative soundscape grouping, which led to the selection of kurtosis to represent impulsiveness in the soundscape code. Periodicity metrics failed to produce intuitive groupings of the sites in terms of periodic content, and acorr3 was the only metric that produced significantly different values between the highly periodic site and the moderate-low periodic sites (MB, BGE, GB5, and GBR) (Figure 10B). In spite of less than ideal groupings for acorr3, optimal performance in qualitative comparisons and other analyses made it the only viable choice and acorr3 was selected as the metric to represent soundscape periodicity. Multiple comparisons results for the D-index were both adequate and less than ideal, depending on which frequency band was being considered (Figure 10C). However, considering the far more intuitive nature of the index and consistently better performance relative to the H-index, D-index was chosen to represent acoustic uniformity in the soundscape code.
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FIGURE 10. Connected letters plot showing results from multiple comparisons tests for (A) kurtosis, (B) acorr3, and (C) D-index. Sites connected by identical letters were determined by the multiple comparisons tests to have 1-min metric values that are not significantly different. Connected letters within but not across each frequency band form groupings of sites based on metric values. Color bars corresponding to the a priori expectations detailed in Figure 3 were provided to demonstrate how the quantitative site groupings of the multiple comparisons tests compared to the a priori expectations. The colors indicate the expected level of the metric response where green indicates a low property level, yellow indicates a mid-level, and red indicates high-level responses.





DISCUSSION

A collection of metrics was applied to a series of unique soundscapes to identify the optimal suite of metrics for capturing the salient soundscape characteristics, which ultimately enables quick and simple quantitative comparisons of soundscapes. The final determination considered both the metric efficacy in quantifying the corresponding soundscape property, and how well the metric fit into the infrastructure of the soundscape code. SPLrms and SPLpk (amplitude), kurtosis (impulsiveness), D-index (uniformity), and acorr3 (periodicity) were determined to be the best metrics out of the candidate metrics for comparing soundscapes. Soundscape codes comprised of the optimal metrics indicated dominant signal frequencies and salient differences in acoustic environments (Figure 11). Figure 11 represents what an initial soundscape assessment using the soundscape code methodology might look like; tabulated soundscape information across frequency bands and metrics offers an initial “glimpse” into a marine acoustic environment and highlights areas of interest for further targeted analysis. The soundscape code is proposed here as a first step in the direction of a standardized soundscape analysis methodology that will ultimately facilitate quantitative comparison and assessment of soundscapes, and guide subsequent analysis.
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FIGURE 11. Soundscape code results for the seven soundscape code datasets: (A) MB, (B) OR, (C) BGE, (D) GBR, (E) GB4v35, (F) GB4v0, and (G) GB5. Columns indicate the frequency band, and for each band, the median (med) and 95% confidence intervals (CI95) are reported. (H) The minimum and maximum soundscape code median values observed across all sites in corresponding frequency bands. Metrics represented in each row of the soundscape codes are from top to bottom: SPLrms, SPLpk, kurtosis, D-index Index, acorr3. The total range of the soundscape code medians and 95% CIs was divided into quartiles (respectively), and the cell colors correspond to which quartile the value falls into from low to high: blue, green, yellow, red.


Traditionally, underwater soundscape studies focus mostly on quantifying fluctuations, central tendencies, or minimum/maximum observed levels of amplitude typically represented by sound pressure, intensity, or acoustic energy (Table 1). If metrics that quantify aspects of other soundscape properties are included in soundscape analysis, a more thorough assessment of soundscapes is possible. The soundscape properties outlined in Table 2 were quantified by the selected metrics, which allowed comparisons of the soundscape code datasets to be made in terms of sound amplitude, impulsiveness and transient events, content of repetitive signals, and spectral and temporal variability. For example, in a comparison of the impulsiveness of the soundscape code datasets GB5, GB4v35, and BGE, impulsiveness metric values indicate they are the least impulsive sites of the seven (Figure 11). This observation was made quickly, and demonstrates the ease with which one can compare and contrast different soundscapes when identical metrics are being compared. This assessment of across site impulsiveness can be taken a step further: The elevated 95% CI value in the Ultra-High (relative to BB, Low, Mid, and High) band at BGE indicates the presence of acoustically active northern bottlenose whales. At the same time, the median and 95% CI in the Low bands at GB4v35 and GB5, respectively, indicate the presence of chorusing fin whales. Martin et al. (2020) showed that 1-min kurtosis values increased as the amplitude of simulated impulses increased, so the slightly elevated impulsiveness metric values at GB4v35 relative to GB5 could be a manifestation of the higher amplitude of the fin whale chorus at GB4v35, and this coincides with increased SPLpk values at this site. This example highlights how a combination of multidimensional metrics can be used congruently to understand a soundscape and how nuanced differences in the metrics can indicate significant differences in soundscape composition. The collection of metrics captures temporal and frequency characteristics of acoustic environments and depending on application can be used to assess spatial temporal and variation in soundscapes directly corresponding to the soundscape components defined in ISO (2017) 18405.

The proposed soundscape code provides a valuable framework to simply covey complex ocean characteristics and is a “first step” in the direction of a standardized soundscape analysis and reporting structure. We recognize that the future use and potential improvement of the soundscape code will benefit from more thorough assessment of duty cycling, bandwidth definitions, and dataset durations, as only data sets of multiple hours and a majority of continuous sampling regimes were used to select the proposed soundscape code metrics. Further work assessing the impact and performance of different analysis windows (larger time scales), datasets with unique acoustic features not captured in this work, datasets with significant overlapping of source signals, and threshold selections is required to ensure the development of an effective, rapid, and robust quantitative soundscape framework.

Duty cycle was found to have impacts on the D-index, as the D-index measures the difference between consecutive recordings, and consecutive recordings will have more in common than recordings spaced apart by longer periods of time. The selected frequency bandwidths worked for the purposes of this project, but other frequency banding should be explored to better represent evolving regulations and knowledge of marine life hearing. Similar to duty cycle concerns, dataset duration being represented in the soundscape code should be explored to understand how a comparison of soundscape code results from a small duration dataset (minutes to hours) compares to results from a large duration datasets (days to months). A final aspect to consider in future soundscape code performance and application is the duration of the integration and averaging windows for each of the property metrics. All soundscape code metrics were based on 1-min time windowing protocol to better align with what few standard soundscape analysis methods there are (Ainslie et al., 2018). Averaging of sound pressure for the periodicity metrics was done on 0.1-second and 1.0 s windows. Other window sizes should be explored to assess performance and use of the soundscape code. Exhaustive analysis of the impact that different analysis parameters have on the soundscape code metrics would have added to the value of this research, but it did not fit into the scope of the project. Thorough metric analysis did, however, identify several aspects of the selected soundscape code metrics that should be explored.

The selection of acorr3 as the periodicity metric is a prime candidate for additional assessment and development within the soundscape code structure. It was noticed that acorr3 produced “false positives” due to noise in the autocorrelation outputs. This was found with all of the candidate periodicity metrics, but in acorr3 it occurred at a much reduced and more manageable manner. In spite of the potential to falsely indicate the presence of periodicities, acorr3 accurately characterized the soundscape datasets in terms of periodicity, with the exception of MB where the repeated cracking of ice led to a mischaracterization of this site being more periodic than expected.

The candidate metric for uniformity, the H-index, exhibited a strong dependence on the bandwidth of the signal being analyzed, which made within site comparisons of the H-index across soundscape code frequency bands futile and would severely limit the utility of the uniformity metric in the soundscape code. Furthermore, the observed behavior of the H-index in response to anthropogenic activity is similar to findings in Parks et al. (2014): anthropogenic sounds confounded the metric. At OR and GB4v0, the sounds of a seismic survey and pile driving drove the H-index down, while the opposite was observed for the D-index. Ship noise at GB4v35 and GB5 had little effect on the H-index but drove D-index values down as biological signals from fin whales were masked. Elevated ambient sound levels from hurricane Nicole had a similar masking effect on the H and D indices, where the H-index was unaffected but the D-index dropped significantly. The D-index was found to more closely align with the real world signals in the soundscape code datasets and consistently reflected the acoustic uniformity of known sound sources in proper frequency bands. D-index demonstrated a sensitivity that allowed it to highlight nuanced differences in soundscape composition, and ultimately it was chosen as the metric to represent acoustic uniformity. However, extremely small values of the D-index make interpretation more difficult than the metrics that report the other soundscape properties and further scrutiny should be given to ensure metric efficacy.

Both impulsiveness metrics were closely tied to the content of impulsive signals in the soundscape but kurtosis outperformed crest factor in meeting a priori expectations and produced values that made assessments of impulsiveness easier and quicker. The constrained range of possible crest factor values means the variability it produced when characterizing sites in terms of impulsiveness can be narrow and hard to interpret. The larger range of possible kurtosis values meant it could more dramatically reflect differences in transient or impulsive acoustic activity between sites, which makes rapid assessments more feasible. Kurtosis is already well established in signal analysis and acoustics, so compared to the metrics representing periodicity and uniformity, it does not need to be as thoroughly assessed in terms of efficacy. Analysis of kurtosis time series to explain soundscape code metric values across properties led to a realization that time series analysis of the soundscape code metrics is also an informative method for exploring and assessing acoustic environments with implications for future applications.

Targeted analysis of large acoustic datasets could be made easier by analyzing time series data of the soundscape code metrics. D-index time series consistently indicated time periods of dynamic acoustic activity. Peaks in acorr3 metric time series regularly highlighted the presence of echolocation signals and transient periodic acoustic signatures. Time series analysis of kurtosis values demonstrated an impressive utility in the assessment of a variety of aspects of underwater sound by indicating the presence of transient acoustic activity and shifts in acoustic activity in general. Time series analysis of kurtosis suggests the metric could be used in a variety of applications beyond the scope of soundscape comparison using the soundscape code. The relationship between kurtosis and impulsive sounds, and resultant relevance in impact studies indicates it could be used in assessments of noise impacts and mitigation. For example, bubble curtain efficacy could be assessed using the soundscape code or time series analysis of soundscape code metrics as the change in signal across a bubble curtain would assuredly be captured by impulsiveness and amplitude metrics, if not uniformity and periodicity metrics as well. Noise studies sometimes analyze sound at different ranges from a sound source, and the soundscape code metrics could easily be applied to this type of assessment and would quickly and clearly highlight salient differences in the impacted soundscape.

The soundscape code methodology provides a structure for quick and easy quantitative comparisons meant to capture salient soundscape characteristics for directed assessments of sources, patterns, and trends. The utility of the soundscape code methodology lies in succinct, consistent, and transparent reporting of acoustic soundscape properties. If the combination of metrics is calculated and reported in a uniform manner, then direct comparisons are easily made. Ambiguity in reporting of metric calculation parameters makes interpretation of results time consuming and can result in erroneous conclusions; the uniform integration times and frequency bands of the soundscape code allows for accurate direct comparisons with immediate understanding of exactly what is being calculated. Furthermore, the multidimensional nature of the soundscape code helps to highlight similarities and differences in soundscapes that are sometimes overlooked in traditional soundscape analyses.
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Supplementary Figure 1 | Impulsiveness comparison I2 results. (A) 1-second SPLpk plot shows pulsed fin whale vocalizations that mostly occur in the first 10-minute time window, and corresponding 1-minute (B) kurtosis and (C) crest factor values.

Supplementary Figure 2 | Impulsiveness comparison I3 results. (A) 1-second SPLpk plot shows pulsed seismic survey signals that increase in repetition and amplitude from time window 1 (left) to time window 2 (right). Corresponding 1-minute (B) kurtosis and (C) crest factor values are shown for the two time windows.

Supplementary Figure 3 | Boxplots of (A) cepstrum, (B) acorr2, and (C) acorr3 values corresponding to the GB4v35 dataset. Each box represents the range of metric values in a 10-minute time window comprised of metrics calculated over 1-minute time windows (each boxplot contains 10 metrics values). Red horizontal line indicates median value, outer edges of boxes represent 25th and 75th percentiles, whiskers mark boundary that contains approximately 99% of data values, and the red points are outliers.

Supplementary Figure 4 | Uniformity comparison U2 results. H-index values for (A) OR and (C) GBR sites; D-index values for (B) OR and (D) GBR sites; Red horizontal line indicates median value, outer edges of boxes represent 25th and 75th percentiles, whiskers mark boundary that contains approximately 99% of data values, and the red points are outliers. Corresponding soundscape code results for (E) the D-index at ORand GBR, and (F) the H-index at OR and GBR report the median (med) and size of the 95% confidence interval (CI95).


FOOTNOTES

1https://goosocean.org/index
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Soundscapes represent an intrinsic aspect of a habitat which, particularly in protected areas, should be monitored and managed to mitigate human impacts. Soundscape ecology characterizes acoustic interactions within an environment, integrating biological, anthropogenic, climatological, and geological sound sources. Monitoring soundscapes in marine protected areas is particularly important due to the reliance of many marine species on sound for biological functions, including communication and reproduction. In this study we establish a baseline understanding of underwater soundscapes within two marine National Park Zones (NPZs) along the east coast of Australia: Cod Grounds Marine Park and an NPZ surrounding Pimpernel Rock within Solitary Islands Marine Park. In each of the NPZs, underwater recorders were deployed twice during the austral winter (33–35 days, 2018 and 60–69 days, 2019) and once during the austral summer (35–71 days, 2018–2019). We used the resulting acoustic recordings to determine hourly presence of anthropogenic and biological sounds between 20 Hz and 24 kHz and analyze their contributions to patterns of received sound levels. Sounds from vessels were recorded on most days throughout monitoring but were not found to influence long-term patterns of sound levels over their corresponding frequencies. Biological sources included dolphins, snapping shrimp, fish choruses, humpback whales, and dwarf minke whales. Dolphins, snapping shrimp, and fish choruses were present in all deployments. Median ambient sound levels showed a consistent diel pattern with increased levels resulting from crepuscular fish choruses combined with a higher intensity of snapping shrimp snaps during those times. Singing humpback whales strongly influenced the overall sound levels throughout the winter migration, while dwarf minke whales were consistently detected in the 2019 winter deployment but were only present in 2 h among the earlier deployments. Patterns of acoustic spectra were similar between the two NPZs, and patterns of soundscape measurements were observed to be driven by seasonal differences in biological contributions rather than anthropogenic sound sources, indicating that these NPZs are not yet heavily impacted by anthropogenic noise. These baseline measurements will prove invaluable in long-term monitoring of the biological health of NPZs.
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INTRODUCTION

All marine ecosystems shoulder the burden of threats to ecosystem health, whether these impacts are direct—habitat destruction, removal of species due to fishing—or indirect—climate change, invasive species, anthropogenic noise (Halpern et al., 2007). Marine protected areas (MPAs) have been established in an attempt to minimize the effects of such threats by setting aside areas to conserve natural and cultural resources (Day et al., 2019). Although MPAs cannot fully prevent effects of larger-scale impacts such as climate change, storm damage, or global increases in underwater noise, by restricting access or usage of a targeted area, they can still provide a local refuge from many anthropogenic threats and provide a management framework for consistent monitoring efforts (Bates et al., 2019). MPAs can vary widely in size, scope, and conservation goals, but according to the IUCN, all MPAs should include goals toward conserving and improving biodiversity (Day et al., 2019). Biodiversity is declining in marine systems at a similar rate as in terrestrial systems (Polidoro et al., 2008), and there is considerable interest in monitoring MPAs to determine efficacy of regulations and management plans (Rossiter and Levine, 2014; Zupan et al., 2018).

Determining success of an MPA in terms of restoring biodiversity requires consistent monitoring as well as suitable baseline metrics to assess progress over time (Rossiter and Levine, 2014; Soga and Gaston, 2018). Biodiversity assessments are subject to shifting baseline syndrome, a phenomenon where recent environmental degradation is perceived as less detrimental due in part to a lack of awareness or recollection of historical conditions (Pauly, 1995; Soga and Gaston, 2018). For an MPA, an ideal monitoring scenario would incorporate historical data collected prior to significant human impacts to the area such as the introduction of fishing or motorized vessels (Plumeridge and Roberts, 2017), although this type of historical assessment is rarely available. Even without such historical records, however, managers can still combat shifting baseline syndrome by implementing biological monitoring regimes to collect high-quality data on current conditions that can be used as a benchmark to show trends in effectiveness of management (Rossiter and Levine, 2014; Soga and Gaston, 2018).

Consistent long-term monitoring has been cited as a key component of successful MPAs which effectively meet their conservation goals (Polidoro et al., 2008; Rossiter and Levine, 2014; Pavan, 2017); however, managers face several obstacles to effectively monitoring MPAs, including financial and logistical considerations (Day et al., 2019). MPAs present a unique set of challenges to monitoring since they often cover large areas and are remote or otherwise difficult to access, and the species of interest typically spend most if not all of their time underwater, limiting opportunities for direct observation. Most monitoring within MPAs is conducted via manned aerial or vessel patrols using visual survey methodologies including line transect surveys (e.g., Davis et al., 2004; Currie et al., 2018; Director of National Parks, 2018) or underwater visual census surveys (Edgar et al., 2004) to assess species’ presence, abundance, and distribution. Although visual methods provide high resolution information, they are necessarily restricted by safety, daylight, and personnel considerations, typically excluding observation of processes occurring at night or in inclement weather (Mellinger et al., 2007; Day et al., 2019).

Remote, autonomous passive acoustic monitoring (PAM) provides a non-invasive means of recording and archiving acoustic information gathered from the environment (Mellinger et al., 2007). This technique can be used to monitor anthropogenic noise introduced by vessels (Blair et al., 2016), sonar (Harris et al., 2018), seismic surveys (Pirotta et al., 2014), or underwater explosives (Showen et al., 2018). Many marine species including fish, invertebrates, and marine mammals produce sound in accordance with critical life functions—e.g., reproduction (Herman, 2016; Rowell et al., 2017), territory defense (Matthews et al., 2018), and foraging (Remage-Healey et al., 2006). Anthropogenic noise can impede the ability of these species to communicate, find prey, or orient themselves within the environment (e.g., Parks et al., 2009; Rossi et al., 2016). Using existing libraries of known sounds (e.g., Erbe et al., 2017) enables analysts to identify sound sources, providing a reliable way to determine presence of various taxa. Since PAM can operate continuously while deployed, it has proven to be an excellent tool for monitoring processes at various time scales such as crepuscular reef chorusing and seasonal migratory patterns of large whales (Davis et al., 2020; Mooney et al., 2020).

Along with identifying and monitoring individual sound sources, PAM can be used to collect recordings necessary to characterize an entire soundscape of an area (Pijanowski et al., 2011). Soundscape ecology incorporates a broad view of all acoustic contributions of a particular place including biological, anthropogenic, and natural abiotic sounds (Pijanowski et al., 2011). The soundscape can be thought of as an intrinsic feature of the habitat which can drive other ecological processes. In marine systems, for example, soundscape measurements have been found to correlate with larval recruitment in reef communities (Rossi et al., 2016). Characterizing the soundscape in terms of the relative contributions of various sound sources provides valuable indicators of ecologically important aspects of an area, such as biodiversity, species interactions, and degree of human disturbance (Dumyahn and Pijanowski, 2011; Pijanowski et al., 2011; Pavan, 2017; Mooney et al., 2020).

Monitoring soundscapes to determine efficacy of conservation efforts focuses on characteristics of biological and anthropogenic sources (Dumyahn and Pijanowski, 2011). Within a soundscape, species can occupy a range of acoustic niches defined by time and frequency limits which are in turn shaped by the presence of other sound sources in the soundscape (Krause and Farina, 2016; Pavan, 2017). Similar to traditional ecological niche space (Vandermeer, 1972; Pearman et al., 2008; Ricklefs, 2010), there is evolutionary pressure for assemblages of species to occupy unique acoustic niches to minimize competition for acoustic space (Krause and Farina, 2016; Tennessen et al., 2016; Wilson et al., 2020); however, novel sound sources, whether biological, anthropogenic, or climatological, can impact communication by restricting the available acoustic niche space, forcing the affected species to adjust their signals in some way or abandon the habitat altogether (Parks et al., 2009; Blair et al., 2016; Tennessen et al., 2016). In addition to acoustic disturbance, changes in soundscape characteristics may indicate response to other types of threats including habitat degradation (Coquereau et al., 2017), shifts in species composition (Butler et al., 2016; Bates et al., 2019), and ocean acidification (Rossi et al., 2016).

Monitoring soundscapes for changes in characteristics of various acoustic niches may provide an early indication of disturbance. Similar to baselines for species abundance and population monitoring, baseline metrics for soundscapes are crucial to recognizing and interpreting any changes as they relate to monitoring and managing MPAs to conserve biodiversity (Pijanowski et al., 2011; Pavan, 2017; Mooney et al., 2020). Consistent soundscape monitoring allows such changes to be placed within the context of underlying patterns due to existing biological, anthropogenic, or climatological sound sources. For example, marine soundscapes can exhibit seasonal changes due to increasing wind speeds from winter storms (Wenz, 1962; Fournet et al., 2018; Haver et al., 2019; Erbe et al., 2021b). Several field-specific metrics have been proposed to assess the partitioning of acoustic niches in time and frequency as a proxy for ecological characteristics such as biodiversity (Mooney et al., 2020). Many studies, however, rely on a collection of simpler measurements to characterize changes in a soundscape or to compare multiple soundscapes (Merchant et al., 2015; Haver et al., 2019). These include broadband sound pressure level (SPL) and power spectral density (PSD), which can be used to assess the relative acoustic pressure amplitude found in long-term recordings across different times and frequencies (Merchant et al., 2015). Both metrics provide information that is proportional to the acoustic energy in a recording; SPL provides the root-mean-square sound pressure level over the complete frequency bandwidth of recordings, and PSD provides the mean-square sound pressure level per unit frequency. Both measurements can be analyzed as a function of time or summarized over specified time intervals (Merchant et al., 2015). Measuring SPL over all frequencies and PSD over an entire deployment provides a standardized way to identify key contributors to the soundscape, compare soundscapes, and identify large-scale variations that may indicate differences due to seasons, assemblages of acoustically active species, or levels of disturbance (Dumyahn and Pijanowski, 2011; Pijanowski et al., 2011; Coquereau et al., 2017; Haver et al., 2019).

To successfully incorporate the analysis of soundscapes into MPA monitoring, measures of baseline conditions must be established. Australian Marine Parks (AMP) comprise one of the largest networks of MPAs in the world—approximately 3.3 million km2—which presents logistical challenges for monitoring both ecosystem health and compliance with regulations. The AMP system contains five marine park networks organized by geographic region and predominant marine habitat, plus the large Coral Sea Marine Park. Each of the five AMP networks contains multiple marine parks, and some parks are further subdivided into zone categories to balance conservation goals while allowing sustainable resource use (Director of National Parks, 2018; Day et al., 2019). In the present study, we seek to assess the contributors to the soundscapes and their detectable contributions to the soundscape metrics of two AMPs that have been designated as National Park Zones (NPZ)—IUCN category II. These baseline metrics can serve as a benchmark to assess the future condition of soundscapes in these MPAs to monitor efficacy of conservation efforts or evidence of increasing anthropogenic impacts.



MATERIALS AND METHODS


Site Description and Recording Effort

This study focuses on two AMPs, Cod Grounds Marine Park (CGMP) and the Solitary Islands Marine Park National Park Zone (SIMP). As designated NPZs, extractive activities (e.g., fishing and mining, etc.) are prohibited, but non-extractive use (e.g., transit and tourism) is still permitted. The two NPZs are located in temperate coastal waters on the east coast of Australia and are separated by approximately 120 nautical miles (Figure 1). The entirety of CGMP is classified as an NPZ, while SIMP is comprised of a smaller (∼1 km2) NPZ within a larger AMP, the remainder of which is zoned as either Multiple Use Zone or Special Purpose Zone (IUCN category VI).
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FIGURE 1. A map of the two study areas, Solitary Islands Marine Park (SIMP) (top right) and Cod Grounds Marine Park (CGMP) (bottom right). The entirety of CGMP is a National Park Zone (NPZ), while in SIMP the NPZ is a portion of the larger park which also contains a Multiple Use Zone (light gray) and a Special Purpose Zone (white). Hydrophone deployment locations within the two NPZs are indicated by white stars.


All recordings were made using SoundTrap 300 acoustic recorders (Ocean Instruments, Inc.) and were set to sample at 48 kHz with the high gain calibration. The manufacturer states that the SoundTrap recorders have a flat frequency response (±3 dB) between 20 Hz and 60 kHz, providing an effective recording range for this study of 20 Hz to 24 kHz (Table 1), although some frequency-dependent variations in sensitivity may exist. Using a VEMCO Ascent acoustic release mechanism, SoundTraps were attached 2–3 m above a fixed mooring (depth = 37 m CGMP, 42 m SIMP) with subsurface floats extending ∼ 6 m vertically into the water column. Within SIMP, a hydrophone was deployed to the west of Pimpernel Rock on a hard reef substrate (see Kline et al. (2020) for detailed site description). In CGMP, a hydrophone was deployed on a sandy bottom. Hydrophones were deployed three times at each site between July 2018 and August 2019 to capture seasonal variation of the underwater soundscapes within the NPZs. In the first deployment (D1: winter 2018–2019), recorders were set to record continuously. In the second and third deployments (D2: summer 2019 and D3: winter 2019), recorders were set to record with a duty cycle of 30 min of recording followed by a 30-min non-recording period each hour to extend battery life. Specific deployment dates varied by site, ranging from 32 to 74 recording days per deployment (Table 1).


TABLE 1. Summary of passive acoustic recording effort in Cod Grounds Marine Park (CGMP) and Solitary Islands Marine Park National Park Zone (SIMP).
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Presence of Sound Sources


Hourly Presence

Trained analysts manually reviewed all acoustic data using spectrograms generated in Raven Pro 2.0 (Center for Conservation Bioacoustics, 2014) to determine the hourly presence of anthropogenic and biological sound sources, which was in turn used to assess seasonal and diel patterns of each source. Although the 30-min duty cycle used in D2 and D3 may result in fewer total observations, it is robust to detecting patterns of presence at the time scales used in analysis (Thomisch et al., 2015). Selection boxes were drawn tightly around each signal of interest, and selection tables were generated in Raven Pro containing upper and lower frequency limits (Hz) for each event.

Consistent with methods described in Kline et al. (2020), vessels were considered present if the acoustic signature of the vessel included visually discernible acoustic pressure-squared amplitude > 500 Hz. The 500 Hz cutoff was used as a conservative measure to avoid inclusion of vessels that were too far away to reliably discern the signal from background noise. Based on preliminary analysis of the recordings as well as an existing survey of acoustically active marine mammals of Australia (Erbe et al., 2017), we noted presence of six categories of biological sounds based on known call types: snapping shrimp (Alpheus spp.), fish choruses, dolphins (Delphinidae spp.), humpback whales (Megaptera novaeangliae), dwarf minke whales (Balaenoptera acutorostrata), and low-frequency baleen whales (e.g., blue whales Balaenoptera musculus, fin whales Balaenoptera physalus). We did not attempt to further divide the dolphins into species-specific signals as there is not enough information to reliably classify dolphins at this time.

Dolphin presence was reviewed both manually as described for other sources as well as with an automated detector. D1 and D2 were manually reviewed for hourly presence of whistles or burst pulses (Van Parijs and Corkeron, 2001; Erbe et al., 2017). In D3, the PAMGUARD Whistle and Moan Detector (WMD) was used to automatically detect whistle contours and burst pulses to determine hourly presence of dolphins. While burst pulses are not considered a whistle nor a moan, their quick succession of clicks appears tonal in the spectrogram and thus lends itself to be reliably detected by the WMD. The detector was run with PAMGUARD’s default settings from 4 kHz to 20 kHz with an FFT length of 1024 bins to minimize false positives from humpback whale song and to cover the frequency range of expected whistles (Erbe et al., 2015). Detected whistle contours were overlaid atop the spectrogram within PAMGUARD for review by a trained analyst (page length of 1 min, FFT length of 1024 bins, frequency range 0 Hz to 24 kHz). Echolocation clicks and buzzes cannot be detected by the WMD and for some species thought to occur in these parks, do not occur entirely below the Nyquist frequency of our data [e.g., Indo-Pacific humpback dolphins (Sims et al., 2012)]; thus, we excluded clicks from our assessment of hourly dolphin presence for all deployments (both manual and with the WMD). However, hours with either burst pulses or whistles confirmed by an analyst using either method were marked as positive for dolphin presence.



Temporal Patterns and Frequency Overlap

Selection tables created in Raven Pro 2.0 were used to determine approximate frequency ranges for vessels by calculating the median upper and lower frequencies. For snapping shrimp and fish choruses, approximate frequency ranges were determined using soundscape metrics described below. For cetacean sources (dolphins, humpback whales, dwarf minke whales, and other baleen whales), frequency ranges were taken from the literature. Frequency ranges for each source were used to create spectrographic box displays (SBDs) (Van Opzeeland and Boebel, 2018) to illustrate the potential for time and frequency overlap of signals over the course of each deployment. SBDs plot the approximate frequency range of a signal against daily presence of each source, with daily presence consisting of at least 1 h present for a given source. Using deployment periods as a proxy for seasons—D1 and D3 during austral winter, D2 during austral summer—the overall degree of seasonal presence for each source was determined as the number of days a source was present as a proportion of total deployment days.

For diel patterns, all times are reported in Australian Eastern Standard Time (AEST, UTC + 10). D2 occurred entirely during Australian Eastern Daylight Time (AEDT, UTC + 11), and to more accurately represent seasonal changes in sunrise and sunset times, all events from that deployment were converted to AEST prior to further analyses. To visualize patterns of diel and seasonal presence of sound sources, counts of hourly presence were summed into weekly presence plots illustrating the number of times a sound source was marked “present” for a given hour (00:00–23:00 AEST) as a proportion of the number of times that hour occurred in a week (range 0–1 possible proportion of hours per week). In order to facilitate quantitative comparisons of hourly presence among deployments of differing lengths, we divided the total number of occurrences of each sound source for a given hour (00:00–23:00 AEST) by the number of times that hour occurred in a deployment. This resulted in a proportional measure of presence per hour of the day (AEST) ranging from 0 (no occurrence for a particular hour) to 1 (occurred during every possible instance of an hour). Hourly presence proportions were binned into four daylight categories based on the range of sunrise (04:36–06:48 AEST) and sunset (16:53–18:51 AEST) times over all deployments (dawn = 04:00–07:00; daylight = 08:00–15:00; dusk = 16:00–19:00; night = 20:00–03:00). Since the hourly presence data were not normally distributed (Shapiro-Wilk test, all sound sources p < 0.05), a Kruskal-Wallis test was used to test for differences in proportional sound source presence among daylight categories. For any significant overall comparisons, a Dunn test was performed using the FSA package in R to determine differences between specific categories with post hoc p-values adjusted using the Holm method.




Drivers of the Soundscape

We used PAMGuide (version 2.5, Merchant et al., 2015) to compute standardized soundscape metrics to quantitatively explore baseline characteristics of sound levels in each NPZ. Broadband (20 Hz–24 kHz) SPL (dB re 1 μPa) provides information about how sound levels across all frequencies change over time. SPL was computed in PAMGuide using 1-min averaging. To assess diel patterns, we took the median value of 5-min bins between 00:00 and 23:55 AEST (288 bins) over each deployment. These median values were then plotted against time of day to visualize any time periods with notable diel peaks in SPL values.

We characterized typical wind conditions of each deployment using archived wind observations from the weather stations closest to each recorder (CGMP: Port Macquarie 1957–2003, SIMP: Coffs Harbour 1943–2015) (Australian Government, Bureau of Meteorology). We selected the months of August (D1), January (D2), and June (D3) as representative months from the three deployments and selected the observation time of 15:00. The data include relative proportions of wind observations occurring in each month within five 10-knot bins (0–10, 11–20, 21–30, 30–40, and 40+ kt) and were analyzed in R using Pearson’s Chi Square tests. Following a general test for differences across all deployments from each site, we conducted pairwise comparisons among deployments to determine specific differences between seasons. In addition, we pooled observations across deployments from each site to compare overall differences between the two sites. Statistical significance for pairwise tests was determined using the Bonferroni correction for post hoc analyses.

To determine the relative sound levels at each frequency over the entire deployment, PSD (dB re 1 μPa2/Hz) was computed using 1-min averages in PAMGuide. For each minute of the deployment, the PSD calculates the sound levels across all frequencies, resulting in a distribution of values (dB re 1 μPa2) for each 1-Hz bin. Percentiles of these distributions represent exceedance values (i.e., levels at the 5th percentile were exceeded in 95% of measurements) and allow for interpretation of the relative frequency spectra of lower-amplitude events where levels are exceeded more often (lower percentiles) versus more intermittent, louder events (higher percentiles). The median PSD levels (50th percentile) provide a metric of typical conditions in the soundscape (Merchant et al., 2015), and we present median, 5th and 95th percentile PSD plots for each deployment.

To determine important contributors to the soundscape, SPL and PSD plots were compared to Long-Term Spectral Averages (LTSAs) which were computed and reviewed using Triton (version 1.93.20160524, Wiggins et al., 2010) with 1 Hz/1 min bins for each full deployment. The full system sensitivity of each recorder (Table 1) was used to calibrate LTSAs in order to display acoustic pressure-squared amplitude values (dB re 1μPa2/Hz). The reduced time and frequency resolution of LTSAs compared to spectrograms allows efficient visualization of several hours of acoustic data at once, facilitating review of longer-term events and patterns (e.g., snapping shrimp and fish choruses). Peaks in either broadband levels (SPL) or frequency spectra (PSD) were compared to the LTSA as well as to hourly presence information generated from Raven selection tables for each sound source to determine which sources primarily contributed to the soundscape metrics.




RESULTS


Seasonal Presence of Sound Sources


Anthropogenic Sound Sources

Vessels occurred on the majority of days in all deployments, with D1 representing the highest percentage of days with vessel presence for each site (CGMP D1: 34/35 days, 97.14%; CGMP D2: 58/71 days, 81.69%; CGMP D3: 63/69 days, 91.30%; SIMP D1: 29/33 days, 87.88%; SIMP D2: 29/35 days, 82.86%; and SIMP D3: 43/60 days, 71.67%) (Figures 2, 3). Apart from vessels, in CGMP D1 we observed a distinctive metallic rattling sound from a mooring chain presumed to be close to the recorder (Kline et al., 2020). The chain sound was not specifically analyzed since it was determined to be a nearby sound source that likely did not propagate far into the surrounding environment.


[image: image]

FIGURE 2. Representative spectrograms of various sound sources within the soundscapes of CGMP and SIMP. (A) close vessel passage, (B) fish chorusing, (C) dolphin whistles, (D) dwarf minke whale “star wars” call, (E) humpback whale song, and (F) humpback whale social calls.
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FIGURE 3. Seasonal presence of each sound source represented as the proportion of deployment days with at least 1 h present in Cod Grounds (CGMP, top) and Solitary Islands Marine Park (SIMP, bottom). Deployment is indicated by color and is used as a proxy for season (D1, D3 = austral winter; D2 = austral summer).




Biological Sound Sources

All six categories of biological sounds were present in the recordings. Two categories were able to be identified to species [humpback whales (Megaptera novaeangliae), dwarf minke whales (Balaenoptera acutorostrata)], while the remaining categories were identifiable to genus [snapping shrimp (Alpheus spp.)], family [dolphins (Delphinidae spp.)], or broader taxonomic categories (fish choruses, unidentified low-frequency baleen whales) (Figure 2).

Snapping shrimp, fish choruses, dolphins, and humpback whales were all present across all deployments (Figure 3). Minke whales were detected in CGMP D1, CGMP D3, and SIMP D3. Other baleen whales were detected in SIMP D1 and CGMP D2. Snapping shrimp were the most prevalent sound source in terms of daily presence and the only source present on 100% of days throughout all deployments. Fish choruses occurred on the majority of days in D1, D2, and D3 at both sites, although SIMP D3 showed a decrease in daily presence relative to other deployments (CGMP D1: 21/35 days, 60.00%; CGMP D2: 61/71 days, 85.92%; CGMP D3: 62/69 days, 89.86%; SIMP D1: 33/33 days, 100.00%; SIMP D2: 34/35 days, 97.14%; and SIMP D3: 33/60 days, 55.00%). Dolphins were present most days in all deployments, although D2 represented lower values for daily presence (CGMP D1: 30/35 days, 85.71%; CGMP D2: 58/71 days, 81.69%; CGMP D3: 62/69 days, 89.86%; SIMP D1: 32/33 days, 96.97%; SIMP D2: 18/35 days, 51.43%; and SIMP D3: 43/60 days, 71.67%).

For humpback whales, we detected instances of structured song at both sites in D1 and D3 as well as social calls in all deployments (Figure 3). In CGMP D1, SIMP D1, and SIMP D3, humpback song was present on all days. In CGMP D3, humpback whales were present on 32 of 69 days of the deployment (46.38%), and that deployment captured the onset of seasonal humpback whale song. The first instance of song was detected on May 16 and occurred on consecutive days from May 27 through the end of the deployment (June 24). In D2, humpback social sounds were detected intermittently at both sites (CGMP D2: 24/71 days, 33.80%; and SIMP D2: 13/35 days, 37.14%).

The dwarf minke whale “star wars” vocalization (Gedamke et al., 2001) was primarily present during D3 at both sites (Figures 2, 3). In CGMP D3, the call occurred on 40/69 days (57.97%) between April 27 and June 19 with the highest number of detected hours per day (N = 19 h) occurring on May 26 and May 31. In SIMP D3, the call was present for a total of 28/61 days (46.67%) between the first day of deployment (June 11) and July 11.

Low-frequency (<100 Hz) calls from other baleen whales were not able to be identified at the species level but based on comparison to the literature were most likely produced by either fin whales (Balaenoptera physalus) or blue whales (Balaenoptera musculus) (Širović et al., 2009; Erbe et al., 2017). These calls were detected on 4/71 days (5.63%) in CGMP D2 and on 10/33 days (30.30%) in SIMP D1.




Potential for Acoustic Niche Overlap

Daily presence was incorporated into spectral box display (SBD) plots to illustrate the potential for overlap in acoustic niche space on a daily and seasonal scale. Based on generalized frequency ranges for each source (Table 2), the SBD plots for all deployments show considerable overlap among sound sources in time and frequency (Figure 4). Most days throughout all deployments are represented by a combination of vessels and multiple biological sources. Snapping shrimp and dolphins dominate the higher frequency environment (>5 kHz), while fish choruses, humpback whales, and dwarf minke whales occupy the lower frequency bands within the typical frequency range of vessels from this study (95–3200 Hz). The temporal degree of overlap of humpback whales and dwarf minke whales with vessels largely depended on the deployment and followed the general pattern of seasonal presence in these species with more potential for overlap in D1 and D3.


TABLE 2. Frequency ranges used to represent sound sources for SBD plots.
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FIGURE 4. Spectral box display (SBD) plots for in Cod Grounds Marine Park (CGMP) (top) and Solitary Islands Marine Park National Park Zone (SIMP) (bottom). Vertical bars represent daily presence and approximate frequency range for each sound source indicated by color.




Diel Presence of Sound Sources


Anthropogenic Sources

Vessel presence showed a significant hourly difference among dawn, daylight, dusk, and night (Kruskal-Wallis test, p < 0.05) (Table 3). Pairwise comparisons showed that vessels had significantly higher presence in dawn and daylight hours compared to dusk and night hours (Dunn test: Z = 3.43–4.51, padj. < 0.05 for Dawn-Dusk, Daylight-Dusk, Dawn-Night, and Daylight-Night) (Figure 5).


TABLE 3. Summary of overall Kruskall-Wallis tests for proportional hourly presence versus light regime.
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FIGURE 5. Boxplots of proportional hourly presence versus light regime pooled across all deployments. For sources with an overall significant effect of light regime (vessels, fish chorus, and dolphin; Kruskal-Wallis test, p < 0.05), different letters within each panel indicate light categories with significant differences according to post hoc examinations (Dunn test, padj. < 0.01 for all significant comparisons).




Biological Sources

Of the biological categories, fish choruses and dolphins had significant diel patterns in presence versus light regime (Kruskal-Wallis test, p < 0.05). Fish chorusing showed significantly higher presence in dusk and night hours (Dunn test: Z = -6.99– -2.96, padj. < 0.05 for Dawn-Dusk, Daylight-Dusk, Dawn-Night, and Daylight-Night) (Figure 5).

Weekly diel presence plots show that the evening chorus in all deployments occupies a larger range of times than the morning chorus (Figure 6). These plots also reveal differences between sites and seasons in fish chorusing behavior, such as the consistent timing of morning choruses in SIMP D1 and D2.
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FIGURE 6. Hourly presence of each sound source aggregated by week in Cod Grounds Marine Park (CGMP) (left) and Solitary Islands Marine Park National Park Zone (SIMP) (right). Darker values represent more instances of a sound source being marked “present” during that hour in a given week (maximum = 7). White spaces indicate that sound source was not detected.


Dolphin presence at night was greater than all other categories and was significantly higher than dawn and daylight hours (Dunn test: Z = -4.14– -3.94, padj. < 0.05 for Dawn-Night, and Daylight-Night) (Figure 5). The dusk period was not significantly different from any of the other categories, suggesting this period had an intermediate level of dolphin presence. Weekly diel plots indicate dolphin presence was more evenly distributed throughout the day in CGMP than in SIMP, which was more apparent in SIMP D2 where there were no occurrences of dolphins between 06:00 and 12:00 (Figure 6).

Humpback whales, minke whales, and other unidentified baleen whales did not show a significant relationship with light regime (Kruskal-Wallis test, p > 0.05). Snapping shrimp were present during all hours of each deployment (Figure 6), which precluded statistical analyses of diel patterns in presence. Although diel patterns for shrimp could not be tested, review of the LTSA for all deployments showed a visible crepuscular pattern of increased amplitudes near dawn and dusk hours at frequencies consistent with snapping shrimp activity (Figures 7, 8).
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FIGURE 7. Example 48-h Long-Term Spectral Average (LTSA) plots for Solitary Islands Marine Park NPZ (SIMP) showing key sound sources in each deployment (top: D1, middle: D2, and bottom: D3). Plots were created using 1 Hz/1 min bins, and relative intensity of each bin is shown by the color scale.
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FIGURE 8. Example 48-h Long-Term Spectral Average (LTSA) plots for Cod Grounds Marine Park (CGMP) showing key sound sources in each deployment (top: D1, middle: D2, and bottom: D3). Plots were created using 1 Hz/1 min bins, and relative intensity of each bin is shown by the color scale.





Drivers of the Soundscape


Broadband Sound Pressure Levels (SPL)

Broadband sound pressure levels (SPL) showed a distinct diel pattern in all deployments with crepuscular peaks in the ambient sound levels (Figure 9). Of the sound sources showing statistically significant differences in presence across diel periods, the diel presence of fish choruses is most consistent with this pattern, particularly for dusk hours (Figures 6, 9). Snapping shrimp additionally showed a consistent diel pattern with increased crepuscular levels visible in the LTSA plots for all deployments (Figures 7, 8), and likely both sources are contributing to the overall diel pattern in SPL. Overall, the median broadband SPL in SIMP was higher than CGMP and more consistent across deployments, while in CGMP, the median broadband SPL was approximately 2 dB lower during D2 compared to D1 and D3 (Figure 9 and Table 4).
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FIGURE 9. 5-min median broadband SPL levels (top row) and proportional hourly presence of fish choruses (bottom row) for all deployments in Cod Grounds Marine Park (CGMP, left column) and Solitary Islands Marine Park (SIMP, right column).



TABLE 4. Percentiles of broadband sound pressure level (SPL) measurements over each deployment.
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Monthly Wind Observations

The proportion of wind observations occurring in the five wind speed categories significantly differed among all deployments (Coffs Harbour: X2 = 624.81, df = 8, p < 0.01; Port Macquarie: X2 = 174.51, df = 8, p < 0.01). Additionally, there were significant differences between all pairwise comparisons within each site (Table 5). Within each site, D2 had the highest proportion of wind speeds between 20–30 and 30 –40 kt. In Coffs Harbour, D2 additionally had the highest proportion of wind speed > 40kt (6.4%) compared to all deployments in both sites. In both sites, D3 had the highest proportion of wind speed observations between 0 –10 kt (Port Macquarie: 35.0%, Coffs Harbour: 31.5%). Overall, D1 represented intermediate wind conditions compared to D2 and D3 at both sites (Figure 10). When data were pooled across deployments to compare sites, sites were significantly different with Coffs Harbour having a lower proportion of observations between 0 and 10 kt (Coffs Harbour: 18.9%, Port Macquarie: 24.2%).


TABLE 5. Summary of Pearson’s Chi Square tests to compare wind conditions among deployments.
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FIGURE 10. Proportion of historical wind observations over five categories of wind speed. Coffs Harbour is representative of the SIMP recording site, and Port Macquarie is representative of the CGMP site.




Power Spectral Density (PSD)

Across all deployments, the highest median PSD level occurred during SIMP D3 at 294 Hz (76.8 dB re 1 μPa2/Hz) (Figures 11, 12). Similar peaks in the median PSD were measured ∼300 Hz during D1 at both sites (CGMP: 310 Hz, 71.4 dB re 1 μPa2/Hz and SIMP: 331 Hz, 76.6 dB re 1 μPa2/Hz). This frequency is consistent with fish chorusing and humpback whale song during the winter deployments, suggesting these two sources are the primary contributors to the winter soundscape in both NPZs. During the summer deployments (D2), the ∼300 Hz peak in median PSD levels was absent, although a similar peak remained in the 95th percentile PSD levels, indicating a relatively loud source centered on that frequency but occurring less often than in the winter. This pattern further supports the strong influence of humpback whale song on the soundscape during the winter season as well as the influence of fish chorusing throughout all deployments. At both sites, there was a secondary peak in all plotted PSD levels between ∼4 kHz and ∼15 kHz, caused by snapping shrimp (CGMP: ∼10 kHz, 66.5 dB re 1 μPa2/Hz; SIMP: ∼8.8 kHz, 73.2 dB re 1 μPa 2/Hz). The relatively narrow range between the 5th and 95th percentiles at these frequencies indicates a more consistently loud source, which is additionally supported by our findings that snapping shrimp occurred in all hours throughout all recordings.
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FIGURE 11. Power spectral density (PSD) plot for Cod Grounds Marine Park (CGMP). Relative peaks in the PSD values indicate higher acoustic energy in those frequencies over the entire deployment. Peaks were compared with Long-Term Spectral Average (LTSA) plots as well as with spectrograms from each deployment to identify the predominant contributors to each peak.
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FIGURE 12. Power spectral density (PSD) plot for Solitary Islands Marine Park NPZ (SIMP). Relative peaks in the PSD values indicate higher acoustic energy in those frequencies over the entire deployment. Peaks were compared with Long-Term Spectral Average (LTSA) plots as well as with spectrograms from each deployment to identify the predominant contributors to each peak.


In CGMP D1, the rattling chain of a nearby mooring resulted in sharp peaks in the higher frequencies of the PSD (Figure 10), most notably in the 95th percentile curve but also visible in the median PSD levels. Additionally, stereotyped pulses ∼25-40 Hz in D3 at both sites contributed to a large peak in the 95th and 50th percentile PSD levels at those frequencies (Figures 10, 11). Although the source of the sound remains unknown, after comparison with known baleen whale and fish calls at similar frequencies, we concluded they are not likely to be biological in origin and hypothesize that these pulses may have been produced by some component of the recorder’s mooring.





DISCUSSION

Soundscape metrics measured in CGMP and SIMP varied on both a seasonal and diel scale. Comparison with hourly presence of biological and anthropogenic sound sources indicated that these changes were primarily driven by biological sound sources—migratory humpback whale song on a seasonal scale and crepuscular reef chorusing of both fish and snapping shrimp on a diel scale. Seasonal differences in proportional wind speeds at weather stations closest to each site did not correspond to seasonal differences in SPL at either site. Anthropogenic sources were primarily represented by vessel passages which exhibited a significant diel pattern of higher presence during daylight hours but were not reflected in any soundscape metrics. These vessels did not appear to affect the long-term soundscape measurements in any deployment as their presence did not result in an identifiable increase in spectral levels.


Anthropogenic Sources

Review of spectrograms as well as LTSAs confirmed that while vessels were conspicuous, high-amplitude signals at short time scales—particularly closer passages with energy above ∼2 kHz—at the scale of several hours to days they did not comprise a prominent, identifiable component of the soundscape. Vessel signatures did not contribute to peaks in either the PSD or SPL measurements from any deployment. Since vessels represent a broadband signal, they may be less likely to form identifiable peaks in the PSD plots and may instead contribute to overall noise levels across frequencies. It is important to note, however, that vessels were present on the majority of days during each deployment and still contribute to the anthropogenic noise within both NPZs. While vessel noise may not be as pervasive as biological sound sources at these sites on the scale of weeks to months, it should not be ignored by managers as an anthropogenic threat within the NPZ. Effects of vessel-generated noise on the species within these NPZs could include masking of communication signals, habitat abandonment, decreased larval recruitment to reefs, and physical damage to hearing structures (e.g., Piercy et al., 2014; Harris et al., 2018; Duarte et al., 2021). The SBD plots additionally indicate potential for these effects due to the temporal and frequency overlap of vessels with multiple biological sources. Further study of the spatial distribution of both anthropogenic and biological sources would be valuable in determining the extent of specific impacts of noise within these MPAs.

From a management perspective, it is promising that although vessels are prevalent during daylight hours, they do not seem to be altering the diel ambient levels of the soundscape (i.e., SPL) at the scale of an entire deployment, further supported by the result that vessel hourly presence was significantly higher during daylight hours represented by lower SPL values. Based on available AIS data (Lucieer et al., 2017; Peel et al., 2019), both marine parks are situated near areas of concentrated shipping traffic, with a higher-density shipping channel near CGMP (approximately 1–3 nautical miles to the closer edge of the channel) compared to a slightly farther, lower-density shipping channel near SIMP (approximately 5–8 nautical miles to the closer edge of the channel). Due in part to their location near the coast, both NPZs additionally fall within a marine acoustic zone predicted to be more heavily influenced by anthropogenic sound sources than weather and wind-driven sound sources (Erbe et al., 2021a, b). Our analysis of proportional wind speeds further supports the conclusion that geophony resulting from wind at these sites is not a major driver of seasonal changes in the soundscape metrics. Several factors including vessel size, speed, and distance to recorder (National Resource Council, 2003) affect the degree to which vessel traffic influences a soundscape at different time scales. Large vessels in particular are known to have higher source levels than small vessels (e.g., recreational vessels) and are thus more likely to influence measurements of a soundscape (National Resource Council, 2003). Kline et al. (2020) found that the majority of vessels in these NPZs were likely to be small or medium vessels transiting outside of the NPZ boundaries, and the paucity of close passages from large vessels may explain the discrepancy between the persistent presence of detected vessels and their apparent absence as an important contributor to the overall soundscape characteristics. Anthropogenic sources occurring beyond the boundaries of protected areas often still affect soundscapes within those boundaries (e.g., Hatch and Fristrup, 2009; Buscaino et al., 2016; Pavan, 2017; Haver et al., 2020). This is especially pertinent for smaller MPAs such as SIMP and CGMP where the detection range of large vessels is greater than the distance from the recorder to the park boundary (Kline et al., 2020), further complicating the task of managing MPAs toward soundscape conservation.



Biological Sources

Although anthropogenic noise from vessels represents a potentially disruptive signal capable of effects ranging from acoustic masking to physiological stress (Brumm and Slabbekoorn, 2005; Rolland et al., 2012; Blair et al., 2016), many marine soundscapes show changes driven by biological sound sources rather than anthropogenic noise [e.g., Adriatic Sea (Pieretti et al., 2017); North Sea (Putland et al., 2017); Glacier Bay, Alaska (Fournet et al., 2018; Haver et al., 2019); American Samoa and U.S. Virgin Islands (Haver et al., 2019)]. Both NPZs in this study showed increased median PSD levels between ∼100 and 2000 Hz during the winter deployments compared to the summer deployments. Comparing this increase in acoustic levels with hourly presence of sound sources, the change is most consistent with the presence of migratory humpback whales and dwarf minke whales during the winter season. The seasonal presence for both species follows the timing of the northward migration from summer feeding grounds (Brown et al., 1995; Gedamke et al., 2001; Dunlop et al., 2008), and the presence of humpback social sounds in the summer deployments suggests they may use these temperate areas outside of the regular reproductive and migratory seasons. Although vessels and fish choruses occupy a similar frequency range (Table 2), neither of those sound sources showed major differences in presence across seasons and were unlikely to be the primary cause of the higher SPL values in D1 and D3. The presence of seasonal reproductive displays such as harbor seal roars (Fournet et al., 2018; Haver et al., 2019) and humpback song (Haver et al., 2019; Kügler et al., 2020) has been shown elsewhere to dramatically alter seasonal ambient sound levels.

On a diel scale, dolphins showed a pattern of significantly higher hourly presence during night hours, potentially related to increased foraging or socializing at these times (Gregorietti et al., 2021). The increased nocturnal activity of dolphins was not apparent in SPL or PSD metrics, likely due to the short duration and transient nature of calling events. Humpback whale songs and social calls did not show significant diel patterns in hourly presence although humpback whales in other locations have been shown to increase singing activity at night (Kobayashi et al., 2021). However, the general pattern of the diel SPL values remained consistent across seasons, suggesting that any nocturnal increases in singing activity at these NPZs were not pervasive enough to affect diel patterns of SPL measurements during the winter deployments.

Both sites exhibited crepuscular peaks in SPL consistent with a typical reef chorus of fish and snapping shrimp (Cato, 1978; McCauley, 2012; Buscaino et al., 2016; Dimoff et al., 2021). Examination of LTSA plots revealed a distinct crepuscular pattern of increased amplitude between ∼4 and 18 kHz, consistent with snapping shrimp behavior in other soundscapes (Pieretti et al., 2017). Given that the crepuscular SPL peaks occurred in all deployments despite a lack of consistent morning fish choruses in some deployments, snapping shrimp may represent the primary source of diel variation in broadband SPL values. In CGMP, a peak ∼150Hz in the median PSD corresponded with peak frequencies of observed fish choruses. In SIMP, peaks in the 95th percentile PSD near 200 Hz corresponded with fish chorus frequencies in all deployments, but the median PSD levels did not show any prominent peaks during the summer deployment. Fish choruses in SIMP were generally shorter and more consistently timed than in CGMP (Figures 6, 9); this less frequent signal may be more likely to influence a peak in the 95th percentile but not the median (50th) percentile PSD levels (Figure 11). In SIMP, the SPL was generally higher than CGMP and less variable across seasons (Figure 9). The overall difference in SPL between the sites may reflect a higher relative abundance of acoustically active species within SIMP overall or closer proximity of the recorder to a complex, hard reef substrate which may represent a higher local concentration of such species (e.g., Freeman and Freeman, 2016; Rossi et al., 2016).

SBD plots show that despite overlap in daily acoustic niche space, both sites show a similarly complex, diverse acoustic community with considerable frequency overlap among multiple biological categories. On a diel scale, however, sources vary in presence patterns, ranging from nearly continuous seasonal presence (e.g., humpback whales) to consistent crepuscular patterns (e.g., snapping shrimp and fish choruses). Further studies could build upon these baseline assessments and determine whether fine-scale temporal acoustic partitioning occurs among biological sources in these soundscapes. For example, humpback whales have been shown to reduce rates of foraging and social calls in the presence of both biological and anthropogenic sounds (Blair et al., 2016; Fournet et al., 2018), potentially representing a compensation strategy via temporal partitioning of acoustic space (Krause and Farina, 2016). Vessel presence has also been shown to reduce singing activity of humpback whales in other areas (Sousa-Lima and Clark, 2008), although further work would be required to determine whether such a reduction would be detectable at the level of the soundscape measurements analyzed in this study.



Management Implications

Soundscape metrics such as SPL and PSD provide an efficient means of assessing the presence of various sound sources within an area. However, soundscape ecology by definition focuses on large-scale patterns of the soundscape rather than a detailed analysis of the characteristics of each sound source (Pijanowski et al., 2011). The present study does not, therefore, address detailed aspects of certain acoustic contributors as is more typical of traditional bioacoustics research—e.g., species-level identification of fish choruses, snap rates of snapping shrimp, specific call types of humpback whale song or social calls. Although such measurements are valuable and would contribute to a deeper understanding of acoustic interactions at a finer scale, they were not possible within the scope of this study.

Conserving biodiversity within MPAs requires knowledge of existing conditions to determine efficacy of management decisions, and the baseline measurements presented here ideally would be further expanded with future monitoring efforts. Although each deployment in this study lasted over a month, additional deployments would allow both a comprehensive analysis of year-round changes in the soundscape as well as provide multiple representative examples of soundscape characteristics for each season. Since the baseline conditions presented here represent temporal changes at a single location in each NPZ, any future deployments should occur in the same location to facilitate comparison to these data. Despite the small size of these NPZs, it is possible that the soundscape would exhibit spatial heterogeneity resulting from small-scale differences in bathymetric features, vessel activity, or density of calling species.

Concurrent surveys to confirm species of dolphins or chorusing fish would provide additional ground-truthing of species-specific effects on measurements of the soundscape. Such ground-truthing could enable managers to use relevant changes in PSD or SPL values as a proxy for trends in abundance of those species within the NPZs (Freeman and Freeman, 2016; Coquereau et al., 2017; Kügler et al., 2020). If soundscape measurements can be used to detect changes in acoustic presence of individual species, this method could expedite monitoring efforts compared to manually reviewing vocalizations: a method which is thorough yet time intensive. When monitoring the soundscapes of MPAs, managers must consider the underlying patterns of change within the soundscapes before assessing impacts due to anthropogenic influence. For example, based on this study, changes in the relative contribution of anthropogenic sound sources may be more easily detected using ambient sound metrics taken from summer recordings to avoid confounding effects from humpback whale song.

We found that vessel noise was not a major contributor to the long-term soundscape metrics of either NPZ; however, we recommend that managers continue monitoring vessel use within the NPZs to assess trends in relative contributions from biological and anthropogenic sources. Although vessels were detected via manual review in this study, future efforts could incorporate automated or semi-automated detectors to assess presence of sound sources and improve standardization of metrics across multiple soundscapes (e.g., Ainslie et al., 2018). The underwater soundscapes of MPAs can show high variation over time and space (Haver et al., 2019), and using standardized metrics enables efficient and informative comparisons of soundscape characteristics (Merchant et al., 2015). Consistent recording efforts can additionally provide opportunities to study effects of unforeseen events that may affect anthropogenic activity, such as the reduction in shipping traffic and associated noise levels following the events of September 11, 2001 (Rolland et al., 2012) or recent COVID-19 confinement strategies (Thomson and Barclay, 2020). Long-term comparative studies of soundscapes within MPAs could provide managers with early indications of disturbance due to threats including climate change and increased anthropogenic noise levels (Halpern et al., 2015; Krause and Farina, 2016; Rossi et al., 2016; Coquereau et al., 2017).
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Making Ambient Noise Trends Accessible (MANTA) software is a tool for the community to enable comparisons between soundscapes and identification of ambient ocean sound trends required by ocean stakeholders. MANTA enhances the value of individual datasets by assisting users in creating thorough calibration metadata and internationally recommended products comparable over time and space to ultimately assess ocean sound at any desired scale up to a global level. The software package combines of two applications: MANTA Metadata App, which allows users to specify information about their recordings, and MANTA Data Mining App, which applies that information to acoustic recordings to produce consistently processed, calibrated time series products of sound pressure levels in hybrid millidecade bands. The main outputs of MANTA are daily.csv and NetCDF files containing 60-s spectral energy calculations in hybrid millidecade bands and daily statistics images. MANTA data product size and formats enable easy and compact transfer and archiving among researchers and programs, allowing data to be further averaged and explored to address user-specified questions.
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INTRODUCTION

Sound permeates the ocean and travels to the deepest ocean depths relatively uninhibited compared to light. Because of its efficient propagation in water, sound has become the dominant modality for sensing the underwater environment for marine life and humans alike (Howe et al., 2019). Marine animals rely on sound for communicating, foraging, and navigating; the reliance on sound for vital life functions also puts marine animals at risk for adverse impacts from human activities that produce sound (Boyd et al., 2011; Duarte et al., 2021). Similarly, humans use sound for a wide variety of underwater applications, including observation of ocean dynamics, military reconnaissance and surveillance, oceanographic and geophysical research, monitoring abundance and distribution of marine life associated with fisheries and biodiversity, and marine hazard warning.

Whether purposefully for communication or sensing, or incidentally as a by-product of activity such as marine construction, shipping, or iceberg calving, most ocean processes, inhabitants, and users produce sounds that propagate varying distances. The distance the sounds propagate depends on the signal frequency and environmental conditions. Consequently, there is an incredible amount of information captured in the ocean soundscape. The applied uses of information present in passive acoustic recordings of ocean soundscapes continues to grow as (1) the cost and commercial availability of passive acoustic recorders makes this technology widely accessible (Mellinger et al., 2007; Sousa-Lima et al., 2013; Gibb et al., 2019), (2) storage and battery capacity support longer autonomous deployments, (3) advances in signal processing related to machine learning and artificial intelligence make harvesting valuable information from the large volume of soundscape data tractable (Caruso et al., 2020; Shiu et al., 2020), and (4) national/international policy and regulation recognize ocean sound as an ocean parameter to be managed due to the potential negative impacts on the marine environment (Tasker et al., 2010; Duarte et al., 2021). Innovative ocean sound applications associated with policy and economy now include soundscapes being used as a functional management tool (Van Parijs et al., 2009) and as an indicator of global economy and trade (Frisk, 2012; Thomson and Barclay, 2020).

Ocean sound is now an essential ocean variable (EOV) of the Biology and Ecosystem component of Global Ocean Observing System (GOOS) (Ocean Sound EOV, 2018) creating the opportunity to make the recording of soundscapes routine within the structured framework of the GOOS data acquisition and public access plan. In addition to the incorporation of passive acoustic sensors into formal ocean observation and monitoring systems like GOOS and the International Monitoring System (IMS) of the Comprehensive Nuclear-Test-Ban Treaty Organization (CTBTO), there are hundreds of hydrophone systems deployed throughout the world’s oceans by independent organizations and individuals (Haralabus et al., 2017; Tyack et al., 2021). The International Quiet Ocean Experiment (IQOE) Program has recognized the unique opportunity to coordinate the analysis of local and regional ocean soundscape projects and recordings in an effort to gain a better understanding of global patterns and trends and how observed changes might impact marine life (Boyd et al., 2011; Tyack et al., 2021). To make the IQOE vision a reality and to enable accurate comparison of ocean sound levels and soundscape characteristics among different projects and regions over time, standard guidelines for data processing and reporting are necessary.

A critical first step toward standardizing the ocean soundscape community occurred in 2017 when the International Organization for Standardization (ISO) developed ISO Standard 18405 on Underwater Acoustics-Terminology to facilitate a common language and definitions of soundscape measurements and products across projects (International Organization for Standardization (ISO), 2017). Individual programs are advancing the effort to communicate and share specific project guidelines for processing and reporting soundscape metrics to enable direct comparisons between project results [e.g., Atlantic Deepwater Ecosystem Observatory Network (ADEON) – Ainslie et al., 2018; Programme for Ambient Noise North Sea (JOMOPANS) – Merchant et al., 2018]. Likewise, multiple national and international entities have recognized the need for standardizing soundscape analysis and reporting which has led to the convening of cross-sector workshops of ocean stakeholders to develop protocols and guidelines for producing and using soundscape data to identify salient patterns and trends in ocean sound levels (Martin et al., 2021). Ocean sound measurements and modeling workshops convened over the past 7 years (Table 1) took the second step of recommending consensus methods for the analysis of underwater acoustic data and reporting of ocean sound levels to ensure accurate comparisons between studies utilizing different recording hardware, measurement protocols, and signal processing methods. The 2018 Consortium for Ocean Leadership (COL) Ocean Sound Workshop strongly recommended the development of a standardized, publicly available, user-friendly software package that would create data products consistent with the consensus specifications identified for the processing and reporting of ocean sound (Consortium for Ocean Leadership (COL), 2018).


TABLE 1. Recommendations from international workshops focused on soundscapes and trends in ocean sound.
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A team of international acousticians from academia, industry, and government came together to accept the challenge of developing such a user-friendly software package that incorporates user-specified calibration information to produce calibrated sound level products with associated metadata for both underwater and in-air recordings. The goal was to develop a software package that would allow acousticians as well as those with minimal signal processing experience to transform raw acoustic recordings and their associated calibration information into calibrated sound level products without the need to develop software themselves. The details of producing a simple time series of sound pressure levels (SPLs) can be difficult due to the different decisions that need to be made related to the processing details of temporal averaging window size, frequency bandwidth, and metric (e.g., SPL root-mean-square vs. SPL peak level) (Table 1). The Making Ambient Noise Trends Accessible (MANTA) software provides a tool to the community that implements the technical recommendations of the workshops and enables calibrated comparisons between soundscapes and identification of ambient ocean sound trends needed by ocean stakeholders, researchers, and managers.



METHODS

Making Ambient Noise Trends Accessible is provided for download in two forms that currently run on Windows operating systems1 (a macOS version is currently under development): (1) as a bundled set of MATLAB scripts (i.e., m-files) executed under MATLAB (version 2020b2), and (2) as a stand-alone, fully compiled executable that does not require the user to obtain a MATLAB license (i.e., it is completely free and anyone with a suitable Windows machine can install it). MANTA is licensed under a General Public License (GPL) 3.0 license that is made available to users under the Terms of Use portion of the MANTA Wiki at https://bitbucket.org/CLO-BRP/manta-wiki/wiki/MANTA%20Software. The tool is based on the Raven-X software application (Dugan et al., 2015) which scales data processing from small laptops to large computer clusters. Raven-X is designed as a fault-tolerant application (e.g., skipping over corrupted files) optimized to run without interruptions for long periods. Data scaling is based on a technology referred to as acoustic data acceleration, or ADA (Dugan et al., 2014, 2015), which is specifically designed to handle large archives of sound files. The ADA process analyses the entire collection, keeping track of breaks or duty cycle periods, and creates a series of header files that describe the data. Any corrupt sound files are also detected during this phase, are noted, and skipped. Header files are organized into packets of equal length, or hour-blocks, and evenly distributed across computer resources, where the hybrid millidecade algorithm and metadata calibration are applied. Hour results are gathered and merged into output records. If using the MATLAB desktop version of MANTA, the following toolboxes are required: Signal Processing, Image Processing, Deep Learning, Statistics, and optionally Parallel Processing. The MATLAB application or app performs a system check on the user’s MATLAB upon installation and identifies any missing toolboxes. The MATLAB app can run without the Parallel Processing toolbox, but this results in longer run times. With the standalone executable version of MANTA, any needed toolboxes are automatically provided.

The MANTA software package, in either the MATLAB script form or the standalone executable form, contains two apps. The main application is the MANTA Data Mining App. Within the MANTA Data Mining App, there is an embedded MANTA Metadata App for generating the calibration and metadata file needed for running the MANTA Data Mining App. The MANTA Metadata App is accessed from under the Tools tab and must be run before running any data through the MANTA Data Mining App.


MANTA Metadata App

Metadata capture information on the data project, deployment, recording parameters, data quality, calibration information, and data owner point of contact (Figure 1). The MANTA Metadata App was developed to address the complexity and challenges associated with both calibrating recording systems and correctly applying calibration information to the signal processing of ocean sound levels. The MANTA Metadata App queries the user to enter calibration information related to the recorder and/or system in required entry cells which the Data Mining App subsequently applies to the processing of the audio recordings (Figure 2).
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FIGURE 1. MANTA Metadata App Deployment Information graphical user interface (GUI) for deployment information. When the deployment information is fully entered and correct, the Deployment Info OK button on the left side bar turns green. Either hydrophone and microphone can be specified on the Sensor Type. Note that selecting “hydrophone” implicitly assumes depth below sea surface, whereas microphone assumes height above sea level. Note: users can specify different instrument start, deployment, and analysis dates. The MANTA Data Mining App will only process data within the analysis dates. This function allows for users to specify the analysis period that does not include any potentially contaminated data at the beginning and end of deployments.
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FIGURE 2. MANTA Metadata App GUI for recorder information. When the recorder and sensor information is fully entered and correct, the Recorder and Sensor Info OK buttons on the left side bar turn green. The drop-down menus for Recorder Type and Sensor Model allows a user to select from a variety of commonly used commercial recorders/sensors or enter details for a custom system.


To transform a digital audio recording from its binary code back into values of micro-Pascals (μPa) or Pascals (Pa) that were measured requires knowledge of the system employed to make the recordings. Systems normally include the sensor (hydrophone or microphone), different stages of preamplification (or gain), and an analog-to-digital converter (ADC). The ADC in turn has numerous parameters that affect the digitized signal including anti-aliasing filters, the maximum input voltage, the ADC bit depth, and the sampling rate. Many of these components or parameters have a frequency dependence that must be compensated when transforming the digital audio into underwater sound levels in dB units.

The MANTA Metadata App provides a user interface that gathers this information and generates a structured information file that provides the calibration information to the MANTA Data Mining App (Figure 3). The MANTA Metadata App output is a Microsoft Excel-compatible XLSX spreadsheet file with two worksheets – one for the deployment and basic calibration information, and one for the frequency-dependent calibration curves. The analog sensitivity is the sum of all of these values and is the curve used by the MANTA Data Mining App. Working in decibels (dB), the analog sensitivity (LA) in dBV/μPa is:
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FIGURE 3. MANTA Metadata Calibration Results. When the deployment, recorder, sensor, and calibration/pre-amp information is fully entered and correct, the four buttons on the left side bar turn green. The calibration output figure is a combination of the user specified calibration including the analog sensitivity, sensor sensitivity, recorder gain, pre-amp gain, and frequency independent gain.
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where the contributing values are:


(1) LS is the sensor sensitivity level, either a nominal value for the sensor model, or a specific sensitivity file that the user may load. Units for sensitivity level are dBV/μPa for hydrophones and dBV/Pa for microphones.

(2) GR is the frequency-dependent recorder gain in dB, which is either the nominal gain for the recorder (perhaps as a function of the sampling rate) or the specific gain file the user may load. For integrated recorder/sensor combinations, GR is zero, and the combined sensor sensitivity and gain are specified in LS.

(3) GPA is the frequency-dependent preamplifier gain in dB which the user may enter.

(4) GFI is the frequency-independent gain in dB that is entered by the user. This gain is commonly applied by a variable gain preamplifier at the front end of the analog to digital conversion system.

(5) GSFC is the gain correction in dB for the single frequency calibration. GSFC is the difference between the sensor sensitivity level (LS) and the level measured during a single frequency calibration, for instance, measured using a pistonphone calibrator.



The MANTA application uses the maximum input voltage, ADC bit depth, and analog sensitivity to convert the recorded digital data to the pressure spectral density [P(f)] in Pa/Hz1/2.

[image: image]

where D(f) is the 1-Hz spectrum of the digital data, Vmax is the maximum input voltage, and X = 120 for hydrophones (0 for microphones) to convert μPa to Pa. Note that the units of D(f) are bits/Hz1/2.

To simplify data input, the MANTA Metadata App provides nominal calibration information for common acoustic recorders, sensors, and preamplifiers. This information is contained in a file structure with two .xlsx index files [recorderTypes.xlsx (e.g., AMARs3, SoundTraps4, icListens5, Rockhoppers6) and sensorTypes.xlsx (e.g., HTI hydrophones7, GTI hydrophones8)] and four subfolders (hydrophones, microphones, preamps, and recorders). The index files contain metadata about the recorders and sensors as well as references to calibration files in the subfolders. The calibration files are .csv files with two columns, one for the calibration frequency and one for the sensitivity level. MANTA uses a piecewise cubic interpolation (see Fritsch and Carlson, 1980) to determine the sensitivity level between calibration frequencies, and simply replicates the calibration values for analysis frequencies above the maximum provided or below the minimum provided frequencies. The MANTA Metadata App allows the user to direct the app to the location of this file structure on their local computer or network drive. The MANTA Metadata App also allows users to provide their own calibration information for the recorder, sensors and preamps using the two-column .csv file format. Guidance on generating these files is provided in the Metadata App User Guide. Users can update the file structure and files manually at any time by selecting the MANTA Metadata App under the Tools tab of the MANTA Data Mining App and then selecting “Refresh (calibration information).”



MANTA Data Mining App

Inputs to MANTA are in two forms: (1) acoustic data, and (2) metadata and calibration information. Acoustic data is accepted in the following formats - .WAV, .AIF, .AIFF, .AIFC, .FLAC, and .AU. The naming convention of the acoustic data files is critical to MANTA software and requires date and time information in the file name. The preferred time/date format in the filename is yyyymmdd_HHMMSS or yyyymmddTHHMMSS (HHMMSS.FFF is also acceptable for either one), with the letter “T” separating the date from the time. Times should be referenced to UTC rather than local time. The date/time information can be located at any position within the filename. To aid users in renaming their acoustic data files to be compatible with MANTA software, a file renaming tool (Sox-o-matic) is available from the K. Lisa Yang Center for Conservation Bioacoustics at the Cornell Lab of Ornithology:

Sox-o-matic Wiki: https://bitbucket.org/CLO-BRP/sox-o-matic/wiki/Home

Sox-o-matic Software download: https://www.birds.cornell.edu/ccb/sox-o-matic/

Within the MANTA Data Mining App, each set of analyses requires its own unique project Sound Folder. For systems with multiple channels, it is recommended a unique project Sound Folder be created for each channel. It is also recommended that the MANTA Metadata output file related to each analysis also be placed within the identified project Sound Folder. The MANTA Data Mining App requires three input parameters to direct the software to the audio data files (Sound Folder), Meta Data File, and Output that designates the folder for output products analysis reports. These are as follows:

Sound Folder: The Sound Folder is a unique project folder containing the sound files to be processed as described in the next section (MANTA Inputs). It is also recommended to place the MANTA Metadata output file in this folder. MANTA is capable of reading sound files from a local computer or a network drive.

Meta Data File: This input directs the software to the unique MANTA Metadata file to be used for the analysis.

Output Folder: This folder contains two performance files generated by the MANTA Data Mining app for all files processed from the Sound Folder input folder: the processing quality assurance/quality control file (performance.xlsx), and the effort report (SoundPlan_soundfolder.mat). For users without a licensed version of MATLAB, the .mat file can be read with freely available R functions (e.g., https://www.rdocumentation.org/packages/rmatio/versions/0.14.0/topics/read.mat). The information in the .mat file is also contained in the NetCDF file in the Output Folder; NetCDF is a standard data file format widely used in the earth sciences, including ocean observation systems worldwide.

The MantaMin data Output Folder contains two files and a data products folder. A calibration.png and filelist.txt file report the calibration parameters and files that were successfully processed in the data analysis. The data products folder contains a series of four daily products: (1) daily series of 1-min sound level averages in comma-separated value (.csv) format, (2), a daily long-term spectral average image in .png format (Figure 4), (3) a daily image with spectral probability density and sound level percentiles in .png format (Merchant et al., 2013) (Table 2 and Figure 5), and (4) daily.NetCDF that contains a compressed bundle of items 1–3. All files adhere to the unique file naming identifier for the data project followed by the sample rate and date.
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FIGURE 4. MANTA output image of daily long term spectral average based on 1-min millidecades for January 1, 2021. This data was collected by Cornell University in the northern Gulf of Mexico. Funding for this project was provided by the U.S. Department of the Interior, Bureau of Ocean Energy Management, Environmental Studies Program, Washington, DC, United States, under Contract Task Order Number M17PC00001_17PD00011 (contract managed by HDR, Inc).



TABLE 2. MANTA processing metrics.

[image: Table 2]
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FIGURE 5. MANTA output image of daily spectral probability density plot with percentiles from January 1, 2020. This data was collected by Cornell University in the northern Gulf of Mexico. Funding for this project was provided by the U.S. Department of the Interior, Bureau of Ocean Energy Management, Environmental Studies Program, Washington, DC, United States, under Contract Task Order Number M17PC00001_17PD00011 (contract managed by HDR, Inc).




Signal Processing

The Data Mining app processes sound data by calculating discrete Fourier transforms that result in 1 Hz resolution power spectral densities (spectra), then averages successive spectra over 1 min to achieve 1-Hz, 1-min resolution. These spectra at 1 Hz resolution are then converted to hybrid millidecade resolution (Martin et al., 2021). Millidecades are similar to decidecades except the decade frequency range is divided into 1000 logarithmically spaced bins instead of 10. Because millidecades from 1 to 10, 10 to 100, and 100 to 1000 Hz are generally smaller than 1 Hz wide, the format is a hybrid that uses 1 Hz bins from 1.0 Hz up until the millidecades are 1 Hz wide, and then millidecades above this frequency. A further minor adjustment is made so that the edges of the millidecades align with the edges of the standard decidecades (International Electrotechnical Commission (IEC), 2014), which results in a transition frequency of 435 Hz, below which bins are 1 Hz wide and above which bins are 1 millidecade wide.

Above the transition frequency, the 1 Hz bands within each millidecade band are summed to obtain millidecade band levels. The 1 Hz bands at the edges of the millidecade bands are proportionally divided between the two millidecade bands. For example, consider the millidecade bands with center frequencies of 890.22 and 892.28. These bands share an edge frequency of 891.25 Hz (which is also the edge frequency between decidecade bands). This edge frequency is contained in the 891 Hz 1-Hz band, which spans from 890.5 to 891.5 Hz. The 890.22 Hz millidecade band is assigned 75% of the power spectral density from the 891 Hz 1-Hz band, with the remaining 25% going to the 892.28 Hz millidecade band. MATLAB software to implement the proportional division of the 1 Hz bands is provided in the supplementary material to Martin et al. (2021).

The hybrid millidecade format is a compromise that provides a smaller data size than pure millidecades but retains sufficient spectral resolution for analyses, including detecting sources contributing to soundscapes and regulatory applications like computing weighted sound exposure levels. Hybrid millidecade files are compressed compared to the 1 Hz equivalent such that one research center could feasibly store data from hundreds of projects for sharing among researchers globally. The 1-min, hybrid millidecade spectra are the primary output of MANTA and are stored in .csv format with one file per day.




RESULTS

Four types of daily, single-channel data products are generated with the MANTA software as described above. Comprehensive images (long-term spectral averages, annual percentile plots, etc.) depicting datasets spanning 1 year or the full duration of a deployment (when the deployment is <1 year) can be generated from the series of daily .csv and NetCDF file. A final data processing performance figure is generated by the MANTA Data Mining app under the Job Status tab but not saved in the Output folder (Figure 6). This color-coded performance report indicates the successful processing of the dataset indicating any missing data or processing errors. Examples of processing errors would be corrupted audio files or exceeding the threshold of local computer processing resources.
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FIGURE 6. Color-coded performance report of the audio processing. (Left) Reports with all green indicate no missing data or processing errors upon completion of processing. Black sections indicate time periods with no data. (Right) Report of mid-processing job status. Yellow indicates data that is currently being processed, and red indicates data in the queue.




DISCUSSION

The MANTA software was initially launched online in April 2021. The most recent version, as well as older archived versions, can be downloaded from the link provided at https://bitbucket.org/CLO-BRP/manta-wiki/wiki/Home. User feedback has identified isolated coding bugs that have resulted in new versions of the MANTA software downloads that are tracked by date and version number. New commercially available sensors and recorders are expected to be developed over time, and recorder and sensor manufacturers are encouraged to provide product information to the MANTA team for incorporation into future versions of the MANTA Metadata App. The MANTA team continues to support programming improvements with the overall goal of a user-friendly software product that generates time series of sound pressure levels to support long-term analysis of patterns and trends.

The MANTA hybrid millidecade band processing provides the appropriate resolution for generating long-term spectral average images in support of visual comparison of soundscapes across time and geographical space (Martin et al., 2021). Hybrid millidecade band processing was adopted because it provides data products of a tractable size for exchanging, transferring, and archiving sound pressure level products between different researchers and programs. The MANTA vision is that standardized data products will ultimately enhance the value of the individual datasets by streamlining and inspiring larger region and global comparisons. The hybrid millidecade band processing is not likely adequate for detailed analysis of specific signals contained in the audio files, so raw data files will be necessary for detailed source characteristic studies.

The MANTA development team recognized the value of past, present, and future datasets and designed software that will process all forms of historical, pre-existing datasets, provided that the required calibration, metadata, and file formats are adhered to. Users of MANTA are encouraged to make their outputs available to the Open Portal to Underwater Sound (OPUS) at the Alfred Wegener Institute (AWI) in Germany (Thomisch et al., 2021). OPUS will offer, inter alia, browsable multi-scale spectrogram displays of processed MANTA outputs, along with synchronized audio playback, to globally render acoustic recordings findable, accessible, interoperable and reusable (FAIR principles), catering to stakeholders ranging from artists to the marine industries. The OPUS team aims to be ready to receive external MANTA-processed data by the end of 2021.
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FOOTNOTES

1 Recommended minimum system requirements: Windows 10 operating system, 16 GB of RAM, 4-core CPU with 1.25 GHz base clock speed.

2 Required MATLAB toolboxes: Signal Processing, Image Processing Toolbox, Statistics and Machine Learning, and Parallel Computing.

3 https://www.jasco.com

4 http://www.oceaninstruments.co.nz/

5 https://oceansonics.com

6 https://www.birds.cornell.edu/ccb/rockhopper-unit/

7 http://www.hightechincusa.com/products/hydrophones/

8 https://geospectrum.ca/commercial-products/transducers/hydrophones/
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Hawaiian spinner dolphins (Stenella longirostris) rest during the day in the islands’ coastal waters where they are susceptible to human disturbance. Due to concerns over the negative impacts of human activity, the Pacific Islands Regional Office of the National Oceanic and Atmospheric Administration (NOAA) has proposed a 50-yard approach rule for spinner dolphins and is also considering time-area closures of certain important spinner dolphin resting areas. However, gaps still persist in the understanding of how spinner dolphin populations on different Hawaiian Islands use coastal waters, raising questions about the efficacy of the proposed rules. To better understand how spinner dolphins use the waters in the Maui Nui region (Maui, Moloka‘i, Lāna‘i, and the ‘Au‘au channel), a study was conducted using a combination of passive acoustic monitoring and vessel surveys to document spinner dolphin occurrence and movements. Bottom-moored acoustic recorders were deployed at eight locations in Maui Nui, and at one previously established resting bay off west O‘ahu for comparison. The amount of whistles, clicks, and burst pulses at each location was quantified and averaged by the hour of the day. Acoustic activity was greater at the O‘ahu site than at any of the Maui Nui sites, and was greatest between sunrise and noon. Acoustic activity and vessel surveys both reveal that spinner dolphins occur and exhibit resting behaviors in the ‘Au‘au channel between Maui and Lāna‘i, and also along west Maui and southeast Lāna‘i. Spinner dolphins resting in a channel between islands appears to be unique to Maui Nui and differs from resting patterns described along Hawai‘i Island and O‘ahu. Because spinner dolphins appear to use both the coastlines and the channel to rest in Maui Nui, the 50-yard approach rule appears to be a more suitable management option for the region than time-area closures.

Keywords: passive acoustic monitoring, spinner dolphin, Maui Nui, Stenella longirostris, acoustic activity


INTRODUCTION

The spinner dolphin (Stenella longirostris) is a well-studied odontocete species distributed across tropical and subtropical oceans of the world. Hawaiian spinner dolphins are considered genetically distinct from other populations in the Pacific Ocean and are found throughout the island chain (Andrews et al., 2010). Past research off the Kona coast of Hawai‘i Island has established that spinner dolphins are reliably found along the island’s sloping coastlines where they follow predictable, daily behavioral routines (Norris et al., 1994). These routines consist of nocturnal foraging, during which spinner dolphins feed on vertically migrating mesopelagic fish, and mesopelagic and epipelagic squid typically found in deeper waters of the island slopes along the 1000-fathom contour (Klinowska, 1991; Norris et al., 1994; Benoit-Bird et al., 2001; Benoit-Bird and Au, 2003). By dawn, the dolphins transition to a bout of increased aerial activity and zig-zag swimming, or frequent changes in their direction of travel (Norris et al., 1994). The highly dispersed school then tightens into subgroups as it moves into shallower, protected bays to rest (Norris et al., 1994).

Aerial surveys off the Kona coast in 1979–1980 suggested that bay selection was opportunistic and showed a positive correlation between the closeness of deep water to shore and the presence of dolphins in nearby coves (Norris et al., 1994). However, these surveys also showed that if visibility or weather conditions were poor, the dolphins would relocate to calmer bays. While in the bays, spinner dolphins confine their movements to areas over white coral sand and avoid dark reefs. This preference for shallow bays with low rugosity has also been demonstrated in modeling of spinner dolphin habitat in the Main Hawaiian Islands (Thorne et al., 2012). The need for clear visibility is attributed to the dolphins’ shift from primarily employing echolocation to monitor their environment, to relying more on vision in the resting state (Norris et al., 1994).

Since the aerial surveys, it has been shown that spinner dolphins off some of the other Hawaiian islands also exhibit predictable patterns of behavior (Benoit-Bird and Au, 2003; Bazúa-Durán and Au, 2004; Lammers, 2004, 2019; Tyne et al., 2014). However, there is another, more cryptic group that occupies the waters of the broader Maui Nui region between the islands of Maui, Moloka‘i, and Lāna‘i, whose behavioral use of the coastline and inter-island channels is variable and poorly understood. This area is of particular interest because Maui Nui has a uniquely shallow bathymetry compared to the steeper slopes and deep waters of the other Hawaiian Islands where spinner dolphins occur (Price and Elliott-Fisk, 2004). Therefore, it is unclear how these dolphins complete their day/nighttime behavioral cycle, given the comparatively farther distance to deep, island-slope waters. The effect of varying habitat availability on spinner dolphin behavior can be seen at Midway Atoll. There, dolphins compensate for limited resting bays and vast areas of open ocean by maintaining both geographic and group fidelity and minimizing movement between atolls (Karczmarski et al., 2005). Additionally, a recent publication of spinner dolphin sightings and photo-identification data collected between 1996 and 2019 identified south Lāna‘i and west Maui as two hotspots of dolphin presence in Maui Nui (Stack et al., 2020). Spinner dolphins were observed milling and traveling along west Maui; and milling, traveling, or resting along Lāna‘i and in the ‘Au‘au channel. This suggests that a variant behavioral routine in the Maui Nui spinner dolphin population might be present.

The west Maui coast has been subject to intense urbanization and human activity over the past three decades with the construction of numerous resorts and the growth of recreational water activities. These activities, which include whale-watching tours, snorkeling tours, parasailers, and recreational boaters, mostly occur in the shallow waters typically preferred by spinner dolphins for daytime resting. This is a concern because human activity can interrupt dolphin resting periods or displace them from their prime resting locations, and because spinner dolphin resting behavior consistently takes place near human activity, they may be impacted by human disturbance (Tyne et al., 2014, 2017).

Studies conducted off the Kona coast of the island of Hawai‘i have shown that human activities frequently interrupt dolphins at rest, and bays with dolphin-centric human activities have greater amounts of dolphin acoustic activity during times typically characterized by relative silence, suggesting a reduction in rest (Courbis and Timmel, 2009; Heenehan et al., 2016a, b). Dolphins off Mākua Beach, O‘ahu have also shown a decrease or delay of rest possibly in response to swimmers (Danil et al., 2005). In response to these concerns, the National Marine Fisheries Service has proposed a 50-yard approach limit for Hawaiian spinner dolphins and possible targeted time-area closures of important resting habitats (NOAA, 2016). However, in order to establish the most effective regulations for Hawai‘i’s spinner dolphins, current dolphin habitat-use patterns must be better understood for each island.

Like those of many delphinids, spinner dolphin acoustic signals can be classified into three broad categories: whistles, echolocation clicks, and “burst pulse” click trains (Lammers and Au, 2003; Lammers and Oswald, 2015). Frequency modulated, tonal whistles and “burst pulse” click trains are the main types of acoustic signals in social interactions, and echolocation clicks are primarily used as biosonar while foraging or navigating the environment (Lammers and Au, 2003; Lammers et al., 2006). When resting, spinner dolphins remain fairly silent but increase their acoustic activity while traveling or foraging (Norris et al., 1994; Bazúa-Durán and Au, 2004). The variation in timing and type of acoustic behavior can be used to determine the spinner dolphins’ presence in an area and infer their social state (Heenehan et al., 2016a, 2017). As a result, spinner dolphins are well suited for monitoring using autonomous recorders to establish their patterns of occurrence in an area of interest (Lammers and Munger, 2016).

The objective of this study was to determine whether spinner dolphins in the Maui Nui region exhibit similar daily behavioral patterns as those previously described along the Wai‘anae coast of O‘ahu (Lammers, 2004) and the Kona coast of Hawai‘i Island (Norris et al., 1994; Tyne et al., 2015). In other words: do spinner dolphins in the Maui Nui region occupy nearshore habitats for socializing and resting as they do elsewhere in Hawai’i, and which areas are frequented the most by spinner dolphins. A combination of passive acoustic methods and vessel surveys were employed to characterize spinner dolphin occurrence in the west Maui/south Lāna’i portion of Maui Nui. Passive acoustic monitoring and visual survey methods have been shown to produce equivalent results in presence/absence studies of spinner dolphins off the Kona coast (Heenehan et al., 2016b). Passive acoustic monitoring has the added benefit of providing long-term, continuous data collection, resulting in good temporal resolution of trends in animal presence (Lammers and Munger, 2016), but it is spatially limited to the monitored location. The vessel surveys in this study were therefore used to supplement the acoustic data in order to obtain a broader spatial perspective of spinner dolphins’ use of Maui Nui.



METHODOLOGY


Passive Acoustic Monitoring

Ecological Acoustic Recorders (EARs) (Lammers et al., 2008b) were used to monitor the acoustic presence of spinner dolphins at eight locations in Maui Nui and one location off the Wai‘anae coast of O‘ahu (Figure 1). EAR deployment locations were selected by soliciting input from commercial and private ocean users familiar with Maui Nui’s spinner dolphins and from the authors’ personal experience. These locations were selected to understand the relative importance of each area to the dolphins’ daily routine. The O‘ahu location was selected to represent the acoustic activity pattern that can be expected at an established spinner dolphin resting bay. The measured detection range of each EAR location varied with local propagation conditions and ambient noise levels, and fell between approximately 500 and 2000 m, based on in situ measurements obtained by projecting a 4–7 kHz FM tonal signal with a source level of 145.5 dB re 1 μPa from a vessel at multiple distances (McElligott, 2018). Therefore, it can be assumed that monitored sites did not have overlapping listening ranges. Furthermore, apart from the EAR placed in the middle of the ‘Au‘au channel, each EAR location detected delphinids occurring within 1–2 km of the coastline, which are predominantly spinner dolphins (Howe and Lammers, 2021). Each EAR was programmed to record at a 10% duty cycle of 30 s “on” every 300 s. Because some of the EARs were used as part of parallel studies, sampling rates varied between some instruments, but the minimum frequency range used (25 kHz) was sufficient to capture the fundamental frequencies of spinner dolphin whistles and the lower end of the frequency range of their click trains (Lammers and Au, 2003). All EARs recorded for 2 months or longer (Table 1).
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FIGURE 1. Location of 2015 and 2016 Ecological Acoustic Recorders (EARs) used to monitor the acoustic presence of Hawaiian spinner dolphins at eight locations in Maui Nui (shown in the inset), and one location off the Wai‘anae Coast of O‘ahu.



TABLE 1. Ecological Acoustic Recorders (EARs) were deployed in one location off O‘ahu, and eight locations in Maui Nui.
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Analysis of Acoustic Recordings

Each 30-s EAR recording was visually scanned in the MATLAB program Triton using an FFT length of 1400 points, with 50% overlap, and a plot length of 15 s (Wiggins, 2003). For each recording containing dolphin signals, dolphin acoustic activity was quantified using an Acoustic Activity Index (AAI) based on the quantity of whistles, clicks, and burst pulses present and modified from the scalar metric used by Lammers et al. (2013). AAI ranged from 0 to 3.5 with higher index values assigned to recordings that contained more dolphin whistles, clicks, and/or burst pulses (Table 2). For example, an AAI value of 0 indicates that there was no dolphin acoustic activity present in a 30-s recording. The next possible index value of 0.5 was assigned to recordings that contained either no more than 5 whistles, no more than 5 burst pulses, or echolocation clicks present in less than half of the recording. The maximum index value of 3.5 was assigned to 30-s recordings with at least 10 whistles, and echolocation clicks and burst pulses present. Thus, one index value from Table 2 was assigned to each 30-s recording based on the number and type of signals observed in that recording, placing it along a continuum between little or no acoustic activity and a lot of acoustic signaling. The resulting data were compiled to establish the mean acoustic activity index for each hour of every day of each deployment. Using this index allowed the comparison of relative states of acoustic activity at different times of day at different locations within the study area.


TABLE 2. Acoustic Activity Index (AAI) based on the quantity and type of Hawaiian spinner dolphin signals within each 30-s recording.
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Time of day was binned into three “day categories” for analysis in order to reduce temporal autocorrelation within the data. The hours between local sunrise (between 0554 and 0713 h) and noon (1200 h) were defined as “Sunrise-Noon” in order to characterize the acoustic activity of spinner dolphins during the hours in which they are typically traveling from foraging grounds to the nearshore resting bays and beginning their resting behaviors. The hours between noon and local sunset (between 1749 and 1919 h) were defined as “Noon-Sunset” to characterize the acoustic activity of spinner dolphins during the hours in which they transition from resting to traveling offshore to their foraging grounds. The final category, “Night” was defined as the hours between sunset and sunrise, when spinner dolphins engage in foraging behavior (Norris et al., 1994; Tyne et al., 2015).

To determine the ways in which acoustic activity varied among different sites and time of day, these relationships were explored using a generalized additive model (GAM). A beta distribution was selected to describe the response variable due to the non-parametric, positive, and bounded distribution of AAI (Schmid et al., 2013). AAI was divided by 3.5 to fit within the 0–1 range of a beta distribution. By nature, these data are temporally and spatially autocorrelated, so a component-wise gradient boosted beta regression generalized additive model (boosted GAM) was fit to the data using the gamboostLSS package (Hofner et al., 2014, 2016). Boosted GAMs with beta regressions estimate two model parameters: mu, which estimates the mean acoustic activity index, and phi, which is a precision parameter that adjusts the conditional variance for each predictor (Schmid et al., 2013). Boosted GAMs have built-in variable selection and can be combined with cross-validation techniques to determine the optimal number of boosting iterations and prevent over-fitting (Hofner et al., 2016). In addition to site and day category, a spatial spline and cyclic temporal spline were included in the model as initial base-learners to explain variance in AAI due to the longitude and latitude of the EAR, and the month of the year. This type of model has successfully been applied to ecological data to mitigate the complexities of autocorrelated, non-linear data (Maloney et al., 2012; Tyne et al., 2015; Sewe et al., 2017). Statistical tests were performed in the software package R with base (R Core Team, 2015).



Vessel Surveys

Concurrent with the EAR deployments, vessel surveys and focal follows were used to provide additional detail about the spinner dolphins’ movements and behavioral state at different locations in Maui Nui. An initial series of seven surveys was conducted over a 2-week period in August 2016 that covered the west Maui coast and offshore waters where spinner dolphins have been reported. Three additional vessel surveys took place in June of 2017. The survey tracks closely followed the locations of the EAR deployments in order to examine spinner dolphin presence. Each survey began out of Lāhainā Harbor in a 21-ft vessel with two observers on board cruising at 10 knots. When animals were encountered and, if conditions permitted, spinner dolphin groups were followed at a distance of 300–400 m for as long as feasible (at least 15 min) with the goal of observing the group through their resting period. As the dolphins were tracked, group size, location, and behavioral state (milling, resting, travel-resting, or traveling) were recorded every 15 min. Milling was characterized by dolphins spending more time at the surface and swimming in varying directions. Resting was defined by the presence of tightly spaced spinner dolphin groups performing coordinated dives that lasted longer than 3 min. Travel-resting was defined by resting groups moving in one general direction, while traveling was defined by the group swimming in a generally straight direction without any resting behavior. Sightings ended when the dolphins were not sighted for more than 15 min. For multistate groups, the dominant behavioral state was applied to the group.




RESULTS


Passive Acoustic Monitoring

A total of 191,808 recordings were manually scanned for dolphin acoustic signals, and assigned a value for the AAI. The mean hourly AAI (±SEM) is shown for each deployment in Figure 2. The Oahu deployment off Mākua Beach is representative of a previously established spinner dolphin resting bay. Oahu had more than double the mean hourly AAI than the other deployment sites (Figure 2). Of the Maui Nui deployments, Lanai 1, Channel 2, Maui 1, and Maui 4 had the greatest mean hourly AAI. However, all of the deployment locations contained some level of spinner dolphin acoustic activity.
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FIGURE 2. Mean hourly Acoustic Activity Index (AAI), ranging from 0 to 3.5, of each Ecological Acoustic Recorder (EAR) deployment. Error bars represent the standard error of the mean (±SEM).


The greater AAI for the Oahu deployment was also apparent when plotted by hour of the day (Figure 3). Mean AAI peaked at 800–900 h with a smaller, secondary peak at 1500–1600 h. This bimodal pattern also occurred at the Lanai 1 site with a maximum mean AAI at 1200 h and a secondary peak at 1500–1600 h, as well as the Channel 2 site with peaks at 900 h and 1500–1600 h. Maui 1 and Maui 4 had single peaks in acoustic activity at 800–900 h and 1300 h, respectively.
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FIGURE 3. Mean hourly Acoustic Activity Index (AAI), ranging from 0 to 3.5, by hour of day for each Ecological Acoustic Recorder (EAR) deployment. Along the x-axis hour 0 begins at midnight, and hour 23 begins at 2300 h.




Winter vs. Summer Acoustic Activity

The seasonality of spinner dolphin acoustic activity was explored at three EAR locations where both a winter deployment and a summer deployment were made. Channel 1 and Channel 2 were winter and summer deployments, respectively, in the same location, as were Maui 2 and 3, and Maui 6 and 7. Each location had an increase in the mean AAI during the summer deployment (Figure 4).
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FIGURE 4. Mean hourly Acoustic Activity Index (AAI), ranging from 0 to 3.5, of winter and summer Ecological Acoustic Recorder (EAR) deployments in the same locations. Error bars represent the standard error of the mean (±SEM).




Boosted Beta Regression – Generalized Additive Model

The base learners selected by the boosted beta regression included: site, day category, the cyclic smoother for month, and the spatial spline (Table 3). Cross-validation determined the optimal number of boosting iterations to be 3153 iterations for mu (transformed mean hourly AAI) and 719 iterations for phi (variance of transformed mean hourly AAI) in order to prevent over-fitting. Step size was 0.1 for both mu and phi. Partial effects were plotted to illustrate how site, day category, and month each affected mean hourly AAI in the model (Figure 5). Recordings collected from Oahu were predicted to increase mean hourly AAI compared to all other sites. Maui 1 and Lanai 1 were predicted to have slightly negative effects on the AAI, but to a lesser degree than any of the other sites (Figure 5A). The model also predicts that hours that fall between sunrise and noon will have greater mean AAI than those that do not with nighttime hours having the lowest mean AAI (Figure 5B). The cyclic smoother for month reflects the pattern seen in Figure 4 of greater mean hourly AAI in summer months than winter months (Figure 5C).


TABLE 3. Variables selected in the boosted generalized additive model (boosted GAM).
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FIGURE 5. Partial effects plots of the mu parameter in the boosted GAM for three selected base learners: site (A), day category (B), and month (C). To apply a beta regression to the model, Acoustic Activity Index (AAI) was divided by 3.5 in order to bound its values between 0 and 1. Month was included as a cyclic smoother to account for variation in acoustic activity within the year.




Maui 1 vs. Lanai 1

Maui 1 and Lanai 1 were two Maui Nui locations that stood out from the other deployments as having higher mean AAI. Because these deployments were concurrent, it was possible to compare on an hourly basis, whether spinner dolphin signals were detected only in the bay of Maui 1, only in the bay of Lanai 1, in both bays, or neither bay. At approximately 40 km distance from each other, it is unlikely that spinner dolphins recorded in one bay would be recorded in the other bay within the same hour. Therefore, if dolphin signals are consistently observed in both bays simultaneously, then this would imply the presence of two concurrent Lāna‘i and west Maui spinner dolphin groups. If dolphin signals are not seen in both bays simultaneously, it would be more likely that one group of spinner dolphins varies spending its time in different parts of Maui Nui.

The percentage of hours in the deployments that included dolphin signals in Maui 1 only, Lanai 1 only, both bays simultaneously, or neither bay were calculated. Of those deployments 73.54% of hours did not contain dolphin signals at either location, 2.70% of hours contained dolphin signals at both locations, 12.13% of hours contained dolphin signals at only Maui 1, and 11.62% of hours in the deployment contained dolphin signals at only Lanai 1. When plotted by the hour of the day during which these detections occurred, dolphin signals were detected in both bays simultaneously between 0000 and 1400 h (Figure 6). Dolphin acoustic signals were detected during all hours of the day at Maui 1 except for 1800 and 2000 h. The hours with the most Maui 1 only detections occurred between 0600 and 0900 h. Hours with dolphin acoustic signals only at Lanai 1 occurred all day with a peak between 0700 and 1700 h (Figure 6).
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FIGURE 6. Percent of hours in which Hawaiian spinner dolphin acoustic detections occurred in Maui 1 only, Lanai 1 only, or both bays simultaneously by hour of day from 05 October 2016 to 30 November 2016, a 57-day deployment (where 0 represents midnight, and 23 represents 2300 h).




Vessel Surveys

Out of ten surveys, six had successful spinner dolphin sightings (four from 2016 and two from 2017), of which five involved extended focal follows that allowed the tracking of animals (Figure 7). Generally, the spinner dolphin sightings first occurred in the late morning before noon and continued into the afternoon. Dolphins were typically first seen along west Maui in the late-morning hours between 1100 and 1200 h and then followed into the ‘Au‘au channel by early afternoon (Table 4). On two occasions the spinner dolphins were tracked as they moved toward the southeast side of Lāna‘i in the late afternoon, at which point the dolphins were steadily traveling toward Lāna‘i’s south shore (Figure 7). Table 5 shows the dominant behavioral states observed during each vessel survey. All four behavioral states (milling, resting, travel-resting, and traveling) were observed at different times within the focal follows. Spinner dolphins were observed exhibiting resting behavior characterized by long (>3 min), coordinated dives and also milling behaviors in the ‘Au‘au channel, often changing their direction of travel (Table 5). Resting or travel-resting behavioral states were observed during each sighting except for the shortest sighting on 5 Aug 2016. Traveling was the most frequently observed behavioral state, followed by travel-resting.
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FIGURE 7. Spinner dolphin sightings from vessel surveys on the 2nd, 5th, 10th, and 11th of August 2016, and the 20th and 21st of June 2017 in the Maui Nui region. The beginnings and endings of sightings are indicated by white dots and black dots, respectively. Ecological Acoustic Recorder (EAR) locations are marked by orange labels.



TABLE 4. Starting and ending times, group-size estimates, and the Ecological Acoustic Recorder (EAR) closest to the starting and ending locations of Hawaiian spinner dolphin sightings during vessel surveys with the approximate distance between the sighting and closest EAR (km).
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TABLE 5. Percentage of observations during each vessel-based survey that contained Hawaiian spinner dolphins in each behavioral state (milling, resting, travel-resting, or traveling).
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DISCUSSION

Spinner dolphin habitat-use patterns in Maui Nui do not follow the same patterns of consistent use of specific bays that has been documented off the Kona coast of Hawai‘i Island and the Wai‘anae coast of O‘ahu (Norris et al., 1994; Lammers, 2004; Thorne et al., 2012). Based on the combination of passive acoustic monitoring and vessel surveys, the evidence from this study suggests that Maui Nui spinner dolphins utilize a combination of the west Maui coastline, the southeast Lāna‘i coastline, and the ‘Au‘au channel during their daytime resting. The Maui Nui monitoring sites were clearly distinct from the O‘ahu site, with lower overall acoustic activity, and a less defined bimodal pattern of daytime acoustic activity. In other words, spinner dolphins did not occupy any of these sites with the same consistency that spinner dolphins do on O‘ahu.

The daily use of particular resting bays expressed in the behavioral cycles of spinner dolphins as described for the Kona and Wai‘anae coasts is likely to vary somewhat between islands; particularly in areas where the coastal geography and bathymetry do not offer protected bays near foraging grounds. In Maui Nui spinner dolphins appear to move between west Maui and southeast Lāna‘i and also occupy the ‘Au‘au channel between the islands in order to socialize and rest. These patterns were also reflected in the spatial and behavioral analyses of focal follows and photo-identification data presented by Stack et al. (2020). The middle of the ‘Au‘au channel does not fit the paradigm of a shallow, sheltered resting bay with white sandy bottom as originally described by Norris et al. (1994). However, it is possible that spinner dolphins are able to utilize the Maui Nui region as one large resting area due to the uniquely shallow bathymetry between Maui, Moloka‘i, and Lāna‘i (Price and Elliott-Fisk, 2004). By using the channel between islands as a resting habitat, spinner dolphins may also be able to increase their distance from human activities that occur along various parts of each coastline. The location of each deployment, as well as the time of day in which an hour occurred, whether it be from sunrise to noon, noon to sunset, or night, a cyclic smoother for month of the year, and a spatial spline were significant predictors of the mean acoustic activity index (AAI). In other words, there were spatial, monthly, and diel patterns in the acoustic activity of dolphins in Maui Nui and also at Mākua Beach on O‘ahu. The bimodal nature of dolphin acoustic activity reflects the times during the day that spinner dolphins enter or exit their resting behavior (Lammers et al., 2008a).

One major assumption of this study is that the significant majority of acoustic signals identified are spinner dolphin signals. Previous passive acoustic monitoring, vessel-based survey efforts, and sightings reported through a participatory science program in Maui Nui identified the following odontocetes in the region: melon-headed whales (Peponocephala electra), short-finned pilot whales (Globicephala macrorhynchus), false killer whales (Pseudorca crassidens), pantropical spotted dolphins (Stenella attenuata), and bottlenose dolphins (Howe et al., 2019; Howe and Lammers, 2021). Melon-headed whales were a rare occurrence in Maui Nui and would be unlikely to have a significant acoustic presence in the recordings of this study (Howe et al., 2019). Similarly, short-finned pilot whales and false killer whales are also unlikely to have a significant acoustic presence, because both species more frequently occupy offshore waters beyond the detection range of the EARs (Howe and Lammers, 2021). Spotted dolphins and bottlenose dolphins had the most spatial overlap with spinner dolphins (Howe et al., 2019). Based on Howe and Lammers (2021) there was a strong diel pattern in which high frequency whistles, attributed to Stenella, had greater acoustic presence in deeper waters at night. This is consistent with the nighttime offshore foraging behavior exhibited by spinner dolphins and other species (Norris et al., 1994; Lammers, 2004). A mirror of this diel pattern was observed at the coastal EAR sites of this study, with more acoustic activity during the daytime hours, coinciding with spinner dolphin resting behavior, and little or no signaling at night. This strong diurnal bias supports the conclusion that the majority of acoustic signals recorded in this study was most likely produced by spinner dolphins, which associate with coastal waters more than any of the other species present in the region (Howe et al., 2019). However, a limited contribution of signals from bottlenose and/or spotted dolphins cannot be ruled out.

Acoustic activity observed during nighttime hours, particularly in the Channel 2, Maui 7, and Maui 4 deployments could suggest the presence of spinner dolphins at those times, however, it is more likely to be from bottlenose dolphins (Tursiops truncatus). Bottlenose dolphins occur in small groups off Maui Nui and follow different foraging and resting behavioral cycles than spinner dolphins, and therefore may be more likely to be active in those areas at night (Baird, 2016). Regardless of the dolphin species present, the increase in nighttime acoustic activity at these locations suggests a nocturnal ecological shift, perhaps signaling an emergence or a behavioral change in prey. Seasonal trends in mean AAI were examined at the locations where deployments occurred in both winter and summer: Maui 2 and 3, Channel 1 and 2, and Maui 6 and 7. All three locations had greater mean AAI during summer deployments than winter deployments. Winter deployments coincided with the humpback whale breeding season in Hawai‘i (Au et al., 2000). It is possible that spinner dolphins utilize other, less populated areas during this time, as they have been shown to do when exposed to increased human activity (Courbis and Timmel, 2009). Further exploration of seasonal trends at other Maui Nui locations, as well as studying the interactions between humpback whales and spinner dolphins could shed light on whether spinner dolphins do in fact move to new locations to rest and/or reduce their acoustic signaling when humpback whales are present. Another possible explanation for the summer/winter trends in dolphin acoustic activity is a seasonal change in prey distribution. Spinner dolphins have been shown to closely follow both the vertical and horizontal migrations of the mesopelagic boundary community (Benoit-Bird and Au, 2003). Therefore, changes in the spatial patterns of dolphin acoustic activity could reflect changes in prey distribution.

The Maui 1 and Lanai 1 deployments were the sites with the highest levels of AAI after the Oahu deployment. The pattern of occurrence of dolphins at the two locations is inconclusive with respect to establishing whether distinct groups occupy them. However, the presence of dolphin acoustic detections at Maui 1 (especially in the earlier morning hours of 0600–0800 h) is particularly interesting due to the distance from presumed deep water foraging grounds off west Lāna‘i (Benoit-Bird and Au, 2003). With Lanai 1’s much closer proximity to this foraging area, it seems unlikely that spinner dolphins would occur at Maui 1 approximately the same percentage of the time. A possible explanation could be that dolphins are exploiting a food source in the Pailolo channel (between Maui and Moloka‘i) north of Maui 1. Acoustic data collected from an EAR for a previous project within the Pailolo channel contained echolocation clicks during nighttime hours, suggesting that foraging by odontocetes does indeed occur in this area (Howe and Lammers, 2021). Further research on the movement of the mesopelagic and epipelagic fish, squid, and shrimp community in the Pailolo channel could provide further evidence about whether spinner dolphins are in fact foraging in this area.

Lastly, the results of this study have important implications for management strategies. Because spinner dolphins use large segments of the west Maui coastline, ‘Au‘au channel, and south coast of Lāna‘i during their daily behavioral cycles rather than consistently resting in a single bay, time-area closures, as have been proposed for Hawai‘i Island and O‘ahu resting bays, may not provide adequate protection. Time-area closures of the west Maui coastline and ‘Au‘au channel are unfeasible, as these are important areas of public and commercial activity. Therefore, the proposed statewide 50-yard approach rule would be a more impactful management option for the Maui Nui region.
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There are multiple blue whale acoustic populations found across the Southern Hemisphere. The different subspecies of blue whales feed in separate areas, but during their migration to lower-latitude breeding areas each year, Antarctic blue whales become sympatric with pygmy and Chilean blue whales. Few studies have compared the degree of this overlap of the Southern Hemisphere blue whale subspecies across ocean basins during their migration. Using up to 16 years of acoustic data, this study compares the broad seasonal presence of Antarctic blue whales, Chilean blue whales, and Southeast Indian Ocean (SEIO) pygmy blue whales across the Pacific and Indian Oceans. Antarctic blue whales were sympatric with the other two blue whale subspecies during the migrating season of every year. Despite this overlap, Chilean and pygmy blue whale detections peaked earlier during the austral autumn (April–May) while Antarctic blue whale detections peaked later during the austral winter (June). Chilean (Pacific Ocean) and SEIO (Indian Ocean) pygmy blue whales showed similar seasonal patterns in detections despite occurring in different ocean basins. Though we have shown that Antarctic blue whales have the potential to encounter other blue whale subspecies during the breeding season, these distinct groups have remained acoustically stable through time. Further understanding of where these whales migrate will enable a better insight as to how these subspecies continue to remain separate.
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INTRODUCTION

Sympatric populations are groups of conspecifics that coexist spatially with limited to no gene flow between them. Yet, unlike allopatric populations, there are no physical barriers separating sympatric groups. Out of all the modes of speciation, sympatry is arguably the rarest (Bolnick and Fitzpatrick, 2007). Evidence of sympatric populations includes the highly diverse cichlid species found in the East African Great Lakes and the Midas cichlid species complex found in Nicaraguan crater lakes (Schliewen et al., 1994; Barluenga et al., 2006). A more recent example of sympatric speciation in the last 200 years is found in the apple maggot, Rhagoletis pomonella (Filchak et al., 2000). This species of fruit fly originally colonized wild hawthorn in the eastern parts of North America, but with the introduction of apples in the mid-1800 s, R. pomonella was able to adapt to a new host. Today there are two distinct groups of R. pomonella, one living on hawthorn and the other living on apple.

Sympatric speciation is not limited to terrestrial systems but has also been observed in marine systems. In the ocean, there are few physical barriers separating different species and populations, especially for highly mobile pelagic species. For example, killer whales (Orcinus orca) form different ecotypes (ecologically specialized lineages) globally, each with distinct morphology and behaviors (Hoelzel and Dover, 1991; Saulitis et al., 2000). In the eastern North Pacific, orcas have diverged into separate groups known as residents and transients. Occupying the same waters, these two groups have little to no interaction with each other and differ in diet, morphology, vocal behavior, and social structures (Hoelzel and Dover, 1991; Saulitis et al., 2000). While the resident orcas use echolocation to feed on salmon, transients do not, as they feed on marine mammals with good underwater hearing, including seals and porpoises. This hunting behavior is likely passed on from generation to generation through social learning, resulting in the further divergence of these two sympatric groups so that despite the proximity and overlap in habitat, the populations remain separate from one another. Sympatric speciation in orcas has been well studied for many decades, but little is known about its existence in other cetacean species, especially baleen whales.

Different blue whale acoustic populations produce distinctive songs. In fact, worldwide there are more than ten region-specific blue whale song types, referred to as blue whale “acoustic populations” or “stocks” (McDonald et al., 2006; Stafford et al., 2011). Nine of these acoustic populations are found in the Southern Hemisphere, including the Antarctic (Ljungblad et al., 1998; Širović et al., 2004; Rankin et al., 2005); Southeast Indian Ocean (McCauley et al., 2000); Southwest Indian Ocean (Ljungblad et al., 1998; Samaran et al., 2010b); Northern Indian Ocean (Alling et al., 1991); Southeast Pacific Ocean (Cummings and Thompson, 1971; Buchan et al., 2014, 2018); Southwest Pacific Ocean (Kibblewhite et al., 1967; Miller et al., 2014); and the Solomon Island (Frank and Ferris, 2011) call types. Recently, two new blue whale call types have been identified in the Indian Ocean, the Oman call type in the northwest Indian Ocean (Cerchio et al., 2020) and the Chagos call type in the Central Equatorial Indian Ocean (Leroy et al., 2021). Despite the high diversity in acoustic groups, only two subspecies of blue whales are currently recognized in the Southern Hemisphere based on morphology (i.e., length at sexual maturity, dimensions of baleen plates, and length of the tail region; Mackintosh and Wheeler, 1929; Ichihara, 1966; Branch and Mikhalev, 2008) and genetic differences (LeDuc et al., 2007, 2017). These are the Antarctic blue whale (Balaenoptera musculus intermedia) found in the Southern Ocean around Antarctica, and the pygmy blue whale (B. m. brevicauda) found in Subantarctic and temperate waters in the Indian and Southwest Pacific Ocean during the austral summer. A potential third subspecies has also been described: the Southeast Pacific (SEP) or Chilean acoustic population of blue whale (Branch et al., 2007a; Pastene et al., 2020). Though these subspecies are known to overlap spatially, very few studies have compared their migratory patterns and almost none have done so across different oceans or over long periods of time.

Chilean blue whales are found in the eastern parts of the South Pacific Ocean, off the coast of Chile. Evidence suggests they belong to a different subspecies, as their body length is intermediate to the pygmy and Antarctic blue whales (Branch et al., 2007a; Leslie et al., 2020). Chilean blue whales have been observed feeding during the austral summer and autumn in southern Chilean waters (Cummings and Thompson, 1971; Gilmore, 1971; Hucke-Gaete et al., 2004; Cabrera et al., 2005; Galletti Vernazzani et al., 2012), while sightings (Abramson and Gibbons, 2010; Försterra and Häussermann, 2012) and acoustic detections (Buchan et al., 2015) have been reported off southern Chile extending into the austral winter (June–August). Photo-identification surveys over 9 years show that individual Chilean blue whales have a high degree of site fidelity to specific regions such as the Isla de Chiloé (Galletti Vernazzani et al., 2012). A proportion of Chilean blue whales migrate up to the eastern tropical Pacific near the Galápagos Islands during the winter months (Hucke-Gaete et al., 2018).

The Southeast Indian Ocean (SEIO) pygmy blue whale acoustic population spends the austral summer and autumn feeding in the subtropical convergence zone in the southern Indian Ocean (Garcia-Rojas et al., 2018) as well as in productive upwelling areas off the south coast of Australia (Gill, 2002; Rennie et al., 2009; Gill et al., 2011). SEIO pygmy blue whales are rarely found east of Bass Strait, where the Southwest Pacific or New Zealand acoustic population is more commonly found (Balcazar et al., 2015). In the central Indian Ocean, SEIO pygmy blue whales have been detected as far west as Amsterdam Island (Samaran et al., 2013). Satellite tracking of individual blue whales off western Australia revealed a migration route toward the Banda Sea near Indonesia where the whales possibly overwinter and breed (Double et al., 2014).

Antarctic blue whales are sympatric with the Chilean and SEIO pygmy blue whale acoustic populations, during the autumn and winter months when they migrate into the Indian and Pacific Oceans. Antarctic blue whales have been detected acoustically in the central and eastern parts of the Indian Ocean (Stafford et al., 2004; Samaran et al., 2013; Balcazar et al., 2017); the eastern and western Pacific Ocean (Stafford et al., 2004; Balcazar et al., 2017), and eastern and central Atlantic Ocean (Mackintosh and Wheeler, 1929; Thomisch et al., 2016; Samaran et al., 2019). During the austral summer, they are found primarily in the Southern Ocean, feeding south of the Antarctic convergence (Branch et al., 2007b). Partial migration is observed in Antarctic blue whales where some individuals do not migrate and are observed in the Southern Ocean year-round (Širović et al., 2004; Branch et al., 2007b; Širović et al., 2009). It is unknown whether individual whales exhibit site fidelity and return to the same breeding locations or venture into other oceans in different years. There is also a lack of information on the exact locations where these whales migrate.

Here we compare the seasonal presence of the three blue whale acoustic populations described above across two ocean basins at similar latitudes. We identify blue whale presence through the detection of acoustic signals using year-round passive-acoustic data from bottom-mounted hydrophones located off the coasts of central Chile in the Southeast Pacific Ocean and Western Australia in the Indian Ocean.

Specifically, we:


a)identify the timing of the presence of sympatric blue whale subspecies in the Southeast Pacific Ocean (Chilean and Antarctic blue whales) and Southeast Indian Ocean (SEIO pygmy and Antarctic blue whales);

b)compare the difference in seasonal timing of Chilean and SEIO pygmy blue whale presence across ocean basins; and

c)compare the temporal differences in Antarctic blue whale presence across the Pacific and Indian Oceans.





MATERIALS AND METHODS


Study Area

Acoustic data was obtained from the Comprehensive Nuclear Test Ban Treaty Organization (CTBTO) hydroacoustic network. Data from the Cape Leeuwin (H01) and Juan Fernández (H03) sites were analyzed. These two recording sites are located to the southwest of Cape Leeuwin (34.9° S, 114.2° E) in the Indian Ocean and the north side of Juan Fernández Island (33.4° S, 78.9° E) in the Pacific Ocean (Figure 1). Each array consisted of three hydrophones, but only data from a single hydrophone from each location was analyzed in this study.
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FIGURE 1. Locations of the two hydroacoustic stations indicated by the red circles. Cape Leeuwin (H01) is located off the southwest corner of Western Australia in the Southeast Indian Ocean and Juan Fernández (H03) is located off the coast of central Chile in the Southeast Pacific Ocean.




Data Collection

The hydrophones used in this study were situated in the Sound Fixing and Ranging (SOFAR) channel. The sampling rate of the hydrophones was 250 Hz with a sensitivity of ≤ 60 dB per μPa (1-Hz band) ≤ 81 dB per μPa (wide band) with a frequency range of 1–100 Hz (Coyne et al., 2012). Acoustic data from Cape Leeuwin was collected between January 2003 and December 2018 from the H01W1 hydrophone situated at a depth of 1,063 m. Data from Juan Fernández was collected between July 2003 and December 2018 from the H03N1 hydrophone at a depth of 1,413 m. An earthquake and a subsequent tsunami in 2010 caused extensive damage to the Juan Fernández station. As a result, there is missing data from 2010 to 2013 until the site was restored in 2014. The data from 2003 to 2006 at Juan Fernández was excluded from further analysis due to large amounts of missing data.



Call Detection

The Chilean blue whale population produces two distinct call types, the SEP1 (Figure 2A) and SEP2 calls (Figure 2B). Previous studies have shown that although the two calls are produced at different rates, they are both heard throughout the year in similar proportions (Buchan et al., 2015), so the energy ratio detector we used in Ishmael v3.0 (Mellinger et al., 2018) did not distinguish between them. The SEP call detector targeted the high-intensity band between 19 and 21 Hz of the first units of the SEP1 and SEP2 calls and triggered a detection when the energy ratio between this band and a lower frequency band exceeded a 0.2 threshold. The duration of the detection was set between 12 and 20 s. The bandwidth of the detector was designed to account for a shift of approximately 0.10–0.11 Hz per year for SEP calls (Malige et al., 2020). The SEP detector was only used for the Juan Fernández dataset, as Chilean blue whales do not occur at the Cape Leeuwin site.
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FIGURE 2. Spectrogram of the Chilean or Southeast Pacific (SEP) blue whale calls: (A) SEP1 call and (B) SEP2 call. The red box shows the part of the call targeted by the automated energy-ratio detector in Ishmael. Spectrogram parameters: Hamming window, 1,024 points FFT, 50% overlap.


To detect the SEIO pygmy blue whale, we used the three-part tonal call (Figure 3) described by McCauley et al. (2000). This call is approximately 120 s in length and has an inter-call interval of approximately 78 s and has been referred to as the “Southeast Indian Ocean” or “Australian blue whale” call in previous studies (McDonald et al., 2006; Gavrilov et al., 2011; Stafford et al., 2011; Samaran et al., 2013; Balcazar et al., 2015; Tripovich et al., 2015). Detector templates were created in Ishmael v3.0 (Mellinger et al., 2018), based on the third harmonic of the second unit as this component has a high signal-to-noise ratio as described in Balcazar et al. (2015). We used a broad-range detector that sampled over 66–71 Hz to account for the yearly decrease in the frequency of this part of the call (e.g., 0.35 ± 0.3 Hz/year, Gavrilov et al., 2011). The SEIO detector was used only for the Cape Leeuwin dataset, as SEIO pygmy blue whales do not typically occur at the Juan Fernández site.
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FIGURE 3. Spectrogram of the Southeast Indian Ocean (SEIO) pygmy blue whale call. The red box shows the third harmonic of the second unit targeted by the automated spectrogram correlation detector in Ishmael. Spectrogram parameters: Hamming window, 1,024 points FFT length, 50% overlap.


The Antarctic blue whale emits highly stereotypical calls of low frequency and strong intensity known as z-calls due to their z-shape in the time-frequency domain (Figure 4). The z-call comprises of three units: the first is a tonal unit around 25–28 Hz, lasting about 8–12 s; the second is a 1 s frequency down sweep; and the third is a second tonal unit around 18–20 Hz, lasting about 8–12 s (Ljungblad et al., 1998; Stafford et al., 2004; Rankin et al., 2005). These calls are repeated with regular intervals (approx. 60 s) in patterned sequences (or songs) lasting minutes to hours. For the z-call detector, we chose a 2 Hz interval frequency band focused on the first unit of the call. To account for the decrease in frequency of 0.14–0.16 Hz per year for Antarctic blue whale calls (McDonald et al., 2009), the frequency band for the detector was shifted slightly over the 16 years. Initially, the interval was set at 26–28 Hz between 2002 and 2007. The band was shifted down to 25–27 Hz from 2007 to 2015 and shifted again to 24–26 Hz from 2015 onward. These shifts were implemented to detect the highest number of calls for each given year. The Antarctic detector was used on the Juan Fernández and Cape Leeuwin datasets.
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FIGURE 4. Spectrogram of a series of Antarctic blue whale z-calls. The first unit of the z-call is highlighted by the red box. This unit was targeted by the automated energy-ratio detector in Ishmael. Spectrogram parameters: Hamming window, 1,024 points FFT length, 50% overlap.


As this study compared calls across time, to ensure that there was a comparable proportion of detections with time thus we took a very conservative approach. To do this we aimed to target calls in the near field (i.e., close to the hydrophone). To aim for a very stable detection rate we then had a very high missed detection rate. This also minimized our rate of false detections. To do this we detected calls only of higher signal-to-noise ratio, the detection threshold was set relatively high: at 0.2 for the SEP and SEIO detector and 0.4 for the z-call detector. This resulted in a relatively high number of missed detections (approximately 80%, comprising of faint distant calls) and a relatively low false detection rate (Table 1). All detections were checked manually using Raven Pro 1.6 to verify detections and remove false detections. Spectrogram parameters used included 1,024 points Fast Fourier Transform and 50% overlap, Hamming window with a sampling rate of 250 Hz.


TABLE 1. Mean false detection rates for the blue whale subspecies at Juan Fernández and Cape Leeuwin.
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Statistical Analysis of Seasonal Presence

To calculate seasonal patterns and to account for differing number of detections across years and sites, monthly detections were standardized as a percentage of total detections per year. An average was taken for the same month across all available years to calculate the overall seasonal pattern. Seasonal patterns of occurrences for each acoustic population were compared using Spearman’s rank correlation coefficient in R version 4.0.2. This is a non-parametric test which examines whether a monotonic relationship exists between two variables—in this case whale calls. Spearman’s rank correlation coefficient (ρ) measures the strength and direction of association between two ranked variables.




RESULTS


Chilean Blue Whale Detections

A total of 1,526 Chilean blue whale calls were positively identified from the 86,938 h of recordings from Juan Fernández. 627 (41%) of the calls were detected in 2003 even though data was only available for 6 months of that year. Only three calls were detected in 2015, while the other years ranged from 28 to 265 detections. Most of the Chilean calls were detected between April and June, with very few calls detected between August and December (Figure 5). The detections show a clear seasonal pattern, with the peak in detected calls occurring during the austral autumn/early winter.
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FIGURE 5. Chilean blue whale detections at Juan Fernández. Averaged monthly detections ± SE. Monthly detections have been standardized by calculating the monthly percentage of total detections per year. Monthly detections were averaged over 10 years of available data.




Southeast Indian Ocean Blue Whale Detections

A total of 74,812 SEIO pygmy blue whale calls were identified from Cape Leeuwin from 134,790 h of acoustic data taken between 2003 and 2018. 2003 recorded the fewest number of calls, with 257 detections and 2008 recorded the highest number with 13,118 detections. Most of the SEIO calls were detected between March and May, while very few to no calls were detected from July to October (Figure 6). A second, but smaller peak was observed during December. The detections show a clear seasonal pattern with a peak in detected calls occurring during the austral autumn.
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FIGURE 6. SEIO call detections at Cape Leeuwin. Averaged monthly detections ± SE. Monthly detections have been standardized by calculating the monthly percentage of total detections per year. Monthly detections were averaged over 16 years of available data.




Antarctic Blue Whale Detections

A total of 20,451 z-calls were detected at Juan Fernández. The lowest number of calls detected was 394 in 2005 and the highest was 4,870 in 2018, with an average of 1,859 detections per year. Antarctic calls at Juan Fernández were detected almost year-round, with most of the calls occurring between April and October, corresponding to the austral autumn to spring. The peak in detections was observed in June (Figure 7).
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FIGURE 7. Antarctic Blue whale detections at Juan Fernández. Averaged monthly detections ± SE. Monthly detections have been standardized by calculating the monthly percentage of total detections per year. Monthly detections were averaged over 10 years of available data.


A total of 13,525 z-calls was detected at Cape Leeuwin. The lowest number of calls detected at Cape Leeuwin was 50 in 2004 and highest was 1,587 in 2012, with an average of 795 calls per year. Most Antarctic calls were detected from May to August, corresponding to the late austral autumn to late winter. The peak in detections was observed in June, although July and August show a similar percentage of detections (Figure 8).
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FIGURE 8. Antarctic Blue whale detections at Cape Leeuwin. Averaged monthly detections ± SE. Monthly detections have been standardized by calculating the monthly percentage of total detections per year. Monthly detections were averaged over 16 years of available data.




Comparison of Seasonal Patterns

Spearman’s rank correlation test showed that the Chilean blue whales and SEIO pygmy blue whales had similar seasonal patterns (ρ = 0.63 P = 0.029). Antarctic blue whales also had similar seasonal patterns across the oceans (ρ = 0.87, P < 0.001), despite having a longer migration period in the Pacific Ocean. When comparing the Antarctic blue whales to their smaller counterparts, Antarctic blue whales did not have a similar seasonal pattern to the Chilean (ρ = 0.49, P = 0.106) and SEIO pygmy blue whales (ρ = 0.03, P = 0.931).




DISCUSSION

Our results show that blue whales living in temperate waters (Chilean and SEIO pygmy acoustic populations) had similar seasonal migration patterns, and differed from the Antarctic blue whales. We also show that Antarctic blue whale presence is similar between the Pacific and Indian Oceans.


Temperate-Water Blue Whales Have Similar Seasonal Presence at the Same Latitudes in the Pacific and Indian Oceans

Although they occur in different ocean basins, the Chilean blue whales and SEIO pygmy blue whales have similar patterns of seasonal presence at similar latitudes. For both acoustic populations there were relatively few songs detected toward the beginning of the year. This timing corresponds with the feeding season when the whales of the two populations are believed to be feeding in productive areas further south, i.e., for the Chilean blue whale in the Chiloe Archipelago (Hucke-Gaete et al., 2004; Cabrera et al., 2005; Galletti Vernazzani et al., 2012) which is approximately 1,160 km southeast of our recording location and for the SEIO pygmy blue whales in the Bonney upwelling approximately 2,200 km to the east (Gill, 2002; Gill et al., 2011), the subtropical convergence zone to the south (Garcia-Rojas et al., 2018), and the Perth Canyon (Rennie et al., 2009) approximately 300 km to the north of the Cape Leeuwin recording site. The number of whale song detections increased toward the austral autumn, peaking between April and June for the Chilean blue whales and March and May for the SEIO pygmy blue whales. This peak in song detections likely coincides with the migration of most of the population north to their breeding grounds in warmer tropical waters. After the peak there is a steep decline in song detections, with very few to no detections between August and October, indicating that majority of migrating whales have migrated past the hydrophone locations. The lack of detections between August and October for Chilean and SEIO pygmy blue whales corresponds to the time when the two subspecies presumably overwinter in their breeding grounds before returning to feeding areas south of the recording site, indicated by a second smaller peak in song detections in November and December. These results are in line with other studies of Chilean blue whales along the coast of South America. Chilean blue whales have been detected further north, in the eastern tropical Pacific, through winter (Buchan et al., 2015), while further south, off the Chiloe Archipelago, they are detected in high numbers during late summer/autumn with a peak in detections in April (Buchan et al., 2015).



Antarctic and Temperate-Water Blue Whales Have Different Seasonal Presence at the Same Latitudes Across Ocean Basins

In the austral autumn-winter, Antarctic blue whales are sympatric with Chilean blue whales in the eastern Pacific Ocean and with SEIO pygmy blue whales in the western Indian Ocean. In both oceans, the peak in Antarctic blue whale detections was later than their smaller counterparts. In the eastern Pacific, off the coast of Juan Fernández, Antarctic blue whales and Chilean blue whales were detected together from April to June. The peak in detections for the Chilean blue whales was in April and for the Antarctic blue whales the peak was in June-July, indicating the Chilean blue whales migrated past Juan Fernández earlier than the Antarctic blue whales. This is likely due to Chilean blue whale feeding areas being closer to the hydrophone location such as off the Corcovado coast in Southern Chile (Hucke-Gaete et al., 2004). As they cover less distance than the Antarctic blue whales, they are detected earlier. In the Indian Ocean, Antarctic blue whales and SEIO pygmy blue whales were detected together in May and June. The peak in detections for the SEIO pygmy population occurred in June, 1 month earlier than the peak of Antarctic blue whale detections. Again, this is most likely explained by the SEIO pygmy blue whales feeding in areas closer to the hydrophone location such as the Perth Canyon and the Great Australia Bight (Gill, 2002; Rennie et al., 2009). Tripovich et al. (2015) found a similar temporal segregation of SEIO pygmy and Antarctic blue whales from a hydrophone off Portland, Victoria. Their 15-month data set showed that Antarctic blue whales were detected more frequently from June to October, while SEIO pygmy blue whales were detected more frequently from March to June.

Satellite tracking of individuals has indicated the potential migration routes of both subspecies, with most of the tagged SEIO pygmy blue whales passing close to the Cape Leeuwin recording location (Double et al., 2014). However, tagged Chilean blue whales showed a wider range of migration paths (Hucke-Gaete et al., 2018). This could explain why the detection of Chilean blue whale songs at Juan Fernández was highly variable and inconsistent, with fewer detections. Any individuals that migrated close to the continent or far offshore would most likely be outside the detection range of the hydrophones. We have not modeled the detection range here, but it is influenced by factors including bathymetry, source level, ambient noise level, and frequency bandwidth (Samaran et al., 2010a). Samaran et al. (2010a) found that maximum detection range for Antarctic and pygmy blue whales in the Indian Ocean varied throughout the year but was around 150–180 km which was similar to the detection range of SEIO pygmy blue whales at Cape Leeuwin estimated by Gavrilov and McCauley (2013). A study on fin whale acoustic presence at Juan Fernández estimated the detection range of fin whales to be approximately 186 km which would be similar for the blue whales detected at this site (Buchan et al., 2019).



Antarctic Blue Whales Have Similar Seasonal Presence at the Same Latitudes Between the Pacific and Indian Ocean

Seasonal migration patterns of Antarctic blue whales were similar between the Pacific and Indian Ocean sites, although with some differences. There were very few song detections at the beginning of the year for the Antarctic blue whales, as most of the population would be feeding in the krill-rich waters around Antarctica (Corkeron et al., 1999; Andrews-Goff et al., 2013). In the eastern Pacific, at Juan Fernández, Antarctic blue whale songs were detected over a longer period, from March to October, with the peak in detections in June. In the eastern Indian Ocean, at Cape Leeuwin, most (>90%) of the Antarctic blue whale songs were detected between May and August. Very few Antarctic blue whale songs were detected at Cape Leeuwin after August, while songs are detected well into October at Juan Fernández. That is, the migrating season is extended in the eastern Pacific Ocean. This could be related to the relatively small distance between the Antarctic Peninsula and the South American continent, while the larger distance between Antarctica and Australia meant the migrating season in the Indian Ocean is narrower. One possible explanation is that the Antarctic blue whales in the eastern Pacific are staggering their migration as observed in humpback whales (Clapham, 1996), while the Antarctic blue whales in the Indian Ocean may not stagger their migration to the same extent.




CONCLUSION

We show that in every year of this 16-year study, Antarctic blue whales had the potential to encounter other blue whale subspecies in what is presumed to be their breeding season, the austral autumn through winter. Yet these different acoustic groups have remained stable through time, meaning that there must be some mechanism maintaining their distinction. A potential driver could be cultural learning within the acoustic populations which has been observed in humpback whales, orcas, and sperm whales (Deecke et al., 2000; Noad et al., 2000; Rendell and Whitehead, 2003). Cultural learning has not been documented in blue whales, but if it exists may take place during the summer when the groups are separated. Alternatively, the whales may only be sympatric during migration to different breeding locations whereupon interbreeding and gene flow between the groups becomes limited, although their breeding sites remain unknown. Our recording sites in this study were not within breeding areas, they are located in regions along migration routes. A better understanding of blue whale breeding locations will assist the conservation efforts and recovery of this species and provide some insight to how different blue whale acoustic groups remain distinct from one another.
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Soundscapes offer rich descriptions of composite acoustic environments. Characterizing marine soundscapes simply through sound levels results in incomplete descriptions, limits the understanding of unique features, and impedes meaningful comparisons. Sources that contribute to sound level metrics shift in time and space with changes in biological patterns, physical forces, and human activity. The presence of a constant or chronic source is often interwoven with episodic sounds. Further, the presence and intensity of sources can influence other sources, calling for a more integrated approach to characterizing soundscapes. Here, we illustrate this complexity using data from a national-scale effort, the Sanctuary Soundscape Monitoring Project (SanctSound), an initiative designed to support collection of biological, environmental, and human use data to compliment the interpretation of sound level measurements. Using nine examples from this diverse dataset we demonstrate the benefit of integrating source identification and site features to interpret sound levels across a diversity of shallow water marine soundscapes (<150 m). Sound levels from sites in high human use areas reflect the anthropogenic influences on the soundscape, especially when measuring broad frequency bands, whereas sites with relatively low human activity and high sound levels reveal biological features of the soundscape. At sites with large tidal changes, sound levels correlated with the magnitude of tidal flow, and sound levels during high tidal flow periods were similar to sound levels at sites near commercial shipping lanes. At sites in relatively close proximity (<30 km), sound levels diverge because of the presence of different proximate sound contributors and propagation features of the site. A review of emerging methodologies for integrated soundscape analysis, including acoustic scenes, provides a framework for interpreting soundscapes across a variety of conditions. With a global growth in monitoring efforts collecting standardized measurements over widely distributed arrays, more integrated methods are needed to advance the utility of soundscapes in marine resource management.

Keywords: national marine sanctuaries, marine protected areas, sound pressure level, anthropogenic noise, marine acoustic environments, ship noise, fish chorus, tidal flow


INTRODUCTION

Shallow water marine environments present complex and dynamic blends of sounds and sonic relationships (Miksis-Olds et al., 2018). Acoustic monitoring offers a unique and multi-dimensional view into an ecosystem that can be readily recorded and archived. Characterizing the collection of all sounds both near and far present at a given location provides a comprehensive view of all the acoustic information available to listeners. This collection of sound is often referred to as a soundscape (ISO-18405., 2017) and represents an interconnected landscape of information networks (Barber et al., 2010). Individual perceptions of soundscapes (ISO-12913., 2014) create unique acoustic habitats embedded within these soundscapes (Hatch et al., 2016). Soundscapes include vital communication signals, as well as the sensory condition against which animals must detect and decipher acoustic signals from conspecifics, predators, and prey (Popper and Hawkins, 2019) and important cues on the conditions of an environment. These cues, referred to as soundscape orientation (Slabbekoorn and Bouton, 2008), can direct movement and help animals identify suitable habitat. The rich information contained within shallow water soundscapes affords many opportunities for ecological studies and conservation applications, yet real analytical challenges remain.

Soundscape analyses pursue diverse objectives, reflecting the diversity of information available (Figure 1). There is a growing need for soundscape measurements to aid in biodiversity assessments at regional and global scales. This approach parses biological soundscape features while accounting for variation related to abiotic and anthropogenic contributions (Mooney et al., 2020). Noise impact assessments focus on parsing noise sources and intensities, examining biological responses to these noise sources (Shannon et al., 2016; Kunc and Schmidt, 2019; Duarte et al., 2021), and characterizing noise-free conditions (Buxton et al., 2017). Noise impact assessments also provide measures of acoustic habitat quality (Merchant et al., 2015). Acoustic scene assessments aim to understand all sources that are present, identify dominant sources in the sound field, and quantify modes of spatiotemporal variation with the goal of differentiating soundscapes. Acoustic scenes are comprised of identifiable sources against a background summation of unidentifiable sources; the identifiable sources are often the targets of classification schemes (Bregman, 1990; Barchiesi et al., 2015). The residual acoustic scene includes the fluctuating sound levels that cannot be attributed to specific sources which sets the perceptual and detector performance limits for source identification (ANSI/ASA S3/SC1.100., 2014). Both components can have important implications for how animals respond to sound in the environment (Ellison et al., 2018). Our investigation of shallow water marine soundscapes focuses on acoustic scene assessments including current approaches, challenges, and future opportunities.
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FIGURE 1. Soundscapes can be interpreted from different perspectives: biodiversity assessment, noise assessment, or acoustic scene assessment. Each interpretation focuses on specific source types (shown by arrows, dashed arrows indicate possible source focus). There are many acoustic characteristics of a soundscape and this list represents some of the more commonly measured and discussed. The features of a listening location are generally site or habitat specific and these listed serve as examples for shallow water marine soundscapes, some of which can be measured using passive acoustics (indicated by +).


The sounds present in a soundscape fall into three general categories of sound sources, including sounds generated by biological sources, human activity, abiotic conditions, hereafter referred to as biotic, anthropogenic, and abiotic (Figure 1). While sounds in these categories can have similar acoustic properties and characteristics, separating them is essential for interpreting soundscapes. These sources, when analyzed together, provide insight into the acoustic scene. Disentangling the occurrence and characteristics of all sounds present in a soundscape and how they vary across space and time presents significant analytical challenges that remain an intriguing line of research. The goal of these methods is to provide a comprehensive assessment of ecosystems by simultaneously monitoring biological and physical conditions alongside human influences.

The commonly measured characteristics soundscapes vary in terms of amplitude or sound level, frequency content, temporal patterns, spatial extent, and source occurrence (Figure 1). These characteristics relate to both the sound sources as well as the sound propagation conditions and features associated with the location of the listening station. Further, sound sources are interrelated and the presence of one sound may influence the production or detection of another. For example, anthropogenic sources can change the frequency content and temporal occurrence of biological sounds (e.g., Nemeth et al., 2013). Geospatial features, such as bathymetry and bottom type as well as variation in water column stratification determines propagation of sounds. Further, these features along with receiver characteristics (i.e., instrument settings, animal hearing) limit the distances at which sources of interest are detected at a given location. Proximity to biological (e.g., spawning grounds, migration corridors) or human activity (e.g., commercial ports, fishing grounds, resource extraction sites) will influence the characteristics of the sound sources present in a soundscape. Temporal occurrence of sounds can be short transient signals that occur over seconds or minutes (e.g., animal calls, nearby boat passage), possibly in regular intervals. Alternatively, these sounds can have continuous presence in the soundscape over hours or days resulting in chronic contributions to the soundscape (e.g., rain or wind noise, biological choruses, distant shipping). This distinction between transient and chronic sounds is contingent upon perceptual rendering or analytical procedures pertaining to effects under investigation. Seasonal, latitudinal, and celestial factors will have an effect on the presence of some sounds (Staaterman et al., 2014; Širović et al., 2015; Haver et al., 2017, 2019). Understanding, measuring, and integrating these features aids the interpretation of common soundscape metrics such as sound levels.

Soundscapes in shallow water environments tend to contain many sound sources, resulting in complex conditions and in many cases, relatively high sound levels. Further, the intricacies of sound propagation in shallow waters will influence relationships between sounds received at listening locations and actual acoustic activity in the surrounding environment (Jensen et al., 2011). Therefore, broadband sound levels in a soundscape may be similar at two sites, yet very different in terms of the composition of sounds present. Incorporating source identification and site features is therefore necessary when comparing soundscapes across broad spatial scales. Using examples from a national-scale effort to characterize and compare widely distributed soundscapes in US National Marine Sanctuaries (NMS), we (1) illustrate challenges faced when comparing sound levels in isolation, (2) outline the benefit of integrating contextual knowledge, and (3) describe next steps to advance the utility of soundscape analysis for natural resource management.



CURRENT APPROACHES TO CHARACTERIZATION OF MARINE SOUNDSCAPES

Methods and associated metrics used to characterize underwater soundscapes in terms of sound levels are diverse (Erbe et al., 2016; Miksis-Olds et al., 2018). Often the first step in understanding a soundscape is visualizing the sound field by transforming the waveform data into spectral content. The resulting graphics, known as spectrograms, reveal patterns in both frequency content of a soundscape as well as temporal patterns. While the resolution of these graphics is user defined, these visualization techniques are a means of data averaging and result in long-term spectral averages that can be used to visualize unique characteristics of a site or presence of acoustic events (Dias et al., 2021). These visual representations of sound are valuable for soundscape exploration, qualitative descriptions, and manual extraction of sound events; additional analytical steps are typically necessary to derive quantitative and comparable metrics for sound levels.

The most common way to characterize and compare soundscapes is by measuring the variation in pressure within a specified frequency band and time interval— sound pressure levels (ANSI/ASA S1.1., 2013), hereafter referred to as sound levels. Previous studies have referred to these measurements as ambient noise levels (Wenz, 1962; Hildebrand, 2009) and typically used in a signal detection framework (ANSI/ASA S1.1., 2013; ISO-18405., 2017). We retain the more specific measurement term, sound levels, when talking about measurements of all the sounds present within a soundscape to avoid confusion with multiple definitions of ambient (ANSI/ASA S3/SC1.100., 2014; ISO-1996-1., 2016; ISO-18405., 2017). There are multiple processing decisions when converting an audio recording into sound levels (McKenna et al., 2016), and while the details are beyond the scope of this manuscript, calibrated and standardized methods of sound level measurements are necessary to ensure compatibility of metrics between soundscapes (e.g., Martin et al., 2021). Sound levels are often summarized using percentiles to compare both the average level of sound and the variation within a specified time-period. Sound level metrics have been quantified at various sites in nearly every ocean basin (e.g., Wenz, 1962; Miksis-Olds et al., 2013; Dziak et al., 2016; Širović et al., 2016; Haver et al., 2017, 2018; Heenehan et al., 2019). In complex and dynamic environments, especially shallow water, it is challenging to understand the sources and conditions driving sound levels. Using only sound levels or derivations thereof is informative for comparing overall sound energy in an environment, but in many cases limits the scope of interpretations and comparisons.

Various methods have been applied to sound level measurements to extract more meaningful comparisons of sound levels. Mennitt et al. (2014) utilized copious spatial measurements of sound levels to fit a soundscape model to landscape features; pre-industrial conditions were predicted by minimizing the anthropogenic contributions in this model. In a comparison of contemporary ambient noise levels to historical measurements, all discrete sound sources were removed before calculating sound level statistics to match methods used in historical data (e.g., McDonald et al., 2006). Other studies identified the contributing sound sources and compared sound levels with only known sound sources present (McKenna et al., 2017).

Another approach is using acoustic indices, or mathematical summaries of variation and patterns in sound levels. There are over 70 published acoustic indices used for a variety of research questions (Buxton et al., 2018). These approaches have had mixed results, especially in marine environments (Buxton et al., 2018; Dimoff et al., 2021; Nguyen Hong et al., 2021). Further, variation in sound levels measured by these indices can be driven by different features (biological, anthropogenic, or abiotic) and in some cases the indices do not distinguish between these features. Lastly, detection and classification of individual sources, provides insight into one or multiple sources of interest, yet only represents certain aspects of the soundscape. Integrating identification of multiple sources with features of a listening location (Figure 1; e.g. weather patterns, distance to ports) holds promise for advancing soundscape comparisons and interpretation across broad spatial scales.



SOUNDSCAPE CHARACTERIZATION USING SOUND LEVELS WITH CONTEXTUAL KNOWLEDGE

Using a national-scale effort to characterize and compare soundscapes in widely distributed US National Marine Sanctuaries (NMS), coupled with a wealth of additional higher resolution observations available within these protected areas, we illustrate the benefits of contextual knowledge from identification of sources present and site information for soundscape interpretation.


Sanctuary Soundscape Monitoring Project (SanctSound)

The U.S. National Oceanic and Atmospheric Administration (NOAA) and the U.S. Navy engaged in a multi-year effort (2018-2022) to monitor underwater sound within the U.S. National Marine Sanctuary System. The agencies worked with numerous scientific partners to study sound within seven national marine sanctuaries and one marine national monument. The study included sites off the east coast of the U.S. (Stellwagen Bank, Gray’s Reef, and Florida Keys National Marine Sanctuaries), the west coast of the U.S. (Olympic Coast, Monterey Bay, and Channel Islands National Marine Sanctuaries), and the Pacific region (Hawaiian Islands Humpback Whale National Marine Sanctuary and Papahânaumokuâkea Marine National Monument).

As the first coordinated monitoring effort of its kind for the U.S. National Marine Sanctuary System, SanctSound was designed to provide standardized acoustic data collection to document how much sound is present within these protected areas by specific sources as well as potential impacts of noise to the areas’ marine taxa and habitats. To understand the features of a given listening station that influence measured sound levels, the SanctSound effort encompassed results from multiple acoustic detection algorithms (biological and anthropogenic), data from a wide range of non-acoustic variables (e.g., gliders, ship traffic data, weather stations), and sound propagation models to quantify variation in specific sound source detection ranges.

Acoustic data were collected using SoundTraps, which are compact, self-contained underwater sound recorders developed by Ocean Instruments, Inc1. Instruments were set to record continuously at a sampling rate of 48 kHz or 96 kHz (Table 1). Power spectral density (PSD) levels per hour were calculated as the median of mean-square pressure amplitude (μPa2) with a resolution of 1 Hz/1 second from 20 Hz to 24,000 Hz over no less than 1800 seconds in each hour and converted to decibels (dB re 1 μPa2/Hz). Octave band sound pressure levels (OLs) were calculated by integration of PSD levels with a 1 Hz/1 second resolution over each octave band with nominal center frequencies ranging from 125 to 20,000 Hz (IEC, 2014). Resulting sound pressure levels in octave bands below 125 Hz were excluded due to uncertainty in propagation conditions and instrument sensitivity. Broadband sound pressure levels (BBLs) were calculated just as OLs but integrated over the full frequency range (88 to 22,387 Hz; IEC bands 20-43). The resulting OLs and BBLs with the 1 second resolution were then used to calculate hourly OLs and BBLs as a median over no less than 1,800 1-s values for that hour. The OLs and BBLs per hour were converted to decibels (dB re 1 μPa). The spectral and temporal resolutions presented in this paper were selected to be able to make broad comparisons across multiple sites and were adequate at capturing sound level features of interest. Data used in this analysis, as well as commonly used 1/3rd octave band levels are available via the project data portal2 and code for calculating sound pressure levels from audio recordings are available on GitHub3.


TABLE 1. Summary of acoustic monitoring sites used for sound level comparisons.

[image: Table 1]
Here, we used 31 days in spring 2019 from eight of the 30 recording locations and 60 days from one recording location to explore soundscape characterizations through sound level measurements across diverse regions (Figure 2 and Table 1). The 60-day recording period at a site in the Channel Islands NMS better represented a temporal feature of interest in sound levels from fish sounds that changed from individual calls to full chorus. For source identification, we used results from detection of the acoustic presence of vessels (Solsona-Berga et al., 2020) as well as detection results for different species of interest (e.g., fish, marine mammals) depending on the site (Mellinger and Clark, 1997; Urazghildiiev and Van Parijs, 2016). For contextual information, we integrated sound level measurements with the presence of ships equipped with Automatic Identification System (AIS) transponders within a 10 km buffer around a site, hourly average wind speed (m/s) calculated from downloaded data from the nearest NOAA buoy4, and tidal flow measured as change in height above sea level from the previous hour5.
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FIGURE 2. Map of sites from the Sanctuary Soundscape Monitoring Project (SanctSound) used in this study. A variety of features are shown, including bathymetry, ports, designated shipping lanes, and harbors.




Comparing Sound Levels

Sound levels, summarized as broadband (Figure 3A), octave bands (Figure 3B), and spectrum levels (Figure 3C), showed variation across sites and provided initial insight on the unique features of each soundscape. There were clear differences in terms of variation in absolute sound levels and frequency content (Figure 3). Highest BB sound levels were observed in Gray’s Reef NMS, lowest levels were recorded at a site in Monterey Bay NMS, and a site in Olympic NMS had the highest variation (Figure 3A). Three sites (FK02, CI01, GR01) had elevated levels with low variation in levels in the higher octave bands (>2 kHz, Figure 3B). Two sites (OC02, SB02) had higher levels in the lower frequencies (<250 Hz, Figure 3B). The site with the lowest BB levels (MB01) had sound levels in the highest frequencies (>8 kHz) that were below the instrument noise floor (Figure 3C).
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FIGURE 3. Comparison of sound levels across sites. Hourly band sound pressure levels for the 31-day periods at nine sites are shown as (A) broadband sound level (BB) comparison as box plots with line at median value, box includes 25th-75th percentiles, (B) octave band (OL) percentile sound levels at each site (5, 25, 50, 75, 95th), and (C) narrow band (1 Hz) percentile spectrum levels at MB01 (5, 25, 50, 75, 95th). The blue line shows the noise floor of the instrument, measured in air under quiet conditions with the hydrophone connected and adjusted for the system transfer function. The accuracy of this method is frequency dependent and may result in mechanical noise transmitted through the room and floor at frequencies below 1 kHz. While the line was generated from a single instrument, we are using it to represent all instruments used in this study. Spectrum levels were truncated at 88 Hz for broadband and octave band sound level computation and hence excluded from the comparison due to uncertainty in propagation conditions and instrument sensitivity.


Combining these sound level measurements with an understanding of the environmental and human-use context and source identification revealed what sources were driving the observed differences. In some cases, higher levels related to biological activity of interest. In other cases, the presence of instrument related strumming in low frequencies or electronic noise in high frequencies (Figure 3C, noise floor line), interfered with sound levels measurements. Using examples from these nine sites, in the next sections, we explored specific ambiguities in interpreting sound level metrics in isolation and the importance of understanding sources and site features to enhance interpretation. Results are summarized in Table 2 with synthesis statement for each example.


TABLE 2. Summary of soundscape insights from combining sound level characteristics with source identification and site features (contextual knowledge).

[image: Table 2]


Spectral Features Expose Presence of Multiple Sources

Representing a soundscape over a broad range of frequencies summarized into one sound level metric (broadband) in a defined time-period provides a concise way to compare levels across multiple sites using a single value (Figure 3A). The metric is useful at distinguishing general conditions in a soundscape, especially when comparing across many sites. These broadband sound levels, however, are dominated by low frequency sources and do not account for energy in the higher frequency bands, unless a weighting function is applied, such as A-weighting (ANSI/ASA S1.42., 2020). Further, when sources in all frequency bands are combined into one metric, the contributions of different sources are obscured. At a site in the Hawaiian Islands Humpback Whale National Marine Sanctuary (HI01), broadband levels showed a decrease toward the end of the recording period, suggesting a change in the soundscape (Figure 4- top panel). When the sound levels for different octave bands were displayed, there was a decrease in the 500-Hz octave band, and an increase in the 16,000-Hz octave band (Figure 4- bottom panel). The decrease in sound levels in the 500-Hz octave band corresponded to a reduction in humpback whale song at the end of the breeding season, and the increase in the 16,000-Hz band corresponded to a change in snapping shrimp activity. Analyzing sound levels in octave level frequency bands informed by the presence of known biological sounds can reveal important temporal patterns for different sound sources at a particular site (Tables 2,3.2). These narrow bands, in some cases, will not represent the same sounds across sites, resulting in a clear tradeoff when trying to make broad spatial comparisons of sound levels.
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FIGURE 4. Spectral features in sound levels expose multiple sources. Broadband sound pressure levels (top plot, black line) show a decreasing trend in levels at a site in Hawaiian Islands Humpback Whale National Marine Sanctuary (HI01). Octave band sound pressure levels (lower plot) at 500-Hz (light gray) and 16,000-Hz (dark gray) provide insight into differing temporal patterns of humpback whale song, dominating at 500-Hz, and snapping shrimp snaps, dominating at 16,000-Hz.




Temporal Patterns Reveal Multiple Sources

In addition to spectral variation, temporal patterns in sound levels can be informative for identifying unique features in a soundscape. Temporal patterns occur as repeated features in sound levels that can relate to time of day or occurrence within a given time-period. At a site in Florida Keys National Marine Sanctuary (FK02), sound pressure levels in the 500-Hz octave band showed clear peaks in acoustic energy with periodic increases of 15-20 dB (Figure 5). Further examination of temporal patterns also showed a second peak in energy, ∼10 dB increase occurring during the same period but slightly out of sync with the larger peaks (Figure 5C). The peaks in acoustic energy were from two distinct fish choruses: the first was from an acoustically unidentified species and the second putatively from midshipman fish (Porichthys sp). These spectral features were prominent with a temporal averaging of one hour. Considerations of temporal resolution are crucial in determining the activity level of many marine sound sources (Table 2,3.3). Temporal resolution of several seconds or minutes may represent individual call or sound activity, hourly averages as presented here may be suitable for identifying the presence of multiple fish choruses. Other useful temporal averages are divisions into day- and nighttime with dusk and dawn; daily; full, waning, new, waxing moon; monthly or annual, depending on the soundscape features of interest. In most cases, the temporal resolution is informed by prior knowledge of sources present, either through visual confirmation in long-term spectral averages or non-acoustic confirmation of species presence in the area.
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FIGURE 5. Temporal patterns in sound levels reveal multiple sources. Periodic increase in sound levels in the 500-Hz octave band sound pressure level (A) related to presence of multiple fish choruses at a site in Florida Keys National Marine Sanctuary (FK02). This temporal resolution showed the fish chorus consisted of two fish species chorusing at slightly different intervals on some days of the month (B,C). Cyan dots = peaks of species one chorusing, orange squares = peaks of species two chorusing.




Biological Chorus Mimics Wind Noise

In the absence of anthropogenic activity, wind at the surface of the ocean has a predictable effect on underwater sound levels— simplified, sound levels increase from surface agitation as wind speed increases (Wenz, 1962). In shallow water environments, this relationship is complicated by the propagation conditions (Ingenito and Wolf, 1989; Jensen et al., 2011), distant vessel noise, and the presence of biological choruses. At a site in the Channel Islands National Marine Sanctuary (CI01), when sound levels were combined with measurements of both wind speed (from a station 12 nautical miles away) and presence of a plainfin midshipman (Porichthys notatus) chorus, it was evident that not just wind speed was driving higher sound levels. When the fish chorus, measured in the 125-Hz octave band, was absent wind speed dominated sound pressure level measurements (Figure 6). However, when the fish chorus increased in intensity, highest sound pressure levels occurred when fish were calling, and the sound levels were no longer influenced by wind speed (Figure 6). The influence of multiple sources of continuous sound complicates interpretation of sound levels. Identifying when sound levels deviate from expected relationships with wind may indicate when other sources are present or a switch in the dominant continuous feature of a soundscape (Table 2,3.4). Pairing acoustic sensors with marine observation platforms provides a measure of abiotic conditions which make it possible to better quantify abiotic contributions to sound levels. When establishing long-term monitoring stations, co-locating acoustic sensors with other environmental monitoring efforts provide continued opportunities for contextualizing sound level measurements, and in many cases, monitoring in marine protected areas, like the SanctSound project, will afford these benefits.
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FIGURE 6. Biological sources mimic wind noise. Multiple sources contributed to sound levels measured at a site in the Channel Islands National Marine Sanctuary (CI01). The 125-Hz octave band sound levels (top figure, black line) were initially influenced by wind (bottom figure, blue bars, measured 12 nautical miles from the site), but later in the season, a chorus of plainfin midshipman (Porichthys notatus, top figure, green lines) increased in intensity and became the dominating feature of sound levels. The intensity of the midshipman chorus was measured as peak SPL per 1-Hz/5 second power spectral densities (PSD) for the entire duration of each chorus encounter. These measures were then averaged into hourly median values.




Ship Noise Masks Influence of Biological Activity

In coastal regions with access to major commercial ports, noise from passing ships is typically the dominant feature of a soundscape, resulting in elevated sound levels in low frequencies (< 1 kHz). At these locations, sound levels (both narrow and broadband) provide an estimate of noise from vessel traffic (Hatch et al., 2008; Haver et al., 2018, 2019; McKenna et al., 2012); however, the ability to measure patterns in biological sounds using sound levels is limited. In Stellwagen Bank National Marine Sanctuary, for example, vessels are a continuous source of noise with commercial ships using the port of Boston, ships docking at nearby Liquid Natural Gas terminals, and a variety of private and commercial vessels transiting the region (Hatch et al., 2008). At a listening location in this region (SB01), co-occurring with low-frequency vessel noise were a variety of biological sources (e.g., baleen whales and fish). Even when multiple species were present, specifically cod and sei, fin, and humpback whales, sound levels in low frequencies did not significantly increase (Figure 7-left). In contrast, both the number of vessels present (Figure 7-center) and wind speed (Figure 7-right) showed a positive relationship with sound level. To quantify biological activity using sound levels at sites with high levels of shipping noise, additional approaches are necessary to also quantify these less dominant sources present in the soundscape (Table 2,3.5). One approach, employed in SanctSound, is running multiple automated detection algorithms to determine the presence of biological sources (e.g., Low Frequency Detection and Classification System to detect blue, fin, humpback, sei, and North Atlantic right whales (Baumgartner and Mussoline, 2011) and automatic grunt detector and recognizer for Atlantic cod (Urazghildiiev and Van Parijs, 2016)). If presence of calls is known, sound levels can then be compared between periods of presence and periods when no calls are present to understand how sound levels differ (Haver et al., 2019). Other approaches minimize the background sounds before extracting complex biological calls (Helble et al., 2012, 2013).
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FIGURE 7. Varying influence of soundscape components on sound levels. Daily measured sound levels in the 125-Hz octave band at a site in Stellwagen Bank National Marine Sanctuary (SB01) showed different relationships with number of biological sources (left), Automatic Identification System (AIS) transmitting vessels (center), and wind speed (right). Linear relationships are shown for each component, fit using a linear model with standard error represented in the shaded area. While relationships are not significant, the trend of the relationship varies by presence of source. For the AIS transmitting vessels, data were summarized as the count of all unique vessels in a 10 km buffer around the acoustic sensor for each day. Wind speed was measured in m/s from a NOAA weather buoy 7 nautical miles away (station 44013, www.ndbc.noaa.gov) and averaged per day. Presence of biological sources was summarized from detected baleen whale calls (blue, fin, humpback, sei, and North Atlantic right whales) using Low Frequency Detection and Classification System (LFDCS) (Baumgartner and Mussoline, 2011); and Atlantic cod grunts using automatic grunt detector and recognizer for Atlantic cod (Urazghildiiev and Van Parijs, 2016). The same 31 days are shown in each panel.




Artificial Sound Resembles Sound Levels Associated With Anthropogenic Activity

Artificial sound can be introduced from flow around a sensor or strumming of cables in periods of high-water movement, specifically during tidal changes. Flow noise over the hydrophone and cable strumming are not natural components experienced by animals in this environment but an artefact of the presence of the recording instrumentation. When this occurs, sound levels in lower frequencies (<1-kHz) will be artificially inflated and in some cases will resemble levels at sites with high shipping traffic. A comparison of two sites in the Olympic Coast National Marine Sanctuary (OC01, OC02) illustrates this pattern when sound levels are combined with metrics on shipping traffic and tidal flow (Figure 8). Maximum sound levels are similar at both sites in octave bands below 1 kHz; however, the relationship to sound levels with ship operational hours (from AIS data) and tide differs between the sites (Table 3). At the site closer to shore (OC01) and considerably shallower water (14 m vs. 94 m), tidal changes correlated with octave band sound levels up to the nominal 1-kHz octave band and shipping activity correlated less significantly in the 2 and 4-kHz octave band (Table 3). At the deeper site (OC02), closer to the shipping lanes, sound levels correlated with shipping activity up to the nominal 1-kHz octave band but to tidal fluctuation only in the lowest 31.5-Hz octave band. Although some animals may experience and respond to sound generated by tidal flow around them, accurately quantifying this sound is challenging because the contribution is dependent on how water flows around the listener. Documenting when tidal noise is present on a sensor and removing these periods from sound level measurements provides more comparable metrics of sounds present in the soundscape, regardless of the listener. To accurately quantify sound levels at sites with high tidal influence (van Geel et al., 2020), periods with minimal tidal flow can be extracted and summarized to represent the soundscape (Table 2,3.6). While this reduces the amount of data available and may exclude bioacoustic patterns related to tides (Johnston et al., 2005; Staaterman et al., 2014), the resulting sound levels will reflect the actual sound present in the environment.
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FIGURE 8. Influence of artificial sound from tidal flow on measured sound levels. Top panels show daily vessel operating hours (calculated from AIS data as sum of time all vessels spent within a 10 km radius; note different y-axis scale), middle panels show 125-Hz octave band sound levels, and bottom panels show tidal fluctuation at two sites in Olympic Coast National Marine Sanctuary (OC01 and OC02).



TABLE 3. Correlation of hourly octave band sound levels with tidal fluctuation or daily vessel operating hours (all vessels documented with AIS) at sites OC01 and OC02.
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High Sound Levels Do Not Always Correlate With Human Activity

Biological activity can result in high sound levels— levels similar to sites with high levels of human activity. At sites with minimal human activity, sound levels represent the biological community, especially when measured under similar abiotic conditions. At a site in Gray’s Reef National Marine Sanctuary (GR01), broadband sound levels are higher than those found at a site near the busy port of Boston (SB01, Figure 3). At the site in Gray’s Reef, biological sound sources dominate both the low frequency (two species of fish) and high frequency bands (snapping shrimp) (Figure 9). When making comparisons of sound levels across a variety of sites, first separating sites based on amount of nearby human activity can provide important context for interpreting sound levels (Table 2,3.7). In these relatively shallow water sites, measuring sound levels during periods of little to no human activity can also provide comparisons of natural variability in sound levels across sites.
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FIGURE 9. Multiple biological sources contribute to high sound levels. Summary of sound pressure levels measured at Gray’s Reef National Marine Sanctuary (GR01). (A) Full 31-day period sound pressure levels in 500-Hz (light gray) and 16,000-Hz (dark gray). (B) Spectrogram focused on one day (red box in A) showing (C) low-frequency fish chorus and (D) snapping shrimp in higher frequencies.




Spatial Proximity Not Indicative of Similarity in Sound Levels

Soundscapes vary over small spatial scales due to variation in occurrence and proximity of human use patterns as well as sound propagation conditions and biological activity. These variations are typically reflected in sound level differences, especially when physical dynamics (wind and tidal change) are similar in nearby sites. Within Monterey Bay National Marine Sanctuary vessel activity is more concentrated in certain areas and sound levels at two sites less than 30 km apart reflect the difference in vessel activity (Figure 10). Sound pressure levels in the 500-Hz octave band are 5-10 dB higher at the site with higher small vessel activity, although these differences are reduced when wind is high (e.g., Figure 10, March 6). To capture the variation in sound levels within a region, spatial sampling needs to account for human use patterns and sound propagation conditions and not simply distance between sites (Table 2,3.8). Features that can be used to inform spatial sampling include distance to designated shipping lanes, fishing grounds, bathymetric features, and ocean stratification influencing sound propagation, and management area type.
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FIGURE 10. Divergence in sound pressure level at near-by sites. Top panel shows comparison of sound pressure levels (500-Hz octave band) at nearby sites in Monterey Bay National Marine Sanctuary (MB01 and MB02). The sites have different levels of vessel presence (middle panel), measured from all AIS-transmitting vessels within 10 km of each acoustic sensor; the majority of vessels transmitting AIS are in the small category (<20 m). Bottom panel shows regional hourly wind speed for context.





INTEGRATED APPROACHES TO UNDERSTANDING SOUNDSCAPES

Distinguishing soundscape features of interest using spectral and temporal characteristics of sound levels with source identification and site features enhances comparisons and avoids ambiguous or in some cases erroneous interpretations (Table 2). Because soundscapes offer a unique window into an ecosystem with a view of biotic, abiotic, and anthropogenic features, there is growing interest in distinguishing these features across broad spatial and temporal scales. Building on the examples provided for characterizing diverse soundscapes, we offer a framework for how to approach these efforts at the scale of the complete SanctSound data set by identifying and summarizing existing approaches in the literature. The overall analytical goal is to separate out coarse patterns in the main soundscape components to aid in the interpretation of sound level products and identify transitions or shifts in dominant soundscape features over space and time. The intended applications for protected area management include establishing baseline conditions, detecting change in soundscapes from environmental (Gottesman et al., 2021) or societal changes (Derryberry et al., 2020), supporting comparison of conditions inside vs. outside protected areas (Gottesman et al., 2020), providing complementary information for other resource condition monitoring, as well as creating engaging content for a host of outreach and educational purposes.


Estimating Residual Soundscape Conditions

Characterization of residual sound levels yield information about the most common and persistent acoustic conditions, integrated across the largest spatial scales permitted by sound attenuation. Residual sound in the soundscape context refers to the sound remaining at a given position when all identifiable sounds under consideration are eliminated from sound level calculations (ANSI/ASA S3/SC1.100., 2014; ISO-1996-1., 2016). Residual sound levels include all the innumerable, indistinguishable sound producers present in a soundscape. Residual sound constrains the detection and perception of identifiable sources as well as offer cues about the environment. These considerations assert that characterization of residual (also referred to as ambient sound) is crucial for ocean soundscape management (Gedamke et al., 2016).

Residual sound levels are often reported as ambient noise in marine environments, and in many cases rely upon visual and aural review by analysts to identify time periods in a recording uninfluenced by transient sounds (e.g., McDonald et al., 2006). In other studies, ambient noise levels summarize existing sound levels that include all sources present (e.g., Chapman and Price, 2011; Haxel et al., 2013; Kaplan et al., 2015; Haver et al., 2018) and percentile statistics are utilized to express the gradient from chronic to rare. As demonstrated in the previous sections (Table 2), differing conditions can result in similar sound level statistics. Percentile summaries do not resolve this problem. Automated parsing of residual sound level patterns from transient sound events – such that both can be analyzed with minimal contamination from the other – will be an important advance for soundscape analyses. When successfully isolated, the residual components will be amenable to low-rank decompositions and the transient components will present more distinct signatures for feature extraction techniques.

One approach to parsing residual sound and transient sounds in soundscapes are source separation methods (Figure 11). Source separation methods isolate specific transient signals for the purposes of quantifying the contributions of these signals to an acoustic recording with demonstrated application in soundscape biodiversity assessments (Lin and Tsao, 2020). Each resulting waveform is intended to represent a single source for feature extraction or classification. These same methods can also be applied to remove transient signals from the residual waveform. “Denoising” procedures represent an alternative approach to clarifying distinctions among sounds (e.g., Helble et al., 2012; Abeßer, 2020).
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FIGURE 11. Conceptual framework for approaching soundscape analysis (A) and a summary of methodological approaches from the literature (B). The literature referenced simply serve as examples, and not an exhaustive or systematic search of the literature. References cited in the table: (Barchiesi et al., 2015; Benetos et al., 2015; Shane et al., 2015; Zabalza et al., 2015; Freeman and Freeman, 2016; Lin et al., 2017a,b; Lin et al., 2018, 2019, 2021; Lin and Tsao, 2018, 2020; Colonna et al., 2018; Guan et al., 2018; Reis et al., 2018; Seger et al., 2018; Virtanen et al., 2018; Abeßer, 2020; Gatto et al., 2020; Mooney et al., 2020; Shajahan et al., 2020; Xie et al., 2020; Dias et al., 2021; Dimoff et al., 2021; Gabrielli et al., 2021; Ick and McFee, 2021; Ozanich et al., 2021).




Analytical Approaches to Soundscape Analyses

An analog to automated source separation methods is the ability of human analysts to subjectively differentiate acoustic scenes and classify them by listening to the sound components, e.g., this is ‘a shallow water reef environment’, or ‘a busy shipping lane’, or in the case of trained acoustic analysts by inspecting a long-term spectral average. The acoustic scene is a higher-level summary of both components and differs from the detection of singular acoustic events, such as a distinct fish call of a certain species or a container ship passage in the scenes above. However, the sum of singular acoustic events as well as the residual sound inform the classification of the scene.

For most automated classification scenarios, for acoustic events or acoustic scenes, the acoustic waveforms will need to be reduced in their complexity for a feature extraction step to be applied (Figure 11; e.g., Barchiesi et al., 2015). For this transformation, commonly used methods are Fourier transforms, cepstral and wavelet analyses with subsequent modulations of these methods (e.g., Abeßer, 2020). Redundancy in high-dimensional features may need to be addressed as this may convey unintended weighting or other biases to subsequent machine learning or statistical models.

The acoustic feature extraction often focuses on the parameterization and detection of a single source (e.g., mysticete spectrogram correlation (Mellinger and Clark, 1997), cod grunt (Urazghildiiev and Van Parijs, 2016)) or the discrimination and classification of highly similar sources (e.g., echolocation click classification of delphinid species (Frasier et al., 2017), fish call classification (Monczak et al., 2019)). In these examples, machine learning occurred either through supervised learning with labeled data or through an unsupervised process where labels were generated through other mechanisms such as clustering (Figure 11). In some cases, classification was derived from band-level indices (e.g., Širović et al., 2015; Oestreich et al., 2020). When the training data are insufficient, additional exemplars can be added by transforming the true signals (and labeling them as false) or adding different types and amounts of background noise (and labeling them as true). A variety of transformations can be applied (Abeßer, 2020). Note that choices regarding the amount of transformation required to “falsify” a true signal will circumscribe the range of natural variation that the detector will tolerate.

Unsupervised feature learning techniques have been increasing in past years, particularly where acoustic data volumes are expansive (Serizel et al., 2018). In many cases, features are being extracted from time-frequency matrices that reflect the underlying data structure and generalize in a high-level representation. Principal component analysis (PCA), independent component analysis (ICA), singular value decomposition (SVD) or non-negative matrix factorization are examples of these data transformations for unsupervised feature learning that have been applied in marine acoustic event detection (Figure 11B; Sattar et al., 2016; Lin et al., 2017a; Lin and Tsao, 2020; Butler et al., 2021).

The benefit of these unsupervised methodologies is that both transient acoustic events and residual sound of marine soundscapes can be separated and characterized in theory without prior knowledge of underlying sources. However, in practice, some of the caveats described in previous examples may still apply. Specifically, decisions on feature reductions are often not justified, for example time and frequency binning applied to reduce data complexity are crucial (e.g., Figure 5). A study showing how these decisions impact feature learning and detectability of certain sources would be relevant. The performance of classifiers can be limited by the quality of these data representations (Serizel et al., 2018). Some acoustic scenes have highly predictable patterns where periodicity focused algorithms are highly successful (e.g., Lin et al., 2017a), such as crepuscular fish chorusing or nighttime delphinid foraging. It is yet unclear how stable these feature learning algorithms are over the course of, for example, multi-year recordings when patterns seasonally disappear (e.g., Figure 4), switch from one dominant source to another with similar time and frequency components (e.g., Figure 6), or when a multitude of variable sources overlap each other (e.g., Figure 7). Assumptions and prior information can massively increase the power of statistical models and machine learning, but they shape outcomes and increase risks of confirmation bias.



Considerations for Large Spatial and Temporal Scales Comparisons

While numerous large-scale acoustic monitoring efforts exist, methods for comparing characteristics of entire soundscapes are not as well developed (Mooney et al., 2020). When building analytical approaches to separate sounds and contextualize soundscapes (Figure 11), some of the analytical concerns are shared with other large-scale monitoring efforts. Templates or methods tuned to one data set may not generalize adequately to others. Recalibration may be necessary to tolerate relevant variation in identified sound sources or to account for new variation in soundscape conditions. For example, blue whale call detectors were created to compare signals across time and ocean basins (e.g., Mellinger and Clark, 1997; Širović et al., 2015). When these methods were applied to new data, they had to be recalibrated to changes in peak frequency in blue whale calls (Širovic, 2016).

To distinguish marine soundscapes as acoustic scenes, the methods used need to encompass the variation at relevant scales, using data that embody the variability that can be expected (low and high wind speeds, shallow and deep waters, different latitudes, and various kinds of bottom substrates). Subsequent usage of these automated methods should plan episodic expert evaluations of performance, so deteriorations in the performance are noticed and addressed (Kowarski and Moors-Murphy, 2020; Roch et al., 2021). The SanctSound project is in a unique position to develop and test methods of acoustic scene assessment and classification. It has generated a dataset representing a range of variability in soundscapes with over three years of data at 30 sites in a diversity of shallow water habitats. It benefits from high resolution ancillary datasets of non-acoustic data collection (e.g., glider biological surveys, human activity monitoring), many of which offer high levels of detail and resolution.



Soundscape Syntheses

Using soundscapes as an indicator of the quality or condition of the environment, that is comparable across sites, requires integration of the various metrics and approaches discussed in previous sections. We contend that soundscape metrics must colligate multiple dimensions of acoustic environments and identify the focus of the soundscape interpretation (Figure 1), given the coupled nature of the physical conditions, biological activity, and human presence. When the focus is on analyzing noise from human activity, natural sources of sound must be distinguished and segregated. For example, both terrestrial and marine soundscape assessments have applied noise exceedance metrics (Buxton et al., 2017; Merchant N. et al., 2018; Borgir, 2021) to quantify the influence of noise on sound levels or, in other words, how much noise caused elevated sound levels above natural ambient. In other cases, the interest is in tracking biodiversity, especially in changing environments. Given that many marine species produce sounds, either intentionally or unintentionally, bioacoustics offers a promising method to understand biological conditions (Mooney et al., 2020). Yet real challenges remain for devising algorithms and metrics that reliably extract equivalent information and present accessible ecological interpretations. Ocean soundscapes also offer a view into the rapidly changing physical environment from climate change— from measuring retreating ice coverage (Haver et al., 2017) to changes in wind patterns (Shajahan et al., 2020). As metrics and approaches improve for estimating residual sound levels, source separation, and predictive models, integrated suites of methods will emerge to amplify the value of soundscape analysis for exploring scenarios and supporting resource management.




CONCLUSION

Soundscapes capture the collection of sounds present at a given location which reveal multiple dimensions of an ecosystem (biological, human, and physical) and present invaluable opportunities for understanding complex and changing ecosystems. Yet, parsing and analyzing the components of a soundscape, while necessary for interpretation and comparability, is still an emerging field of research. Interpreting sound level measurements with knowledge of sound source properties and non-acoustic data provided motivational examples of comparing soundscapes across US National Marine Sanctuaries. For example, analyzing sound levels in specific frequency bands informed by known biological sounds exposed important temporal patterns for different sound sources at a particular site. Identifying when sound levels deviated from expected relationships with surface wind speeds indicated when other sources are present or when a switch in the dominant continuous feature of a soundscape occurs. Separating sites based on levels of nearby human activity provided important context for interpreting sound levels. Applying and evaluating automated methods to characterize soundscapes as acoustic scenes with the separation of residual sound from transient sounds offers an advancement in using soundscape analyses in a resource management context for protected area management and defining and tracking marine soundscapes as essential ocean variables (e.g., Miksis-Olds et al., 2018). These approaches aim to separate the main soundscape components first to then aid in the interpretation of sound level products and identify shifts in dominant soundscape features over space and time. Advancing these methodologies will fulfill the promise of passive acoustics to provide a rich source of autonomous information for monitoring environmental health and realizing sustainable societies.
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FOOTNOTES

1
http://www.oceaninstruments.co.nz

2
https://data.noaa.gov/waf/NOAA/NESDIS/NGDC/MGG/passive_acoustic//iso/

3
https://github.com/MarineBioAcousticsRC/Triton

4
https://www.ndbc.noaa.gov/station_page.php?station=46053

5
https://tidesandcurrents.noaa.gov/
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Three-dimensional (3D) effects can profoundly influence underwater sound propagation in shallow-water environments, hence, affecting the underwater soundscape. Various geological features and coastal oceanographic processes can cause horizontal reflection, refraction, and diffraction of underwater sound. In this work, the ability of a parabolic equation (PE) model to simulate sound propagation in the extremely complicated shallow water environment of Long Island Sound (United States east coast) is investigated. First, the 2D and 3D versions of the PE model are compared with state-of-the-art normal mode and beam tracing models for two idealized cases representing the local environment in the Sound: (i) a 2D 50-m flat bottom and (ii) a 3D shallow water wedge. After that, the PE model is utilized to model sound propagation in three realistic local scenarios in the Sound. Frequencies of 500 and 1500 Hz are considered in all the simulations. In general, transmission loss (TL) results provided by the PE, normal mode and beam tracing models tend to agree with each other. Differences found emerge with (1) increasing the bathymetry complexity, (2) expanding the propagation range, and (3) approaching the limits of model applicability. The TL results from 3D PE simulations indicate that sound propagating along sand bars can experience significant 3D effects. Indeed, for the complex shallow bathymetry found in some areas of Long Island Sound, it is challenging for the models to track the interference effects in the sound pattern. Results emphasize that when choosing an underwater sound propagation model for practical applications in a complex shallow-water environment, a compromise will be made between the numerical model accuracy, computational time, and validity.

Keywords: underwater soundscape, 3D PE, Bellhop3D, Kraken3D, Long Island Sound, sand bars


INTRODUCTION

Three-dimensional (3D) effects can profoundly influence underwater sound propagation and hence soundscape at different scales in the ocean (e.g., Duda et al., 2011; Ballard et al., 2015; Heaney and Campbell, 2016; Reilly et al., 2016; Oliveira and Lin, 2019; Reeder and Lin, 2019). In the particular case of coastal seas, a range of physical oceanographic and geological features can cause horizontal reflection, refraction, and diffraction of sound. Numerical models are often used to solve underwater acoustics related problems in realistic complex coastal environments. Examples include the assessment of underwater noise induced by offshore wind farms (Dahl and Dall’Osto, 2017; Lin et al., 2019) and the influence of estuarine salt wedges on sound propagation (Reeder and Lin, 2019). A number of 3D ocean acoustic propagation models have been developed over the past decades (e.g., Jones et al., 1986; Lee et al., 1992; Porter, 1992, Porter, 2016; Bucker, 1994; Smith, 1999; Luo and Schmidt, 2009; Heaney and Campbell, 2016; Lin, 2019; DeCourcy and Duda, 2020). Still, simulating underwater sound propagation accurately for fully 3D environments involves significant scientific challenges and can demand high computational costs (e.g., Jensen et al., 2011; Lin et al., 2019). According to their governing equations and numerical schemes, 3D underwater acoustic models can be divided into three main groups: parabolic equation (PE) models (e.g., Lin and Duda, 2012; Heaney and Campbell, 2016), normal mode models (e.g., Porter, 1992; DeCourcy and Duda, 2020), and ray and beam tracing models (e.g., Porter, 2016; Calazan and Rodríguez, 2018).

Human activities in the ocean have increasingly added anthropogenic sounds to underwater environments (e.g., Duarte et al., 2021). Recent research has shown that underwater noise made by human activities, such as seismic airguns, ships, sonars, explosives, or pile drivers, has the potential to impact marine ecosystems. More specifically, the very loud noise of relatively short exposure can harm marine mammals, fish and marine invertebrates (e.g., Hastie et al., 2015; Shannon et al., 2016). As an important application of sound propagation modeling, the European Commission recommends that the Member States combine underwater sound measurements and models to ascertain levels and trends of underwater noise in the oceans and coastal areas (Dekeling et al., 2014). Since there is an increasing interest in using 3D underwater acoustic models for many other shallow water applications, there is a need to understand better the limits and performance of different models that are available. There are a few inter-model comparisons studies (e.g., Porter, 2019), but they are based on idealized benchmark problems. In this work, the ability of a PE model (Lin and Duda, 2012) to simulate sound propagation in extremely complicated shallow water environments as observed in Long Island Sound (United States east coast) is investigated. First, to benchmark the PE model, its performance is evaluated and compared to the normal mode (Porter, 1992) and beam tracing (Porter, 2016) models for two idealized shallow water cases of a 2D 50-m flat bottom and a 3D shallow water wedge representing the local environment in the Sound. After that, the PE model is utilized to simulate sound propagation in three local areas in the Sound. The inter-model comparison is also performed considering realistic environmental conditions, and the modeled source frequencies are 500 and 1500 Hz.

This article is composed of five sections. The background on 3D underwater acoustic models is discussed in section “Underwater Acoustic Models.” The study area is introduced in section “Study Area and Simulation Scenarios.” Next, the numerical results are presented in section “Numerical Results.” Finally, concluding remarks are given in section “Conclusion.”



UNDERWATER ACOUSTIC MODELS


Parabolic Equation

After the introduction of the PE method to underwater acoustics in the 1970s (Tappert, 1977), there has been a continuous development of this method for 3D ocean acoustic problems (e.g., Lee et al., 1992; Avilov, 1995; Smith, 1999; Sturm, 2005; Lin and Duda, 2012; Heaney and Campbell, 2016; Lin, 2019). Nowadays, 3D underwater acoustic PE models are considered one of the most efficient and accurate methods for modeling sound propagation in complex range-dependent environments. Recent applications of 3D PE models in ocean acoustics include, among others, the sound propagation effects of internal waves (Duda et al., 2011), estuarine salt-wedges (Reeder and Lin, 2019), global scale low-frequency acoustics (Heaney and Campbell, 2016; Oliveira and Lin, 2019), and offshore wind farm construction underwater noise (Lin et al., 2019).

Different solution schemes have been used to solve 3D PE in underwater acoustics. The finite difference (Lee et al., 1992), Split-Step Fourier (Tappert, 1977; Smith, 1999; Lin and Duda, 2012) and the Split-Step Padé (Collins, 1993; Lin, 2019) are among the most popular schemes. In this regard, the Split-Step Fourier scheme has been considered a good option for practical applications because of its computation speeds. On the other hand, the finite difference and Split-Step Padé schemes have been viewed as more suitable for idealized 3D shallow water benchmark problems because of better accuracy in treating the bottom interface (Jensen et al., 2011). Although these two schemes could undoubtedly provide the most accurate PE solutions for extremely complex and range-dependent bathymetries, associated computational costs could be too high for practical applications. To handle these complex bathymetry cases with a more efficient solution scheme, the Split-Step Fourier PE model has been improved to include higher-order approximation terms for sharper interface smoothing (Lin and Duda, 2012). Even though it cannot treat the exact interface condition, the Split-Step Fourier scheme still has the advantage in faster computation speeds. Thus, it is chosen over the finite difference and Split-Step Padé schemes in many practical 3D problems.

The Split-Step Fourier PE model used in this article is briefed here, and readers are referred to Lin and Duda (2012) for detailed discussion on the solution algorithm. The model solves the approximated 3D Helmholtz wave equation in a Cartesian system by taking a square root of the propagation operator and utilizing the Split-Step Fourier solution marching algorithm (Tappert, 1977). This model uses a density-reduced pressure variable to handle the density variation across the seafloor interface. To maintain the accuracy of the square root Helmholtz operator, the model utilizes the higher order square root approximation with cross terms (Lin and Duda, 2012) that improves the accuracy of the original wide-angle approximation proposed by Thomson and Chapman (1983). This higher order approximation with cross terms also better handles the bottom reflection with sharper interface smoothing.



Normal Mode

The application of normal mode theory in underwater acoustics goes back to the 1940s (Pekeris, 1948). Since the early 1990s several 3D underwater propagation models based on the normal mode theory have been proposed (e.g., Porter, 1992; Luo and Schmidt, 2009; Ballard et al., 2015; DeCourcy and Duda, 2020). In normal mode models, the 2D horizontal refraction equation can be handled by several different techniques, including rays (e.g., Weinberg and Burridge, 1974), Gaussian beams (Porter, 1992), and also PEs (e.g., Petrov et al., 2020). One of the most popular 3D normal mode models in the underwater acoustics community is Kraken3D (Porter, 1992), which is a combined software package of Kraken and Field3D (Porter, 1992). The former code solves the acoustic vertical normal modes, and the latter one computes the modal amplitude as a function of range and azimuth in 3D environments. Unlike another software Field used for 2D environments, Field3D does not have the mode-coupling option, and the sound pressure field in Kraken3D is calculated with an adiabatic (uncoupled) mode assumption. Although the adiabatic approach has many advantages, it is not expected to always provide accurate solutions for some frequencies and environments as shown by DeCourcy and Duda (2020). Kraken3D is often run in the azimuth independent (Nx2D) mode, but can consider horizontal refraction using the beam tracing method (Porter, 1992). In this work, the 2D and 3D versions of Kraken are used.



Ray and Beam Tracing

The use of ray tracing in underwater acoustics has a long history. From its first applications in the first quarter of the 20th century until the 1970s, ray tracing was the predominant method for underwater sound propagation modeling. Since the 1980s, several 3D rays and Gaussian beams models have been developed (Červený et al., 1982; Jones et al., 1986; Bucker, 1994; Porter, 2016; Calazan and Rodríguez, 2018).

Due to its approximate nature, the ray tracing theory (in 2D or 3D) is typically better at high frequencies (Jensen et al., 2011), which could present some limitations on some practical applications. However, when dealing with broadband simulations and reverberation calculations, 3D ray models can offer some advantages over other full-waves approaches (Porter, 2019). Moreover, ray models have the advantage that they can trace rays backward if the bathymetry leads to such paths, and that may sometimes make a difference with respect to other models. Recent applications of 3D ray and beam tracing models in ocean acoustics include the study of high-frequency horizontal refraction on the continental shelf of the Florida Straits (Reilly et al., 2016), effects of complex oceanographic and bathymetric variations on sound propagation in the East China Sea (Porter, 2019), and long reverberation tails in the Norwegian coast (Jenserud and Ivansson, 2015).

The 3D beam tracing model Bellhop3D (Porter, 2016, 2019) is among the most popular 3D models in underwater acoustics. This model is an extension of the 2D Bellhop model to 3D environments and takes into account ray reflection and refraction in the horizontal plane. In this work, both the 2D and 3D Bellhop models are utilized.



STUDY AREA AND SIMULATION SCENARIOS

The underwater acoustic models are applied in the shallow water environment of Long Island Sound (United States east coast). The reason for selecting Long Island Sound as a modeling example is due to its extremely complicated environment, especially the highly variable bathymetry. The bathymetric model used in the acoustic simulations was constructed using the Montauk, New York 1/3 arc-second (∼10 m) Digital Elevation Model (DEM) from the National Oceanic and Atmospheric Administration (NOAA). The Montauk DEM [National Geophysical Data Center [NGDC], 2007] is part of NOAA’s NGDC effort to build high-resolution integrated bathymetric-topographic DEMs for select United States coastal regions.

Two idealized cases of a 2D 50-m flat bottom and a 3D shallow water wedge representing the local environment in the Sound are considered for inter-model comparison. In addition, three realistic scenarios (see Table 1 and Figure 1) are chosen based on the Montauk DEM for different levels of bathymetry complexity. The first realistic scenario (rough, weakly varying bottom) is located between Plum Island and the mouth of the Connecticut River. It aims to study sound propagation on a 2D almost flat bathymetry with a rough bottom. The rough, weakly varying bottom scenario considers a 4.34 km long (from 41.22°N 72.25°W to 41.23°N 72.2°W) domain with depths ranging from 52.6 to 49.0 m. The second realistic scenario (propagation over a sand bar) aims to force the sound to pass over a sand bar located between Fishers Island and Plum Island. Here, the domain is 6.04 km long (from 41.24°N 72.1°W to 41.21°N 72.04°W), and water depth varies from 80.6 to 8.2 m. These two first realistic scenarios are modeled in 2D. Finally, in the third realistic scenario, sound propagation along the sand bar considered in the previous scenario is investigated for 3D effects. This scenario along the sand bar is 4.23 km long (from 41.2106°N 72.0848°W to 41.2436°N 72.0597°W) and 3 km in width with the water depth ranging between roughly 120 to 8 m.


TABLE 1. Summary of scenarios considered in underwater sound propagation simulations.
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FIGURE 1. Bathymetry of Long Island Sound (top panel). Bathymetry and sound speed for the propagation scenarios: rough, weakly varying bottom flat bottom (second panel), propagation over a sand bar (third panel), and propagation along a sand bar (bottom panel). Plots on the right present bathymetry and sound speed profiles along the central line of the propagation domains denoted by the arrow over the bathymetry map (plots on the left).


Three types of sound speed profiles (SSPs) are also considered in the simulations: (a) SSP constant c0 = 1500m/s, (b) SSP range-independent c(z), and (c) SSP range-dependent c(r,z), where r is the range and z depth. The latter two SSP scenarios are based on temperature and salinity from the Regional Ocean Modeling System (ROMS) Experimental System for Predicting Shelf and Slope Optics (ESPreSSO) model covering the Mid-Atlantic Bight (Rutgers Ocean Modeling Group, 2020). The ROMS ESPreSSO model has a 5-km horizontal resolution and 36-levels in the water column. Sound speed fields are derived from temperature and salinity based on the Mackenzie (1981) equation. For the sake of simplicity, only results from one ROMS-ESPreSSO time is used. Then, simulations represent environmental condition for September 10, 2018 at 00:00.



NUMERICAL RESULTS

Simulations for a 500 and 1500 Hz source were performed for all the idealized and realistic scenarios with a sound source placed at a 20-m depth. The properties of the bottom considered in all the simulations are sound speed cb = 1700m/s, density ρ = 1500kg/m3 and attenuation βb = 0.5 dB/λ, where λ is the wavelength. Also, for all the simulations, water density is considered to be a constant of ρw = 1000 kg/m3.

Numerical results are presented first for the idealized scenarios and then for the realistic scenarios in the following order: (i) 2D flat bottom, (ii) 3D shallow water wedge, (iii) 2D rough, weakly varying bottom, (iv) 2D propagation over a sand bar, and (v) 3D propagation along a sand bar. In the realistic scenarios, the bathymetry and SSPs considered in the 2D simulations correspond to the central part (y = 0, where y is the cross-range) of the propagation domains (see Figure 1).


Idealized 2D Flat Bottom

The performance of the 2D versions of PE, Kraken, and Bellhop is compared on a 50-m flat bottom with SSP constant (c0 = 1500m/s). This simple comparison aims to calibrate the models and ensure that potential differences on more complex simulations are not due to incorrect model setups.

In PE and normal mode models, different frequencies require different numerical discretizations. As the wavelength reduces with increasing frequency, smaller spatial distances between calculation points must be used. Therefore, higher resolutions should be used in a PE model in the range (Δx) and water depth (Δz). Likewise, Δz should be smaller for higher frequencies in Kraken, leading to more computational points and increasing the computational cost. As a rule of thumb, to solve the normal mode equation accurately in Kraken, a minimum of 10 points per wavelength should be considered in the water column (z). A Δx smaller or equal to one wavelength and Δz approximately lower or equal than one-quarter of wavelength should be used in PE simulations.

For simplicity, the minimum required numerical discretizations were calculated for the most demanding frequency, 1500 Hz (nominal wavelength of 1 m), and also used for 500 Hz (nominal wavelength of 3 m). A grid with Δx = Δz = 0.1 m was used in Kraken and PE 2D simulations, which correspond to a very high resolution in range. It should be noticed that under standard conditions, the PE needs a much higher range resolution than Kraken-Field to run and provide a result. On the other hand, Kraken-Field can run with lower range resolution. However, if sharp bathymetric or sound speed variations are present, Kraken-Field cannot provide accurate results considering a low range resolution.

In the Bellhop simulations, 10000 Gaussian beams launched in an angular fan from −70° and 70° angle were considered. Bellhop settings were decided from a series of numerical convergence tests. Figure 2 compares transmission loss (TL) obtained by the three models for the flat bottom with the isovelocity waveguide. The agreement among the three models for this scenario is excellent for both 1500 and 500 Hz.
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FIGURE 2. Transmission loss for a 1500 Hz (top panel) and 500 Hz (bottom panel) sound source for an isovelocity (c0 = 1500m/s) waveguide with a flat bottom. Plots on the right present TL over the range at 20 m water depth. Results are presented for 2D parabolic, 2D normal mode (Kraken, mode coupling), and 2D beam tracing (Bellhop).




Idealized 3D Shallow Water Wedge

An idealized shallow water wedge case (see Figure 3) is simulated with the 3D versions of PE, Kraken, and Bellhop for 500 and 1500 Hz. This case is a shallow water higher frequency adaptation of the wedge problem with a penetrable lossy bottom proposed by Jensen and Ferla (1990) for the Acoustical Society of America (ASA) and has been widely used by the underwater acoustic modeling community for 3D model validation and to study 3D horizontal reflection (e.g., Lin, 2019; Porter, 2019). Similar to the Jensen and Ferla’s wedge problem, the slope angle of the shallow water wedge is π/63 rad (1/20 slope), the sound speed in the water is 1500 m/s and the density is 1000 kg/m3; the sound speed in the bottom is cb = 1700m/s, and the density is ρ = 1500 kg/m3. The bottom also incorporates a volume attenuation of βb = 0.5 dB per wavelength. However, in the shallow water wedge, a point source of unit intensity is placed 1 km (horizontal distance) away from the wedge at 20 m depth below the sea surface. The water depth at the source is 50 m, intending to represent the typical characteristics of the propagation domains chosen for Long Island Sound.
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FIGURE 3. Schematic diagram of the idealized shallow water wedge. Red dot presents the sound source.


In the PE simulations, the marching (range) and transverse (cross-range) grid size for 500 Hz was set to be 0.5 and 0.25 m, respectively. These values decreased to 0.25 and 0.125 m, respectively, for 1500 Hz. In the water depth, the grid size was set to 0.2 and 0.1 m for 500 and 1500 Hz, respectively. Parabolic and Bellhop results for the shallow water wedge scenario agree very well (see Figure 4). The Kraken solution tends to fall after 1.0 km for 1500 Hz and after 0.2 km for 500 Hz. The errors found in 3D Kraken solution are due to neglecting the mode coupling in the model. Sound propagation over a bathymetry like a wedge can induce strong horizontal refraction and mode coupling, which makes it challenging for a model that neglects mode coupling to provide an accurate solution.
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FIGURE 4. Comparison between 3D parabolic, 3D normal mode (Kraken, no mode coupling), and 3D beam tracing (Bellhop) for the shallow water wedge problem. Results present TL at 20 m depth for a 1500 Hz (top panel) and 500 Hz (bottom panel) sound source for an isovelocity (c0 = 1500m/s) waveguide. Plots on the right present TL at cross-range = 0.




Realistic 2D Rough, Weakly Varying Bottom

The rough, weakly varying bottom scenario results are presented in Figure 5 for the 2D versions of PE, Kraken, and Bellhop. The range-independent SSP c(z) is used. The same model parameters considered in the flat bottom scenario (see section “Idealized 2D Flat Bottom”) are used here. Overall, the three models agree very well near the source. However, after about 3 km in distance, some minor differences between the three model solutions can be observed for both 500 and 1500 Hz. Although the three solutions are still comparable, the agreement is not as well as the 2D flat bottom case shown in section “Idealized 2D Flat Bottom.” In this realistic case, the PE solution tends to be closer to Kraken than the Bellhop solution. Differences can be due to the interpolation of environment (bathymetry and SSP) variables over depth and range. In this regard, PE and Kraken use stair-step profiles to approximate the rough bottom interface condition. The simulation of this scenario highlights the challenge of considering the same waveguide parameters in the three models for the same environmental data.
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FIGURE 5. Transmission loss for a 1500 Hz (top panel) and 500 Hz (bottom panel) sound source for an SSP range-independent [c(z)] waveguide with a rough, weakly varying bottom. Plots on the right present TL over the range at 20 m water depth. Results are presented for 2D parabolic, 2D normal mode (Kraken, mode coupling), and 2D beam tracing (Bellhop).




Realistic 2D Propagation Over a Sand Bar

Transmission loss results from the PE, normal mode and beam tracing models for sound propagation over a sand bar are presented with the range-dependent SSP c(r, z) in Figure 6. These results are all done on a 2D slice, neglecting horizontal refraction. This particular case cuts through the bottom because the receiver is at 20 m (plots on the right of Figure 6), and the seafloor shallows to nearly 8 m deep at the sand bar. The bathymetry of this scenario presents a steep slope at the beginning, with bathymetry changing in 3 km from approximately 80 m depth to the top of the sand bar. After the top of the sand bar, the depth increases again to 30 m, and then bathymetry presents slight changes for 2 km. As it is observed in Figure 6, PE and Kraken TL comparison looks very good, with 1–2 dB differences in the peak levels after the sand bar. Bellhop agrees with PE and Kraken before the sound reaches the sand bar. However, the quality of Bellhop results tends to fall after beams cross the top of the sand bar. It should be noted that going down to 1500 Hz is pushing a ray model a bit for these water depths. With the complicated bathymetry of the propagation over a sand bar scenario and diffraction happening at every break in the profile, it can be considered hard for a ray model to track the interference pattern. Also, the low-frequency case of 500 Hz at such shallow water is below the threshold of a ray/beam code’s validity.
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FIGURE 6. Transmission loss for a 1500 Hz (top panel) and 500 Hz (bottom panel) sound source propagating over a sand bar with an SSP range-dependent [c(r,z)] waveguide. Plots on the right present TL over the range at 20 m water depth. Results are presented for 2D parabolic, 2D normal mode (Kraken, mode coupling), and 2D beam tracing (Bellhop).




Realistic 3D Propagation Along a Sand Bar

With the PE model being tested in simpler environmental scenarios, simulations were carried out for the propagation along a sand bar with the range-dependent SSP c(r, z) to investigate 3D effects. The same model parameters values used in the shallow water wedge scenario are used here. Apart from the 3D simulations, the azimuth independent Nx2D simulations were also performed. This type of simulation used a 2D model with the same PE technique but neglected the transverse coupling of sound energy and only considered its variation in the radial direction. A comparison between 3D and Nx2D results identifies 3D propagation effects that 2D models cannot detect.

Focusing and horizontal refraction can be seen in the 3D model at different ranges. However, these effects are not reproduced by the Nx2D model (see Figure 7). These 3D effects are clearly induced by the bathymetric changes along the propagation paths. For instance, between 1.5 and 2.8 km range, where the sound bar reaches the lowest depths (from 20 to 10 m depth) at cross-ranges between 0.0 and 0.5 km, strong horizontal reflection can be observed on 3D results. Differences between 3D and Nx2D depth-integrated intensity are higher for 500 Hz than 1500 Hz.
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FIGURE 7. Comparison between 3D parabolic and Nx2D parabolic results for sound propagating along a sand bar and SSP range-dependent [c(r,z)] and for 1500 Hz (top panel) and 500 Hz (bottom panel). Plots on the left are for depth-integrated sound intensity from a 0 dB source. Plots on the right present depth-integrated sound intensity and TL at 20 m depth for cross-range = 0.




CONCLUSION

A 3D PE underwater sound propagation model was applied to the complex shallow water environment in Long Island Sound, off the United States east coast. First, the 2D and 3D versions of the PE model were compared with state-of-the-art normal mode and beam tracing models for two idealized cases representative of the local environment: (i) a 2D 50-m flat bottom, and (ii) a 3D shallow water wedge. After verifying its performance by comparing to the normal mode and beam tracing models, the PE model is utilized to simulate sound propagation in three realistic local scenarios. Frequencies of 500 and 1500 Hz are considered in all the simulations. Bathymetric models were constructed based on a high-resolution bathymetry (∼10 m horizontal resolution) dataset. Three different realistic sound speed fields were considered in the simulations (constant value, constant profile over the range, and range-dependent).

Overall, TL results provided by the PE, normal mode, and beam tracing models tend to agree with each other. However, differences can emerge with increasing the bathymetry complexity and expanding the range of propagation. For the complex shallow bathymetry found in some areas of Long Island Sound, it can be indeed considered challenging for the models to track the interference sound pattern. Also, the low-frequency cases of 500 Hz at such shallow water are below the threshold of a ray/beam model’s validity. In this regard, the model results indicate that when choosing an underwater sound propagation model for practical applications in a complex shallow water environment, a compromise will be made between numerical model accuracy, computational time, and validity.

Results obtained with 3D PE suggest that in the shallow water environment of Long Island Sound bathymetric features such as sand bars can induce significant 3D effects on sound propagation. These effects were confirmed to happen more often for 500 Hz than 1500 Hz sound and can occur, for instance, on sound propagating along local sand bars. This can potentially affect the underwater soundscape dominated by low frequency marine traffic sound in the area.

The methodology used in this study can also be used for other 3D underwater sound propagation studies. More specifically, before using the 3D model, its 2D version can be compared with other state-of-the-art models. In this way, a better understanding of model performance and limitations can be obtained. Moreover, this inter-model comparison can be used as model calibration when field acoustic data is not available for validating the model.

Although this investigation is focused on Long Island Sound, it can provide helpful information for underwater acoustic applications in other shallow areas. This fact assumes special significance given the increasing interest in using underwater acoustic modeling for environmental impacts assessments. Future work also includes inter-model comparison in shallow water environments considering more physical processes known to influence sound propagation, such as scattering from the sea surface. Passive acoustic monitoring of the underwater soundscape with distributed hydrophone arrays in Long Island Sound is also suggested to investigate the 3D propagation effects shown in the modeling work reported in this article.
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Soundscape analyses provide an integrative approach to studying the presence and complexity of sounds within long-term acoustic data sets. Acoustic metrics (AMs) have been used extensively to describe terrestrial habitats but have had mixed success in the marine environment. Novel approaches are needed to be able to deal with the added noise and complexity of these underwater systems. Here we further develop a promising approach that applies AM with supervised machine learning to understanding the presence and species richness (SR) of baleen whales at two sites, on the shelf and the slope edge, in the western North Atlantic Ocean. SR at both sites was low with only rare instances of more than two species (out of six species acoustically detected at the shelf and five at the slope) vocally detected at any given time. Random forest classification models were trained on 1-min clips across both data sets. Model outputs had high accuracy (>0.85) for detecting all species’ absence in both sites and determining species presence for fin and humpback whales on the shelf site (>0.80) and fin and right whales on the slope site (>0.85). The metrics that contributed the most to species classification were those that summarized acoustic activity (intensity) and complexity in different frequency bands. Lastly, the trained model was run on a full 12 months of acoustic data from on the shelf site and compared with our standard acoustic detection software and manual verification outputs. Although the model performed poorly at the 1-min clip resolution for some species, it performed well compared to our standard detection software approaches when presence was evaluated at the daily level, suggesting that it does well at a coarser level (daily and monthly). The model provided a promising complement to current methodologies by demonstrating a good prediction of species absence in multiple habitats, species presence for certain species/habitat combinations, and provides higher resolution presence information for most species/habitat combinations compared to that of our standard detection software.

Keywords: acoustic metrics, soundscapes, baleen whales, random forest classification model, species richness


INTRODUCTION

Soundscapes comprise the complex variety of biological, anthropogenic, and environmental sounds of a given habitat (Krause, 2008; Pijanowski et al., 2011). They provide a unique perspective into a given ecosystem, whether terrestrial or marine, due to the integrative approach of studying all sounds of an environment together (e.g., Farina, 2013). However, recent capacity increases in long-term acoustic data collection are challenging scientists to develop new and creative ways to analyze these complex data (e.g., Gibb et al., 2019). Extracting variability in patterns and measuring diversity in these data frequently requires taking a number of approaches. McKenna et al. (submitted to this research topic) define soundscape analyses as viewing a question through different lenses by dividing them into biodiversity assessments, human impacts, and the acoustic scene analysis, with each view requiring different approaches and metrics. Which analyses or metrics are most appropriate depends on the “lens” with which one is interested in interpreting the data. Various approaches for analyzing soundscape data range from long-term ambient sound measurements, observing variation in sound pressure levels, and using individual or a combination of acoustic metrics (AMs) (e.g., Sueur et al., 2014; Kaplan et al., 2015; Haver et al., 2018; Bradfer-Lawrence et al., 2019).

Acoustic metrics refer to a number of standardized and automated metrics that can comprise acoustic diversity indices such as Acoustic Complexity Index, entropy, evenness, and roughness (e.g., Sueur et al., 2014; Bradfer-Lawrence et al., 2019; Farina et al., 2021), as well as specific metrics on the spectral and temporal patterns of the soundscapes such as the spectral integral, the envelope median, and background noise proportion (Boelman et al., 2007; Depraetere et al., 2012; Towsey, 2017). AM can be used singly or in tandem to aggregate complex information from acoustic recordings into a single value. Terrestrial soundscape analyses have applied the use of some AM successfully as proxies for estimating biodiversity (e.g., Sueur et al., 2008), community composition (e.g., Farina et al., 2011), habitat type and vegetation (e.g., Do Nascimento et al., 2020), and ecological condition (e.g., Tucker et al., 2014). Given the success of AM for understanding terrestrial soundscapes, these same AM were applied to the marine environment (e.g., Pieretti et al., 2017; Bohnenstiehl et al., 2018). However, direct application of these approaches to the marine environment have generally not been as successful due to the frequent overlap in frequency bands of biological sounds and background noise that are present, often leading to a lack of a clear relationship between biodiversity and acoustic indices (Mooney et al., 2020). One popular metric, the Acoustic Complexity Index, showed mixed results in describing patterns in the sound assemblages on coral reefs (Mooney et al., 2020). Acoustic indices also were not able to predict bioacoustic activity due to overlap with snapping shrimp and other anthropogenic sounds (Buxton et al., 2018). However, these studies focused on highly complex reef environments. When focusing only on low-frequency data (<125 Hz), Parks et al. (2014) successfully used a single acoustic entropy index to characterize baleen whale calls. Based on these mixed applications of AM there is a need for further developing approaches that can cope better with the heightened prevalence of overlapping sound sources in the marine environment. Solutions could include developing new indices specifically for the marine environment (Parks et al., 2014), using other methods to support assessments like clustering (Mooney et al., 2020), or combining AM in novel ways. Recently, an approach using a number of AM in combination with supervised learning algorithms was successfully used to classify species richness (SR) levels and species identities of marine mammal acoustic communities in the Southern Ocean (Roca and Van Opzeeland, 2019). Here, we evaluate whether this AM analysis approach might be helpful to understanding other marine mammal communities.

Seven baleen whale species are found in the western North Atlantic Ocean, where their distributions often overlap in space and time. These include the North Atlantic right whale (NARW; Eubalaena glacialis), Brydes’ (Balaenoptera edeni), blue (Balaenoptera musculus), fin (Balaenoptera physalus), minke (Balaenoptera acutorostrata), sei (Balaenoptera borealis), and humpback whales (Megaptera novaeangliae). Recently, a decade-long dataset was analyzed using a low-frequency detection and classification system (LFDCS) with species-specific call libraries (Baumgartner and Mussoline, 2011), highlighting North Atlantic right whale year-round use of western North Atlantic Ocean habitat (Davis et al., 2017). In addition, blue, fin, humpback, and sei whales also exhibited wide habitat use in this area, especially in winter when all species were detected throughout the entire data collection range, from the Caribbean to the Greenland Sea (Davis et al., 2020). Minke whale acoustic daily presence was previously described using a different automated acoustic detector, showing seasonal variability and migratory movement throughout the western North Atlantic Ocean (Risch et al., 2014). Bryde’s whales have been acoustically detected in the southern Caribbean (Oleson et al., 2003), but were not included in this study as their range does not typically include the region of the western North Atlantic where most of our acoustic monitoring efforts occur.

While the use and development of species-specific automated detectors are important for bioacoustic analyses, manually reviewing detector output can still be time consuming. Areas of species overlap within baleen whale feeding and migratory routes provide potential sites for methods, like AM, to be useful to gain more knowledge of the acoustic environments and marine mammal community composition in a faster and more streamlined manner. AM can also be applied across different datasets (Roca and Van Opzeeland, 2019), which is necessary when using a wide range of data aimed at understanding baleen whale presence across the western North Atlantic Ocean.

Baleen whales vary in their utilization of shelf, slope, and pelagic habitats throughout their range. In the western North Atlantic Ocean, some species, such as blue whales, have a predominantly pelagic distribution, but can be found seasonally in regions on the continental shelf (e.g., Lesage et al., 2017; Davis et al., 2020). Fin whales occur year-round in on-shelf areas, like Massachusetts Bay (Morano et al., 2012), but also in offshore waters near the Mid-Atlantic ridge (Nieukirk et al., 2012). In contrast, NARWs are generally found in coastal, on-shelf waters (Davis et al., 2017), and can be distributed very close to shore. Due to this species variation in habitat usage, it is important to see how AM perform across different environments.

Previously, success was found in using a suite of AM to characterize the marine mammal community composition in the Southern Ocean with a combination of Balaenopterid, Physeterid, Delphinid, and Phocid species comprising the acoustic assemblages (Roca and Van Opzeeland, 2019). Here, we evaluate if a similar combination of AM and supervised machine learning could help determine the acoustic presence of individual species and SR levels specifically of baleen whales in the western North Atlantic Ocean at the continental shelf and slope sites.



MATERIALS AND METHODS


Study Sites and Acoustic Recordings

Data were collected from two recording sites in the western North Atlantic Ocean: one located on the continental shelf (hereafter referred to as “shelf”), and the other along the continental slope (“slope”). At the slope site, a High Frequency Acoustic Recording Package (HARP; Wiggins and Hildebrand, 2007) was deployed at a depth of 845 m at 41.06 N, 66.35 W, on the outer United States continental slope near Heezen Canyon, with the hydrophone approximately 20 m above the seafloor (Figure 1 and Table 1). The HARP was programmed to record continuously at a bandwidth rate of 200 kHz from June 11, 2018--May 10, 2019. The HARP was comprised of two transducers; one high-frequency stage using an ITC-1042 hydrophone (International Transducer Corporation), and one low-frequency stage using Benthos AQ-1 transducers1 (see Table 1 for more technical information). For the purpose of this study, only the low frequency data (<2,000 Hz) were analyzed to best visualize the calls of baleen whale species found in the study area. At the shelf site, a Marine Autonomous Recording Unit (MARU; Clark et al., 2010) was deployed at a depth of 78.6 m at 40.393 N, 70.217 W near the Nantucket Shoals area on the United States continental shelf (Figure 1 and Table 1). The MARU was programmed to record continuously at a 2 kHz sampling rate from December 21, 2016–February 14, 2018 with a gap in data due to battery life constraints from July 15 to 17, 2017 (see Table 1 for additional technical information). Recording sites were selected based on previous analyses of baleen whale acoustic presence in slope and shelf environments around George’s Bank and New England waters (e.g., Risch et al., 2014; Davis et al., 2017, 2020; Weiss et al., 2021).
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FIGURE 1. This map shows the location of the two acoustic recording units in the western North Atlantic Ocean used in this study. At the slope site, a High Frequency Acoustic Recording Package (HARP) was located along the continental slope edge near Heezen canyon off of Georges Bank (triangle). At the shelf site, a Marine Autonomous Recording Unit was located near Nantucket Shoals (circle).



TABLE 1. This table provides details of the two passive acoustic recorders used for this study, one of which was located along the continental slope and another was located on the shelf.
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Acoustic Data Processing and Acoustic Metrics

We performed a stratified random sampling over the complete dataset from the slope and shelf sites to select the acoustic files to constitute our training set (n = 695 and n = 389, respectively). We searched for high quality recordings [i.e., high signal-to-noise ratio (SNR) for species spectral patterns] through as many months and days as possible in order to capture as much temporal, spatial, and species variation in the training set. All sound files for both locations were clipped to 1 min in length for the best call resolution based on baleen whale vocalizations in the study areas. Clipping was performed using Matlab R2017a (The Mathworks, Inc.). We manually assessed species presence/absence in the training set through visual and aural inspection of spectrograms using Raven Pro 2.0 (Cornell Lab of Ornithology, Ithaca, NY, United States). Spectrogram settings were chosen and changed to best help identify different species’ call presence/absence (512pt. FFT for NARW, sei, minke, and humpback; 4096 FFT for fin and blue, Hamming window, 50% overlap).

We defined SR as the number of species acoustically present in a 1-min file, ranging from 0 to 6, and quantified SR for each file based on visual and aural review of the spectrograms. A species was marked absent based on a lack of acoustic presence. We computed 21 different AM (for details on the computed AM see Supplementary Table 1) for every acoustic file in each training set over the full bandwidth 0–1,000 Hz. The AMs that were chosen and the AM parameterization were adapted according to the target species’ call patterns to optimize results. The AM selected were based on their mathematical principles, which had the potential to be the most relevant, and which had already shown to perform well in other marine, specifically marine mammal, acoustic contexts. To account for the complexity and variability in the spectral patterns of the species’ calls, the AEI, ADI, ACI, BI, and NP metrics (see Supplementary Table 1) were computed over four other relevant bandwidths: 10–40; 40–100; 100–200; and 200–900 Hz, for a total of 44 AMs computed per acoustic file. All AMs were computed using R. We used functions from the R package seewave (Sueur et al., 2008) to calculate H, th, sh, ACI, NP, and M, and the R package soundecology (Villanueva-Rivera et al., 2018) to calculate AEI, ADI, BI, and NDSI.



Random Forest Classification Models

We used random forest classification models (Breiman, 2001) to discriminate between the acoustic presence/absence of the different species comprising the acoustic community at each site and to evaluate the discrimination potential of the AMs. Random forest models are widely used tools that show high predictive accuracy and can cope with high-dimensional problems, complex interactions, and even highly correlated predictor variables.

We used the Boruta algorithm (Kursa and Rudnicki, 2010) to select relevant AMs to include as predictor variables in the random forest classification models. The Boruta algorithm iteratively removes the variables that are statistically less relevant than their randomly permuted copies (the random copies’ importance can be non-zero only due to random fluctuations). We used the Boruta function from the Boruta package (Kursa and Rudnicki, 2010) in R.

We used the randomForest function in the R randomForest package (Liaw and Wiener, 2002) to develop the random forest classification models. We ran a hyperparameter grid search for each species model using the R package ranger (Wright and Ziegler, 2015) on values for the total number of trees necessary to stabilize prediction error rates, the number of predictor variables to randomly sample from at each node, the minimum number of samples within the terminal nodes and the maximum number of nodes (both define the degree of model complexity) and finally, the sizes of training and test data subsets to find the best model parameterization according to the above mentioned criteria. We grew 2,001 trees with a node size of 1 and tested between 6 and 16 predictor variables at each split according to the species model. For each tree constructed in the random forest, ∼ 2/3 (0.66–0.75% of data according to species) of the training set were sub-sampled with replacement to train the classification model and ∼ 1/3 was left out as a test subset (i.e., out-of-bag or OOB cases). The general misclassification rate of the model (general OOB estimate) is computed as the average across all OOB cases and trees. We used a conditional permutation scheme (Strobl et al., 2008) to assess variable importance, in order to account for correlations that occurred between some of the AMs. We used the permimp function from the permimp package in R (Debeer and Strobl, 2020) with a 0.80 threshold value. We used the area under the curve (AUC) to compute the permutation importance (Janitza et al., 2013).



Model Predictions and Second-Step Evaluation

To evaluate the performance of the models across a long time series (12 months from January 1 to December 31, 2017), we made a case-study of the models developed for the species recorded at the shelf site. This site was chosen instead of the slope site due to six species being acoustically present instead of six, more diverse combinations of species vocalizing at higher SR levels, and a higher SNR for some species, especially humpback whales, in the clips. We used the generic predict function in R to generate predictions of species presence probabilities on the complete dataset using the trained random forest classification models. We randomly selected 400 1-min acoustic files from the complete dataset and annotated species’ presence/absence using Raven Pro 2.0 as mentioned in section “Acoustic Data Processing and Acoustic Metric” as an independent test set to use as second-step cross validation and evaluation of the species classification models’ performance. To assess the optimal threshold to generate presence/absence scores from the model predicted probabilities in order to evaluate model performance for each species, we used the optimal.thresholds function from the PresenceAbsence package in R (Freeman and Moisen, 2008). We used the confusionMatrix function from the caret package in R (Kuhn, 2020) to conduct the second-step evaluation of models’ performance. We computed a relative daily proportion of acoustic presence for every species as the sum of the 1-min species presence scores per day (obtained by applying the optimal threshold to the estimated probabilities) divided by the total number of minutes recorded per day (i.e., 1,440).

We then compared the modeled outputs summarized as relative daily proportion of acoustic presence with the manually assessed daily acoustic presence of the different baleen whale species for the shelf data set, derived using two acoustic detection software methodologies: LFDCS (Baumgartner and Mussoline, 2011) for NARW (upcall), sei (doublet or triplet down sweeps), blue (A,B, and AB phrases), fin (20 Hz pulse), and humpback (song across multiple years and social sounds) whales (according to Davis et al., 2017, 2020), and an automated pulse train detector (according to Risch et al., 2014) for minke whales (Figure 2). The call types listed above for each individual species were the only call types used when selecting and annotating the 1-min clips for analysis.
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FIGURE 2. Spectrograms of the vocalization types used to detect species presence for the (A) blue whale (A/B song), (B) fin whale (20 Hz pulse), (C) humpback whale (song), (D) minke whale (pulse train), (E) North Atlantic right whale (upcall), and (F) sei whale (downsweep).


Low-frequency detection and classification system detections were manually reviewed by trained acoustic analysts to determine daily presence of each of the baleen whale species. Given the variability of each species’ vocalizations, the specific methodology to determine daily acoustic presence varied by species (see Davis et al., 2017, 2020 for a more complete description). A true detection was defined as a pitch track that correctly classified a call or song unit to the species that produced it (Bonnell et al., 2016). All detections were reviewed by an analyst until a true detection was found for NARW, sei, humpback, and blue whales. In contrast, only hours with 29 or more detections for fin whales were reviewed manually for acoustic presence due to a logistic regression application revealing 29 to be the minimum number of detections in an hour to ensure a fin whale was acoustically present with 90% confidence (Davis et al., 2020). This was implemented in order to reduce the time of manually reviewing detections. In addition, the automated pulse train detector which used a Ripple-Down Rule learner trained to identify the three main types of minke whale low-frequency pulse trains implemented by Risch et al. (2014), was applied to examine selected recordings for the acoustic presence of North Atlantic minke whales. It is important to note that the output from the classification model represents the relative daily proportion of species presence across 1-min clips while in our manual detection protocol, a day is marked as “present” for the full 24 h as soon as a single target species call type is observed. The manual detection protocol represents a minimum acoustic presence for each species in order to maximize confidence of acoustic presence. Therefore first, the model resolution presents information at a much finer scale than the latter approach and second, the output comparison between both methodologies concerns the period of the species-specific acoustic activity peak and its duration but not the magnitude of the daily activity or its monthly average.



RESULTS


Species Richness of Training Data Set

All six baleen whale species were observed in the shelf training dataset for the random forest classification models, while only five target species were detected in the slope training dataset. Minke whale acoustic presence was only included in the analyses of the shelf dataset, and not the slope dataset due to the lack of minke whale vocalizations during the time periods analyzed when other baleen whale species were vocalizing in the slope dataset. Fin whales were the most represented species in the slope dataset, comprising just over 50% of the SR 1 clips. They were also the species most present in clips with the higher SR levels. NARW were present in the least number of clips in the slope dataset (27/695 clips). The shelf dataset had a more even representation of species in the clips than that of the slope dataset. The 1-min clips with SR of 0–2 co-occurring species were the most commonly observed in both training datasets (slope: 639/695 clips; shelf: 338/389 clips). The highest SR level found in the slope dataset was 3 (55/695 clips), and the highest in the shelf dataset was 4 (4/389 clips), indicating that most often 2 or fewer species were acoustically active at any given time and only rarely were there more than 2 species vocalizing.



Acoustic Metrics and Classification Models

The random forest classification models trained with a combination of relevant AM (Supplementary Table 1) showed high average accuracy values for all species around the slope and the shelf sites (Tables 2, 3). Overall model accuracy ranged between 80 and 92% for species around the slope site and between 82 and 95% for species around the shelf site. The false omission rate (class 0 error) was low for all species around both sites (0–12%), indicating that the models had high precision for predicting true species’ absence (Tables 2, 3). The classification models trained to discriminate the calls from the species around the slope site performed best for fin and right whales with false discovery rates (class 1 error) <0.15 (Table 2). However, model performance for blue, sei, and humpback whales was low (0.42, 0.54, 0.79, class 1 error respectively; Table 2). The precision of the classification models was higher in general for the species recorded around the shelf site, with false discovery rates (class 1 error) ranging from 0.43 (sei whales) to 0.12 (fin whales; Table 3). While the model’s ability to discriminate between SR levels was better for the shelf than the slope site (0.07 and 0.29 OOB errors respectively for SR 0), the model did not perform well at the higher SR levels for both sites in discriminating between the SR levels (Supplementary Table 2).


TABLE 2. Model results for the slope site.
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TABLE 3. Model results for the shelf site.
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Figure 3 shows the relative importance of the different AM used in the random forest classification models to discriminate between the different species presence. The number of AM that were included in the classification models for species identification can be found in Tables 2, 3. Results on the conditional importance of the AMs used to train the classification models showed a good agreement in general between the AMs that were found to be most important for the classification of the different species acoustically present around the shelf and slope sites (Figure 3). Overall, the most important AMs were AMP, ACI, and BI (see Supplementary Table 1 for details). However, the importance of these AMs was highest when computed on the frequency bands corresponding with the bands in which the respective species’ call patterns show most of their acoustic energy (Figure 3). Further, there were also clear differences in the number of AM that were relatively most important between slope and shelf sites, with species in the latter being captured by a wider range of AM.
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FIGURE 3. Conditional variable importance plot showing all AMs (predictors) included to train the random forest classification models and their relative importance per species. Top panel (A) represents the slope site, bottom panel (B) represents the shelf site.




Second-Step Model Evaluation of on Shelf Acoustic Recordings

The resulting model was applied to 12 months of near continuous acoustic recordings on the shelf site to evaluate its performance. Results on the second-step model evaluation showed high average accuracy scores for all species models regardless of the criteria used to determine the optimal threshold to produce presence/absence scores from the estimated probabilities. However, the threshold that in general yielded the best balance between sensitivity and precision for all species was the threshold that maximized Kappa (Table 4). The Kappa statistic provides a measure of agreement between the predicted and observed classes above that expected by chance (Kuhn and Johnson, 2013). Model performance was very high for fin, minke, and humpback whales with sensitivity and precision scores >0.70 (minke whale model precision = 0.67). Blue, NARW, and sei whales’ models showed high average accuracy and specificity but, in general, low sensitivity and precision (0.30–0.40; Table 4).


TABLE 4. Results on second-step evaluation of classification model performance on 14 months of acoustic data from the shelf site.
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We then compared the long-trend output of the classification model to the results from the manual detection software approach that we standardly use to evaluate baleen whale presence in all of our western Atlantic data sets (Figure 4). The classification model estimation represents the species’ average daily relative presence proportion compared to a single verification of a species’ acoustic presence per day to determine daily presence in our manual detection methodology. Accordingly, the former provides much higher resolution detection information compared with the latter. The comparison made therefore is not between the raw proportion of presence in a given month (since the measures are not comparable) but in the timing and duration of the relative monthly acoustic presence peak for each species. The patterns in species presence showed good correspondence between the two methodologies for most species and time periods including peaks for blue whales in winter months, humpback, minke, and sei whales in spring months, and fin whales in late winter/early spring months (Figure 4). There were some discrepancies between the results of the model and manual verification. For example, fin whale proportion of acoustic occurrence showed higher proportions in the summer and fall months for the model approach, while fin whale presence showed zero proportion of acoustic occurrence during those same months in the detector and manual verification approach (Figure 4). Although the model did not perform well for blue and sei whale species when estimating acoustic presence at a 1-min clip level, when pooled across a day, the model provided a good approximation to the standard manual detection approach regarding the species relative presence and high activity periods.
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FIGURE 4. Relative daily proportion of acoustic presence (i.e., minutes per day/1,440 total minutes) estimated by the random forest classification models (left) and monthly proportion of acoustic presence (i.e., number of days present/total recording days in that month) found by manual review of automatic detections (right) for the species recorded at the shelf site over 12 months (January 1–December 31, 2017, with a gap from July 15 to 17, 2017). Color bars and correspondent error bars on the left panel (“Model”) show the monthly average (and ± SD) of the acoustic activity proportion predicted per species. The daily proportion of acoustic activity was computed as the relative proportion of the species presence scores obtained by applying the optimal threshold (Kappa criterium) to the estimated probabilities (left). Color bars on the right panel (“Manual”) show the number of days with confirmed acoustic presence over the number of total available recording months.




DISCUSSION

This study showed that the shelf and slope sites include habitat that is utilized by the majority of baleen whale species that occur in the Northwestern Atlantic Ocean, with six and five different species detected at each site, respectively. However, in our training dataset, it was difficult to find more than two species vocalizing in the same 1-min time periods, resulting in low overall SR values. Due to the short length of the 1-min clips and the characteristics of the baleen whale calls around the study sites, it was not surprising that the SR levels were low in the clips analyzed. In some cases, different combinations of species’ vocalizations were detected at different times of day, or on nearby days, indicating that there were more species in the area than what may be represented by the SR values alone. Nevertheless, model discrimination for SR levels was poor (Supplementary Table 2), probably due to the higher intra- than inter-level acoustic variability, so it was not feasible to directly predict the number of co-occurring species in the same 1-min time period across the full datasets.

In this study, our random forest classification models trained with a combination of relevant AM were successful at discriminating the presence/absence of the call repertoire of different baleen whale species at the shelf and slope sites. Overall model accuracy was high for all species at both sites and in general, it was primarily driven by the model’s strong ability to predict the absence of the baleen whale species, meaning that they were highly successful at detecting time periods when specific species calls were not present. The false omission rate ranged from 0 to 5% on the shelf site, and 0 to 12% at the slope site, depending on species. Understanding when species are likely not to be acoustically present can be incredibly useful for marine soundscape planning, such as when trying to plan anthropogenic activities at times that could minimize acoustic disturbance to protected species (e.g., Van Opzeeland and Boebel, 2018). Being able to predict a species acoustic absence using rapid techniques can facilitate more efficient processing of large datasets.

At the shelf and slope sites, the models were also successful at predicting presence for a subset of our target species. The models performed the best for fin whales, predicting their presence with an 88% precision at both sites. This is similar performance to that reported for fin whale detectors in other studies (e.g., Buchan et al., 2019; Fregosi et al., 2020). The model also performed well for NARW at the slope site (15% false discovery rate) and humpback whales at the shelf site (21% false discovery rate). However, the ability to accurately predict presence decreased for the other species/site combinations, with false discovery rates ranging from 30 to 79%. In general, the random forest classification models performed somewhat better on the shallower shelf site as compared to the deep-water slope site. This may be due to a combination of differences in ambient noise backgrounds, propagation influence at the slope site based on hydrophone depth, as well as overall species occurrence. While the false discovery rates were lower for the shelf site than the slope site for blue, humpback, and sei whales, the model had a higher false discovery rate at the shelf site for NARW than the slope site. This could be attributed to the quality of signal in the NARW clips in the slope site even though they were only acoustically present in around 4% of the slope clips. The low SR and minimum amount of overlap between target signals may well have improved our model performance in some instances. Our North Atlantic sites may be considered less “acoustically cluttered” compared with tropical waters; we did not have to contend with issues such as fish chorusing and snapping shrimp as previous studies did (e.g., Buxton et al., 2018). However, instead our region is subject to high anthropogenic noise levels (Rice et al., 2014), which impacted our model performance for species like humpback whales whose variety of vocalizations clearly overlap the same frequency ranges.

In our dataset, the metrics that contributed the most to species classification were those that summarized acoustic activity (intensity) and complexity in different frequency bands, such as AMP and ACI. In particular, important contributors to model performance were the AM computed across the lower frequency bands corresponding with the bands in which the respective species’ call patterns show most of their acoustic energy (Table 3). Furthermore, for specific species/sites combinations, BI, Ht, and BL (see Supplementary Table 1 for details) also showed high relative importance suggesting that the acoustic spectral and temporal heterogeneity, together with the background noise level were important drivers in the discrimination process between the species acoustic presence/absence. While it is interesting to note the relative importance of these AMs within the species-specific models, in the current study, the AMs are merely an automated way to parameterize and train the model when combined all together.

The role of acoustic indices, and AM in general, is essential to quantify the complexity of the soundscape in a single or handful of values. However, their success has been variable, and it seems that a combination of AM (rather than a single metric) is more effective at predicting bioacoustic activity (Sueur and Farina, 2015; Mooney et al., 2020). Drawing from our results, the utility of these metrics may well reflect and capture the complexity and stereotypy of individual species call types with NARWs and sei whales generally producing sporadic bouts of calls, while fin, blue, and minke whales produce song sequences which are more frequent and longer in duration (Figure 2; e.g., Stafford et al., 2007; Risch et al., 2014; Cholewiak et al., 2018; Davis et al., 2017, 2020). In noisy, shallower waters where snapping shrimp choruses also dominate, the soundscape can be homogenized because of the wide frequency range, pervasiveness, and intensity of this characteristic sound. This acoustic context may challenge the use of AMs to train classification models to discriminate other concurring calls (e.g., fish). In contrast, acoustic contexts dominated by whale calls, or even song, as the ones studied at these sites, generally have a narrower band and less intense background and therefore, they may provide a promising route for using AM or an adapted version thereof as was shown in Parks et al. (2014).

Second-step evaluation of model performance in new data showed relatively high performance for three species: fin, humpback, and minke whales (Table 4). For these species, the model performed well in predicting species presence as well as absence, similarly to the results of the first stage analysis. Overall predicted prevalence in the dataset for these three species ranged from 41% (fin whales) to 3% (minke whales; Table 4). However, the model performed worse for blue, NARW, and sei whales when applied to the entire dataset, with low rates of precision and sensitivity.

The comparison between model and detector outputs was aimed at understanding how the trained model would perform across a long time series (12 months of data), and whether it would provide outcomes that were comparable to the results obtained from the more time-consuming acoustic detection software approaches. When we averaged the model predictions and compared to the average daily presence across each month, the model predicted clear seasonal patterns of occurrence for all species well (Figure 4). In comparison to our standard acoustic detection software process, the model provided much finer resolution and increased presence information. It is important to remember that the model provided information on species presence at the resolution of 1-min clips, while our standard acoustic detection approach provided species presence at the resolution of 24 h (daily). Therefore, although the model performed poorly when predicting certain species presence at the 1-min clip level, when aggregated across a day, it predicted similar patterns of occurrence as our standard acoustic detection software approach. However, there were time periods where the model accurately showed a larger proportion of daily acoustic presence for some species than the detector, like for fin whales during the summer and fall in 2017. Some of the discrepancies between the two methodologies could be explained by the missed detection rates of the detectors and the constrains of the manual verification process used (see section “Model Predictions and Second-Step Evaluation”). As mentioned in section “Model Predictions and Second-Step Evaluation”, the detector methodologies were aimed at determining species’ minimum acoustic presence. False negative rates for humpback, blue, fin, and sei whales were found to be 5, 10, 10, and 14%, respectively (Davis et al., 2020). Davis et al. (2017) found 31% of days where NARW were acoustically present were missed by the LFDCS detector. Lastly, the minke whale pulse train detector was found to have a 27% false negative rate (Risch et al., 2013). Because of these slight discrepancies, a detector method could be used in instances where the results aim to be more conservative, and species presence should be manually verified. In contrast, the AMs classification model can provide accurate species absence and presence information at daily-scale resolution with minimal human verification of the models’ predictions. This demonstrates that this approach is valuable at this coarser reporting level.

Where the AM methodology really came into its own was both in the reduction of time needed to process large quantities of data by reducing the processing time from days to hours. In addition, the increased detection resolution that the AM model provides allows for a much more in-depth analyses of the data, allowing for tidal and diel trends to be evaluated in addition to having much finer resolution on species presence. The acoustic detector currently provides a manageable but time consuming and coarse resolution of information. Further improvements to this model are likely possible by adding higher resolution clips and more training data aimed at improving the positive detection accuracy and decreasing false detections. Also, in areas where the model and manual detector methods showed differing species presence proportions, clips could be browsed from those areas to confirm or deny species presence to further inform the model’s test training datasets. However, results show that this methodology has promise to stand as an alternative or complementary analysis to current methods used for understanding large scale daily distribution of baleen whale species.

Overall, a relevant combination of AM in the context of a random forest classification modeling approach provides a promising methodology for less time consuming and laborious species detection for baleen whales based on the AM processes taking half as long as manually reviewing the detectors for these two sites. In addition, it could equally provide significantly higher resolution of information than what is currently available. Passive acoustic monitoring in the marine environment continues to rapidly expand as a methodology for understanding species occupancy and distributions to avoid human impacts and understand changing ocean environments for these species (e.g., Van Parijs et al., 2009; Mann, 2012; Rettig et al., 2013; Wall et al., 2013). With the end user in mind (Mooney et al., 2020) further development of this type of multi-step evaluation of AM could provide highly valuable advances in speed and improved resolution of data extraction.
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Deployment of long-term, continuously recording passive-acoustic sensors in the ocean can provide insights into sound sources related to ocean dynamics, air–sea interactions, and biologic and human activities, all which contribute to shaping ocean soundscapes. In the polar regions, the changing ocean climate likely contributes to seasonal and long-term variation in cryogenic sounds, adding to the complexity of these soundscapes. The Korea Polar Research Institute and the U.S. National Oceanic and Atmospheric Administration have jointly operated two arrays of autonomous underwater hydrophones in the Southern Ocean, one in the Terra Nova Bay Polynya (TNBP) during December 2015–January 2019 and the other in the Balleny Islands (BI) region during January 2015–March 2016, to monitor changes in ocean soundscapes. In the BI region, we found distinct seasonal variations in the cryogenic signals that were attributed to collisions and thermal/mechanical fracturing of the surface sea ice. This is consistent with sea-ice patterns due to annual freeze–thaw cycles, which are not clearly observed in TNBP, where frequent blowing out of sea ice by katabatic winds and icequakes from nearby ice shelves generate strong noise even in austral winters. Another advantage of passive acoustic recordings is that they provide opportunities to measure biodiversity from classifying spectral characteristics of marine mammals: we identified 1. Leopard seals (Hydrurga leptonyx; 200–400 Hz), most abundant in the BI region and TNBP in December; 2. Antarctic blue whales (Balaenoptera musculus; distinctive vocalization at 18 and 27 Hz), strong signals in austral winter and fall in the BI region and TNBP; 3. Fin whales (B. physalus; fundamental frequency in the 15–28 Hz and overtones at 80 and 90 Hz), maximum presence in the BI region during the austral summer and spring months; 4. Antarctic minke whales (B. bonaerensis; 100–200 Hz), strongest signals from June to August in the BI region; 5. Humpback whales in TNBP; 6. Unidentified whales (long-duration downsweeping from 75 to 62 Hz), detected in TNBP. Long-term soundscape monitoring can help understand the spatiotemporal changes in the Southern Ocean and cryosphere and provide a means of assessing the status and trends of biodiversity in the Ross Sea Region Marine Protected Area.
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INTRODUCTION

The ocean soundscape is a combination of underwater sounds from various sources corresponding to a particular location and time, including from marine animals, tectonic activities, ocean dynamics, air–sea interactions, and human activities. The basic concept of underwater sound sources and their acoustic characteristics have been developed in studies on ocean ambient noise (Knudsen et al., 1948; Wenz, 1962). Knudsen et al. (1948) classified the main sources into water motion, marine life, shipping, and other man-made sources, and investigated the ambient noise characteristics (spectra and pressure levels) from these sources. The term “soundscape” was coined by Schafer (1969), who established the World Soundscape Project (WSP) in the late 1960s–early 1970s. These early soundscape studies mainly focused on the ecological field and various interdisciplinary studies (Matsinos et al., 2016).

Listening to sounds and measuring the ocean soundscapes via passive acoustic monitoring (PAM) in the ocean helps understand the physical and biological ocean environment and their interactions. Long-term PAM has revealed that anthropogenic activity (e.g., shipping and seismic surveys) and geophysical noise from stronger winds and icequakes increase ocean ambient noise in the Northern Pacific Ocean (Andrew et al., 2002, 2011; McDonald et al., 2006; Chapman and Price, 2011; Frisk, 2012), Atlantic and Arctic oceans (Moore et al., 2012), Indian Ocean (Miksis-Olds et al., 2013), and the Southern Ocean (Matsumoto et al., 2014; Haver et al., 2017). Increased ocean ambient noise has a negative influence on marine mammal communication and ecological behaviors (Edds-Walton, 1997; Clark et al., 2009; Castellote et al., 2012).

Despite the difficult approach and risks in the recovery of moorings due to sea ice, thousands of hours of underwater acoustic recordings have been made throughout the Southern Ocean south of 60° S since 2001 (Miller et al., 2021). One of the main objectives of this study is to examine the distribution and behavior of endangered Antarctic blue whales (Balaenoptera musculus intermedia) and fin whales (B. physalus) (Širović et al., 2004; Van Opzeeland et al., 2013). Another objective is to monitor tectonic activities (Dziak et al., 2010) and glacial ice–ocean boundary processes (Pettit, 2012; Pettit et al., 2012; Glowacki et al., 2015; Dziak et al., 2019; Glowacki and Deane, 2020).

In this paper, we give an overview the Southern Ocean soundscape in two different regions of the Western Ross Sea, Antarctica—the Balleny Islands (BI) region, and Terra Nova Bay Polynya (TNBP)—located ∼800 km from each other along the eastern Antarctic coastline. We (1) present various biotic and abiotic sound sources in the BI and TNBP regions in the Ross Sea Marine Protected Area (MPA), (2) show influences of geophysical components (wind speed and sea ice concentration) on the ocean ambient noise and marine mammal vocal activity, and (3) discuss how the geographical differences change the soundscapes in these regions.



DATA AND METHODS


Autonomous Underwater Acoustic Recording System and Mooring

The Korea Polar Research Institute and the U.S. National Oceanic and Atmospheric Administration have jointly monitored the soundscape of the Southern Ocean, specifically in the BI region (January 2015–March 2016) (Figure 1A) and the TNBP (December 2015–January 2019) (Figure 1B) in the Ross Sea.
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FIGURE 1. (A) Location map of hydrophone mooring in the Balleny Islands (BI) region during January 2015 to March 2016. (B) Location map of north and south moorings in Terra Nova Bay (TNB) polynya during December 2015 to January 2019 in the Western Ross Sea, Antarctica. Inset map (C) shows the geographic locations of the BAL15 station (blue triangle), sea-ice concentration averaging area (50 km radius circle with blue shade), and Balleny Islands. The other inset [D; on top of bed topography map (Morlighem et al., 2020)] shows locations of the TNBS16-18 and TNBN17-18 (red triangles), sea ice concentration averaging area (box of 75.5–74.7° S latitude and 164–166.5° E longitude with blue shade), Jang Bogo Station (yellow triangle), grounding line (magenta solid line), and coastline (black solid line).


The BI is a volcanic island chain trending northwest–southeast, and an array of five hydrophones was deployed parallel and to the east of the islands by icebreaker R/V Araon in January 2015 and recovered in March 2016. Dziak et al. (2017) found various sound sources (volcano-seismic, cryogenic, and biogenic) in the long-term spectrogram of a hydrophone deployed 400 km north off the coast of the Antarctic continent and 150 km away from the BI. In this study, we analyze the same hydrophone recordings under the identifier BAL15.

In the TNBP, the south and north arrays have been operated along the northeastern edge of the Drygalski Ice Tongue and northern sea-ice margin of the polynya, respectively. The TNB south array was first deployed in December 2015 (Dziak et al., 2019), and there were two recovery/redeployments in February 2017 and March 2018. Final recovery was done in January 2019 by icebreaker R/V Araon. The TNB north array was first deployed in February 2017, recovery redeployments were implemented in March 2018, and the recovery was done in January 2019. The locations were changed in every deployment due to the sea ice distribution. Table 1 presents the locations and recording time periods.


TABLE 1. Properties of the hydroacoustic records in the BI region and TNB.

[image: Table 1]
The PAM system we used is called Autonomous Underwater Hydrophone (AUH) (Fox et al., 2001). The AUH package deployed in the BI region and TNBP composed of a single ceramic hydrophone, with a filter/amplifier, clock, and a low-power processor called CF2 from Persistor Instrument, which were all powered by an internal battery pack. The hydrophone model was ITC-1032, which is omnidirectional with a nominal sensitivity of –192 dB re 1 V μPa–1. The instrument continuously records at a sampling rate of 1 kHz with 16-bit resolution. The pre-amplifier has an eight-pole anti-aliasing filter at 400 Hz and has a filter curve to equalize the spectrum against typical ocean noise over the pass-band (Dziak et al., 2019). In the BI region, a microprocessor controlled, temperature-correcting crystal oscillator with an average time drift of 1.95 s year–1 was deployed for1 year (Dziak et al., 2017), and a low-power cesium atomic clock (low power) with an average time drift of ∼0.1 s year–1 was used in the TNB array. The electronics were housed in both titanium (for the BI) and fiberglass composite pressure cases (for TNB), and attached to a standard oceanographic mooring with an anchor, acoustic release, mooring line, and syntactic foam float. The moorings were designed to place the sensor at a depth of 400 m to minimize the chance of iceberg collision. To address the detection ranges of the recorders in the Southern Ocean, we estimate transmission loss of 25 and 400 Hz waves using KRAKEN (Porter, 1992) propagation model for a source at 50 m depth, a receiver at 400 m depth, and sound profiles in the TNBP (Supplementary Figure 1). It presents that some of the detected low-frequency signals (e.g., Antarctic blue and fin whale calls with source level of ∼189 dB over 25–29 Hz and 15–28 Hz, respectively; Širović et al., 2007) could originate from 100s of km away from the recorders, whereas sounds around 400 Hz could have relatively local origins.



Spectral Analysis

All data processing and measurements were performed using MATLAB, 2020b. We calculated the hourly/daily averaged spectrum to (1) characterize the seasonal and regional variations in the long-term spectrograms (Figure 2), (2) quantify the marine mammal contribution to the spectra, and (3) present their diel patterns. Fast Fourier transforms (FFTs) were performed with 1 Hz resolution for a 0% overlapped “Hanning” window of length 1 s (1,000 samples), and the hourly/daily averaged spectral amplitudes were calculated for the entire deployment period. Sources of repeated signals in the long-term spectrogram are identified by comparing with the characteristics of various sounds in the Southern Ocean reported in previous studies(e.g., Širović et al., 2004; Dziak et al., 2015; Erbe et al., 2017; Menze et al., 2017). Short-duration spectrograms were obtained to verity the exact sound sources by performing FFTs with 1 Hz resolution for a 50% overlap “Hanning” window of 1 s without time averaging (Supplementary Figure 2). To identify inter-annual and seasonal characteristics, kernel-smoothed (bin width 0.5) spectral probability densities (SPDs) were estimated from the daily spectra at equally spaced sound levels between 50 and 120 dB (Figure 3). Marine mammal contributions (MMC) in the power spectral density (PSDMMC) are calculated for the hourly averaged sound spectra using the method adopted by Menze et al. (2017). We subtract the estimated spectrum without MMC from the measured spectrum. The spectrum without MMC is interpolated by curve fitting with a power function PSDdB = afb + c (where f is the frequency and a, b, and c are constants determined by fitting). The core frequency bands for the subtracted and fitted frequency bands are chosen from the BI and TNB data that reflect their own frequency response and ambient noise characteristics (Table 2 and Supplementary Figure 3). The PSDMMC value is estimated only when the signal to the background noise ratio of MMC is higher than 1 dB (Menze et al., 2017).


[image: image]

FIGURE 2. Long-term spectrograms of recordings from (A) the BI region during February 2015–March 2016, (B) TNB south during December 2015–January 2019, and (C) TNB north during February 2017–January 2019.
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FIGURE 3. Spectral probability density plots for 1-year records of (A) BAL15 and (B) TNBN17; for austral winter season of (C) BAL15 and (D) TNBN17; for early summer season of (E) BAL15 and (F) TNBN17; and for late summer season of (G) BAL15 and (H) TNBN17.



TABLE 2. Spectral ranges used to calculate PSDMMC. We generally follow the methods adopted by Menze et al. (2017).
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Sea Ice Concentration and Wind Speed Data

Sea-ice concentration data were obtained from the Arctic Radiation and Turbulence Interaction Study with a grid spacing of 3.125 km resolved from the Advanced Microwave Scanning Radiometer 2 (AMSR-2) dataset (Spreen et al., 2008). For the BI region, we averaged the values within a 50 km radius of the BAL15 mooring location (shaded circle in Figure 1C). This criterion was used in a previous soundscape study of the Southern Ocean (Menze et al., 2017). For TNBP, the daily averaged sea-ice concentration was calculated in a rectangular area with coordinates 75.5–74.7° S latitude and 164–166.5° E longitude (shaded area in Figure 1D). TNBP is a coastal latent heat polynya in the western sector of the Ross Sea, Antarctica. The Drygalski Ice Tongue, located at the southern boundary of the polynya, blocks sea ice moving in from the south, and strong katabatic winds from the Nansen Ice Shelf (NIS) frequently push sea ice away from the coast and create open waters even in the winter season (Kurtz and Bromwich, 1985; Fusco et al., 2002; Sansiviero et al., 2017; Stevens et al., 2017). Considering the high mobility of sea ice in the polynya, we set the masking area to cover all hydrophones and surrounding oceans in the polynya. In addition to sea ice concentration, the monthly sea-ice extent was obtained from the National Snow and Ice Data Center (Fetterer et al., 2002) and was used to estimate the distance between the BAL15 station and the nearest open sea.

The daily wind speed in TNB was calculated from meteorological observations obtained using the Automatic Synoptic Observation System (ASOS) at Jang Bogo Station (74° 37.4′ S, 164° 13.7′ E) from December 2015 to December 2018. The daily wind speed in the BI region was extracted from the European Center for Medium Range Weather Forecasts (ECMWF) climate reanalysis dataset ERA5 (Hersbach et al., 2020).




RESULTS AND DISCUSSION


Ambient Sound Characteristics in the Balleny Islands Region and Terra Nova Bay Polynya

Figures 2A–C show the long-term spectrograms of the recordings from the BI region during February 2015–March 2016, TNB south during December 2015–January 2019, and TNB north during February 2017–January 2019, respectively. We can identify the dominant sound sources composing the soundscapes in a region by finding repeated signals in the spectrogram. The broadband (10–400 Hz) vertical lines in all the three spectrograms are icequakes, cryogenic signals originating from the impact and breakup of surface sea ice, ice shelf, and icebergs (MacAyeal et al., 2008; Dziak et al., 2010, 2015, 2019). The horizontal peaks in the 15–30 Hz band generally associated with fin and/or Antarctic blue whale calls (Watkins et al., 1987; Ljungblad et al., 1998) are shown in both regions. However, the horizontal lines in the 80–90 Hz band, usually from fin whale calls (Širović et al., 2004), are clearly shown only in the BI region, not in the TNB records. The vocalizations of leopard seals (Rogers et al., 1996) are apparent in continuous 200–400 Hz broadband and strongest in 300–370 Hz from October to December in the BI region and TNBP. Strong anthropogenic sounds continued for several days in May of 2017.

Supplementary Figure 2 shows short-term spectrograms detailing various sources in the BI region and TNBP. Supplementary Figure 2A shows typical earthquake and icequake signals recorded in the BI region. Acoustic waves generated from earthquakes are referred to as T-waves, characterized by low-frequency (<100 Hz) wave trains that continue for tens to hundreds of seconds. Icequakes are impulsive, last for a short duration, and have a broadband frequency content. Supplementary Figure 2B is a spectrogram in 1–100 Hz band to scrutinize whale vocalization in the BI region. Lots of short-duration, narrow-band signals exist at 80 Hz, but the frequency is lower than typical upper part of fin whale calls in other part of the Southern Ocean: 89 Hz in the West Antarctic Peninsula in 2002 (Širović et al., 2004), 98 Hz in the Atlantic sector in 2009–2010 (Menze et al., 2017). and 99 Hz in the East Antarctica in 2003 (Širović et al., 2009). Lower part of fin whale calls, usually shown in 15–28 Hz band, are difficult to distinguish individually, owed to the number of signals superposed possibly from fin and/or Antarctic blue whales in the 15–30 Hz band (Supplementary Figure 2B; see Supplementary Figure 4 with different color scale). Supplementary Figure 2C shows “bioduck” sounds from Antarctic minke whale (Risch et al., 2014) in the BI region in the frequency band of 100–250 Hz. In Supplementary Figure 2D, leopard seal vocalizations with main energy in the 280–370 Hz band, the “bioduck” sounds from Antarctic minke whale in the 120–250 Hz band, and Antarctic blue whale “D-calls” (Erbe et al., 2017) in the 60–100 Hz band are recorded in TNB in December 2018. Supplementary Figure 2E shows a “chorus” of Antarctic blue whales (Thomisch et al., 2016) at around 27 Hz and 18 Hz in the TNB records. Supplementary Figure 2F shows that anthropogenic ship noise continued for several days (April 29–13 May, 2017) and noisy status of the ocean continued for several hours during storms in TNB. Strong winds can enhance noise levels through various physical processes, such as higher ocean waves, fracturing and collision of ice blocks, and vibration and fracturing of icebergs and ice shelves (Chaput et al., 2018; Dziak et al., 2019). Humpback whale song in 20–100 Hz band (Payne and McVay, 1971; Supplementary Figure 2G) and long-duration (200 s) downsweeps from 75 to 62 Hz (Supplementary Figure 2H) were found in TNB in December 2016.

Figure 3 shows the SPDs for the daily averaged spectrum of 1-year deployment records from BAL15 and TNBN17. To determine the seasonal variation in the dominant sound sources for each region, we plotted the SPDs for the entire period (first row; Figures 3A,B), austral winter months, June–August (second row; Figures 3C,D), early summer months, November–December (third row; Figures 3E,F), and late summer, January to April (fourth row; Figures 3G,H). The year-round plot in the BI region (Figure 3A) shows a bimodal pattern with two separated red lines, and the lower lineation is largely the same as the SPD pattern in the austral winter season in the BI region (Figure 3C). This implies that the bimodal pattern in the BI region is a seasonal difference. However, the bimodal pattern in the year-round SPD plot for TNB (Figure 3B) is not as clear as that for the BI region, and one of the modes is not shown in any particular seasonal plot. In the SPD of the BI for the austral winter season (Figure 3C), sound levels in the 100–200 Hz band increased due to Antarctic minke whale calls. Antarctic minke whales can breathe in dense sea-ice environments by navigating between ice floes and breaking the ice to make breathing holes, and the BI region in austral winter season would be a safe refuge from killer whales (Orcinus orca) (Filun et al., 2020). In contrast to the BI region, there was no significant increase in the Antarctic minke whale bands, but leopard seal vocalizations contributed to the frequency band of 280–360 Hz in TNBP even in winter season. The leopard seal calls in the BI region and TNBP were strongest in the early summer season (Figures 3E,F). We plotted the SPDs in the late summer season in the frequency band of 10–100 Hz to identify fin and Antarctic blue whale vocalizations. In the BI region (Figure 3G), there are strong peaks at 18 Hz, 27 Hz, and gentle peaks at 80 and 90 Hz. In the BI records, we could not present a spectrogram with clear fin or Antarctic blue whale calls due to the noise in the bands (Supplementary Figures 2B, 4). However, the strong peaks at 18 and 27 Hz can be attributed by Antarctic blue whales, as reported in the previous acoustic monitoring in the Ross sea in 2004 (Širović et al., 2009). Meanwhile, the two peaks at 80 and 90 Hz, which are the same frequency bands of the signals shown in Supplementary Figure 2B, reveal the existence of fin whales in the region. In the TNB late summer SPD (Figure 3H), the amplitude rise is not significant in the overtone fin whale call band (∼90 Hz), and the peaks at 18 Hz, 27 Hz associated with the Antarctic blue whale chorus (Supplementary Figure 2E) are visible. Another research has identified humpback whale signals off the Antarctic coast at about 70° S (Van Opzeeland et al., 2013), and it is possible that some of the acoustic energy seen in the SPDs of the BI in the 50–300 Hz range is sourced from humpbacks. However, we did not see a definitively identifiable signal in the SPDs for humpback whales; this may be because humpback whale acoustic energy is spread over the spectrum from a few tens of hertz up to several kilohertz rather than being concentrated in a narrow band.



Spectral Amplitude and Its Correlation With Sea Ice and Wind Speed

To address the seasonal variations in the three dominant sound sources (fin and blue whale calls, cryogenic signals, and leopard seal calls) in the BI region and TNBP, mean sound levels were calculated within specific frequency bands: (1) 15–30 Hz for fin and blue whales, (2) 50–65 Hz for cryogenic signals, and (3) 300–350 Hz for leopard seals. Although we selected the 50–65 Hz band for the cryogenic signals where MMC were insignificant in the SPDs (Figure 3), the broadband energy from cryogenic signals can strongly affect other marine mammal bands. To address this issue, we estimate spectral levels by calculating MMC to the hourly averaged sound spectra (PSDMMC, Menze et al., 2017). Despite the fact that a lower Nyquist frequency (500 Hz) and intrinsic background fluctuations in the higher frequency range (BI: > 370 Hz, TNB: > 400 Hz) cause disturbances when estimating confident background noise levels in the core frequency band of leopard seals (310–360 Hz, Table 2), we practically select upper fitting bands to compare relative time variations in the PSDMMC for each mooring (Table 2 and Supplementary Figures 3B,D).

Figure 4 shows (A) the mean amplitudes of the BI recordings in the specific bands, (B) estimated PSDMMC value, and (C) the geophysical components, sea ice concentration, and wind speed. The mean amplitudes in the 15–30 Hz range (baleen whale band; red line in Figure 4A) and PSDMMC value associated with Antarctic blue whales (red line in Figure 4B) increase from February to April and turn downward from mid-April; these changes coincide with the rapid increase in sea-ice concentration (navy solid line in Figure 4C). The highest levels in April may be related to high densities of krill and greater abundance of baleen whales at the ice margins reported in previous studies (de la Mare, 1997; Brierley et al., 2002). The PSDMMC value of Antarctic blue whales almost disappeared in July 2015; then they reappeared in February 2016 along with the blue whales’ acoustic presence in other Antarctic regions (Širović et al., 2009). The sea ice concentration in the BI region generally remains over 80% from May to November, and the sound levels in most frequency bands decreased during the sea-ice full period. There is an extraordinary event in which the sea ice concentration drops to 50% after a strong storm in late September (Figure 4C), and the sound levels increased in all the frequency bands (Figure 4A). This implies that sea ice coverage is the major factor determining background noise levels in the BI region. The PSDMMC value of Antarctic minke whales (olive green line in Figure 4B) is generally significant from late May to mid-September during the sea-ice full period; however, the PSDMMC value of leopard seals is the highest from early November to January, which correspond to the breeding season of leopard seals (Southwell et al., 2003).
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FIGURE 4. (A) Time series of mean sound levels in particular frequency bands in the BI records: 15–30 Hz for whale calls (red line), 50–65 Hz for cryogenic events (blue), and 300–350 Hz for leopard seal vocalization (green). Ten-day moving averages for each curve are plotted by shaded lines with the same color. (B) Time series (24-h moving averages) of the marine mammal contributions (MMC) in the power spectral density (PSDMMC): Antarctic blue whale contribution (red line), Antarctic minke whale contribution from February to September 2015 (olive green), and leopard seal contribution from October to January (green). (C) Daily averaged sea-ice concentration within 50 km radius of the BAL15 station (navy line) and time series of the wind speed from ERA5 (Hersbach et al., 2020).


Figure 5 shows plots similar to those in Figure 4, but for the TNBP during 2016–2018. The mean sound levels were estimated by combining the northern and southern records in 2017 and 2018. Although the narrow amplitude gaps between the bands in 2016 compared with the later period (2017–2018, Figure 5A) implies a poor frequency response correction, we can compare the relative amplitude variation within every deployed period. In 2016, noisy summer (January–March) and silent fall-austral winter-early spring season (April–October) were conspicuous features. Dziak et al. (2019) investigated hundreds of icequakes from the NIS and Campbell glaciers prior to the NIS calving event (April 7, 2016) from January to March 2016. The broadband energy from the icequakes peaked in all the frequency bands in February 2016 (Figure 5A). The seasonal pattern in TNB 2017 was different from that in 2016. The amplitudes in the 50–65 Hz band (blue line in Figure 5A) were high in February but then decreased until mid-April. However, the sound levels rebounded in May and reached high levels in July. The reason for the “noisy winter” in 2017 can be found in the wind speed and sea-ice concentration. In TNBP, the sea ice concentrations frequently dropped below 80% even in the austral winter seasons (Figure 5C), in contrast to that in the BI region (Figure 4C). This phenomenon is due to the blowing out of sea ice from the polynya by katabatic winds. Yoon et al. (2020) reported that the number of katabatic wind events (the wind direction is westerly, and the wind speed exceeds 25 ms–1) in TNBP was the highest in the 2017 austral winter (April–October) during the 2015–2017 period, and the polynya opened for the longest time period in 2017. Figure 5C shows that the sea ice concentration dropped most frequently in 2017. The frequent katabatic winds and high mobility of sea ice in open sea can make for a “noisy winter” in the polynya region in contrast to the silent winters in the BI region and other sea-ice regions, e.g., Beaufort Sea (Lewis and Denner, 1988; Kinda et al., 2013), Antarctic Peninsula (Dziak et al., 2010, 2015), and Atlantic sector of the Southern Ocean (Menze et al., 2017). In the TNBP, we estimate the PSDMMC only for Antarctic blue whales and leopard seals (Figure 5B). Although we detected Antarctic minke whale signals in the TNBP (Supplementary Figure 2D), the PSDMMC estimation could not proceed because upper fitting windows are influenced by vocalizations of leopard seals from late August (Figure 5B). The leopard seals’ calls in the TNBP start earlier than those in the BI region and Atlantic sector of the Southern Ocean (Klinck, 2008; Van Opzeeland et al., 2010; Menze et al., 2017), and the chorus levels are remarkably loud. These results might be attributed to a higher density of leopard seals and year-round existence of pack ice in the polynya region, the inhabitation of leopard seals. Annual PSDMMC values of Antarctic blue whales in TNB are conspicuous in March; however, the amplitude variations do not show any correlations with sea-ice concentrations and vary yearly (Figure 5).
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FIGURE 5. (A) Same as Figure 4A but for TNB records. The mean sound levels are estimated by combining the north and south records in 2017 and 2018. (B) Marine mammal contributions (MMC) in the power spectral density (PSDMMC): Antarctic blue whale contributions in TNBS and TNBN (represented by magenta and dark red lines, respectively) and leopard seal contributions in TNBS and TNBN (represented by green and dark green lines, respectively). (C) Daily averaged sea-ice concentration within a rectangular area with coordinates 75.5–74.7° S latitude and 164–166.5° E (shaded area in Figure 1D) represented as navy lines, and time series of daily wind speed from Jang Bogo station plotted as green lines.


We normalize the hourly PSDMMC values between 0 and 1 for each day and plot them over a day to find diel patterns in the BI (Figure 6) and TNB (Figure 7) data. The PSDMMC value of Antarctic blue whale is slightly lower at midnight than at midday in the BI region and TNBP (Figures 6A, 7A), corresponding to the diel pattern of the calling rate in Southern Indian Ocean (Leroy et al., 2016). The PSDMMC value of Antarctic minke whales in the BI region is increased at midnight (Figure 6B). Minke whales were observed to be more active in nighttime in Southern Ocean (Menze et al., 2017; Shabangu et al., 2020) and Northern Ocean (Risch et al., 2013, 2019), owing to the diurnal vertical migration of their prey (zooplankton) into deepwater during the day and to the surface at nighttime (Demer and Hewitt, 1995). However, the seasonal variation in the diel patterns was not significant in our study (Supplementary Figure 5). Figures 6C, 7B show the active calling of leopard seals during nighttime, which reduces in daytime. Similar diel patterns have been reported by previous studies (Thomas and DeMaster, 1982; Klinck, 2008; Van Opzeeland et al., 2010), and these patterns most likely arise from the haul-out behavior of the leopard seals that rest on ice during the solar midday.
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FIGURE 6. Diel patterns in normalized PSDMMC values of (A) Antarctic blue whales, (B) Antarctic minke whales (middle), and (C) leopard seals (bottom) in the BI region. X axis represents the UTC time, and the local time in the BI region is UTC + 11. Estimated hourly PSDMMC values are normalized between 0 and 1 for each day. Red line indicates the median value, and the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively.
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FIGURE 7. Same as Figure 6 but for the (A) Antarctic blue whales and (B) leopard seals in the TNBP.


To investigate the seasonal changes in the sea-ice concentration and their effects on the marine mammal vocalization, we plotted the daily averaged PSDMMC values of Antarctic blue whales, Antarctic minke whales (only for the BI data), and leopard seals over the day of the year with sea ice concentration represented by color (Figure 8). The bimodal pattern of sea-ice concentrations in the BI region is clearly represented by a sudden color change from navy to yellow in April, while the PSDMMC value of Antarctic blue whales starts decreasing with a sudden change in sea-ice concentrations in the BI region (Figure 8A). Supplementary Figure 6 shows a scatterplot of the PSDMMC values of Antarctic blue whales, together with the number of days that the sea ice concentration exceeded 80% in the last 100 days; the distance to the closest open sea has also been represented in different colors. Furthermore, whale sound levels diminish with an increase in the duration of the ice-covered period and the distance to the nearest open sea. This may be due to the migration of whales to find reliable access to open water for breathing (Van Opzeeland et al., 2013; Thomisch et al., 2016). The presence period of Antarctic blue whale calls in the TNBP is shorter than that in the BI region, and we found no persistent correlation of this result with the sea-ice concentrations in the TNBP (Figure 8E). The Antarctic minke whale calls are observed in the BI region from May to October when the sea ice concentration is higher than 70% (Figure 8B). The leopard seal PSDMMC increasing from early November in the BI region and from late August in the TNBP, which resulted in an energy peak in late December that ceased to exist in February (Figures 8C,E).
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FIGURE 8. Scatter plots of annual PSDMMC values with different sea-ice concentrations represented in color for (A) Antarctic blue whales, (B) Antarctic minke whales, and (C) leopard seals in the BI region, and for (D) Antarctic blue whales and (E) leopard seals in TNBP.


The austral winter season (July–August) in the TNBP is another noisy period attributed to repeated storm noise and cryogenic signals as shown in the long-term spectrogram (Figures 2B,C, 5A). To determine the dominant environmental factor controlling low-frequency cryogenic noise, we created scatterplots of sound levels in the 50–65 Hz band over the wind speed with sea-ice concentration represented by color (Figure 9). The linear fittings to the data of sea-ice concentration greater than 80% and less than 80% are represented by orange and blue lines, respectively. Table 3 lists the slopes, intercepts of the fitting lines, and Pearson’s correlation coefficients between the sound levels and the wind speed. In the BI region, the significant difference in the intercepts under the two sea-ice conditions (89 dB for SIC < 80%; 80 dB for SIC > 80%), gentle slopes, and low correlation coefficients indicate that the low-frequency cryogenic noise is dominantly controlled by sea-ice conditions in the BI region. In contrast, sea-ice concentration did not cause significant changes in TNB. The fitting lines for the two sea ice concentrations in TNB were largely the same, and the slopes and correlation coefficients were greater than those of the BI record. This implies that the vibration and fracturing of ice shelves related to strong winds could be a dominant source generating low-frequency noise in the TNBP rather than sea ice.
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FIGURE 9. Scatter plots of sound levels in the 50–65 Hz frequency range with respect to the wind speed with sea-ice concentration represented by color for (A) the BI region and (B) TNBP. The linear fittings to the data of sea-ice concentration greater than 80% and less than 80% are represented by orange and blue lines, respectively.



TABLE 3. Slope, intercept, and correlation coefficients for linear fits between sound levels in 50–65 Hz and wind speed for sea-ice concentration data greater than 80% and less than 80%.
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CONCLUSION

We reviewed soundscapes obtained from long-term hydroacoustic recording in two different regions of the Western Ross Sea, Antarctic: the BI region and TNBP.

The study showed that cryogenic events and marine mammals are the major sound sources in both regions. Tectonic earthquake and anthropogenic noises due to vessels were also found at various times in the spectrograms. The major marine mammal signals in the long-term spectrogram and SPDs of both regions are from Antarctic blue whales in the late summer-fall months and leopard seals in early summer. Typical fin whale signals are not detected in both region despite there are peaks at 80 and 90 Hz in the SPD plots of the BI region. A fin whale chorus was observed between March and May in the BI recordings; however, it could not be identified in the TNB recordings, which is in accordance to the study conducted by Širović et al. (2009) in the Ross Sea. Antarctic minke whales calls are detected in both regions and peaked in austral winter season in the BI region reflecting their preference to dense sea-ice environments (Filun et al., 2020). We found humpback whale vocalization and long-duration (>200 s) downsweeps of unknown origin from 75 to 62 Hz in TNBP. Correlation with sea ice in the BI region reflects baleen whale behaviors such as high density in the ice margin and migrations to find reliable access to open water for breathing. The diel patterns associated with the vocalization of Antarctic blue whales (louder in daytime) and Antarctic minke whales (louder in nighttime) may to be related to their feeding ecology. Louder vocalization of leopard seals in midnight results from their haul-out behavior.

The influences of wind and sea ice on ambient noise were different in the two regions. In the BI region, sea ice, often near 100% concentration, reduced ambient sound levels, similarly to other polar regions. However, the ambient noise in TNB increased due to strong winds, regardless of the sea-ice concentration; hence, the austral winter in 2017 was very noisy because of the frequent katabatic winds coming from the land. The regional differences seem to be attributed to the higher mobility of sea ice by the polynya process and the strong noise generated near ice shelves.

Although monitoring long-term soundscapes in extremely cold waters is challenging because of the logistical difficulties and harsh conditions at sea, it can significantly help understand the spatiotemporal changes in the Southern Ocean in the context of cryosphere changes, and can provide a means of assessing the status and trends of biodiversity in the Ross Sea region Marine Protected Area. Future intensive studies, which quantitatively measure the occurrence of individual species and cryogenic events as well as elucidate acoustic propagation by considering sea-ice and water temperature variations, will provide a better understanding of the soundscapes in Southern Ocean.



DATA AVAILABILITY STATEMENT

The raw hydroacoustic data used for this study can be downloaded through the Korea Polar Data Center (KPDC; https://kpdc.kopri.re.kr) and the DOIs are as follows: https://dx.doi.org/doi:10.22663/KOPRI-KPDC-00000830.4 (BAL15), https://dx.doi.org/doi:10.22663/KOPRI-KPDC-00000750.3 (TNBS16), https://dx.doi.org/doi:10.22663/KOPRI-KPDC-00000899.5 (TNBS17 and TNBN17), and https://dx.doi.org/doi:10.22663/KOPRI-KPDC-00001171.4 (TNBS18 and TNBN18). The meteorological data in Jang Bogo Station during 2015–2018 are available upon request at the KPDC site, and the DOIs are as follows: https://dx.doi.org/doi:10.22663/KOPRI-KPDC-00000543.1 (2015), https://dx.doi.org/doi:10.22663/KOPRI-KPDC-00000643.1 (2016), https://dx.doi.org/doi:10.22663/KOPRI-KPDC-00001150.1 (2017), and https://dx.doi.org/doi:10.22663/KOPRI-KPDC-00001151.1 (2018). ERA5 data are available through the ECMWF website (http://www.ecmwf.int/), sea-ice concentration data through the University of Bremen (http://www.iup.uni-bremen.de/seaice/amsr/), and sea-ice extent data through the National Snow and Ice Data Center (https://nsidc.org/data/G02135). Data analysis codes are available through the Zenodo digital repository (https://doi.org/10.5281/zenodo.5567347).



AUTHOR CONTRIBUTIONS

WSL, RPD, JKH, and YP were principal investigators on Ross sea hydrophone projects. SY designed this study and prepared the figure and manuscript. RPD, HM, T-KL, and JHH designed the hydroacoustic experiments. SY, LR, WSL, JHH, and S-GK led at-sea hydrophone deployments. LR and T-KL performed data quality control. T-KL, JHH, SY, and WSL developed data processing programs. SY, WSL, RPD, HM, JHH, S-GK, and AS processed and analyzed the data. DKM, AS, HM, and SY identified bio-acoustic signals. All authors contributed to manuscript edits.



FUNDING

This work was sponsored by a research grant from the Korean Ministry of Oceans and Fisheries (KIMST20190361; PM21020), the Korea Polar Research Institute (PE21050), and the NOAA/Pacific Marine Environmental Laboratory contribution number 5254.



ACKNOWLEDGMENTS

We thank the captain and crew of R/V Araon, J. Lee, M. Fowler, and S. Nieukirk for the deployment and recovery of hydrophone arrays. We also thank T. Choi, ECMWF, University of Bremen, NSIDC for sharing their meteorological and sea ice data. We also thank the reviewers CW and SM as well as the topical editor for the review, which greatly improved this manuscript.



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fmars.2021.703411/full#supplementary-material

Supplementary Figure 1 | (left) Sound speed profiles in the TNB region in December (A) and March (B), and (right) the transmission loss calculated by KRAKEN (Porter, 1992) at 25 and 400 Hz. The sound speed profiles are calculated from the conductivity, temperature, and depth (CTD) measurements performed by the icebreaker R/V Araon (Dziak et al., 2019). Blue solid lines represent the transmission loss in a 400 m deep receiver when the sound source is at a depth of 50 m in the case of a flat sea surface with a flat bottom.

Supplementary Figure 2 | Spectrograms of the various acoustic sources recorded in the BI region or TNBP as shown above each spectrogram: (A) earthquake (T-phase) and impulsive icequakes; (B) baleen whale calls and noise in the BI region; (C) bioduck sounds from Antarctic minke whale in the BI region; (D) leopard seal sound in the 200–400 Hz band, bioduck sounds of Antarctic minke whale in the 120–250 Hz, and Antarctic blue whale’s “D-calls” in 50–100 Hz; (E) a “chorus” of Antarctic blue whales (Thomisch et al., 2016) at around 27 Hz and 18 Hz; (F) broadband storm noise continued for several hours and anthropogenic noise from a ship that continued for several days; (G) leopard seals and humpback whale vocalizations; (H) undefined downsweeps continued hundreds of seconds.

Supplementary Figure 3 | Examples of ambient sound spectrum with marine mammal contributions (MMC) from Antarctic blue whales, Antarctic minke whales, and leopard seals for the BI (BAL15) and TNB (TNBN17) regions. Measured power spectral density (PSD) (black line) and fitted interpolation functions in the frequency bands associated with Antarctic blue whales (red), Antarctic minke whales (olive green), and leopard seals (green). PSDMMC values are estimated in the shaded frequency bands by using the method adopted by Menze et al. (2017). (A) Averaged PSDMMC recorded in BAL15 on 2015.06.20 from 12:00 to 13:00 and the fitted interpolation functions for bands associated with Antarctic blue whales and minke whales. Note that the PSDMMC values of Antarctic minke whales is estimated only for the BAL15 data from February to September, where the upper fitting band (300–351 Hz) is stable due to the absence of sounds emitted by leopard seals. (B) Averaged PSDMMC recorded in BAL15 on 2015.12.10 from 12:00 to 13:00 and the fitted interpolation functions for the band associated with leopard seals. PSDMMC values of leopard seals in the BI region are estimated from October to January, where the lower fitting band (39–161 Hz) is stable in the absence of Antarctic minke whale calls. (C) Averaged PSDMMC recorded in TNBN17 on 2017.03.15 from 12:00 to 13:00 and fitted interpolation functions for Antarctic blue whales. Owing to the big fluctuation under 18 Hz and the superposed sound energy from various sources in the neighboring frequency band, a narrower fitting band than that applied to the BI data is adopted. (D) Averaged PSDMMC recorded in TNBN17 on 2017.12.10 from 20:00 to 21:00 (solid black line) and on 2017.08.20 from 12:00 to 13:00 (dashed black line), and the fitted interpolation functions for leopard seals. We could not calculate the MMC of Antarctic minke whales in the TNBP, as leopard seals produced sounds from late August.

Supplementary Figure 4 | Zoomed-in spectrogram of Supplementary Figure 2B, with a frequency range of 1–40 Hz and different color scales. Number of signals exist at two frequency bands: 17–22 and 25–29 Hz.

Supplementary Figure 5 | Seasonal variation of the diel patterns in the PSDMMC values of Antarctic minke whales in the BI region.

Supplementary Figure 6 | Scatterplot of PSDMMC values of Antarctic blue whales in the BI region, together with the number of days that the sea-ice concentration exceeded 80% in the last 100 days. Distances to the closest open sea are represented in different colors.
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Many animals use sound for communication, navigation, and foraging, particularly in deep water or at night when light is limited, so describing the soundscape is essential for understanding, protecting, and managing these species and their environments. The nearshore deep-water acoustic environment off the coast of Kona, Hawai’i, is not well documented but is expected to be strongly influenced by anthropogenic activities such as fishing, tourism, and other vessel activity. To characterize the deep-water soundscape in this area we used High-frequency Acoustic Recording Packages (HARPs) to record acoustic data year-round at a 200 or 320 kHz sampling rate. We analyzed data spanning more than 10 years (2007-2018) by producing measurements of frequency-specific energy and using a suite of detectors and classifiers for general and specific sound sources. This provided a time series for sounds coming from biological, anthropogenic and physical sources. The soundscape in this location is dominated by signals generated by humans and odontocete cetaceans (mostly delphinids), generally alternating on a diel cycle. During daylight hours the dominant sound sources are vessels and echosounders, with strong signals ranging from 10 Hz to 80 kHz and above, while during the night the clicks from odontocetes dominate the soundscape in mid-to-high frequencies, generally between 10 and 90 kHz. Winter-resident humpback whales are present seasonally and produce calls in lower frequencies (200-2,000 Hz). Overall, seasonal variability is relatively subtle, which is unsurprising given the tropical latitude and deep-water environment. These results, and particularly the inclusion of sounds from frequencies above 2 kHz, represent the first long-term analysis of a marine soundscape in the North Pacific, and the first assessment of the intense, daily presence of manmade noise at this site. The decadal time series allows us to characterize the dynamic nature of this location, and to begin to identify changes in the soundscape over time. This type of analysis facilitates protection of natural resources and effective management of human activities in an ecologically important area.

Keywords: soundscape, Hawai’i, deep water, anthropogenic, marine mammals, diel, seasonal long-term cycle, Pacific


INTRODUCTION

Even in the vast, deep ocean a cacophony of sounds may greet the listening ear (or hydrophone). When combined, these sounds form a soundscape, the whole acoustic environment comprising sounds from biological, geophysical and anthropogenic sources (Krause, 2008; Pijanowski et al., 2011). Analysis of the marine soundscape has been used to characterize biodiversity (Bertucci et al., 2016; Harris et al., 2016), indicate ecosystem health (Mathias et al., 2016; Coquereau et al., 2017; Marley et al., 2017), and reveal changes in anthropogenic activity over time (e.g., Andrew et al., 2002; McDonald et al., 2006; Chapman and Price, 2011; McKenna et al., 2012a; Širović et al., 2016). However, most of these studies have been limited in recording depth (most shallower than 50 m), frequency spectrum (many below 2 kHz), and sample duration (e.g., only a few days or months). These limitations prevent analysis over timescales that are biologically relevant to long-lived animals or their communities. Additionally, the frequency range covered by most studies does not span the full frequency range of animal hearing and sound production, particularly in deep-water, open-ocean environments.

As sound is essential for the survival of most marine species, comprehensive understanding of the marine soundscape is important. Marine animals from invertebrates to mammals use sound to forage (e.g., Au, 1993; Chapuis and Bshary, 2010), communicate (e.g., Fine et al., 1977; Staaterman et al., 2010; Janik and Sayigh, 2013; Ladich, 2015), guide settlement (e.g., Mann et al., 2007; Radford et al., 2011; Rice et al., 2017), navigate (e.g., Payne and Webb, 1971; George et al., 1989; Jaquet et al., 2001), and facilitate reproduction (e.g., Popper et al., 2001; Parsons et al., 2008). Regardless of the exact purpose of the sounds that an animal produces or receives, animals experience the soundscape as a holistic environment, and their ability to detect a signal depends on both their sound-detection capabilities as well as the presence of other sounds (e.g., Ketten, 1994; Szymanski et al., 1999; Popper et al., 2001, 2019; Mooney et al., 2010). While natural soundscapes are often made up of a large variety of biophonic and geophonic signals (Hildebrand, 2009; Pijanowski et al., 2011), the introduction of anthropogenic sounds has had a dramatic impact on all acoustic environments, from estuaries (e.g., Marley et al., 2016; Ricci et al., 2016) and shallow coasts and reefs (e.g., Haxel et al., 2013; Bertucci et al., 2016; Cholewiak et al., 2018) to the deep sea (e.g., McDonald et al., 2006; Erbe et al., 2015; Dziak et al., 2017). The presence of anthropogenic sounds in marine soundscapes has been increasing with time and is likely to continue increasing, which has motivated global efforts to monitor marine soundscapes and ocean noise pollution (e.g., Dekeling et al., 2014; Gedamke et al., 2016; Hatch et al., 2016; Haver et al., 2018).

Despite the rapid increase in soundscape research over the last decade (Web of Science search on June 23, 2021 for articles with “soundscape” and “marine” as the topic: years ≤ 2015 = 32, years > 2015 = 193), few attempts have been made to characterize soundscapes in ocean waters below 100-m depth (number of studies: ∼9). Even fewer studies focused on time scales longer than 1 year (number of studies: ∼6). While an increasing number of researchers are collecting data at sampling rates above 2 kHz (e.g., Buscaino et al., 2016; Heenehan et al., 2017; Hermannsen et al., 2019; Magnier and Gervaise, 2020), none have yet been able to monitor these higher frequencies in deep water over long time periods. Given these gaps in understanding, we sought to address the question “what are the characteristics of the soundscape in deep waters across the frequency range of animal hearing over a long time scale?”

To address this question, we used passive acoustic data from instruments moored at ∼650 m depth off the coast of the island of Hawai’i during a 10-year period between 2007 and 2018, with an effective frequency range spanning 10 Hz to either 100 or 160 kHz. The monitoring site was close to shore (∼5 km) in a region with abundant recreational and commercial activity, including deep-sea fishing and offshore fish farming, and other boat-based tourist activities. This site was also located within the United States Navy’s Hawai’i Testing and Training Range and was therefore impacted by national and international military training activities, such as the biannual RIMPAC. Additionally, the site was initially selected with the goal of monitoring the presence of island-associated and/or deep-diving cetacean species, and has been the location of a long-term study of marine mammal occurrence based on visual observations (e.g., Baird et al., 2013). Data from this location has been used in a previous low-frequency (<1 kHz) soundscape study, including a small portion of the data analyzed here (Širović et al., 2016). We relied on a suite of tools including frequency-specific soundscape measurements, manual screening, and automated detectors to identify individual signals, to characterize the sounds from different sources, and to describe their presence over time. Contributions of these individual sound sources to certain frequency bands of interest were quantified to provide information about temporal trends before narrowing in to identify relevant details. The results reveal the complexity of the soundscape and its variability over a variety of temporal scales.



MATERIALS AND METHODS


Acoustic Data Collection

Passive acoustic data were collected using High-frequency Acoustic Recording Packages (HARPs) (Wiggins and Hildebrand, 2007). Each deployment included a single moored instrument that was located as close as possible to a target location approximately 5 km off the coast of Kona, Hawai’i (Figure 1), with an average depth of 650 m. Some small variations in the exact drop location (10s of m), combined with the steep slope of the island at this site, resulted in some variation of depths (range 460-720 m). The deployments spanned the 2007–2018 time period, with intermittent gaps between deployments due to servicing schedules and/or limits of battery life and data capacity (Table 1).
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FIGURE 1. Map of research location, on the western slope of the Big Island of Hawai’i. HARP (black square) was deployed in 600-900 m of water, at approximately 156.0° W and 19.6° N. Bathymetry lines in inset indicate 1,000-m isobaths.



TABLE 1. Deployment details.
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Each instrument included a hydrophone suspended 10–20 m above the sea floor with two stages: a low-frequency stage (10–2,000 Hz or 10–25,000 Hz, Table 1) and a high-frequency stage (2–100 kHz or 25–100 kHz) (Wiggins and Hildebrand, 2007). The sensors were connected to custom-built preamplifier boards with bandpass filters. Each hydrophone was calibrated in the laboratory to provide a quantitative analysis of the received sound field. Representative data loggers and hydrophones were also calibrated at the Navy’s Transducer Evaluation Center facility to verify the laboratory calibrations. Additionally, these calibrations were cross-checked with expected amplitudes given local wind conditions (Hildebrand et al., 2021). Instruments recorded at either a 200 or a 320 kHz sampling rate with 16-bit quantization (Table 1). These sampling frequencies were selected with the goal of spanning the hearing and sound production range of all cetacean species.

Different duty cycle schedules were used to maximize recording duration, with each deployment either having a single, consistent duty-cycle or recording continuously. Within duty-cycled deployments, data were recorded for 5 min, followed by an “off” period ranging from 1 to 20 min. Data gaps, both those between deployments and the “off” periods during duty cycles, forced adjustments for recording effort and prevented us from using standard time series analysis methods that are based on continuous measurements across the full duration of the time series.



Signal Processing and Detection/Classification

Acoustic data were processed in multiple ways to meet the requirements of the detection and classification tools that were selected for the various signal types. All signal processing was performed using the MATLAB-based (Mathworks, Natick, MA, United States) custom software program Triton (Wiggins and Hildebrand, 20071) and other MATLAB custom routines. The appropriate calibration information for each hydrophone and pre-amplifier was applied during analysis of all data products. A suite of soundscape metrics of various bandwidths was calculated, spanning frequencies below 100 Hz to above 50 kHz.


Computation of Soundscape Metrics

Soundscape metrics were computed using the Triton “Remora” (a type of plug-in) Soundscape-Metrics (see text footnote 1). The full time series was split into two frequency bands to allow for more detailed evaluation of the noise components within each frequency band, (A) low-frequency: 10-1,000 Hz and (B) broadband: 100 Hz–100 kHz. Periods of disk-write noise of 15 s, occurring on a repeating cycle every 75 s, were omitted from analysis. Power spectral densities (PSDs) were computed using Welch’s Method within MATLAB. For the low-frequency dataset, acoustic data were low-pass filtered and decimated to a 2,000 Hz sampling rate prior to analysis. Subsequently, a Hanning window was applied and the data were processed to 1 Hz, 1-s resolution (FFT length = 1,000 points, FFT overlap = 0%). Broadband data were also processed using a Hanning window, and the long-term spectral average (LTSA, following Wiggins and Hildebrand, 2007) was calculated with 100 Hz bin width (bw), 1-s resolution (FFT length = 1,000 points, FFT overlap = 0%). The median of mean-square pressure amplitude (μPa2) for each frequency bin was calculated for all hours that contained at least 360 s of data per that hour. The amplitude was then converted to decibels, and, in the case of the broadband data, adjusted for bin width (bw) by subtracting 10 × log10(bw) from each spectral bin, resulting in values of dB re 1 μPa2/Hz.

To facilitate the comparison of soundscape metrics to biological, anthropogenic and abiotic signals, standard frequency bands (American National Standards Institute, ANSI 1.11-2004) were selected and levels were calculated for the following nominal frequencies: 125 Hz, 250 Hz, 500 Hz, 4 kHz, 10 kHz, 20 kHz, 31.5 kHz octaves and 500 Hz third-octave. Additionally, a 1 Hz-wide band spanning 900-901 Hz as well as a 100 Hz-wide band spanning 50.0-50.1 kHz were calculated, with the intention of measuring energy from the specific sound sources described below. The levels in different bands were used to assess temporal trends and were compared to the detection rates for specific signal types to check for correlation between the soundscape metrics and the detected signals.



Detection of Anthropogenic Signals

The occurrence of vessel noise was examined within the full bandwidth data using an automated vessel detector described by Solsona-Berga et al. (2020, Supplementary Material). Briefly, the detector was used on LTSAs computed with 100-Hz frequency bins and 5-s granularity. The detector computed the average power spectral densities (APSD) per 5-s time bin across three LTSA frequency bands, low (1-5 kHz), medium (5-10 kHz), and high (10-50 kHz). Adaptive thresholds were determined over sequential 2-h windows to identify periods of transient signals above ambient noise. When energy in the lower 2 or all 3 frequency bands exceeded specified thresholds for longer than 150 s, the time period over which the thresholds were exceeded was identified as a vessel passage and the start and end times of the passage were recorded. The frequency range of the low, medium, and high bands and the duration of the presence threshold were selected to maximize the number of true positive vessel detections while minimizing the rate of false positives. A random subset of the detections was manually verified and the rate of false positives and missed detections was qualitatively evaluated to ensure satisfactory performance. The detections from this tool are likely an underestimate of vessel presence, particularly during daytime hours, because the dynamic nature of the tool means that 2-h windows with a large amount of continuous vessel energy will have a higher threshold and therefore only extremely high-energy vessel signals will be detected.

Fisheries echosounder pings were identified using a correlation-based detector that compared the normalized waveform envelope of a template echosounder pulse to that of 75- or 43.75-s time series segments (dependent on 200 or 320 kHz sampling frequency, respectively) with signal content between 20 and 80 kHz. In all cases, the waveform envelope was calculated as in Au (1993) and these values were then normalized to scale between 0 and 1. Subsegments within that 75-s segment that had a correlation value above 50% and a separation of >0.05 s were retained and treated as distinct detections, and the timing between successive detections (inter-ping interval) was calculated. Detections with an inter-ping interval outside the range of 0.2-5 s were removed. To further prune out false detections, the mode of the inter-ping interval was calculated and only detections with intervals within 0.1 s of that mode were retained. Counts of echosounder pings per hour were calculated using these retained signals.



Detection of Cetacean Acoustic Signals

Echolocation signals from odontocetes were detected to examine their contribution to the Kona soundscape. Whistles were not examined, though manual review of the data suggests that most periods of delphinid acoustic activity include echolocation clicks, such that nearly all acoustic odontocete presence is represented by focusing on echolocation clicks. Two parallel processes were used to determine the presence of odontocetes in the soundscape.

For the first process, the goal was to calculate a percentage of minutes per hour with odontocete clicks present. Odontocete echolocation clicks (excluding sperm whale clicks, which are too low frequency) were automatically detected using methods described in Roch et al. (2011), with a 10 dB signal-to-noise ratio threshold and signal content between 20 and 90 kHz. Odontocete-positive-minutes per hour were calculated and then divided by recording effort to account for varying duty cycles, resulting in a time series of the percentage of odontocete-positive-minutes per hour.

For the second process the goal was to calculate the average number of clicks per minute in each hour. In this process, echolocation signals were again automatically detected using the same method described above, but with slightly different settings: detecting signals with a peak-to-peak received level above 115 dB and signal content between 10 and 100 kHz. Detections with a peak frequency in echosounder ping-dominated bands (37-39 kHz, 49-51 kHz) were removed to eliminate possible false positives from echosounders. Signals with a peak frequency below 25 kHz were removed to prevent the inclusion of false detections from ships or other low frequency noise sources. Counts of all remaining echolocation clicks per hour were computed. These clicks per hour were then divided by the recording effort in that hour (determined by duty cycle), to produce the average number of clicks per minute in each hour.

Periods of humpback whale (Megaptera novaeangliae) singing were identified using a Convolutional Neural Network trained on this and other HARP data sets (Allen et al., 2021). The recordings were binned into 75-s intervals, and marked as either positive or negative for humpback song presence based on a threshold that gave a precision of 0.97 and recall of 0.93. The minutes per hour with humpback whale presence were calculated and divided by the recording effort in that hour, to determine the percentage of humpback-whale-positive minutes per hour.




Examining Variability in the Soundscape


Diel and Seasonal Trends

Graphs of detections were generated in MATLAB to assess trends over time, including diel and seasonal cycles. Because each deployment spanned many days, and therefore many diel cycles, there was nearly equal effort for all hours of the day within each deployment and across the full data set. Additionally, it was assumed that daily cycles of signal presence did not change seasonally. In contrast, there was a notable difference in effort from season to season, with much lower effort during spring months, particularly March and April, which greatly reduced the power of our analysis to distinguish between real seasonal variation in signal presence and the effect of different amounts of effort. Given this limitation, any seasonal patterns due to springtime increases or decreases were not considered further.

Correlations between the band-level soundscape metrics and the detector-generated, single-source products across the full time series were calculated using the non-parametric Pearson’s linear correlation coefficient, which results in a rho value of 1 or −1 for perfect correlation and 0 when there is no correlation. Additionally, p-values were calculated to indicate the likelihood that the amount of correlation occurred by chance. For the vessel detections, where the duty cycle had a notable impact on the performance of the detector, the correlation was also calculated on a per-deployment basis, to assess the correlation with different duty cycles. For the humpback whale calls, which are intensely seasonal, the correlation was calculated only during the winter season when they are expected to be present.



No-Vessel Periods

Throughout the monitoring period events occurred that temporarily reduced or ceased vessel traffic in the region of the HARP, particularly tsunami and hurricane warnings. These time periods were identified based on a list of regional hurricane events (NOAA National Hurricane Center2) and personal knowledge of other events (e.g., the 2011 Tohoku, Japan Earthquake). For each event, long-term spectral averages were examined to determine whether there were any daytime periods longer than 6 h with no vessel or echosounder activity. Two events were identified for further analysis: the passages of Hurricane Iselle (August 8, 2014) and Hurricane Darby (July 24, 2016) (Table 2). During each of these no-vessel periods, the presence of biological signals was monitored and soundscape metrics were computed. We examined each event by looking at a time period that spanned 2 weeks before the event through 2 weeks following the event, and plotted multiple signal types during that time window, including wind speed measurements from the Kona International Airport, odontocete detections, vessel and echosounder detections and sound energy in different frequency bands. Multiple frequency bands were examined, including the 125 Hz, 250 Hz, 500 Hz, 2 kHz, 4 kHz, 10 kHz and 20 kHz octaves and a 1-Hz band spanning 900–901 Hz. Additionally the mean spectra were plotted for 20-1,500 Hz for data from daytime hours and from nighttime hours during each no-vessel period and during matching hours from 1 week (7 days) prior to each period.


TABLE 2. Start and end times of the no-vessel periods, and distance to point of closest approach during Hurricanes Iselle and Darby.
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RESULTS


Trends in Soundscape Metrics

The entire data set can be viewed as a set of annual long-term spectral averages of each calendar year (Figure 2). This view demonstrates the remarkable extent of the data over time, and also illustrates gaps or changes in monitoring effort (e.g., limited coverage in March throughout all years). The long term and seasonal trends were subtle, with relatively constant soundscape composition across all years and most seasons. The soundscape at lower frequencies (<1,000 Hz) did vary seasonally (Figure 3), with higher levels across all frequencies during winter months (January/February/March). Spring, summer and fall seasons had similar energy across all frequencies in the 10–1,000 Hz range.
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FIGURE 2. Annual long-term spectral averages over the entire data set from deep water near Kona, Hawai’i. Frequency is along the y-axis (10–1,000 Hz), while time is along the x-axis (Jan–Dec). Sound intensity is shown in color, from lowest (dark blue) to highest (red).
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FIGURE 3. Low-frequency (10–1,000 Hz) spectra from four seasons over all years. Median levels were higher for winter (blue), including a peak around 20 Hz for fin whale calls and peaks in the 100–200 and 300–400 Hz ranges for humpback whales. Variability is indicated by black dotted lines showing the 90th percentile in winter and 10th percentile in summer.




Anthropogenic Signal Detection and Correlated Soundscape Metrics


Vessel Detections

Nearby vessel detections were best correlated with energy in the 4 kHz octave for deployments with continuous data (rho = 0.43, p < 0.0001). For deployments with a long gap between duty cycles (e.g., > 10 min) the correlation dropped significantly, such that across the entire data set the correlation for individual deployments varied widely (rho = 0.02-0.51). There was a strong diel pattern, with vessels detected predominantly between sunrise and sunset (Figure 4), similar to what was seen for the detection of vessel-based echosounder pings (see below). There was no notable seasonality to vessel detections, with consistently high levels of detections all year [average of 14 min of vessel presence per hour (23% of each hour) during daytime hours (06:00–20:00 local time)].
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FIGURE 4. Diel pattern of the average percentage of minutes per hour with nearby vessel detections in continuously sampled deployments (thick black line) and the median sound energy in the 4 kHz octave (thick red line) in the same data per hour of the day local time (HST). The standard deviation of the vessel detections (dotted black line) and 75th percentile of the sound energy (dotted red line) are also shown. Dark gray region indicates nighttime, light gray region indicates dawn/dusk, white region indicates daytime.




Echosounder Pings

A nominal 50 kHz ping was the most commonly detected echosounder frequency. Comparison of the number of echosounder pings per minute in each hour of data and the mean hourly sound energy in a 100 Hz-wide band spanning 50-50.1 kHz revealed a moderate correlation across the entire data set (rho = 0.45, p < 0.0001). There was also a very strong diel pattern, with the vast majority of echosounder pings detected during daylight hours (Figure 5). A seasonal pattern was also evident, with approximately double the number of pings in summer (July-September) than in winter and spring (November-May) (Figure 6). Detailed examination of the echosounder signals over time revealed that the noise from echosounder pings is persistent, with 50% of detections having a received level exceeding 130 dB re 1 μPa.
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FIGURE 5. Diel pattern of the average number of echosounder pings per hour (thick black line) and average energy in the 50 kHz band (50.0-50.1 kHz, thick red line). The standard deviation of the echosounder detections (dotted black line) and 75th percentile of the sound energy (dotted red line) are also shown. The majority of nighttime energy in the 50 kHz band is likely due to echolocation clicks from odontocetes, while the “notches” at dawn and dusk in that energy band are due to a decrease in both echosounder ping and odontocete click energy.
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FIGURE 6. A seasonal pattern is shown for echosounder pings (bold black line) and energy at 50 kHz (50.0-50.1 kHz band, thick red line), with approximately double the number of pings during summer (July and August) compared to the winter and spring (November-May). The standard deviation of the echosounder detections (dotted black line) and 75th percentile of the sound energy (dotted red line) are also shown. Monthly labels located on first day of each month.





Biological Signal Detection and Correlated Soundscape Metrics

Examination of the seasonal spectra (Figure 3) revealed an increase in energy in the winter months (blue spectrum), specifically in the 100-500 Hz band, which corresponds to the presence of humpback whale song. The fall, winter, and spring (October-April) spectra included a peak around 20 Hz, which indicates the presence of fin whale calls (Širović et al., 2013). Additional energy in the low-frequency spectra may be attributable to various fish species, many of which are known to generate a wide variety of sounds. Signal-specific detectors were not implemented for baleen whales other than humpback whales (see below) or for fish sounds, so further analysis of the contribution of these signal types is not included in this study.


Humpback Whale Detections

The automated detections of humpback whales correlated best with the energy in the 125 Hz octave. Although there was only a small correlation when looking at the whole year (rho = 0.22, p < 0.0001), the correlation improved when the data were limited to just the winter months when this species was expected to be present near Hawai’i (rho = 0.30, p < 0.0001). During this season, the increasing energy in this frequency band paralleled the increasing number of humpback-positive-min per day (Figure 7). There was no notable diel pattern in humpback whale detections.
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FIGURE 7. Comparison of mean daily percent of humpback whale positive minutes per hour (black stars, left axis) and median daily 125 Hz octave levels (blue triangles, right axis). Peak presence of humpback whales (mid January-early March) overlaps with the peak energy in the 125 Hz octave (mid February–mid March). Monthly labels located on first day of each month.




Odontocete Click Detections

The clicks of odontocetes were detected throughout the data set, and reveal an intensely nocturnal pattern (Figure 8), with the vast majority of detections happening during dusk and night, less during dawn and day. The energy in the 31.5 kHz octave was well correlated with the number of odontocete positive minutes per hour (rho = 0.50, p < 0.0001). There was no seasonality in odontocete detections.
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FIGURE 8. Diel trend in the average number of delphinid echolocation clicks per minute in each hour of the day (thick black line). The average median sound energy in the 31.5 kHz octave, integrating 26–56 kHz (thick red line), in the same data per hour of the day local time (HST). The standard deviation of the delphinid detections (dotted black line) and 75th percentile of the sound energy (dotted red line) are also shown. Dark gray region indicates nighttime, light gray region indicates dawn/dusk, white region indicates daytime.





No Vessel Periods

The duration of the no-vessel periods were approximately 38 h during Iselle and 33 h during Darby. During each of the 2-week periods around each hurricane there was only a slight correlation between the wind speed and the best-correlated soundscape metric (the 1-Hz wide band at 900 Hz, rho = 0.2, p < 0.0001 for each storm). Wideband spectral plots revealed changes in the overall energy levels during the storms (Figure 10). First, both no-vessel periods had lower sound energy during daytime hours between ∼150 and 800 Hz (Figures 10A,B). These are the frequencies with the majority of vessel energy at this site, as shown in the example spectrum and LTSA (Figures 10E,F), which contain a representative hour with typical vessel passages. Second, the storms passed the HARP during different periods of the day, with Iselle present during the daytime (Figure 10A) and Darby present primarily during the nighttime (Figure 10D). During Iselle the storm produced higher energy in frequencies above ∼200 Hz (Figure 10A, red line in red shaded box), but this energy was still not as high as when vessels were present the week before (Figure 10A, black line). In contrast, the energy was elevated at all frequencies above 30 Hz (Figure 10D, red line in shaded box) during the passage of Darby.




DISCUSSION


Long-Term Monitoring of a Deep-Water Marine Soundscape

Motivated by the lack of detailed, wide-band, long-term analysis of marine soundscapes, we set out to assess trends at one nearshore, deep-water site over more than a decade. Here we provide an example of the soundscape in a tropical, deep-water, island-associated habitat, which we hope will be compared to underwater soundscapes from other locations. We looked for cyclical patterns on time scales as short as a day and as long as a year, and documented the sound sources that dominate this soundscape on diel, seasonal and inter-annual time scales at various frequencies, as well as signals that do not dominate the soundscape but contribute to the acoustic environment nonetheless.

The long duration, wide bandwidth, and recording depth of the data in the current soundscape analysis allow us to consider all sound sources within the hearing range of the animals found in this acoustic habitat. The lowest frequency sounds (e.g., 20 Hz) are likely heard by large baleen whales such as blue and fin whales (Erbe, 2002) and may also be sensed by many fish or invertebrates. The highest recorded frequencies (160 kHz) capture signals like the echolocation clicks of Kogia spp. (with energy above 120 kHz) that are above the hearing capabilities of many, but not all, marine mammals (e.g., Szymanski et al., 1999; Li et al., 2011).

In addition to the duration and frequency range of the data set, we were also presented with challenges in how to efficiently analyze the data, considering the total size of the data set and the complexity of the signals present. While a general spectral analysis is useful, and reveals some of the important signals in the soundscape, such as the seasonal presence of humpback whales (Figure 7) or the incessant pinging of echosounders at 50 kHz (Figure 6), much of the detail and nuance is lost in this wide view. To explore some of the smaller-scale details we employed a large suite of analysis tools, each with its own challenges and limitations, and each requiring different levels of human input and expertise. Computer-based methods were essential to analyzing the full data set in a reasonable time frame. A similarly multi-faceted analysis scheme will likely be required for most large-scale, underwater soundscape analysis projects going forward.

The long-term perspective, as shown in the annual long-term spectral averages (Figure 2), allows us to draw some overall conclusions about the soundscape at this location over more than 10 years. Notably absent are strong seasonal or long-term changes, with sound sources and levels being relatively stable and consistent over seasons and years. This is as expected, given the tropical latitude and water depth, which combine to mediate most of the seasonal impacts seen in soundscapes at higher latitudes and/or in shallow water environments (e.g., Haver et al., 2017, 2019). There is a slight seasonal pattern, seen most clearly in the spectra in Figure 3, with increased energy across all frequencies in the winter, likely due to seasonal increases in wind speed and storm-generated noise, as well as localized peaks in the frequencies that correlate with the seasonal presence of humpback and other baleen whale calls. Across all frequencies the wintertime sound energy increase is approximately 2-3 dB. In the long-term view we also notice the consistent presence of energy from vessels (Figure 4), shown as higher energy in lower frequencies (∼150-20 kHz) across all years. With such chronic noise this is clearly not a pristine environment, despite being comparatively remote from continents.

Previous research by Širović et al. (2013) using a subset of these data (∼91 days from fall/winter of 2009, 2010 and 2011, 10-1,000 Hz frequency band) provided some initial findings, upon which we expanded. We found similar seasonal patterns, particularly the winter presence of humpback and fin whales. We also confirmed their initial findings of increased energy during daytime hours. We can attribute that increase to vessel presence based on our vessel and echosounder detections. Širović et al. (2013) identified a daily peak in energy at 500 Hz around 20:00 local time, which is also revealed in our data in the nighttime spectra in Figures 10C,D and as a pulse of energy seen just after sunset in the LTSAs for each hurricane passage (Figure 9). The exact source of this signal remains unknown, but its daily cycle and diffuse energy suggest it may be related to a fish chorus or other daily behavior, such as a diel vertical migration.
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FIGURE 9. No-Vessel Events during Hurricane Iselle (A) and Hurricane Darby (B). The pale red rectangle indicates the no-vessels event, pale gray rectangle indicates the period from 1 week prior, which is also plotted in Figure 10. Red star (*) in the top sub-plots indicates the time of closest approach of the hurricanes to the HARP. Sub-plots include smoothed vessels detections (black line, percent of minutes per hour with detections, 4-h smoothing window), energy in a 1 Hz band spanning 900-901 Hz (red line, dB re μPa2/Hz), wind speed (blue line, meters/second), and a long term spectrogram from 0 to 3 kHz, with sound intensity indicated by color, from least intense (blue) to most intense (red). Night and day phases are indicated by the bottom bar, with black representing night and white indicating dawn, day and dusk.
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FIGURE 10. Median spectra (20–1,500 Hz) during the no-vessel periods (red) of Hurricanes Iselle (A,C) and Darby (B,D) and corresponding day and night from a period 1 week prior to the storms (black), with 10th and 90th percentiles (dotted lines) to indicate variability. Periodic spikes in spectra are due primarily to HARP self-noise and do not represent signals in the broader environment. See (D) for labeled example. Elevated spectral levels due to storm energy are indicated by red shaded boxes (A,D). Also shown are spectra (E) and a spectrogram (F) for an example hour with vessel passages that are typical of this data set, having minimal energy below 150 Hz.




Contributions of Anthropogenic Signals

The nearshore waters of Hawai’i are much-used for many human activities, most of which generate underwater noise. The diurnal presence of vessels and echosounder pings (Figures 4, 6) was expected, given the known diurnal patterns of humans in the area. Such diel trends have been documented in this soundscape at lower frequencies (∼500 Hz) by Širović et al. (2013). However, the extent and persistence of the acoustic presence was remarkable. The chronic daytime vessel noise is likely coming from both smaller sport-fishing as well as commercial fishing vessels. The typical schedule of these vessels is to depart a nearby harbor each morning around sunrise, travel to various established fishing locations, including a fish aggregating device that is located in the same area as the HARP, and then return to shore in the evening.

Despite being over deep water, sounds from these vessels, particularly propeller cavitation and engine noise, introduce acoustic energy into the local environment as revealed by the constant, lower frequency (< 5,000 Hz) energy in our data (Figures 2, 4). Although the duration of each vessel passage is relatively short (∼15-30 min), the number of encounters per day (∼1-5 per hour during daylight hours, for an average of 14 min of vessel presence per hour during daytime hours, reveals the considerable impact this sound source may have on the area across a wide frequency band (10 Hz-50 kHz), similar to what was found by Putland et al. (2017). Also, given the broadband nature of these signals, they are likely to cause significant masking for many marine animals, including protected marine mammal species, whose acoustic signals and hearing ranges fall well within this frequency band (e.g., humpback, pilot, killer and sperm whales, etc.).

We found that the frequency spectra produced by most vessels in our data was different from what is typically described for underwater commercial vessels. Unlike large ships that have considerable energy below 100 Hz (e.g., McKenna et al., 2012b and McKenna et al., 2013), the energy in the vast majority of vessel passages near the Hawai’i HARP peaked between 200 and 400 Hz, and dropped off below 150 Hz (Figure 10E,F). This may be a result of propagation, or due to the majority of vessels being smaller in size, or a combination thereof. This difference in sound signature may help explain a lack of correlation found by Širović et al. (2013) who found no relationship between the energy in a 40 Hz band at this site and the presence of vessels detected using the Automated Identification System (AIS). If most of the vessels passing this site are smaller it is likely that they do not transmit AIS signals. Therefore they would not be included in any AIS-based monitoring, as was found by Magnier and Gervaise (2020), who determined that less than 4% of vessels near their site in the Pelagos marine sanctuary in the Mediterranean were using AIS systems. Similarly, Cholewiak et al. (2018) determined that non-AIS vessels contributed significantly to the noise in the Stellwagen National Marine Sanctuary, reducing the communication space of baleen whales by approximately 30%. Similar conditions may be impacting the cetaceans off Hawai’i, and should be taken into consideration when assessing the environmental impacts of any noise-generating human activities.

In contrast to the broadband signals from vessel engines and propeller cavitation, echosounder pings are very narrow band, with each ping generally being only a few Hertz in bandwidth. However, despite the limited frequency band, the signals have considerable energy, with a median energy per ping being 130 dB re 1 μPa at this site. Echosounder pings have not been reported in other soundscape studies, perhaps because they tend to be above the frequency range of many passive acoustic monitoring systems. Yet, the frequencies of these pings and the side-lobes of higher frequency pings are within the hearing range of many marine mammals, particularly odontocetes (Deng et al., 2014). The biological impact of the near-constant daytime pinging at this location should not be underestimated and may be impacting marine mammals in the area. It is fortunate that there appears to be some temporal acoustic niche separation, with anthropogenic noise not overlapping with the majority of echolocation clicks from delphinids, because of their nocturnal behavior (Figures 4, 5, 8). However, the possibility of significant physical or acoustic interactions during dawn and dusk should be explored further, and anthropogenic noise may still impact their daytime resting even when they are less acoustically active. Additionally, several species of odontocetes are active and detected at this site during all hours of day and night (e.g., Baumann-Pickering et al., 2014; Merkens et al., 2019), increasing the chances of acoustic overlap and masking for those species.

We observed a seasonal trend in echosounder pings, with an approximate doubling of detections during summer months (June–September) (Figure 6). This likely reflects the seasonality of tourism as well as chances of good weather, both of which are higher during the summer. The corresponding lack of a seasonal pattern for vessel detections may be the result of echosounders pinging while vessels are moving slowly or drifting and therefore not generating detectable levels of sound energy. This disconnect may also be due to the detector function, where the threshold for “presence” shifts dynamically based on the overall energy in each individual 2-h window. Windows with almost no vessel noise and a single higher-energy passage (e.g., during a month with less overall vessel activity) might result in a similar detection rate as windows with a high baseline of vessel noise (e.g., during peak summer months) and a single higher-energy passage. Despite this potential limitation in detector performance there are currently no other options available for automated detection of vessels, and overall performance was found to be satisfactory by validating a subset of manual vessel detections. Further analysis to assess the impacts of this dynamic detection method and improvement of this detector are beyond the scope of the current work.

We considered whether soundscape metrics could be used as a proxy for anthropogenic signals, and found that this depends greatly on the signal type and the detection method. The automated vessel detections (Figure 4), may work well at a location where the vessel passages are distinct from each other and when analyzing a continuous recording, which could result in a high correlation with the soundscape metrics (e.g., energy in the 4 kHz octave). However, when the data are duty cycled, or there is a constant, high level of vessel energy, the correlation suffers. This varying performance reveals that the soundscape metrics could possibly be used as a proxy for vessel passages, but more importantly, the impact of recording parameters and ambient noise conditions on detector performance should be considered. In contrast, detection of the echosounders was much more consistent across time and with low variability in ambient noise conditions at higher frequencies, resulting in a strong correlation between the soundscape metric (50-50.1 kHz band) and the automatic detections. In this case, the sound energy measurements can be used reliably for monitoring the presence of echosounder pings over time.



The Contribution of Biological Signals

While anthropogenic sounds were shown to be prevalent throughout the time series, biological sounds are also significant contributors to the soundscape at this location. The dominant driver of seasonal change in frequencies below 1,000 Hz was the wintertime songs of humpback whales (Figures 3, 7). These results confirm the earlier findings by Širović et al. (2013), who found humpback whales and other baleen whale species were an important component of the soundscape at multiple sites in the North Pacific.

Our analysis revealed only a small correlation between automated humpback whale detections and soundscape metrics, which have been used by other researchers to monitor and quantify humpback whale presence at other locations in the Hawaiian Islands (e.g., Au et al., 2000; Kügler et al., 2020). There were likely other sound sources in our data set contributing to the 125 Hz octave levels, adding to the signals of the whales in this band. There was possibly less energy from humpbacks at this location as chorusing generally occurs in shallower water. Perhaps most importantly, the humpback whale detector determined presence or absence of humpback calls in a 75-s bin and did not indicate the total number of calls in that bin. Call counts may correlate more closely with sound energy in that frequency band.

Another question to be explored is why humpback whale detections correlated best with the energy in the 125 Hz octave, when those calls are known to primarily span 200-1,000 Hz. One possible explanation is that the energy of vessels dominates the daytime soundscape between 150 and 1,000 Hz at this site, as described above. Given this potential masking, the frequencies just below the vessel energy may contain enough energy from humpback whales to produce a correlation. Examination of the correlation at a site without intense vessel noise may reveal a stronger relationship between humpback whale calls and the energy in a higher frequency band (e.g., the 250 or 500 Hz octaves).

Two additional details related to humpback whale detection patterns are revealed through examination of Figure 7. There is a subtle mismatch between the seasonal peak in the 125 Hz octave levels and the peak of humpback whale presence, and there are a few unexpectedly low soundscape metric levels in March and April. The overall mismatches are likely a result of the poor correlation between these two parameters, described above, particularly due to the methods of the humpback whale call detector, which does not discriminate between one whale call and many calls per 75-s window. The peak in the number of calls per hour may be more aligned with the peak in the 125 Hz band, but those measurements are not possible at this time. The low levels in March and April are likely an artifact of non-uniform sampling over time. As revealed in Figure 2, there is limited coverage of March and early April across the 11 years of monitoring, resulting in greater variability of all measurements during those months. Ongoing monitoring at this site during the spring months will hopefully reduce variability and reveal a clearer trend in both parameters.

In contrast to the humpback whales, our odontocete detections showed no seasonal trend, but were highly nocturnal. Although we did not identify the exact species present, many of the odontocetes in this region that produce clicks in the frequencies targeted by our automated detector (∼5–90 kHz) are primarily delphinids, some of which are known to have strong diel behavioral and acoustic cycles (e.g., Norris and Dohl, 1980; Lammers, 2004; Benoit-Bird and Au, 2009; Soldevilla et al., 2010; Wiggins et al., 2013). Most of these species are primarily nocturnal, with increased foraging at night and resting during the day. Because they rely heavily on echolocation for foraging, this behavioral pattern leads to increased acoustic activity at night (e.g., Henderson et al., 2011), which was very clear in our data set (Figure 8). The moderate correlation between the detection of odontocetes and the sound energy in an overlapping frequency band (31.5 kHz octave) indicates that the presence of odontocetes could be monitored using soundscape metrics as a proxy. Although the delphinids’ nocturnal behavior provides some temporal niche separation from the majority of anthropogenic activities and their associated sounds, there is overlap between these two signals during dawn and dusk, which may present opportunity for physical and/or acoustic interactions during these times. It is important to acknowledge that we did not include an analysis of delphind whistles in this study, and although the presence of whistles is very closely linked to echolocation activity for monitoring dolphin presence, we have not explored the contribution of this signal type to the overall soundscape.



No Vessel Periods

Two unique opportunities to explore the soundscape in the absence of anthropogenic noise (no close vessels or echosounder pings) arose from the passages of two hurricanes during the monitoring period (Figures 9, 10). The eyes of hurricanes Iselle (2014) and Darby (2016) passed close to the HARP (within 20–30 km) as the storms each moved past the southern end of the island of Hawai’i.

Iselle moved by the HARP during daytime hours, so the sound energy from wind and rain was present during the daytime (Figure 10A), and was nearly absent from the nighttime soundscape (Figure 10C). This revealed that the storm was characterized by broadband energy at frequencies of approximately 150 Hz and higher (Figure 10A, red), but that the noise from this storm was not higher energy than the typical noise from vessels in those same frequencies (Figure 10A, black).

In contrast, Darby was present near the HARP primarily at night, so we saw lower levels across all frequencies in the daytime spectra due to the absence of vessels (Figure 10B, red), and very elevated levels across all frequencies above 40 Hz in the nighttime spectra due to the storm (Figure 10D, red). This aligns generally with the results of Wiggins et al. (2016) who found a marked increase in sound energy above 300 Hz during the passage of a hurricane close to a HARP in the Gulf of Mexico. Examination of the LTSAs in Figure 9 show that the sound from the storms is slightly different from the daily sounds of vessels, with energy distributed more diffusely across a wider frequency range.

There was a small correlation between wind speeds and sound energy levels at 900 Hz, which was the frequency band with the highest correlation of any of the bands that were tested. This soundscape metric appears to be a combination of energy from both wind and vessels, as shown in Figure 9, such that it reflects vessel presence when vessels are present (e.g., daytime) and reflects wind energy when vessels are absent (e.g., nighttime or during a no-vessel event). The overall low correlation between wind speed and the soundscape metric is likely due to masking of the dominant wind frequencies by vessel noise and to local variations in wind speed due to the topography of the island of Hawai’i, as well as the distance between the HARP site and the nearest wind speed monitoring station, which is onshore at the Kona International Airport.

The passages of both hurricanes also revealed some nuanced human behavior. On one hand, people were eager to maximize time at sea, with vessels present as soon as sunrise on the day after the storms passed. In contrast, the uncertainty and risks associated with the passage of a hurricane are highlighted by examining the time series of wind speed during Hurricane Darby (Figure 9B). Wind speeds were highly variable during the storm, but were not notably higher than a week prior, yet vessels did not leave the dock during the storm. This discrepancy may also be impacted by the issues associated with the wind speed monitoring station described above. Whatever the cause, it seems that wind speeds are not a direct correlate to the presence or absence of vessels.

It is clear that during both Hawaiian hurricanes the absence of vessels had a large impact on the soundscape, even if the addition of sound energy from the storms themselves prevented an assessment of daytime ambient noise under lower wind conditions.




CONCLUSION

In conclusion, we have shown that the soundscape off Hawai’i, monitored for more than a decade, includes a large variety of sound sources, some with clear patterns over diel and seasonal scales. This exceptionally large data set required analysis using both manual and automated methods, and we have demonstrated multiple tools that could be used to explore similar trends over short and long time scales in other data. The variability in the presence of sound sources over these different time scales must be considered when attempting to use passive acoustics for long-term monitoring or abundance estimation, and when assessing how anthropogenic activity may be impacting marine animals. We hope future soundscape studies will attempt to monitor over long time periods and across wide frequency bands, particularly in the mostly-unexplored deep ocean that covers the majority of the surface of the Earth.
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Chronic low-frequency noise from commercial shipping is a worldwide threat to marine animals that rely on sound for essential life functions. Although the U.S. National Oceanic and Atmospheric Administration recognizes the potential negative impacts of shipping noise in marine environments, there are currently no standard metrics to monitor and quantify shipping noise in U.S. marine waters. However, one-third octave band acoustic measurements centered at 63 and 125 Hz are used as international (European Union Marine Strategy Framework Directive) indicators for underwater ambient noise levels driven by shipping activity. We apply these metrics to passive acoustic monitoring data collected over 20 months in 2016–2017 at five dispersed sites throughout the U.S. Exclusive Economic Zone: Alaskan Arctic, Hawaii, Gulf of Mexico, Northeast Canyons and Seamounts Marine National Monument (Northwest Atlantic), and Cordell Bank National Marine Sanctuary (Northeast Pacific). To verify the relationship between shipping activity and underwater sound levels, vessel movement data from the Automatic Identification System (AIS) were paired to each passive acoustic monitoring site. Daily average sound levels were consistently near to or higher than 100 dB re 1 μPa in both the 63 and 125 Hz one-third octave bands at sites with high levels of shipping traffic (Gulf of Mexico, Northeast Canyons and Seamounts, and Cordell Bank). Where cargo vessels were less common (the Arctic and Hawaii), daily average sound levels were comparatively lower. Specifically, sound levels were ∼20 dB lower year-round in Hawaii and ∼10-20 dB lower in the Alaskan Arctic, depending on the season. Although these band-level measurements can only generally facilitate differentiation of sound sources, these results demonstrate that international acoustic indicators of commercial shipping can be applied to data collected in U.S. waters as a unified metric to approximate the influence of shipping as a driver of ambient noise levels, provide critical information to managers and policy makers about the status of marine environments, and to identify places and times for more detailed investigation regarding environmental impacts.

Keywords: passive acoustic monitoring, anthropogenic noise, soundscape, automatic information systems, biologically important areas


INTRODUCTION

Underwater acoustic environments are composed of many complex sound sources, collectively defined as the soundscape. Within a soundscape, underwater sound sources can be grouped into three main components: biological (e.g., whales, fish), natural abiotic (e.g., wind, underwater earthquakes) and anthropogenic (e.g., vessels, sonar, airguns). Sounds emanating from these biological, physical, and anthropogenic sources vary by intensity and duration as well as frequency range and temporal occurrence. As technological advances in underwater monitoring have facilitated the ease and duration with which we can record and analyze underwater sound, researchers and conservation-oriented organizations have recognized the importance and value of monitoring underwater soundscapes (Firestone and Jarvis, 2007; Gedamke et al., 2016; Tyack, 2018; McKenna, 2020). Combined with research focused on the effects of increasing underwater sound levels on marine species (including whales, fish, and invertebrates), monitoring and documenting underwater sound levels provides critical information about the status of marine environments to managers and policy makers.

In the United States of America (U.S.), increasing noise in underwater soundscapes is both a concern and a priority research topic for the National Oceanic and Atmospheric Administration (NOAA), the government agency responsible for managing and conserving marine ecosystems and resources (Gedamke et al., 2016). Within a soundscape, species that rely on sound for critical life functions (e.g., foraging, reproduction, navigation, predator avoidance) share acoustic space with other natural, physical, and anthropogenic sound sources. These species evolved to use sound as their primary sensory modality in the presence of natural physical sound sources, but only in the past century have they had to adapt to the presence of anthropogenic sound sources. Additionally, anthropogenic sounds are often both higher in intensity and longer in duration (or chronic) compared to pulsed disturbances from natural physical and other biological sound sources (Duarte et al., 2021). Decades of research on the effects of noise on marine animals has established that exposure to anthropogenic noise such as shipping, seismic airguns, construction, and sonar, can be detrimental to acoustic habitats and have negative impacts on the life history of soniferous species (Richardson et al., 1995; Thomsen et al., 2020).

Over the past few decades, NOAA, the U.S. National Park Service, and conservation-focused non-governmental organizations have prioritized monitoring ocean noise and global soundscapes, guiding underwater acoustic research efforts toward quantifying long-term sound level trends. Numerous studies have focused on quantifying and comparing changing underwater ambient soundscape conditions, and while they have arrived at different conclusions regarding the current state of underwater noise (Andrew et al., 2002; McDonald et al., 2006; Chapman and Price, 2011; Miksis-Olds and Nichols, 2016), all agree that commercial shipping is a significant and growing global noise source.

The overwhelming majority of goods traded worldwide travel by ship at some point in the journey from origin to destination. There are very few areas of the ocean that are not affected by vessel traffic, but locations that are isolated from major ports and shipping lanes are typically quieter than those areas that are not (Haver et al., 2019). Cargo vessels in particular are bigger, louder, and faster than other vessels—and the global fleet is growing rapidly both in terms of vessel number and vessel size and power (Frisk, 2012; Erbe et al., 2019; UNCTAD, 2020). For example, compared to vessels constructed around the year 2000, container ships being built today are overall four times as large and new oil tankers are nine times bigger (UNCTAD, 2020) and commercial shipping activity is predicted to continue to increase in coming years (Kaplan and Solomon, 2016).

Vessel noise contributes to underwater soundscapes from frequencies as low as 10 Hz to as high as 10 kHz, depending on vessel size and speed (Wenz, 1962; National Research Council, 2003). Cargo shipping is prevalent throughout the northern hemisphere (Pirotta et al., 2018), contributing low-frequency noise (< 1 kHz) near port cities and along shipping routes. In high-use areas of heavily trafficked shipping lanes near large port cities, additive energy from multiple vessels can chronically increase ambient sound levels over distances of tens to hundreds of kilometers depending on environmental variables (e.g., bathymetry, water temperature profile) that facilitate sound propagation efficiency (Wenz, 1962; Urick, 1983; Andrew et al., 2002). Persistent presence of low-frequency shipping noise can chronically interfere with the life history of marine animals that vocalize within the same range (e.g., whales, pinnipeds) (Erbe et al., 2019). Therefore, it is important to monitor underwater sound in areas that are in close proximity to shipping lanes and large ports, as well as important environments for the life history of protected species [e.g., marine protected areas (see: Hatch et al., 2016) and biologically important areas (see: Van Parijs et al., 2015)].

In 2020, abrupt economic fluctuations and disruptions to human activities related to the COVID-19 pandemic changed the natural world, including acoustic environments (Derryberry et al., 2020; Thomson and Barclay, 2020). This disruption provided soundscape researchers the unprecedented opportunity of a natural experiment to measure how ocean sound levels may have changed in tandem with a volatile economy and shifts in human activities. However, to quantify changes for managers and policy makers as well as facilitate international research collaboration, 2020 fluctuations must be evaluated with standardized metrics and baseline data of historical conditions.

Monitoring low-frequency shipping noise can be challenging due to coinciding biological sound sources (e.g., whales, seals); however, energy detectors are an effective and adequate tool that can be applied to discriminate distinctive biological, anthropogenic, and natural physical sounds and then determine the approximate energy contribution of each source. There are currently no established U.S. standards for monitoring shipping noise in U.S. waters, though 40–60 Hz is a historically used frequency range regularly selected as proxy for all shipping noise (see: McDonald et al., 2006; McKenna et al., 2012b; Miksis-Olds et al., 2012; Širović et al., 2013). However, in the European Union, two one-third octave bands, centered at 63 and 125 Hz, are used as sound pressure level indicators for underwater ambient noise levels driven by shipping activity (EC Decision 2017/848).

Here we calculate 63 and 125 Hz one-third octave band sound levels across an array of marine soundscapes to evaluate whether they are indicative of commercial shipping activity in U.S. waters. Specifically, we follow the metrics outlined in the Marine Strategy Framework Directive (European Union, 2008; Tasker et al., 2010; Van der Graaf et al., 2012) to quantify sound levels during 20 months (2016–2017) of temporally aligned calibrated acoustic data sampled from five locations across the U.S. Exclusive Economic Zone. To evaluate if the 63 and 125 Hz one-third octave bands are an accurate proxy for nearby shipping activity, we compare these octave band sound levels to Automatic Identification System (AIS) vessel tracking data collected from each monitoring location. Since 2015, the U.S. Coast Guard requires most commercial, towing, passenger, and fishing industry vessels to carry AIS transponders1 which emit position and identification information that can be read by satellite and terrestrial receivers. These individual data points can be composed to provide records of individual vessel movement throughout the ocean. The five sites selected for comparison span all regions of the U.S. Exclusive Economic Zone in the North Atlantic, Gulf of Mexico, Western Arctic, Northeastern Pacific, and central North Pacific, and include a National Marine Sanctuary and a National Marine Monument, and are all established monitoring sites included in the NOAA and National Park Service Noise Reference Station Network (Haver et al., 2018).



MATERIALS AND METHODS


Passive Acoustic Instrumentation

Temporally overlapping acoustic data were collected from 1 January 2016 through 31 August 2017 at five locations dispersed throughout the U.S. EEZ (Figure 1): Beaufort Sea, Alaskan Arctic (72.44° N, 156.55° W), North of Oahu Island, Hawaii (22.33° N, 157.67° W), Gulf of Mexico (28.25° N, 86.83° W), Northeast Canyons and Seamounts Marine National Monument, North Atlantic (39.01° N, 67.27° W), and Cordell Bank National Marine Sanctuary (37.8° N, 123.4° W). Each site was selected for inclusion based on general conservation concerns for potential use conflicts between humans and endangered marine species, as well as site-specific management needs such as shifting seasonal sea-ice conditions in the Arctic due to climate change. The five sites are all part of a calibrated U.S.-wide system of autonomous underwater hydrophone (AUH) moorings, the NOAA/National Park Service Noise Reference Station Network (Haver et al., 2018). To maintain comparable datasets, a single calibrated AUH was deployed at each site. Each AUH was programmed to sample at 5 kHz and suspended from a bottom-mounted mooring in the deep sound channel (see Haver et al., 2018 for equipment details). During the 20-month data collection period, approximately 13 months of data gaps exist across three sites (Hawaii: 23 December 2016–31 August 2017, Gulf of Mexico: 14 March 2016–12 April 2016, and Northeast Canyons and Seamounts National Monument: 1 January 2016–25 April 2016). There were no data gaps in the data collected in the Beaufort Sea or Cordell Bank National Marine Sanctuary. In total, 87 months of acoustic data were included in analysis.
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FIGURE 1. Locations of the five NOAA/NPS Noise Reference Station Network sites where passive acoustic and vessel transit data were sampled between 1 January 2016 and 31 August 2017. A magnified image for each site shows AIS vessel track lines (orange) within each 20 km buffer radius, except at the Beaufort Sea site where both 20 and 150 km buffer circles are shown (see section “Materials and Methods”). The small black dot within each buffer represents the location of the hydrophone. Note that the shape of each buffer varies due to map projection.




Quantifying Sound Levels

To calculate 63 and 125 Hz one-third octave band (TOB) sound levels, hourly averaged narrow-band (1 Hz) power spectral density levels were summed across the two TOBs of interest (56–71 Hz and 112–141 Hz, respectively), averaged (mean) in 24-h bins to obtain daily values, and converted to decibels (dB re 1 μPa, hereafter dB). A 14-day moving average was calculated for each site from daily mean values.



Extracting Automatic Identification System Vessel Tracking Data


Buffer Radius

Satellite and terrestrial-based AIS data records from January 2016 through August 2017, within a 20 km circular buffer around each AUH deployment location, were queried for activity mirroring the timeline of acoustic data collection. As vessel noise is not directionally consistent, and also varies significantly with speed and tonnage (Wenz, 1962; Urick, 1983; Zhang et al., 2020; Zobell et al., 2021), we selected a conservative buffer radius to ensure that a commercial shipping vessel tracked within the buffer via AIS would also increase the 63 and 125 Hz TOB sound levels at a hydrophone site. A buffer of 20 km was determined using the passive sonar equation (∼67 dB transmission loss for 63 and 125 Hz at 500 m depth) to be the approximate range that noise from a typical commercial shipping vessel would be received at the hydrophone in excess of ambient sound levels at all of the five unique acoustic environments (see example source level calculations in Gassmann et al., 2017 and Zhang et al., 2020). The variation in ambient sound levels across sites and time would either increase distance at which vessel noise contributes to the sound field when sound levels are lower from other sources (e.g., wind) or decrease distance when sound levels are higher from other sources. Although vessel noise from further afield could be detected above ambient sound under certain conditions at some locations (e.g., a deep-water convergence zone could amplify vessel noise), limiting the standardized buffer to 20 km across all sites minimized the probability of tracking vessel movement that may not impact the sound field at the hydrophone (Bassett et al., 2012).

Following initial data query, results of vessel movement within the Beaufort Sea 20 km buffer zone was determined to be misleading due to distance between the hydrophone and the majority of regional vessel activity occurring very close to shore and the relatively low ambient sound levels. Furthermore, sound propagates much more efficiently in high-latitude waters (surface duct propagation) compared to the mid- and low-latitudes where the other sites were located. Therefore, a secondary buffer of 150 km (inclusive of the entire distance from Alaskan shoreline to the hydrophone site) was queried for the Beaufort Sea site. Using the passive sonar equation, we calculated that transmission loss of a signal in the study frequency bands would be ∼75 dB over 150 km at the Beaufort Sea hydrophone depth of 500 m. Given the distinctive acoustic environment of the Beaufort Sea, inclusion of a second expanded buffer was determined to be important for capturing vessel presence at this site; however, the buffer size for other sites was not revised as 150 km is generally too large a radius to reliably detect vessel activity over ambient sound levels in more densely trafficked and lower-latitude regions.



Vessel Types

AIS records for all Type A and Type B2 vessels (including ships > 300 gross tons and commercial passenger vessels) within each buffer zone were queried into unique transits defined by the start and end times for entering and exiting the buffer radius around each recording site. In addition to start and ends time, we collated the name, size (length, tonnage), and vessel type for each entry. The nineteen vessel types were grouped into nine categories for analysis according to NOAA Marine Cadastre codes3: tanker, fishing, cargo, towing (including tug vessels), pleasure (including sailing vessels), passenger, other (including vessel types high-speed craft, search and rescue, military, law, dredging, Resol-18, and spare), reserved, and unknown. Vessel names for all entries with the vessel type “Unknown” were queried on in the Marine Traffic4 database to identify the type and relabeled. In a few instances no vessel type was available, and those entries remain classified as “Unknown.”



Monthly Vessel Activity Summaries

The monthly sum of vessel transits within the buffer radius of each hydrophone site were identified by querying the AIS data for unique results of date, vessel name, trip segment, and start and end time. Entries were flagged and ultimately excluded if the transit time or speed indicated an AIS transponder malfunction (e.g., impossibly fast speed over ground or distanced traveled) or in the case of duplicate entries where both satellite and terrestrial AIS logged a vessel’s movement. The total sum of vessel transits, distance traveled within the buffer (nautical miles), and time spent within buffer zone (counted in cumulative days) were calculated for each site and categorized by vessel type.



Environmental Variables


Sea Ice Coverage in the Beaufort Sea

Monthly records of sea ice extent at the Beaufort Sea site (72.443° W, 156.5517° N) from January 2016 through August 2017 were retrieved from the University of Alaska Historical Sea Ice Atlas (University of Alaska, 2020).



Wind Noise

Although wind can significantly increase sound levels in underwater soundscapes via surface agitating, the impact to ambient sound levels is primarily detected > 500 Hz (though sometimes as low as 100 Hz) (Wenz, 1962; Urick, 1983; Širović et al., 2013). Because the 63 and 125 Hz TOBs measured in this comparison are primarily below the ∼100–500 Hz lower limit for wind driven noise, we did not take extra steps to quantify the acoustic impact of wind in this comparison.



RESULTS


Sound Levels

Daily 63 and 125 Hz one-third octave frequency band (TOB) sound levels measured in the Gulf of Mexico, Northeast Canyons, and Cordell Bank were of higher energy compared to Hawaii and the Beaufort Sea (Figure 2). Moving average (14-day) TOB sound levels for both 63 and 125 Hz varied (minimum to maximum) by ∼5 dB throughout the 20-month time period at the Northeast Canyons and Hawaii sites, and by ∼10 dB at the Cordell Bank site. In the Gulf of Mexico and Beaufort Sea, 63 and 125 Hz TOBs had a range of ∼15 dB across time periods. In the Gulf of Mexico, 63 and 125 Hz TOB sound levels were highest between January-March 2017, and lowest in January-March 2016 in the 63 Hz TOB and July–August 2017 in the 125 Hz TOB. Additionally, the highest sound levels measured in the Gulf of Mexico were also the highest sound levels observed across all sites. Across all sites, 63 and 125 Hz TOB sound levels varied over the widest range of dB in the Beaufort Sea; at that site sound levels were highest in both boreal spring (March-April) and late summer to early fall (August-October), and lowest in early summer (June-July) and November in both 2016 and 2017. The lowest sound levels measured in the Beaufort Sea were also the lowest sound levels observed across all sites (Supplementary Table 1).
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FIGURE 2. Daily one-third octave band sound pressure level measurements for 63 Hz (A) and 125 Hz (B) center frequencies (scatter plot) and overlaid 14-day moving average for five deep-water autonomous underwater hydrophone moorings from January 2016 through August 2017. Each mooring site is color-coded: Gulf of Mexico-green, Cordell Bank National Marine Sanctuary-yellow, Northeast Canyons and Seamounts National Monument-purple, Hawaii-red, Beaufort Sea Alaskan Arctic-blue.




Automatic Identification System Vessel Tracking

Monthly vessel activity at each site was summarized by the number of transits within a buffer, total nautical miles traveled within a buffer, and total time spent within a buffer (Figures 3, 4). The Gulf of Mexico site had the highest number of overall transits, more than double the number of cargo transits, and five times as many tanker transits as any other site (Figures 3, 4). The average number of monthly vessel transits in the Gulf of Mexico was 91, with a minimum of 59; 8 months had over 100 transits each (Figure 3). Cordell Bank had the second highest number of transits, averaging 41 transits per month, excluding an outlier of 166 transits observed in August 2017. Detailed review of AIS data revealed that half of the vessel transits detected in August 2017 were from three tug vessels transiting back and forth through the buffer repeatedly (83 transits). Monthly mean transits were comparatively much lower at the other three sites (Hawaii—14 transits/month, Northeast Canyons—9.2 transits/month, Beaufort Sea—0.5/month). With the increased 150 km buffer radius in the Beaufort Sea, the monthly mean number of transits increased to 34.5, still lower than the monthly mean number of transits in both the Gulf of Mexico and Cordell Bank.
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FIGURE 3. Site-specific histograms of the monthly sum of unique vessel transits within the buffer zone at each of the five deep-water autonomous underwater hydrophone moorings from January 2016 through August 2017. Inset histograms with lower y-axis limits show detail for the Northeast Canyons and Seamounts National Monument, Hawaii, and Beaufort Sea 20 km buffer zones. Results from the Beaufort Sea 150 km buffer zone are included in the bottom right panel histogram with blue axis and text.
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FIGURE 4. Site-specific histograms of the monthly sum of unique vessel transits (A), total distance traveled in nautical miles (B), and cumulative time measured in days (C) within the buffer zone at each of the five deep-water autonomous underwater hydrophone moorings from January 2016 through August 2017. Each vessel type is color-coded: cargo-indigo, tanker-cyan, tug-teal, pleasure-rose, fishing-wine, passenger-purple, other-ochre, reserved-olive, unknown-sand. Note that the Beaufort Sea 150 km buffer zone is included in the plot of number of transits (A) denoted with asterisk, but not on the total distance (B) or sum of time plot (C) due to the unequal comparison of the amount time spent within 150 km compared to 20 km for the other sites.


Distance traveled and total time within each site’s buffer radius, in additional to total number of transits, varied across the nine vessel types identified from the AIS data (Figure 4). The Gulf of Mexico, Cordell Bank, and Northeast Canyons saw mostly cargo vessels in transit. However, at these three sites, cargo vessels did not travel the most miles, nor did they spend the most time within the buffer. In the Gulf of Mexico and Cordell Bank, tug vessels traveled farther and spent more time within the buffer, while at Northeast Canyons, tanker vessels traveled comparatively further and spent more time within the buffer compared to cargo vessels. In Hawaii, fishing vessels were the most common, traveling more miles and also spending the most time inside the buffer area. Tankers were the second most common vessel type detected in Hawaii across all three variables of total transits, miles traveled, and time spent. The eight vessels that were detected within the Beaufort Sea 20 km radius were either fishing (two vessels) or classified as other, including three military, one search and rescue, one research, and one icebreaker. Within the Beaufort Sea 150 km radius, tug vessels transited through the larger buffer more than other vessel types.



Environmental Variables: Sea Ice Coverage in the Beaufort Sea

The Beaufort Sea is the only study site affected by seasonal ice coverage, which drives presence of both biological and anthropogenic sound sources (Moore and Laidre, 2006; Roth et al., 2012; Jones et al., 2014; Southall et al., 2020), as well as contributing significantly to the soundscape during seasonal freeze-up and melting (Milne and Ganton, 1964; Urick, 1971; Matsumoto et al., 2014; Menze et al., 2017). Monthly sea ice conditions at the Beaufort Sea site (72.443° W, 156.5517° N) varied seasonally, with peak ice coverage in the boreal winter and spring and open ocean in the late summer through early fall. Specifically, sea ice was compact/very close pack from January 2016 through May 2016, and December 2016 through May 2017. In June and July 2016, November 2016, and June 2017 sea ice was open drift/close pack. During July 2017 conditions were open water/very open drift, and from August 2016 through October 2016 and in August 2017 no sea ice coverage was detected (University of Alaska, 2020).



DISCUSSION

Our results show that internationally standardized sound level indicators for commercial shipping activity can be applied to acoustic recordings of U.S. marine environments to assess the relative contribution of shipping (primarily cargo, but also tanker) activity within the soundscapes. By separating vessel activity by vessel type, we were able to observe a positive linear correlation between mean 63 and 125 Hz one-third octave frequency band (TOB) sound levels and the number of cargo vessel transits at each site. Specifically, mean TOB sound levels were higher at the sites with cargo vessel activity within the buffer radius compared to sites with much less or no cargo vessel activity (R2 = 0.6, Supplementary Figure 1). Furthermore, we found that at the sites with cargo vessel activity, the TOB sound levels measured were consistently near to or higher than the international 100 dB threshold for environmentally healthy levels of low-frequency continuous sound (Tasker et al., 2010). We found that the three sites with consistent cargo vessel activity met or exceeded this sound level threshold year-round, whereas sound levels were lower at sites with very limited or no cargo vessel activity.


Commercial Shipping Traffic Increases Indicator Sound Levels

The sum of vessel activity for all vessel types (i.e., transits, nautical miles traveled, and/or time spent) within the buffer did not necessarily predict sound levels. For example, at the Hawaii site, more vessel activity was observed compared to the Northeast Canyons site, yet the sound levels measured at the Northeast Canyons site were much higher than at the Hawaii site. This difference was driven by the types of vessels active at each of these sites, as the vessel activity within the Northeast Canyons buffer radius was nearly entirely shipping (cargo and tanker), whereas in Hawaii fishing vessels were the majority of tracked vessel activity; they were nearly 18 times more common than cargo vessels. The specific frequencies included in the 63 and 125 Hz center frequency TOBs are better suited to predict large cargo vessel activity compared to other smaller vessel types, due to the average size and speed of cargo vessels. Cargo vessels (i.e., dry goods transport) are the largest vessel type transiting the ocean, followed closely by tankers, which transport only liquid goods. In general, larger vessels generate lower frequency sound and vessels moving at faster speeds generate more acoustic energy (i.e., higher sound levels) (Gassmann et al., 2017; Veirs et al., 2018). To apply a TOB measurement to predict movement of comparatively smaller vessels (e.g., pleasure, fishing vessels), higher frequencies need to be measured (ANSI/ASA, 2009).



Indicator Band Sound Levels Increase With Proximity to Commercial Shipping Lanes

The AIS records used to capture vessel movement near the site were limited to a standardized 20 km buffer radius around each hydrophone to capture the relationship between local vessel activity and sound levels; however, in some conditions and sites, noise from very large and fast-moving vessels (and other high-energy sound sources) could propagate to the hydrophone from outside the buffer. The 20 km range was selected to ensure that all vessel sound within the radius would be detected even at the sites with highest ambient sound levels and used as proxy for local vessel traffic. To accurately account for the influence of distant shipping noise, detailed sound propagation models would be necessary to quantify the maximum distance vessels could be detected at the site; such detailed modeling is outside the scope of this paper.

In the comparison between more local ship traffic and sound levels, we observed different relationships between not just the movement of vessels but the proximity to designated commercial shipping lanes. For example, the 63 and 125 Hz TOB sound levels measured at the Northeast Canyons sites were higher than those measured at the Cordell Bank site, but more vessel movement was observed at the Cordell Bank site compared to the Northeast Canyons (Figure 4). This difference can be at least partially attributed to the specific location of each site in relation to shipping lanes and major port cities; the Northeast Canyons site is in very deep water (∼3,500 m) in the North Atlantic, offshore of New York City, and the Cordell Bank site is on the continental shelf in the North Pacific, within approximately 100 km of the entrance to the San Francisco Bay. Because of the proximity of the Cordell Bank site to shore, more vessels traveled within the narrow buffer radius, but at a quieter, slower speed as they approached port. In comparison, the offshore location of the Northeast Canyons site is within listening range of many louder, faster-moving vessels that did not transit through the 20 km buffer radius. This listening range is also impacted by the immediate environment of the hydrophone site. For example, compared to the Cordell Bank site on the continental shelf, sound propagates more efficiently in the deep, shelf-adjacent environment of the Northeast Canyons site. Additionally, the precise location of the Northeast Canyons site between commercial shipping lanes may have created a convergence zone at the hydrophone. If the hydrophone site was within a convergence zone, the hydrophone would sample concentrated acoustic energy from vessels, similar to if the vessel sound sources originated much closer to the hydrophone (Urick, 1983). While these variations of the immediate environments of each monitoring site complicate cross-site comparisons, there is minimal impact to our ability to track within site trends unless shipping routes change.



Seasonal and Location-Specific Non-vessel Sound Sources May Increase Indicator Sound Levels at Specific Times


Seismic Airgun Activity

Vessels are not the only chronic, anthropogenic low-frequency contributors to underwater soundscapes. In addition to the higher amounts of shipping traffic likely transiting just outside of the buffer radius (but within acoustic detection range), nearly 250 h of seismic airguns were detected in the North Atlantic near the Northeast Canyons site in 2016 alone, likely increasing sound levels recorded at the Northeast Canyons site (Van Parijs, unpublished data; see methods in Wiggins et al., 2016). Arrays of seismic airguns generate, for weeks or months at a time, intense and repetitive low-frequency sounds (via large air bubbles) that are utilized to locate oil and gas under the seafloor, and have been repeatedly linked to increased sound levels in the Atlantic and the Gulf of Mexico (Klinck et al., 2012; Nieukirk et al., 2012; Wiggins et al., 2016; Haver et al., 2017).

Across the sites included in this comparison, the highest sound levels were recorded in the Gulf of Mexico. Although we did not specifically analyze the data for the presence of seismic airguns, it is highly likely that seismic airguns contributed to the 63 and 125 Hz TOB sound levels measured at the Gulf of Mexico site in addition to shipping vessel activity (Wiggins et al., 2016). In the Gulf of Mexico, sound levels were highest in both TOBs between January and March 2017, while the lowest levels in the 63 Hz TOB were observed between January and March 2016, and from July and August 2017 in the 125 Hz TOB. As the Gulf of Mexico is a high-use area for both shipping and seismic airguns, these seasonal differences are likely related to fluctuation of those activities. Although the Gulf of Mexico is home to many marine species, large whales that vocalize within the 63 and 125 Hz TOBs are rare (Širović et al., 2014; Garrison and Aichinger Dias, 2020). Additionally, hurricanes are common between late May and early November and have the potential to impact low-frequency soundscapes; however, no hurricanes overlapped with the times of elevated sound levels in the Gulf of Mexico (NOAA National Hurricane Center, 2017).



Seasonal Impact of Whale Vocalizations

Mysticetes (baleen whales) contributed to sound levels within the 63 and 125 Hz TOBs across the environments included in this study. Energy band measurements such as TOBs are often an efficient and reliable method of identifying and monitoring persistent sound sources, but the presence of multiple sound sources with overlapping frequency ranges (such as whales and vessels) can impede identification of individual sources at fine temporal scales and hinder the ability to detect what is driving differences over space and time. However, unlike shipping vessels, the highest-intensity whale vocalizations that overlap the frequencies of the 63 and 125 Hz TOBs are seasonal rather than year-round contributors to the soundscape. For example, Northeast Pacific blue whale (Balaenoptera musculus) vocalizations (specifically A and B call types; McDonald et al., 1995) overlap with the frequencies of commercial shipping noise and are the likely cause of the increased 63 Hz TOB sound levels we observed at the Cordell Bank site from October through December (Haver et al., 2020). Depending on the number and location of the whales and vessels, and the relative location of the hydrophone to the sound sources, the whales and vessels can overshadow each other. However, by nature the loudest reproductive-function vocalizations of migratory species like whales are a seasonal behavior. Therefore, it is often possible to discern when these biological sounds increase sound levels compared to vessel-generated sounds that are less likely to vary on the same predictable seasonal time scales unless extraordinary conditions occur such as a major storm or economically related supply and demand disruptions (McKenna et al., 2012a; Thomson and Barclay, 2020).

Vocalizations of other mysticetes that overlap with the frequencies of the 63 Hz and/or 125 Hz TOBs across the different sites in this comparison are either less intense than vessel sound [e.g., gray whales (Eschrichtius robustus); Burnham and Duffus, 2019], uncommon [e.g., Bryde’s whale (Balaenoptera edeni); Garrison and Aichinger Dias, 2020], or distributed across a wider range of frequencies [e.g., humpback whales (Megaptera novaeangliae); Au et al., 2006] such that the energy within the shipping indicator bands is likely to be minimal. These species-specific differences contribute to the reliability of both shipping indicator band sound levels to measure vessel activity, as opposed to whale vocalizations. For example, the Hawaii site is near winter breeding habitat for humpback whales (Megaptera novaeangliae) (Palacios et al., 2019), where males display long, complex, and high-intensity vocalizations known as song (Payne and McVay, 1971). Yet, the acoustic properties of song are such that the energy is distributed across frequencies between ∼50 Hz–1.5 kHz (fundamental frequencies), so despite the repetitive vocalization behavior, the majority of singers did not impact averaged sound levels in the 63 and 125 Hz TOBs. Finally, the location of the Hawaii site north of Oahu is separated from the highest density humpback whale wintering habitat by volcanic islands. While it is possible for sound to travel around these submerged masses, significant energy is lost during propagation from the humpback whale source to the spatially distant hydrophone receiver, such that the vocalizations would be less likely to increase sound levels above ambient.



Sea Ice and Arctic Climate

The Beaufort Sea site is located within the Arctic circle and is the only site in this comparison to be seasonally affected by sea ice coverage, which can significantly impact underwater sound levels by physically blocking vessels, as well as limiting wave and wind noise. Specifically, when sea ice is compact, it has a noise-damping effect at the air-sea barrier, compared to relatively noisier time periods of freeze up, melt, and open ocean. Changing sea ice conditions also drive presence of specific marine mammal species throughout the year (Southall et al., 2020). These non-anthropogenic sources likely contribute to sound levels within the 63 and 125 Hz TOBs, affecting the reliability for isolating sound impacts from vessel activity (Blondel et al., 2020; Southall et al., 2020). Nevertheless, at this site we observed the highest sound levels within the 63 and 125 Hz TOBs (over 100 dB) during August and September 2016, corresponding to the times that the highest number of vessel transits was detected in the area. In August 2017 the sound levels were slightly lower, matching a reduction in vessel transits compared to the previous year. The lowest sound levels were observed below 90 dB in January-February, May–July, and November corresponding with times of compact or close pack ice (University of Alaska, 2020). An increase in sound levels in March (∼5 dB at peak) and April (∼7 dB at peak) was likely driven by bearded seal (Erignathus barbatus) vocalizations, which fall within the frequency range of the 63 and 125 Hz TOBs (Risch et al., 2007) and have been observed to peak during April (Jones et al., 2014). Bowhead whales (Balaena mysticetus) migrate to and from a wintering area in Bering Sea to a summer feeding area in the eastern Beaufort Sea in the spring and late fall when sea ice conditions are moderate to lightly packed (Moore and Laidre, 2006). Bowhead whale vocalizations are generally between 50 and 200 Hz, and thus likely increased sound levels at this site during migration passages in April-May and October-November (Clark and Johnson, 1984; Moore et al., 2010; Stafford et al., 2018), accounting for observed sound level increases during months with no vessel movement.



Conservation Concerns of Anthropogenic Noise in Marine Protected and Biological Areas of Interest

Commercial shipping noise and noise from other vessel types that generate high-intensity low-frequency sound is a high-priority conservation focus because of the frequency overlap between vessel noise and mysticete vocalizations. All of the sites included in this comparison are important animal habitats; two are designated as Marine Protected Areas (Northeast Canyons and Seamounts Marine National Monument and Cordell Bank National Marine Sanctuary), and the other three are within habitats that are important to large whale vocal behavior (Gulf of Mexico, Hawaii, Beaufort Sea). Within U.S. waters, NOAA is responsible for managing marine environments to conserve, among other things, habitat for threatened and endangered species; increased ocean noise is a domestic and international marine pollution issue of high concern (Gedamke et al., 2016; MSFD Common Implementation Strategy Technical Group on Underwater Noise [TG-Noise], 2019).

For decades, passive acoustic monitoring tools have offered relatively economical and low-environmental impact means of documenting underwater sound levels and sources (Richardson et al., 1995; National Research Council, 2003; Au and Hastings, 2008). These technological developments complement decades of marine animal research that show anthropogenic noise can have dramatic behavioral and physiological impacts on mammals, fish, and invertebrates and we continue to learn more through numerous ongoing efforts across multiple scales and species. For example, determining species-specific impacts of noise is essential to defining the thresholds of problematic noise exposure. Simultaneously, it is critical to document current baselines of sound levels and drivers of these levels in a standardized way so that coordinated conservation efforts can be implemented as needs are revealed.

Unlike take regulations for short-duration, high-intensity sounds, currently the U.S. does not have specific conservation policies regarding chronic ocean noise. In part, this is because it is challenging to control for chronic noise in observational research to test for behavioral and/or physiological changes of protected marine mammals in response to exposure. Although scientists, managers, and policymakers agree that chronic noise is problematic for marine animals, specific impacts are difficult to isolate, and the scope and severity of the issue remains uncertain. Additionally, despite decades of research, many questions remain regarding the life history of marine mammals. For example, since we do not know the distances over which whales need to communicate, we cannot fully understand how increasing chronic background noise may affect sensory capacity. Working in tandem with research on the effects of noise on marine species, efforts to monitor underwater noise conditions and track potential changes over time supports mutual goals to protect marine mammals and their habitats.

Building on ecosystem-based management conservation strategies, monitoring acoustic pressure indictor bands as a proxy for commercial shipping traffic could be combined with established marine mammal monitoring programs. For example, acoustic vessel monitoring data streams can be evaluated in tandem with real-time marine mammal alert networks (e.g., Baumgartner et al., 2020) to provide managers with estimated likelihood of whale-vessel spatial and temporal overlap. Adaptive management of high animal- and anthropogenic-use areas could simultaneously maximize conservation and economic priorities. Similarly, coordination of vessel noise monitoring metrics at established cabled real-time ambient sound monitoring sites (e.g., Ryan et al., 2016; Vancouver Fraser Port Authority, 2017) can produce comparable results of long-term ambient sound level trends.


Passive Acoustic Monitoring Is More Informative With Standardized Reporting

Coordinated long-term passive acoustic monitoring provides data on the status and trends of ambient sound levels, which can be compared to animal research to provide clues about how different species may respond to changes in their acoustic environments. The first step toward these research efforts is to establish monitoring sites and consistent data collection methods, as well as standardized metrics for comparison across spatial and temporal scales. The European Union standard pressure indicator frequency bands are an efficient and straightforward internationally accepted starting point for these comparisons. Additionally, widespread adoption of standardized metrics will simplify comparisons across different recording platforms and research projects (Miksis-Olds et al., 2021), and can provide managers with information that is necessary for making decisions about protecting acoustic habitats (for example, see IQOE, 2019). Current international standards for ambient sound levels dictate that sound pressure in the indicator frequency bands should not exceed an average of 100 dB re 1μPa or the baseline levels within the indicator bands over a year (Tasker et al., 2010). Establishing baseline levels in U.S. waters is the first step toward implementing comparative methods for widespread monitoring of ambient noise associated with commercial shipping.



CONCLUSION

Although a perfect proxy for measuring the impacts of commercial shipping activities in soundscapes will likely never exist, the 63 and 125 Hz TOB pressure indicator bands provide an initial step to identifying when and where to direct more thorough investigations. Coordinated metrics can facilitate comparisons across different monitoring platforms and research projects to compose a global picture of how human activities impact the ocean (Chou et al., 2021). For example, calibrated passive acoustic monitoring can be used to quantify sound levels across space and time to provide on-going information about conditions in underwater environments. Additionally, acoustic monitoring can be utilized to track the efficacy of vessel designs with quieter, more efficient propulsion technology, even as consumer demand continues to drive increases in fleet size and carrying capacity. The baselines we lay forth here are a starting point to demonstrate the application of international pressure indicators to approximate the acoustic impact of commercial shipping activity in U.S. territorial waters.
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2https://www.federalregister.gov/documents/2015/01/30/2015-01331/vessel-requirements-for-notices-of-arrival-and-departure-and-automatic-identification-system. Last accessed 10/01/2020.
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4https://www.marinetraffic.com. Last accessed 08/26/2020.
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The snapping shrimp sound is known to be a major biological noise source of ocean soundscapes in coastal shallow waters of low and mid-latitudes where sunlight reaches. Several studies have been conducted to understand the activity of snapping shrimp through comparison with surrounding environmental factors. In this paper, we report the analysis of the sound produced by snapping shrimp inhabiting an area where sunlight rarely reaches. The acoustic measurements were taken in May 2015 using two 16-channel vertical line arrays (VLAs) moored at a depth of about 100 m, located ∼100 km southwest of Jeju Island, South Korea, as part of the Shallow-water Acoustic Variability Experiment (SAVEX-15). During the experiment, the underwater soundscape was dominated by the broadband impulsive snapping shrimp noise, which is notable considering that snapping shrimp are commonly observed at very shallow depths of tens of meters or less where sunlight can easily reach. To extract snapping events in the ambient noise data, an envelope correlation combined with an amplitude threshold detection algorithm were applied, and then the sea surface-bounced path was filtered out using a kurtosis value of the waveform to avoid double-counting in snap rate estimates. The analysis of the ambient noise data received for 5 consecutive days indicated that the snap rate fluctuated with a strong one-quarter-diurnal variation between 200 and 1,200 snaps per minute, which is distinguished from the periodicity of the snap rate reported in the euphotic zone. The temporal variation in the snap rate is compared with several environmental factors such as water temperature, tidal level, and current speed. It is found that the snap rate has a significant correlation with the current speed, suggesting that snapping shrimp living in the area with little sunlight might change their snapping behavior in response to changes in current speed.

Keywords: snapping shrimp noise, passive acoustic monitoring, noise detection, snap rate, environmental factors


INTRODUCTION

Only a few centimeters long, snapping shrimp are known to inhabit water depths of less than tens of meters in low and mid-latitudes around the world, and the noise produced by snapping shrimp is a major source of biological underwater noise in shallow water (Johnson et al., 1947; Everest et al., 1948). The snapping shrimp has one enlarged claw. When the claw closes quickly, a jet of water is ejected, and a cavitation bubble is created (Lohse et al., 2001). As the cavitation bubble collapses, a very loud and impulsive noise is emitted (Versluis et al., 2000). It was found that snapping shrimp use the cavitation bubble to stun their prey and for conspecific interactions including territorial defenses (Knowlton and Moulton, 1963; Nolan and Salmon, 1970). Previous studies (Cato and Bell, 1992; Au and Banks, 1998) reported that snapping noise covers a very wide frequency range up to 200 kHz with the main energy distributed between 2 and 5 kHz and that the peak-to-peak source level is about 190 dB (re 1 μPa @ 1 m). Kim et al. (2010) measured the snapping sounds for three species of snapping shrimp in a controlled water-tank environment and showed that the properties of the sound spectrum and pulse duration were slightly different depending on the size and shape of the claws. Such noisy snapping sound can degrade the signal-to-noise ratio (SNR) for sonar systems and underwater communication performance (Chitre et al., 2006; Legg et al., 2007). For this reason, several studies have been conducted to understand the acoustic behavior of snapping shrimp, such as the temporal acoustic pattern of snapping shrimp (Johnson et al., 1947; Everest et al., 1948; Bohnenstiehl et al., 2016; Lillis and Mooney, 2018).

It was reported that the snapping shrimp noise levels measured in 1947 at Yacht Harbor in San Diego were 3–6 dB higher at nighttime than daytime, and tended to increase before sunrise and after sunset (Johnson et al., 1947; Everest et al., 1948). However, several subsequent studies reported that the spatial and temporal variations of the snap rate seemed to be related to more complex environmental factors (Lammers et al., 2008; Bohnenstiehl et al., 2016; Lillis and Mooney, 2018). Bohnenstiehl et al. (2016) monitored the variability of the snap rate at Pamlico Sound within the state of North Carolina for 12 months and found that the snap rate was highly correlated with the seasonal variation rather than diurnal variation and concluded that it was because snapping shrimp reacted sensitively to water temperature, which was greatly influenced by the amount of sunlight. Lillis and Mooney (2018) reported that the snap rate could be related not only to the water temperature, but also to the lunar phase.

There have been many studies of the snapping shrimp noise over the past decades, but most previous measurements of snapping noise were confined to very shallow waters within the euphotic depth. In this paper, we present the analysis of the snapping shrimp noise in a water depth of about 100 m where the sunlight does not reach. The noise data were collected during the Shallow-water Acoustic Variability Experiment (SAVEX-15), which was a South Korea–United States joint experiment led by MPL-SIO (Marine Physical Laboratory, Scripps Institution of Oceanography) and KIOST (Korea Institute of Ocean Science and Technology) and in which several Korean universities, including Hanyang University, participated. The correlations of the temporal variation of the estimated snap rate with six environmental factors such as water temperature, light availability, wind speed, significant wave height, tidal level, and current speed were investigated to find the dominant component influencing the snap rate.



MATERIALS AND METHODS


Measurements of Snapping Shrimp Noise

The SAVEX-15 was conducted in shallow water about 100 m deep, ∼100 km southwest of Jeju Island, South Korea, 14–28 May 2015 (Figure 1A). Two identical MPL-SIO 16-channel vertical line arrays (VLAs) with channel spacing of 3.75 m were moored at locations 32° 34′N, 126° 08′E and 32° 31′N, 126° 08′E by the KIOST research vessel, the R/V Onnuri. Both VLAs covered the water column between ∼24 and ∼80 m (Figure 1B). Sand dunes running northwest and southeast existed in the area, and VLA1 was located on the sand dune. Twenty-five temperature loggers (U12-015) and four Star-Oddi temperature loggers (DST tilt) were attached to the VLAs with spacings of 1.5 and 4 m, respectively, to monitor the water temperature. In addition, sound speed profiles were frequently measured with conductivity-temperature-depth (CTD) casts during the experiment (Figure 2A). Interestingly, an underwater sound channel with a minimum sound speed at ∼40 m was formed, and the sound speed below ∼80 m was almost constant (Song et al., 2018).


[image: image]

FIGURE 1. (A) Location of the experimental site (red circle) of SAVEX-15. The black dot denotes the IEODO ocean research station (IORS). (B) Topographic map of the experimental site including two vertical line arrays (VLAs) separated by 5.5 km: VLA1 and VLA2.
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FIGURE 2. (A) Sound speed profiles measured by 12 conductivity-temperature-depth (CTD) casts and their mean sound speed profile (thick line) during the experiment. (B) Ray diagram showing two representative ray paths of snap sound generated by a snapping shrimp. The solid and dotted lines indicate direct and sea surface-reflected paths, respectively.


The acoustic data received by the VLAs were sampled at a 100-kHz sampling rate and saved at 1-min intervals. During the experiment, the soundscape was dominated by the snapping shrimp noise. Figure 3A shows ambient noise data for 1 min received by the bottom hydrophone of VLA1 at 81-m depth, in which numerous impulse-shaped signals are seen. The data were highpass-filtered at 2 kHz to remove the low frequency ambient noise. Figure 3B displays the arrival structure in time and array depth for a 100-ms time window marked in Figure 3A, on JD 141 (May 21) at 12:00:24 UTC. The first arrival, which is direct, was received at the hydrophones in order from the bottom to the top. The arrival angles were estimated to be between 75.6° (bottom) and 44.5° (top) in the downward direction with respect to the horizontal, assuming that the array tilt is negligible. The distance to the snapping shrimp on the seafloor was estimated to be about 75 m from the array by comparing the measured arrival angles and those predicted by a ray-based acoustic propagation model using the mean sound speed shown in Figure 2A. The second arrival, which was surface-reflected, was received at the hydrophones in order from the top to the bottom. The arrival angles were estimated to be between 22.4° (bottom) and 30.7° (top) in the upward direction, consistent with those predicted for the sea surface-reflected path for the same source location. The tilt angle of the VLA1 was estimated to be less than 3.2° around 16:00 on JD 145 (Yuan et al., 2018). Figure 3C shows a comparison of the measured arrival structure and predictions estimated from the eigenray tracing results shown in Figure 2B.


[image: image]

FIGURE 3. (A) Example of ambient noise data received for 1 min at the bottommost hydrophone (81 m) of VLA1 on JD 141 at 12:00 UTC, exhibiting many impulsive snapping shrimp noise. (B) Arrival structure of a single snapping shrimp noise in array depth and time over a 100-ms long time window, zoomed in on the black box in panel (A). The red arrow indicates that the snapping shrimp noise propagates spherically from the bottom to the sea surface, whereas the white arrow indicates a linear downward propagation of the sea surface-reflected snapping shrimp noise. (C) Model and data comparison for direct (D) and surface-reflected (S) arrival. The model assumes the source on the sea floor is at 75-m range from the array.


Note that there is a sharp distinction in acoustic properties between the direct arrival and the sea surface-reflected arrival. Figures 4A,B show the snapping shrimp noise for the direct (D) and the sea-surface (S) paths received by the bottom hydrophone of VLA1, respectively, corresponding to the signals marked by red and white boxes, respectively, in Figure 3B. The direct path is impulsive and strong, whereas the sea-surface bounced path undergoes a significant time spread caused by scattering from the rough sea surface with a smaller amplitude.


[image: image]

FIGURE 4. (A) Time series of the direct arrival (D) captured in the bottom red box in Figure 3B. The red dashed line indicates the 1-ms smoothed kernel envelope of the snapping shrimp noise. (B) The waveform of snapping shrimp noise reflected from the sea surface (S), captured in the bottom white box in Figure 3B. Note the different pressure scales.




Snap Detection Algorithm

To investigate the correlation between the snap rate and ocean environmental factors, it is necessary to accurately extract only the snapping shrimp waveforms from the received acoustic data. Recently, an envelope correlation combined with amplitude threshold detection algorithm (Bohnenstiehl et al., 2016; Lillis and Mooney, 2018) were used to extract the snapping events. In this paper, we applied the algorithm with some modifications to discard the waveform corresponding to the sea surface-reflected snapping noise. The 1-ms waveform displayed in the box of Figure 4A was Hilbert-transformed, and a three-point moving average was applied to extract a smoothed kernel envelope of the snapping shrimp waveform (red dashed line). The kernel envelope was then cross-correlated with a segmented signal envelope of the same length. After that, the time window in the signal envelope was advanced in steps of 0.5 ms along the time axis, and the cross-correlation process was applied repeatedly. Once the correlation coefficient value exceeded 0.8, the corresponding signal was selected. However, there were instances where one snapping event was initially counted twice in succession because the time window overlapped by 0.5 ms, which is half the length of the time window; we removed the double counts. Then, among the selected waveforms, only those whose peak amplitude exceeded four times the root-mean-square (rms) amplitude of the received signal were chosen as snapping shrimp events to reduce the probability of false detection due to ambient and system noise. Assuming a normal distribution, the amplitude of a signal that exceeds four times the rms value was in the upper 0.01% (Taylor, 1997).

Finally, it is important to avoid double-counting from the sea-surface bounce path for the same event. In this paper, we use kurtosis, which in statistics is a measure of the sharpness of the probability distribution (Abramowitz and Stegun, 1972), but here can be applied to measure the relative sharpness of the waveform shape. Unlike the direct path, the sea surface-reflected path usually undergoes a time spread (Figure 4B) due to scattering from the rough sea surface and microbubbles beneath the sea surface (Dahl, 1999; Choi and Dahl, 2006), thereby leading to a smaller kurtosis value. Figure 5A shows the kurtosis values for the direct (D, black circles) and sea surface (S, gray circles) paths from the analysis of 1,000 waveforms captured at the bottom hydrophone of VLA1 for 30 min from JD 142 00:00 UTC, which are well-separated (horizontal red line). The mean and standard deviation for the D and S are 20.2 ± 3.5 and 5.2 ± 1.6, respectively. Based on the histograms displayed in Figure 5B, the waveforms whose kurtosis values are >11.2 (denoted by a vertical line) were counted as the direct path from the snapping shrimp.


[image: image]

FIGURE 5. (A) Kurtosis values estimated from 1,000 waveforms for direct (D, black circles) and sea-surface reflected (S, gray circles) paths, which were collected by the bottom hydrophone of VLA1 for 30 min from JD 142 at 00:00 UTC. (B) Corresponding normalized histograms of kurtosis values for D (dark) and S (gray), respectively. The red vertical line denotes the kurtosis value of 11.2, which was selected as the criterion to filter out the S paths.




RESULTS


Temporal Variation of Snap Rate

Figure 6A shows the temporal variation of the snap rate extracted from the bottommost hydrophones of VLA1 (solid) and VLA2 (dashed) over a 5-day period (JD 140–JD 145). The objective of SAVEX-15 was to collect acoustic and environmental data appropriate for studying the coupling of oceanography, acoustics, and underwater communications (Song et al., 2018), so acoustic transmissions were made intermittently in various frequency bands (0.5–32 kHz) throughout the experiment. Therefore, we excluded the data containing the broadcast signals for the analysis of snapping shrimp noise. First, we calculated the number of snaps per minute (gray and pink dots) during the 5 days, which were then smoothed out using a 90-point moving average filter (black solid and red dashed line in Figure 6A). Although the two arrays were ∼5.5 km apart, the temporal variations of the snap rate exhibit a nearly identical pattern between 200 and 1,200 snaps per minute. To examine the periodicity of the snap rate, we applied the Morse wavelet method (Lilly, 2016) to the VLA1 (solid line), which is shown in Figure 6B as a function of time and frequency. In contrast to the previous studies (Bohnenstiehl et al., 2016; Lillis and Mooney, 2018), this result reveals that there is a strong one-quarter-diurnal (four cycles per day) period with a relatively weak semi-diurnal (twice a day) period in the snap rate.
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FIGURE 6. (A) Temporal variation of the snap rate extracted from the bottommost hydrophones of VLA1 (solid, gray dots) and VLA2 (dashed, pink dots) over a 5-day period (JD 140–JD 145). Each dot represents the snap rate calculated per minute, and a 90-point moving average produces the two smooth lines. Although the two arrays are separated by 5.5 km, the patterns are strikingly similar. (B) Magnitude scalogram of the snap rate at the VLA1 using the Morse wavelet method. The white dashed line marks the boundary of the cone of influence, and the shaded region below the line is affected by edge-effect artifacts. The scalogram highlights that the one-quarter-diurnal (four cycles per day) period is dominant in the snapping noise generated by the snapping shrimp inhabiting the SAVEX-15 area.




Correlation of Snap Rate and Environmental Factors

As mentioned earlier, the main difference between previous studies and our work is that the habitat of the snapping shrimp analyzed in this paper is an environment with minimal or no impact of the sunlight on the physical oceanic variabilities. The euphotic zone depth Zeu is defined as the depth where the photosynthetic available radiation (PAR) value is 1% of the surface value (Kirk, 2010). It can be estimated indirectly by the empirical relationship between the chlorophyll-a (Chl-a) measured at the sea surface and Zeu, which is given by (Morel et al., 2007)

[image: image]

where X = log(Cchl−a) and Cchl–a is the Chl-a concentration (mg/m3). The Chl-a concentration can be also indirectly measured by the Moderate Resolution Imaging Spectroradiometer (MODIS) on board satellite. Shang et al. (2011) compared Zeu obtained from Eq. (1) using the Chl-a concentration estimated by the MODIS with the in situ Zeu measured directly in the East China Sea, and showed that two values were highly correlated with an r-value of 0.95. The regional monthly mean sea surface Chl-a concentrations measured from the MODIS mounted on Aqua are available on the National Aeronautics and Space Administration (NASA) Ocean Color website1. Using the regional monthly mean sea surface Chl-a concentrations corresponding to May 2015, the euphotic zone depth for the experimental site was estimated to be ∼30 m, meaning that sunlight hardly reaches the ocean depth of 100 m in the experimental site. Therefore it is worth noting that the habitat of the snapping shrimp in the current work is distinguished from the environments covered in previous studies (Johnson et al., 1947; Everest et al., 1948; Watanabe et al., 2002; Bohnenstiehl et al., 2016; Lillis and Mooney, 2018).

In an effort to identify the most significant factors affecting the snap rate of snapping shrimp living in the mesopelagic zone, we compare the temporal variability of the snap rate to the temporal variabilities of the following five environmental factors: the temperature profile in the water column, tidal level, current speed, wind speed, and significant wave height. Figure 7A shows the temporal variation of the temperature profile in the water column during the 8 days from JD 139 to JD 147. Overall, the temperature is lower in the middle layer, and increases toward the surface and the seafloor. Note that the boundaries of the cold water oscillate over time resulting from the non-linear internal waves observed in the area (Nam et al., 2018). We employed an empirical orthogonal function (EOF) analysis (Emery and Thomson, 2001) over only the first 4-day period from JD 139 to JD 143 (denoted by the dashed box) because the upper temperature data were not available in the second half.
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FIGURE 7. (A) Temporal variation of the temperature profile in the water column measured at VLA1 during the experiment. (B) Amplitude of the first three empirical orthogonal function (EOF) modes for the temperature profiles measured during the first 4 days marked by the dashed box in panel (A). (C–E) Temporal variations of the first three EOF modes.


For the EOF analysis, the temperature profiles were demeaned, and then the eigenvalues and eigenvectors of the covariance matrix were calculated. The eigenvalues are arranged in a descending order to evaluate the percentage of the variance corresponding to each mode. The measured temperature profile, T(z,t) can be expressed as (Casagrande et al., 2011)

[image: image]

where [image: image] is the time-averaged temperature profile, αi(t) is the amplitude of the ith orthogonal mode at time t, and ϕi(z) represents the ith EOF eigenmode. M is the total number of EOF mode considered in the EOF analysis. The first three EOF modes (EOF1, EOF2, and EOF3) are displayed along the depth in Figure 7B, and the temporal fluctuation of each mode amplitude is shown in Figures 7C–E, respectively. The first mode (EOF1) accounts for 46.5% of the total variation, while the first three modes account for 78.1%. Note that modes EOF1 (black) and EOF2 (blue) in Figure 7B concentrate in the upper and lower water column, respectively. As a result, the amplitude of EOF1 exhibits a strong correlation with the temporal variation of the upper thermocline with an r-value of 0.92 (see the upper black line in Figure 7A, which denotes the 13.5°C isotherm). On the other hand, EOF2 in Figure 7D is correlated with the temporal variation of the lower thermocline represented by the 13.5°C isotherm denoted by the lower blue line in Figure 7A with an r-value of 0.72. The EOF analysis indicates that the first three modes take into account most of the temperature variation in the water column, but the water temperature near the seafloor inhabited by snapping shrimp remained unchanged at about 14°C. The CTD casts made during the measurement period also confirmed that the sound speed dependent on the water temperature was almost constant near the seafloor (see Figure 2A). In summary, we did not find any evidence to support the correlation between the snap rate and water temperature as reported in the literature (Knowlton and Moulton, 1963; Watanabe et al., 2002; Jung et al., 2012; Bohnenstiehl et al., 2016).

The tidal variation can be deduced from the in situ tidal measurement at the nearby IEODO ocean research station (IORS) ∼100 km southwest of the SAVEX-15 area (Figure 1A) because the tidal phase difference between the two regions can be computed from the mean high-water intervals (MHWI) provided by the Korea Hydrographic and Oceanographic Agency (KHOA) website.2 For Korean waters, the MHWI is defined as the mean time lag between the transit of the moon over the meridian 135° east and the following high water at a given location. The tidal phase of our experimental site was estimated to be 4 min faster than that of IORS. In Figure 8, the extrapolated tide (blue line) from JD 140 to JD 145 indicates a strong semi-diurnal period in the region, in contrast with the one-quarter-diurnal cycle of the snap rate (Figure 6A). However, it appears that the snap rate tends to peak at both high and low tides with some time lag.
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FIGURE 8. Reproduction of Figure 6A at VLA1 (gray dots and black line). The extrapolated tidal level (blue line) is superimposed for comparison.


The snap rate is now compared to the current since the tide affects the current. During the experiment, we collected the current data intermittently using a 150-kHz acoustic Doppler current profiler (ADCP) installed on the R/V Onnuri, while stationed about 5 km southwest of the VLA1. Figures 9A,B show the zonal (U_i) and meridional (V_i) components of the current velocity measured at 8-m intervals between 17 and 65 m of water depth and their respective mean values (thick black circles). Overall, the water column moves in the same direction (i.e., barotropic) with a semi-diurnal cycle, indicating the dominance of the tidal current in the region (Turgut et al., 2013; Noh et al., 2014; Lozovatsky et al., 2015). The current speed estimated by [image: image], where the upper bar denotes an average over depth, is presented in Figure 9C (blue line) along with the tide (black line) estimated at VLA1 site throughout the experiment (JD 135–JD 145). The local maximum of the current speed occurs at both high and low tides (vertical dashed lines), consistent with the characteristic of progressive tidal wave in open ocean (Parker, 2007; Hicks, 2013). As a result, the current speed exhibited a quarter-diurnal period as observed in the snap rate (Figure 8).
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FIGURE 9. Time series of (A) zonal and (B) meridional components of the current velocity measured at various depths and their respective mean values (thick black circles). (C) The mean current speed (blue line) computed from panels (A,B) is superimposed on the tide (black line) at VLA1 site throughout the experiment (JD 135–JD 145). The vertical dashed lines denote the times of high and low tides. Our snap rate was estimated during the period in the red box (JD 140–JD 145).


To confirm the correlation between the snap rate and current speed, we focus on the short period (JD 140.4–JD 141.2) when both the current data and snap rate are available. The detrended current speed (blue) and snap rate (black) are shown in Figure 10A, indicating a strong correlation with a time lag. In fact, the cross-correlation has the maximum (r = 0.87) at 1 h and 15 min (1.25 h) in Figure 10B, meaning that the snap rate peaks 1.25 h prior to the local maximum current.
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FIGURE 10. (A) Comparison between the snap rate (black) and current speed (blue) from JD 140.4 to JD 141.2 (see Figure 9C). (B) Cross-correlation between snap rate and current speed. The maximum correlation indicates that the snap rate peaks 1.25 h before the local maximum current.


Lastly, the snap rate was compared to the wind speed and the significant wave height at the time of measurements. The wind speed was measured by a vessel-mounted auto weather station (AWS), while the significant wave height was measured by a directional waverider buoy (DWR-G4, Datawell). These two environmental factors, however, did not show any pattern relevant to the snap rate.



SUMMARY AND DISCUSSION

The sound generated by snapping shrimp is the dominant source of ambient noise in shallow coastal waters, especially at low to mid-latitudes. This sound has a strong peak energy and a wide frequency range, and greatly fluctuates in space and time. Although there have been several studies on which ocean environmental factors influence the snap rate, most studies were confined to the data observed at very shallow waters with a depth of a few tens of meters or less that sunlight reaches (euphotic zone). In contrast, we report the snapping shrimp sound observed at a depth of ∼100 m where sunlight does not reach. The temporal variation of the snap rate was investigated using the ambient noise data collected by two hydrophones at 81 m separated by 5.5 km during a 5-day period. Interestingly, the fluctuation of the snap rate at two sites was strikingly similar despite the distance. Second, the pattern exhibited a strong one-quarter-diurnal cycle, which, to our knowledge, has not previously been reported in the literature.

We compared the temporal variability of the snap rate to the temporal variabilities of the five environmental factors: the temperature profile in the water column, tidal level, current speed, wind speed, and significant wave height. It was found that the snap rate had a high correlation with the current speed in the experimental area where the barotropic tidal current is dominant. Interestingly, there was a time lag of about 1.25 h between the snap rate and current speed. It is beyond the scope of this work to investigate the cause of the time lag, including consideration of the biological characteristics of snapping shrimp. Lastly, because the snap rate change for only 5 consecutive days was unfortunately observed in this study, it was impossible to compare it with the long-term variability of ocean environmental factors such as seasonal or monthly variations performed in previous studies. Therefore, future work should involve long-term observations (monthly or seasonal) and collaboration with marine biologists to understand the acoustic behavior of snapping shrimp inhabiting the area where sunlight hardly reaches.
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Passive acoustic monitoring (PAM) with autonomous bottom-moored recorders is widely used to study cetacean occurrence, distribution and behaviors, as it is less affected by factors that limit other observation methods (e.g., vessel, land and aerial-based surveys) such as inclement weather, sighting conditions, or remoteness of study sites. During the winter months in Hawai‘i, humpback whale male song chorusing becomes the predominant contributor to the local soundscape and previous studies showed a strong seasonal pattern, suggesting a correlation with relative whale abundance. However, the relationship between chorusing levels and abundance, including non-singing whales, is still poorly understood. To investigate how accurately acoustic monitoring of singing humpback whales tracks their abundance, and therefore is a viable tool for studying whale ecology and population trends, we collected long-term PAM data from three bottom-moored Ecological Acoustic Recorders off west Maui, Hawaii during the winter and spring months of 2016–2021. We calculated daily medians of root-mean-square sound pressure levels (RMS SPL) of the low frequency acoustic energy (0–1.5 kHz) as a measure of cumulative chorusing intensity. In addition, between December and April we conducted a total of 26 vessel-based line-transect surveys during the 2018/19 through 2020/21 seasons and weekly visual surveys (n = 74) from a land-based station between 2016 and 2020, in which the location of sighted whale pods was determined with a theodolite. Combining the visual and acoustic data, we found a strong positive second-order polynomial correlation between SPLs and abundance (land: 0.72 ≤ R2 ≤ 0.75, vessel: 0.81 ≤ R2 ≤ 0.85 for three different PAM locations; Generalized Linear Model: pland ≪ 0.001, pvessel ≪ 0.001) that was independent from recording location (pland = 0.23, pvessel = 0.9880). Our findings demonstrate that PAM is a relatively low-cost, robust complement and alternative for studying and monitoring humpback whales in their breeding grounds that is able to capture small-scale fluctuations during the season and can inform managers about population trends in a timely manner. It also has the potential to be adapted for use in other regions that have previously presented challenges due to their remoteness or other limitations for conducting traditional surveys.

Keywords: humpback whale, song, passive acoustic monitoring, abundance, ecology


INTRODUCTION

Many animals across numerous taxa produce sounds (e.g., invertebrates: Henry and Wells, 2010; Bohnenstiehl et al., 2016; amphibians: Tobias et al., 2010; Dapper et al., 2011; reptiles: Hibbitts et al., 2006; Sicuro et al., 2013; birds: Catchpole and Slater, 2008; Phongkangsananan et al., 2014; fish: Maruska et al., 2012; Tricas and Boyle, 2014; terrestrial mammals: Boughman, 1997; De La Torre and Snowdon, 2009; Van Belle et al., 2014; Pitcher et al., 2015; marine mammals: Smolker and Pepper, 1999; Van Parijs et al., 2000; Rogers and Cato, 2002; Belikov and Bel’kovich, 2007; Sanvito et al., 2007), that can be recorded and analyzed to study their behaviors and ecology. Passive acoustic monitoring (PAM) using autonomous recorders has become increasingly widespread in wildlife research to study animals in terrestrial, aerial, and marine environments (Sugai et al., 2019; Mooney et al., 2020). In the study of cetacean occurrence, distribution, and behaviors, PAM has become an essential tool as it less influenced by factors that often limit visual observation methods (e.g., vessel, land, and aerial-based surveys) such as inclement weather, sighting conditions, the accessibility of study sites, and funding (Zimmer, 2011). PAM projects on various whale and dolphin species range widely from simple detection (e.g., presence/absence in an area) and distribution studies (Van Parijs et al., 2002; Oswald et al., 2011; Soldevilla et al., 2011; Schaffeld et al., 2016) to addressing questions about exposure to potentially disturbing anthropogenic sounds (Lucke et al., 2009; Dunlop et al., 2018). Automated detection and species classification algorithms have become particularly useful for monitoring certain populations (Oswald et al., 2007; Baumgartner and Mussoline, 2011; Baumann-Pickering et al., 2013; Allen et al., 2021), while other species remain problematic. Progress has also been made using PAM to infer density estimates and population trends using animals’ acoustic vocalization rates (Marques et al., 2013; Küsel et al., 2016), for example in beaked whales (Marques et al., 2009; Barlow et al., 2021), pygmy (Kogia breviceps) and dwarf (Kogia sima) sperm whales (Hildebrand et al., 2019), gray whales (Eschrichtius robustus) (Burnham and Duffus, 2020), minke whales (Balaenoptera acutorostrata) (Martin et al., 2013), fin whales (Balaenoptera physalus) (McDonald and Fox, 1999; Harris et al., 2018), and various delphinid species (Van Parijs et al., 2002; Frasier, 2015; Martin et al., 2020). However, using individual’s vocalization rates to estimate densities becomes challenging when an abundance of animals vocalize so often that individual sounds overlap and cannot be easily distinguished in recordings, as is often the case in large aggregations including on the breeding grounds of certain marine mammals, such as the humpback whale (Megaptera novaeangliae) (Au et al., 2000; Seger et al., 2016).

Humpback whales are medium-sized baleen whales that occur globally and migrate annually between high-latitude summer feeding and low-latitude winter calving and mating regions (Clapham, 2018). In the North Pacific, the Hawaiian archipelago is the species’ principal breeding ground, with more than half of the total stock—termed the Hawai‘i Distinct Population Segment (DPS, NOAA, 2016)—wintering in the islands (Herman and Antinoja, 1977; Calambokidis et al., 2008) while the other DPSs migrate to Mexico, Central America, southern Japan, the Philippines, and the Mariana Archipelago (Baker et al., 1986; Calambokidis et al., 2008; NOAA, 2016; Clapham, 2018; Hill et al., 2020).

Humpback whales produce a variety of vocalizations (e.g., Stimpert et al., 2007, 2011; Au and Hastings, 2008). So-called “social sounds” are produced by all ages and sexes and occur on the feeding grounds, along migratory routes, and on the breeding grounds (Silber, 1986; Dunlop et al., 2008; Zoidis et al., 2008; Darling, 2015). In contrast, “song,” known by sailors for centuries, but first formally described by Payne and McVay (1971), is a complex acoustic display produced by mature male humpback whales and some non-calf subadults (Herman et al., 2013). While most prevalent in breeding areas, song may be heard along migratory routes and to a lesser extent in high-latitude feeding areas (e.g., Stimpert et al., 2012; Vu et al., 2012). Song is one of the most recognized and studied features of the species, and because of its prominence during the breeding season, is hypothesized to play an important function in the humpback whale mating system, possibly signaling to females and/or mediating male-male interactions (Herman and Tavolga, 1980; Darling et al., 2006; Smith et al., 2008; Cholewiak et al., 2018; see Herman, 2017 for a comprehensive review on the function of song).

The cacophony of multiple males singing in an ongoing asynchronous chorus becomes the dominant source of low frequency ambient noise in the marine soundscape during the winter and spring months on many breeding grounds (Au et al., 2006; Seger et al., 2016) (Figure 1). In contrast to singing males, females and mother-calf pairs are acoustically cryptic on the breeding grounds (Videsen et al., 2017), male calves and yearlings do not yet sing (Herman et al., 2013), and social sounds in other types of assemblages such as competitive groups tend to be relatively infrequent compared to song (Silber, 1986). Consequently, although non-song vocalizations are also present, PAM studies conducted on humpback whale breeding grounds will predominantly capture the acoustic activity of singing males. In Hawai‘i, seasonal increases and decreases in the amplitude of song chorusing (Au et al., 2000; Chen, 2017; Kügler et al., 2020) mirror the whales’ historically documented seasonal changes in relative abundance (e.g., Baker and Herman, 1981; Mobley et al., 1999). Specifically, (Au et al., 2000) found that the peak in chorusing from singing males corresponds with the peak in abundance obtained from aerial surveys at the same time (Mobley et al., 1999, 2001). These aerial surveys covered all age and sex classes and included areas that are heavily used by mother-calf pairs and other non-singing whales (Mobley et al., 2001). However, the relationship between chorusing levels and overall whale numbers, including non-singing whales, remains poorly defined. In Australia, Noad et al. (2017) found a positive correlation between the number of individual singers and the number of whales sighted on a migration route. Similarly, Seger et al. (2016) showed that daily noise levels correlated positively with counts of whales from visual observations on a Mexican breeding ground. However, whale densities along the Australian migration route and in Mexico differ markedly from the Hawaiian breeding ground, making comparisons difficult. Furthermore, although the recent development in automated detections of song has shown to be a valuable tool to monitor humpback whale occurrence in low-density and transient regions as well as to document seasonal patterns (Allen et al., 2021), it is currently of limited use for estimating abundance until better models are available, particularly in high-density areas such as the four-island region of Maui, Moloka‘i, Lāna‘i, and Kaho‘olawe (also called “Maui Nui”), which, along with Penguin Bank (southeast of Moloka‘i), is considered the core winter humpback whale habitat in the Main Hawaiian Islands (Herman and Antinoja, 1977; Mobley et al., 1999).
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FIGURE 1. (A) Long-term spectral average spectrogram between 0 and 5 kHz of 24 h recorded at Olowalu (deep) on 02/15/2020, (B) spectrogram of 30 s in the 0–6 kHz band, illustrating the contribution of humpback whale chorusing to the local marine soundscape. Yellow and red color hues indicate higher levels of acoustic energy.


The objective of the current study was to evaluate the applicability of PAM to establish and monitor humpback whale abundance as a non-invasive and comparatively low-cost alternative or complement to traditional survey methods in the high-density environment off Maui. We sought to define the quantitative relationship between male song chorusing levels and overall whale numbers, as well as to identify drivers impacting this relationship, through the synthesis of acoustic and visual survey data collected over four breeding seasons. Being able to use male chorusing as a proxy for whale abundance can provide a tool that allows the study of a wide range of humpback whale’s ecological questions, ranging from long-term monitoring of population trends to micro-scale habitat use patterns.



MATERIALS AND METHODS


Data Collection


Acoustic Data

Acoustic data were collected with two deep-water and one shallow-water bottom-moored, autonomous Ecological Acoustic Recorders (EARs) using a Sensor Technology SQ26-01 hydrophone with a sensitivity of −193.5 dB (Lammers et al., 2008) during the humpback whale breeding season (ca. December through April) at three locations off Maui, Hawai‘i (Figure 2). Deployment locations, depths, and recording periods are summarized in Table 1. All sites were within or near the 200 m isobath, a depth within which most humpback whales are traditionally found in Hawai‘i (e.g., Herman and Antinoja, 1977; Mobley et al., 1999) and located on sand (Maui6, Olowalu—deep) or near a coral reef (Olowalu—shallow). The shallow EAR was anchored to a concrete block on the bottom and was diver deployed. The two deep EARs were deployed off a small vessel and were each coupled with a synthetic foam float, two SubSea Sonics AR-60 acoustic releases, and approximately 75 kg of sandbags to anchor the mooring, positioning the EAR into the water column approximately 4 m off the bottom. The EARs recorded at a sample rate of either 25 kHz (Olowalu—shallow) or 50 kHz (Maui6, Olowalu—deep) and a 10% duty cycle, recording for 30 s every 5 min. Acoustic data were analyzed for the period between December 1st and April 30th of each year.
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FIGURE 2. The locations of two deep-water Ecological Acoustic Recorders, EARs (dark blue circles) and one shallow-water EAR (light-gray circle) that were deployed between 2016/17 and 2020/21 and the location of the Olowalu land observation station (triangle). (A) The hatched area shows the 15 km field of view from the Olowalu land station. (B) The line shows the transect legs for the vessel surveys in the 2018/19 through 2020/21 seasons where the hatched area is the approximate area covered during the surveys including a 3 km buffer.



TABLE 1. Summary of EAR site, location, depth, and bottom type for continuous recording periods during the Hawaiian whale season (approx. December through April) 2016/17 through 2020/21 for two shallow and one deep EARs off Maui, Hawai‘i.
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Land-Based Visual Surveys

Throughout each whale season, visual land-based scan samples (Martin and Bateson, 1986) were conducted one to three times each week from a hill near Olowalu on west Maui (20.829, −156.6315, 83.7 m elevation; Figure 2) one to three times each week. The total field of view was scanned for whales once per scan from one end across to the other at a slow and steady rate by the same observer during all surveys, using a pair of Bushnell 7 × 50 marine binoculars. Scans took place for 30 min every hour, up to seven times starting at 08:00 local standard time, weather permitting. The scanning direction was alternated during the first year and randomized during all subsequent years to reduce bias by inadvertently spending unequal amounts of time surveying an area segment at the beginning or the end of each scan. Any whale or group of humpback whales, regardless of number of individuals, was called a pod. When a pod was sighted, the location in vertical and horizontal angles was fixed by the observer with a Lietz DT5 digital surveyor’s theodolite and digitally transferred to a computer upon prompt by the computer operator whilst the observer continued their scan. The geo-referenced program Pythagoras (Gailey and Ortega-Ortiz, 2000) automatically converted the time-stamped angles into latitude and longitude coordinates in real-time and calculated the distance of the fix from the land station. Additional metadata that were entered into Pythagoras by the computer operator with each fix included the immediately observable pod composition (whale, dyad, competitive pod = comp pod, mother-calf pair = M/c, mother-calf-escort = M/c/E) and behavior (blow, surfacing, fluke up dive, surface active, resting/logging) as called out by the observer. Because these were immediate assessments and no prolonged time was spent observing pods to refine their composition and behavior before continuing with a scan, recorded pod composition and behavior were considered conservative estimates, with the presence of a calf likely underreported because of its relatively small size and profile at the surface. In terms of defining pod compositions, all pods of the “whale” category consisted of a single observed blow or tail fluke, but true solitary status could not be unequivocally confirmed. Although a humpback whale competitive group traditionally consists of two or more males competing for access to a single female, for our purposes a comp pod was specified simply if the pod contained at least three adult whales regardless of whether competitive behavior was observed or not. If possible, the true minimum number of whales in a comp pod was noted, but we assume an underestimation of the actual number of whales as this often was not feasible given the survey design and protocols. Dyads consisted of two non-calf whales. Mother-calf pairs were designated based on the sighting of an adult-sized whale and a whale in close proximity approximately 1/3 the size of the adult. If a third whale of adult size was present in this group, the pod was designated as a mother-calf-escort.

If a pod could not be fixed with the theodolite, compass bearing and distance in reticles were determined with the binoculars and noted as a time-stamped “non-fix” with the same composition and behavior information as fixes. During each scan, no pod was recorded twice to avoid pseudo-replication. Scans were conducted in a non-focal-follow manner and regarded as discrete; thus any pod was recorded as a new pod in subsequent scans, even if previously fixed. Environmental data (glare, visibility/haze, Beaufort sea state, wind speed, wind direction) were collected prior to each scan or when conditions changed during a scan. Scans were conducted in conditions of Beaufort sea states of 3 or less (to maximize the sightability of whales including calves; cf. methods described in e.g., Craig et al., 2014), wind speeds at the land site under 15 knots, and dry conditions.



Vessel-Based Visual Surveys

During the 2018/19, 2019/20, and 2020/21 whale seasons, vessel-based surveys following a line-transect design (Figure 2) were conducted using the Hawaiian Islands Humpback Whale National Marine Sanctuary’s R/V Koholā, a 11.6 m long, two-level rigid-hulled inflatable boat. The vessel travelled along the transect lines at a nominal speed of 10 knots (±2 knots) during surveys. Two observers positioned on each side of the flying bridge located 3.5 m above sea level, respectively, scanned the starboard and port sides. The observers actively scanned using unaided eyes from 90° abeam of their side of the vessel to 10° beyond the midline of the bow, resulting in a 100° viewing arc each. Upon sighting of a humpback whale pod, an observer measured the angle between the sighting and the track line using a TrekGuideLITE™ digital compass, obtained the minimum, maximum and best estimated number of animals, and estimated the distance in meters between 0 m and 2,000 m and in 2,000–2,500 m, 2,500–3,000 m, and >3,000 m bins, respectively, for distances greater than 2,000 m. These metrics were reported to a data recorder while the other observer continued to scan and the vessel maintained travel speed and distance. All observers underwent intensive on-water training in distance estimation from the vessel prior to formal surveys. In addition, each survey day, the observers were calibrated by obtaining blind estimates for six randomly chosen distances from a fixed reference buoy whose true distance was logged by the vessel captain. These estimates were subsequently used to obtain calibration curves for each observer and accordingly correct all sighting distance estimates obtained while on effort (Zang and Lammers, 2021). All sighting information as well as the GPS position of the vessel and the time of the sighting were logged into a custom digital form created in the program Poimapper™ on an Apple iPad mini® by the data recorder. Additional environmental data (sea state, swell size in m, cloud cover, wind speed, glare) were collected at the beginning of each transect leg or when conditions changed.

Port observer, starboard observer, and data recorder rotated every two transect legs to reduce fatigue. Survey effort was conducted in conditions that ranged between Beaufort sea state 0 and 4. If the sea state exceeded 4, effort was paused while the vessel continued to travel along the track line until conditions improved or until the survey was aborted due to unworkable conditions.




Data Processing and Analysis


Acoustic Data

All acoustic recordings were down-sampled to a 3 kHz sample rate using Matlab (MATLAB and Statistics Toolbox Release 2015b, The MathWorks, Inc., Natick, MA, United States), resulting in a 0–1.5 kHz analysis bandwidth, which corresponds to the range where the majority of humpback whale song units have their peak frequencies (Payne and McVay, 1971; Au et al., 2006) and reduces influences from snapping shrimps (Au and Banks, 1998) and environmental sounds such as wind and waves (Urick, 1983). A custom Matlab program converted the 30 s recording from sample values to pressure, calculated the root-mean-square sound pressure levels (RMS SPL), and converted the result into dB re 1 μPa2 (following standards described in Ainslie et al., 2018), as

[image: image]

where T is the duration of each file (30 s) and p(t) is the pressure p re 1 μPa2 at time t. Humpback whale chorusing is the dominant source of low-frequency acoustic energy during the whale season (Au et al., 2000; Au and Green, 2000), therefore RMS SPL is a representative metric of the cumulative amount of singing happening during any given 30 s recording period.

All subsequent data processing and statistical analyses were conducted in R 4.0.1 (R Core Team, 2016). The median RMS SPL in dB re 1 μPa2 was calculated for each day and recording site. This reduces auto-correlation within the time-series, as recordings are not independent from each other when a song continues over several files. It also reduces the impact of outliers from intermittent high-intensity noise (such as transiting small vessels) and from individual whales singing close to the recorders, temporarily increasing the SPL levels of individual recordings. Daily medians were selected that coincided with concurrent land-based and/or vessel-based survey days (cf. Table 2).


TABLE 2. Summary of survey effort for land-based visual (land) and vessel-based line-transect (vessel) surveys off west Maui between 2017 and 2021 and whether acoustic data were obtained from the three acoustic recorders on the same day.
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Land- and Vessel-Based Whale-Sighting Data

Compass bearings and reticle distances of all non-fix observations from the land station were converted into latitude and longitude coordinates with an adapted version of the whalemap() function of the bangarang package (Keen, 2016); the function also calculates distance to the observer. All pods with distances greater than 15 km were excluded, to create a field of view that is approximately equal to the area covered by the vessel surveys and extends to the offshore Maui6 EAR (Figure 2). Three days during which only one scan was completed due to poor weather were excluded from further analysis (cf. Table 2).

For all pods, the number of individual whales was calculated depending on their composition as: “whale”: n = 1, “dyad”: n = 2, “M/c”: n = 2, “M/c/E”: n = 3, “comp pod”: n = 3 or whatever number of whales above three was detected upon sighting. The total number of pods and total number of whales were determined for each completed scan per survey day. As noted earlier, the same pod was potentially fixed repeatedly during consecutive 30 min scans of the same area. Therefore, calculating the total number of whales per day could result in pseudo-replication and misrepresentation of the actual number of whales present during the survey. Instead, the daily median number of whales per scan was determined, thereby also standardizing for differences in the number of completed scans among days due to factors such as weather. The proportion of pods with a calf and the proportion of competitive pods were calculated from the total number of pods per day and the daily total number of the respective two pod types.

For each day of vessel surveys, absolute abundance and density estimates were calculated using the Distance package (Miller et al., 2019). A full discussion of the analysis resulting in those estimates can be found in Zang and Lammers (2021). Applying the same protocol as for the land-based data, any pod observed during transects was considered a comp pod when the best estimate for group size was at least three adult whales, and the proportion of competitive pods as well as the proportion of pods with a calf were calculated from the total number of observed pods per survey. If a comp pod contained a calf, it was included in both categories.




Statistical Analysis

Multivariate models were fit to the data to determine the quantitative and qualitative relationship between abundance of whales and chorusing. To select the model that best describes the data following initial visual exploration, non-linear least squares models using the nls() function from the base stats package in R for SPL ∼ whales were fit for a linear, quadratic, logistic, and asymptotic relationship for each recorder site and survey type (cf. Figure 3 for visualizations from Maui6 as a representative example), where “whales” was the median number of whales per 30 min scan for land-based surveys and density in whales per square-kilometer for vessel-based surveys. Bias-corrected second-order Akaike Information Criteria (AICc) for each model per site were calculated using the AICc() function from the MuMIn package (Bartoń, 2020). Pairwise differences between the AICc with the lowest value and all other model AICcs (ΔAICc) were also calculated for each site and survey type. Different models were considered to support the data the same if their ΔAICc was not greater than 2. For all three recorder locations and the vessel-based data as well as Maui6, Olowalu—shallow—and the land-based data, the quadratic model had the lowest AICc values, followed by the logistic and the asymptotic models (Table 3). For the land-station and the deep Olowalu location, the logistic model had the lowest AICc, but the quadratic, logistic, and asymptotic models were all equally supported by the data. The linear model had the least support overall. A second-degree polynomial model was therefore chosen for subsequent analysis.
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FIGURE 3. Comparison of four different types of regression fit with a non-linear least squares model for median daily root-mean-squared sound pressure levels (RMS SPL) in dB re 1 μPa2 in the 0–1.5 kHz frequency band recorded at the Maui6 EAR site off Maui, Hawai‘i and median number of whales per 30 min scan from a land station.



TABLE 3. Evaluation of four different models for the recorder location-specific relationship between daily median RMS SPL (dB re 1 μPa2) and: (a) median number of whales per 30 min scan from land, (b): density estimates (whales/km2) from vessel-based line-transect surveys.
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To describe the quantitative relationship between (relative) abundance of whales (whales) and average cumulative chorusing levels (SPL), a generalized linear model (GLM) was fit with the glm() function from the stats package using the equation,
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where ß0 is the intercept, ß1 and ß2 are the respective parameter coefficients, Site is a factor for the three EAR locations, and ε is the error term. Two separate GLMs were fit, one for the land-based data and one for the vessel-based data. In both models, there were no significant interactions between whales and recorder location (land: χ2 = 5.65, DF = 4, p = 0.23; vessel: χ2 = 0.48, DF = 4, p = 0.98), so a Site interaction was excluded from subsequent modeling.

To explore other factors impacting chorusing levels as well as the relationship between whale numbers and chorusing levels, a generalized additive model (GAM) was fit with the mgcv package (Wood, 2006) with the following equation,
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where %calves is the percentage of pods with a calf per day, %compPods is the percentage of competitive pods per day, and day.season is the count of days into the season for the survey date, with the first day of the season defined as December 1st. For GLMs, Type II likelihood ratios were determined with the Anova() function from the car package (Fox and Weisberg, 2019) and a statistical significance of α = 0.05 was used. For the GAM, likelihood ratios were determined with the summary() function from the mgcv package and using α = 0.05.

While full models including Season main effect and interaction terms suggested that the relationship between whale numbers and chorusing levels significantly differed across the different whale seasons (but not sites), we argue that this is an artifact of survey bias from small sample sizes rather than a true underlying biological difference between years. By pooling our data across years, we increase our overall sample size and therefore the statistical power of our models, and are thus better able to achieve our goal of describing a generalized relationship between whale abundance and RMS SPL.




RESULTS

Recordings during the breeding season were obtained for five consecutive years between 2016/17 and 2020/21 for two recording sites (Maui6 and Olowalu—shallow) and for 4 years at the deep Olowalu EAR site (2017, 2019, 2020, 2021). A total of 74 visual surveys from the Olowalu land station (2017: n = 19, 2018: n = 26, 2019: n = 16, 2020: n = 12) and 26 vessel-based line-transect surveys (2019: n = 8, 2020: n = 8, 2021: n = 10) were conducted. Three land survey days (one in 2018 and two in 2020) were excluded because only one scan was completed, resulting in 71 days with data that were analyzed. The overlapping survey effort for the different methods is summarized in Table 2.

Overall, daily median RMS SPL levels ranged from 88.67 to 114.78 dB re 1 μPa2 at Maui6 (Median ± SD in 2017: 104.58 ± 5.20, 2018: 100.80 ± 5.58, 2019: 103.75 ± 6.04, 2020: 105.22 ± 6.75, 2021: 106.63 ± 6.10), from 90.18 to 121.85 dB re 1 μPa2 at Olowalu (deep) (Median ± SD in 2017: 109.22 ± 6.43, 2019: 110.48 ± 7.32, 2020: 115.43 ± 8.23, 2021: 113.17 ± 5.93), and from 94.95 to 118.99 dB re 1 μPa2 at Olowalu (shallow) (Median ± SD in 2017: 109.86 ± 5.39, 2018: 107.06 ± 4.98, 2019: 109.35 ± 7.10, 2020: 109.48 ± 7.1, 2021: 110.67 ± 6.07). RMS SPL daily medians showed a strong seasonal pattern with an increase in December through January, a peak between February and March, and a decreasing trend through April (Figure 4).
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FIGURE 4. Median daily root-mean-squared sound pressure levels (RMS SPLs) in dB re 1 μPa2 in the 0–1.5 kHz frequency band, between 1 December and 30 April of 2016 through 2021 at two deep (Maui6, Olowalu—deep) and one shallow (Olowalu—shallow) EAR sites off Maui, Hawai‘i. Green triangles indicate dates of visual surveys from the Olowalu land station; red asterisks indicate dates of vessel-based line-transect surveys.


The median number of whales per 30 min scan from the land station ranged from 2 to 37 (Median ± SD in 2017: 13.50 ± 6.57, 2018: 11.25 ± 7.47, 2019: 14.50 ± 8.59, 2020: 20.25 ± 9.86). Density estimates from the vessel surveys ranged from 0.12 to 1.85 whales/km2 (Median ± SD in 2019: 0.53 ± 0.61 whales/km2, 2020: 1.07 ± 0.47 whales/km2, 2021: 0.62 ± 0.53 whales/km2). Whale numbers from both visual survey methods showed the same seasonal patterns as described for the acoustic data.


Quantitative Relationship Between Chorusing Levels and Whale Numbers

The GLMs showed that the number of whales (land: χ2 = 454.27, df = 2, p ≪ 0.001; vessel: χ2 = 312.54, df = 2, p ≪ 0.001) and recording location (land: χ2 = 134.18, df = 2, p ≪ 0.001; vessel: χ2 = 89.59, df = 2, p ≪ 0.001) are significant predictors of RMS SPL (Figure 5). Both the linear and the quadratic term of number of whales are significant (land: χ2linear = 177.542, plinear ≪ 0.001, χ2quadratic = 62.304, pquadratic ≪ 0.001, vessel: χ2linear = 138.03, plinear ≪ 0.001, χ2quadratic = 67.84, pquadratic ≪ 0.001), supporting the second-degree polynomial relationship between whale numbers and chorusing levels. Coefficient of determinations, R2 ranged from 0.71 to 0.75 for the land-based data (Maui6: R2 = 0.71, Olowalu—deep: R2 = 0.76, Olowalu—shallow: R2 = 0.71) and from 0.81 to 0.85 for the vessel-based data (Maui6: R2 = 0.82, Olowalu—deep: R2 = 0.81, Olowalu—shallow: R2 = 0.85). All parameter estimates from the model and predicted maximum RMS SPL (SPLmax) values are summarized in Table 4.
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FIGURE 5. Median daily root-mean-squared sound pressure levels (RMS SPL) in dB re 1 μPa2 in the 0–1.5 kHz frequency band recorded at three EAR locations off Maui, Hawai‘i and whale numbers; (A) median number of whales per 30 min scan from a land station (n = 71) between 2017 and 2020, (B) density estimates from vessel-based line-transect surveys (n = 26) between 2019 and 2021. No acoustic monitoring was conducted at Olowalu (deep) in 2018. Lines show the regressions from a second-degree generalized linear model for each EAR site; shaded areas are the respective 95% confidence intervals. Equations indicate parameter estimates and R2 values from the models.



TABLE 4. Coefficient estimates and their standard errors (SE) from a generalized linear model (GLM) fitting a second-degree polynomial relationship between daily median RMS SPL (dB re 1 μPa2) and (a) median number of whales per 30 min scan observed from a land station and (b) abundance estimates from vessel-based line-transect surveys for three recorder locations.
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Whale densities (whales/km2) off West Maui can be estimated for a known RMS SPL value up to ∼SPLmax as:
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where SPLmax is the SPL value at the maximum of the quadratic regression curve. Alternatively, density estimates that include a standard error as a measure of uncertainty can be obtained from the model fit with glm() using the invest() function from the investr package in R (Greenwell and Schubert Kabban, 2014).



Qualitative Relationship Between Chorusing Levels and Whale Numbers

When adding additional covariates in a GAM framework for the land-based data, number of whales remains a significant predictor of SPL (F = 106.529, edf = 1.969, p ≪ 0.001), but this relationship depends on the time of the season (F = 4.968, edf = 15.13, p ≪ 0.001). Low whale numbers at the beginning of the season produced comparatively lower SPLs than toward the end, while during the peak of the season the higher whale densities resulted in slightly lowered chorusing levels (Figure 6). The proportion of pods with a calf is not significantly related to SPL levels (F = 1.795, edf = 4.786, p = 0.14), but chorusing levels appear to increase with increasing proportion of calves after a certain point. The proportion of calves does, however, significantly influence the relationship between SPL and whale numbers (F = 4.155, edf = 5.909, p = 0.0003). At low whale numbers, a high proportion of present calf pods is related to a decrease in chorusing. In contrast, the proportion of comp pods is significantly related with chorusing levels (F = 5.716, edf = 2.645, p = 0.0008). SPLs initially decreased with increasing proportion of competitive pods while increasing again after a midpoint with further increasing competitive pods. This relationship is independent of whale numbers (F = 0.910, edf = 2.0, p = 0.42). However, the heatmap (Figure 6) suggests that at very low whale numbers a higher proportion of competitive pods is positively related to RMS SPL levels. Overall variation explained by the model is 91.5%. Visualizations of all partial effects are summarized in Figure 6.


[image: image]

FIGURE 6. Plots of the partial effects of predictors fit with a generalized additive model (GAM) for daily median root-mean-squared sound pressure levels (RMS SPL) in dB re 1 μPa2 at three EAR locations off Maui, Hawai‘i, and median number of whales per 30 min from the land station, the proportion of pods with a calf per day, the proportion of competitive pods per day, and the interactions of relative whale numbers and day of the season (where day1 = December 1), relative whale numbers and proportion of pods with a calf, and relative whale numbers and proportion of competitive pods. Shaded areas indicate 95% confidence intervals. The colors in the heatmaps indicate the relative response of RMS SPL as a result of the partial effect of the respective two predictor variables with darker colors corresponding with a higher response. The isobaths specify areas of 1-unit difference in the response. White areas in the heatmaps reflect specific parameter combinations for which no data was available.


Results from the GAM for the vessel-based data are similar and explain 94.2% of deviance; density (F = 46.022, edf = 1.97, p ≪ 0.001), proportion of pods with a calf (F = 10.568, edf = 1, p = 0.002), but not proportion of comp pods (F = 3.212, edf = 1.854, p = 0.064) are significant predictors of RMS SPL and there are significant interactions between density and day of the season (F = 7.184, edf = 2.866, p ≪ 0.001), and density and proportion of comp pods (F = 3.644, edf = 1.802, p = 0.046), but not density and proportion of calf pods (F = 2.898, edf = 1.824, p = 0.102). However, we urge caution with the vessel-based results due to a relatively large number of terms included in the model compared to the small sample size, and interpretation of interaction effects is limited.




DISCUSSION

Only adult and some juvenile male humpback whales sing (Herman et al., 2013), but their increasing and decreasing contribution to the marine soundscape in Hawai‘i during the breeding season mirrors the bell-shaped abundance curve resulting from the species’ staggered, age-class and sex-segregated migration pattern (Baker and Herman, 1981; Mobley et al., 1999; Au et al., 2000; Craig et al., 2001, 2003; Chen, 2017; Kügler et al., 2020). Our findings confirm that male chorusing intensity is predictive of overall whale numbers including non-singing animals off west Maui, Hawai‘i.

Both visual observation methods used to obtain whale numbers (whale counts from a shore station and density estimates from line-transect vessel surveys) had the same second-order polynomial correlation with acoustic recordings obtained from the three PAM sites within the study area. Observed differences among recording sites are likely the result of sound propagation effects at different recorder depths that shifted the SPL baseline, but not the general qualitative relationship between chorusing levels and whale numbers. These findings are in agreement with those reported along the southbound migration route off East Australia that also showed a positive polynomial correlation of both the number of singers and song minutes with the number of whales sighted (Noad et al., 2017). They also agree with a study conducted on a breeding ground off Mexico that showed a positive correlation between the number of whales and daily sound levels (Seger et al., 2016).

While some males may sing while escorting a mother-calf pair, or as part of a dyad or larger group (Baker and Herman, 1984; Darling and Bérubé, 2001; Smith et al., 2008; Chen, 2017), most singers are lone males (Darling et al., 2006; Herman et al., 2013) that can stay submerged for up to 20 min at a time while singing and may repeat their song in sessions that last many hours. It was therefore difficult to unambiguously identify singers with our visual observation methods, so the proportion of singers in our population is unknown. While Noad et al. (2017) showed a strong positive correlation between the number of singers and the overall number of whales observed along an Australian migratory route, they found that the proportion of singers decreased as the population increased over the course of almost 20 years. This contrasts with results from Cato et al. (2002), who showed that the proportion of singers remained consistent between 1981 and 1994 in that same population. Noad and colleagues considered that the observed decrease in the proportion of singers may have been caused by singing whales moving further offshore and outside of their in-shore study area, but concluded this was unlikely based on their observational data. They also reject the possibility of a decrease in numbers of mature whales resulting from a potential change in age structure. Instead, they proposed that the increase in population size during their recovery from commercial whaling likely changed whale singing behavior, resulting in proportionally fewer males singing. However, singing behavior during migration may differ markedly from that occurring on the breeding grounds. In fact, Seger et al. (2016) found that the proportion of singers in the population remained constant on the Mexican breeding ground. We have no reason to suspect that an abundance-dependency in the proportion of singers as observed on the Australian migration route exists on the Hawaiian breeding ground. In a recent study on population fluctuations off Maui inferred from chorusing levels as a proxy for relative abundance, Kügler et al. (2020) reported a decrease in RMS SPL levels during the month of February, the peak of the whale season, of 6.1 dB between 2014/15 and 2017/18 at the shallow Olowalu EAR site. A −6 dB change in RMS SPLs represents a 50% decrease in acoustic energy. Applying the regression presented here, we calculate that a decrease occurred from 1.21 whales/km2 in 2015 to 0.62 whales/km2 in 2018, or a change of −48.85%. Cartwright et al. (2019) reported a decline in visually observed mother-calf pairs of 76.5% and of 39% of adult groups between 2013 and 2018 in the same study area off west Maui. In addition, researchers off Hawai‘i Island reported a 50% decline in the mean number of whales counted from a shore station between 2014 and 2018 (NOAA, 2019; Frankel et al., 2021). The similarity in magnitudes of the trends described among these studies support our conclusion that variations in chorusing levels are the result of changes in whale abundance and not changing proportions of singers. Thus, SPL appears to be a reliable indicator of whale numbers over time, although further examination of the relationship between whale numbers and chorusing levels could help to define the relationship and possible limitations resulting from social dynamics more precisely.

Chorusing levels do not increase indefinitely with increasing whale numbers, but rather reach a plateau (logistic and asymptotic regressions) or even start decreasing (quadratic regression) after whale densities reach a threshold. At peak densities in February and early March, opportunities to find potential mates are abundant, which often involves physical contest competition with other males and may result in a lower proportion of males singing (Figure 6). Further, multiple past studies point to song playing an important role as a spacing mechanism among singers (Winn and Winn, 1978; Tyack, 1981; Frankel et al., 1995; Seger et al., 2016). As local densities become high, singers may not be able to maintain their minimum distance from each other, and individual males may choose to switch their behavioral strategy, for example by joining mother-calf pairs (Herman and Antinoja, 1977; Craig et al., 2002) or competitive pods (Au et al., 2000; Darling and Bérubé, 2001; Craig et al., 2002; Pack et al., 2012) rather than sing. At higher densities, singers may also be joined more frequently by other males, which often leads to cessation of singing (Darling et al., 2006).

In general, as the proportion of competitive pods increases, chorusing levels decrease (Figure 6). However, toward the end of the season when there is a high prevalence of competitive pods as the availability of receptive females becomes low and males compete over the last opportunities to mate (Craig et al., 2002), the relative amount of chorusing increases again. This also may indicate a change in male behavioral strategy. Humpback whale song has been proposed to provide information about a male’s competitive fitness (Lammers et al., 2017) and during high competitive activity males may choose to invest additional time separately advertising their fitness to competitors and/or females. Similarly, our data suggest that a high relative presence of pods with a calf is tied to increased chorusing levels, except at low whale densities (Figure 6). The number of calf pods relative to the total whale abundance increases as the whale season progresses and is highest in late March through April (Craig et al., 2003). As females without a calf become rare, the increase in chorusing with the higher proportion of calf pods may reflect an increase in the number of escorts singing in mother/calf groups (e.g., Herman and Tavolga, 1980; Chen, 2017). On the other hand, the decrease in SPL at low whale densities, but high prevalence of calf pods probably results from differences in migratory timing, as mother-calf pairs are among the last to depart the islands for their northward journey (Craig et al., 2003). It is therefore likely that this observed correlation at low densities is an artifact of co-varying seasonal changes in SPL rather than a causal relationship between SPL and calf presence.

The local presence of whales in Hawai‘i fluctuates throughout the breeding season as a function of migratory trends, residency times, and movement patterns within the archipelago (Craig and Herman, 1997; Cerchio et al., 1998; Craig et al., 2001, 2003), a pattern that is reflected in daily chorusing levels (cf. Figure 4). Visual surveys traditionally conducted to estimate abundances are often limited to a relatively large temporal resolution, as they are constrained by feasibility (access to vessels, aircraft, land observation sites or weather), logistics, and funding (e.g., Mobley et al., 1999; Barlow et al., 2011). While these efforts are important for monitoring population trends, they provide “snapshots” and are often not able to capture fluctuations on smaller temporal scales. PAM allows the ability to survey continuously throughout the breeding season and therefore capture naturally occurring fluctuations to gain a better understanding of patterns of abundance. In the future, real-time acoustic monitoring could allow monitoring the local population without a time delay from off-season instrument recovery and data processing, relaying the current status of humpback whales in Hawai‘i to managers and the public.

The Hawai‘i humpback whale DPS is considered recovered from commercial whaling depletion following decades of population growth at a rate of ca. 6–7% (Mobley et al., 1999; Calambokidis et al., 2001), and, together with eight other DPSs, was delisted from the United States Endangered Species Act in 2016 (NOAA, 2016). However, population fluctuations that have occurred since then (Cartwright et al., 2019; NOAA, 2019; Kügler et al., 2020; Frankel et al., 2021) emphasize the importance of continued long-term monitoring and the necessity for tracking population trends in order to mitigate changes in the conservation status of populations in a timely manner. This becomes particularly important in light of accelerating global changes, which are expected to put many marine species under increasing stress through the combination of climate change as well as other anthropogenic impacts, including ship strikes, entanglement, tourism, and noise pollution (Moore, 2008; Lammers et al., 2013; Senigaglia et al., 2016; Tsujii et al., 2018; Cartwright et al., 2019; Guazzo et al., 2020; Currie et al., 2021). Although our results are specific to the west Maui area, they could be adapted for studying populations in other breeding areas that are subject to limited resources or access. For example, the Northwestern Hawaiian Islands, stretching 1,900 km northwest of the Main Hawaiian Island, are a significantly understudied, but presumed important humpback whale breeding habitat (Johnston et al., 2007; Calambokidis et al., 2008; Lammers et al., 2011). Access to the region is restricted due to its remoteness and protection as part of the Papahānaumokuākea Marine National Monument, and frequent visual surveys are not possible. Further refinement of the results presented here to account for different habitats and propagation conditions could help make them more broadly applicable, thus providing a valuable tool for monitoring humpback whale abundance in more remote parts of the archipelago. However, higher wind and/or vessel noise, lower whale densities, differences in behavior and/or migratory patterns could cause unique conditions that deviate significantly from the relationship between whale numbers and chorusing levels presented here.

Finally, this study demonstrates that PAM methods can be extended to estimate population sizes for species and environments where vocalizations are too abundant to identify individual calls. Our results warrant further studies on the applicability of this cost-efficient, non-invasive method to study humpback whale populations on other breeding grounds, as well as other species that provide similar challenges.
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Most passive acoustic studies of the soundscape rely on fixed recorders, which provide good temporal resolution of variation in the soundscape, but poor spatial coverage. In contrast, a mobile recording device can show variation in the soundscape over large spatial areas. We used a Liquid Robotics SV2 wave glider fitted with a tow body with a passive acoustic recorder and hydrophone, to survey and record the soundscape of the Atlantic Ocean off North Carolina (United States). Recordings were analyzed using power spectral band (PSB) sums in frequencies associated with soniferous fish species in the families Sciaenidae (drums and croakers), Ophidiidae (cusk-eels), Batrachoididae (toadfish), Triglidae (sea robins), and Serranidae (groupers). PSB sums were plotted as the wave glider moved offshore and along the coast, came back inshore, and circled artificial and natural reefs. The soundscape in water <20 m was dominated by nocturnal fish choruses with PSB sums > 120 dB re 1 μPa2: a Sciaenidae mixed-species chorus, an unknown “grunt” chorus, an unknown “buzz” chorus, and an Ophidiidae chorus. The Ophidiidae and unknown “buzz” fish choruses dominated in the range of 1600–3200 Hz and were similar in sound pressure level (SPL) to the US Navy recordings made at Cape Lookout (136 dB in 2017 vs. 131 dB in 1943). In deeper water (27–30 m), we recorded Triglidae “honks,” oyster toadfish “boat whistles,” Sciaenidae “booms” and “clucks,” and grouper “growls.” We recorded a nocturnal 5600–Hz signal while the glider was passing near known live bottom reefs and artificial reefs. Vessel noise (100–200 Hz) was part of the soundscape in shipping lanes as large cargo vessels passed by the glider. Rainfall and thunder were also part of the soundscape. The maximum SPL observed (148 dB re 1 μPa) occurred during a mixed-species Sciaenidae fish chorus near Cape Lookout that was dominated by unknown “grunt” calls. Passive acoustic monitoring from mobile platforms can be used to discover and map the locations of fish choruses, identify areas of their habitat use, and locate previously unknown locations of reefs and fish spawning areas during ocean surveys.

Keywords: passive acoustics, Sciaenidae, Triglidae, Ophidiidae, wave glider, Serranidae, Batrachoididae


INTRODUCTION

Soundscapes are a new way of monitoring marine ecosystem health (Bertucci et al., 2021; Duarte et al., 2021; Vieira et al., 2021). For instance, we can study marine mammals, fishes, and invertebrates using passive acoustic recordings from the sea. Various sound-producing animals and anthropogenic sounds such as sonar and vessel noise contribute to the soundscape. Because soundscapes are non-invasive and wholistic ways to study ecosystems, a great number of new approaches, technologies, and analyses have been developed, especially for terrestrial soundscapes (Pijanowski et al., 2011). Marine biophony, the biological soundscape of the sea, has been most useful for marine ecologists using passive acoustic methods to gain information about the habitat use, behavior, reproductive activities, and effects of noise on marine animals such as marine mammals, fishes, and invertebrates.

Traditionally, passive acoustic monitoring has used fixed hydrophones and dataloggers (Rountree et al., 2003; Luczkovich et al., 2008a; Locascio et al., 2012; Rice et al., 2016), but now this monitoring can be done from mobile gliding vehicles (Wall et al., 2012; Greene et al., 2014; Luczkovich et al., 2019; Pagniello et al., 2019). The challenges presented by such platforms include the diurnal and temporally variable nature of the changing soundscape as a glider moves through the sea, which also changes with the glider’s geographic position. This situation is analogous with a human listener driving a vehicle from a noisy city highway to a quiet country road while crossing the landscape: the sounds (and background noise levels) recorded will vary with both space and time. However, maps can be produced of such soundscapes as long as the vehicle noise and other background noises are filtered out to reveal the changing signals over space and time, with records of the time and geographic coordinates for all passive acoustic recordings. Despite the challenges involved in interpreting the soundscape variation as a glider moves through the ocean, these vehicles now can provide ocean scientists with a novel, reliable, persistent, remotely operated capability to search for sound sources, to measure environmental data associated with the sound sources, and to characterize the changing spatial and temporal nature of soundscapes using passive acoustic monitoring.

Fish chorusing in the ocean soundscape has been gaining a great deal of attention because of their loud vocalizations. Several recent papers have noted the large contribution of fishes to the ocean soundscape (Locascio and Mann, 2008; Bertucci et al., 2021; Borie et al., 2021; Vieira et al., 2021). One of the first papers published about soundscapes with fish choruses was based on recordings made in the Atlantic Ocean off Cape Lookout, North Carolina (United States) in the summer of 1943 during World War II (Dobrin, 1947). In that paper, US Navy Research Laboratory recordings were analyzed for sound spectra and sound amplitudes produced by fishes and other biological noise using some of the first-available hydrophones the US Navy had developed for coastal defense. Biological noises in the ocean soundscape were previously uncharacterized at that time and interfered with German submarine detection, so a great emphasis was placed by US Navy researchers on understanding the variations in the soundscape. This published work by Dobrin and the US Navy recordings that exist from that work provides us a unique historical comparison of the contribution of fishes to the ocean soundscape over the past 74 years. We will draw on that work as a point of reference in this paper.

In this paper, we report a soundscape dominated by fish sounds. Fishes are known sound producers. They can be recorded, and their species identity determined; in some cases, their behavior can be associated with specific sounds (Fish and Mowbray, 1970; Mok and Gilmore, 1983; Luczkovich et al., 1999a,b, 2011; Sprague and Luczkovich, 2001; Rountree et al., 2006). Choruses (McWilliam et al., 2017, 2018; Borie et al., 2021; Duarte et al., 2021) and individual calls of many fishes including red drum, Sciaenops ocellatus (Lowerre-Barbieri et al., 2008; Montie et al., 2016); weakfish, Cynoscion regalis (Connaughton and Taylor, 2011); spotted sea trout Cynoscion nebulosus (Luczkovich et al., 1999a; Montie et al., 2017); striped cusk-eels, Ophidion marginatum (Sprague and Luczkovich, 2001); sea robins Prionotus sp. (Fish and Mowbray, 1970; Connaughton, 2004); and oyster toadfish Opsanus tau (Gray and Winn, 1961; Fine and Lenhardt, 1983) are well described with sonotypes used for comparison with soundscape recordings. Marine mammal sounds (humpback whales, Megaptera novaeangliae, and bottlenose dolphins, Tursiops truncatus) whistles and moans are well known and also can be identified using passive acoustic methods.

We and others have been cataloging the sounds of fish in the marine environment as part of the soundscape. Over 800 species of fish make sound including important families of fish like the drum fish Sciaenidae, the codfish Gadidae, the sea basses and groupers Serranidae and Epinephelidae, the cusk-eels Ophidiidae, and the toadfish and midshipmen Batrachoididae (Kaatz, 2002; Kaatz et al., 2017). In some cases, novel sounds of unknown species are recorded in the soundscape and must be associated with their taxonomic identity. This remains challenging for scientists using passive acoustics.


Specific Objectives

In this paper, we had the following objectives: (1) to test a new passive acoustic recording system on a mobile wave glider; (2) to map the spatial variation of fish sounds in and the contribution of fishes to the soundscape recorded off the coast of North Carolina; and (3) to compare the measurement of the sound pressure levels and contribution of fish species sounds in the soundscape made at the same place after 74 years. We characterized the soundscape nocturnally and diurnally using this passive acoustic system as the wave glider moved along the coast near the Gulf Stream and inshore around reefs. We identified sounds produced in association with various species of fishes at locations off the North Carolina coast, including fishes in the Sciaenidae, Epinephelidae, Ophidiidae, and Triglidae. In one case, we recorded the sounds from an unknown species, which is dominant in a particular fish chorus, and attempted to associate it with a taxon. We also identified reef sounds, vessel noises, and rainfall in the soundscape. We also drew a historical comparison with sounds made from US Navy recordings in the same vicinity as our measurements near Cape Lookout, NC, United States (Dobrin, 1947).




MATERIALS AND METHODS

We monitored the offshore soundscape 2017-August-01 to 2017-August-09 using a mobile platform, an Acoustic Wave Glider (AWG; the East Carolina University AWG named “Blackbeard,” Liquid Robotics model SV2; Figure 1) with a towbody containing Saint Andrews Instrument Laboratory (SAIL, United Kingdom) Decimus passive acoustic recorder (Saint Andrews Instrumentation Laboratory, 2015; Luczkovich et al., 2019). The wave glider was equipped with Global Positioning System (GPS) receiver reporting its position by satellite communication every 5 min, various instruments (ADCP, fluorometer, Vemco acoustic tag receiver, conductivity, temperature, and dissolved oxygen meters), and an AIS receiver that could identify nearby vessels. The towbody contained the passive acoustic recording system and a depth and temperature sensor (Sensus Ultra, ReefNet, Inc., Niagara Falls, NY, United States) that recorded at 10-s intervals throughout the mission. The depth profiles and temperatures for the entire period are provided in our data repository. The Decimus system was adapted for use in the tow body by SAIL; it consists of a Teledyne Reson 4014-5 hydrophone (–186 dB ± 3 dB re 1 V/μPa sensitivity, 15 Hz to 480 kHz frequency range) input to a SAIL high-performance data acquisition card sampling at 50 kHz, storing data in binary format on a 256 GB storage card, and transmitting the detection data over satellite connection to the Wave Glider Management System (WGMS) servers. Binary audio data were converted to Windows audio file (WAV) format after Decimus recovery.
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FIGURE 1. A diagram of the Acoustic Wave Glider (AWG), “Blackbeard,” showing the arrangement of instruments on the float (GPS and satellite antennae, solar panels, AIS antenna, weather station on mast, command and control box, fluorometer, acoustic doppler current profiler, and wave sensor), 7 m long umbilical, and glider instrumentation (CTD and acoustic tag receiver). The passive acoustic recorder and hydrophone system (Decimus) were towed on a 10 m cable with alternating floats and weights that help isolate the recording system from glider-generated noise.


During the deployment, the AWG was sent along a programmed sequential course for 9 days, reporting back to shore by satellite with AWG telemetry position data, current profiles, fluorometry measurements, text summaries of the passive acoustic data, wave data, and weather data. The towbody was attached to the submarine portion of the glider using a tow line containing alternating weights and floats to reduce the tension and minimize the transmission of vibrations from the glider to the hydrophone. The towbody was neutrally buoyant using the buoyancy adjustments as previously described (Luczkovich et al., 2019). Blackbeard towed the Decimus passive acoustic recorder behind the submarine portion of the glider at approximately 10 m meter depth without touching the bottom or colliding with any underwater reefs. The AWG was able to navigate in a southwesterly direction against the prevailing Gulf Stream current and return to navigate around artificial and natural reefs offshore in Onslow Bay, NC, United States (Figure 2). We recorded sounds continuously from August-01 13:39 (all times are local time UTC-4) to August-04 10:05 to observe variations in sounds throughout the diurnal cycle. Afterward, we recorded sounds only in the evenings to save energy (Table 1). Most soniferous fishes are primarily active at night (Luczkovich et al., 2008b; Pagniello et al., 2019) but see Nelson et al. (2011). The sound signal was measured from the calibrated hydrophone along the track of the wave glider in each mission.


TABLE 1. Decimus passive acoustic start time, end time, and duration of recordings made on the wave glider survey.
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FIGURE 2. The track of the wave glider deployed August-01 through August-09 off North Carolina (United States) in Onslow Bay. The black dashed line shows the track of the wave glider, with nocturnal recordings shown as heavy black lines, and daytime recordings shown as gray lines, orange points show the position of the wave glider at sunset each day (in local time), the red points showing artificial reefs (North Carolina Artificial Reef Program, data source http://portal.ncdenr.org/web/mf/artificial-reefs-program), and cyan points showing live bottom reef areas. Bathymetry is in m, with 10 m contours shown as light bluedashed lines.


Previously, the SV2 wave glider was found to generate low levels of self-noise while towing a different passive acoustic recorder (HARP High-frequency Acoustic Recording Package), due to towbody cable strum and a servo motor that controls the rudder (Wiggins et al., 2010). The rudder servo-motor sounds are very brief (2 s) and broad-band (40 to 60 kHz) and do not mask low-frequency sounds made by biological sources like fish. The cable strum measured in that study was reduced by using a special tow-body fairing and re-designed tow cable (with alternating weights and floats) developed to allow a flexible coupling to the submarine, improvements incorporated into the current study wave glider and tow body design.


Sound Signal Analysis

We computed power spectra for each segment of the sound recordings. We used the power spectra to produce power spectral band sums (PSB sums) and composite spectrograms to identify recording segments for detailed analysis, consisting of listening to the recordings and creating spectrograms and power spectra of sounds of fishes and other sources. The reference power spectral density (PSD) used for all power spectrum levels in spectrograms was 1 μPa2/Hz and the reference band level for PSB sums was 1 μPa2.



Power Spectra and Average Power Spectra

We divided each recording into overlapping 2048-point Hanning windows and computed power spectra. Each window overlapped the previous window by 1024 points (1/2 of the points). We computed average power spectra to produce PSB sums and composite spectrograms. We computed the average power spectra of identified fish sounds in the recordings using Hanning windows with the number of sample points chosen so the sample could be divided into at least four non-overlapping windows. Then we computed the average power spectrum using windows that overlapped by 1/2 of the window points for at least seven overlapping windows. This ensured that the sample points at the beginning and end of each sound that were reduced by the Hanning function were represented in either the previous or next overlapping window (Press et al., 2007). For computational efficiency, we used window sizes Nwin that was a power of 2 such that the value of n as the largest integer such that
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where Nsamp is the number of sample points in the recording. The largest Nwin we used was 214 = 16 384 points, regardless of the length of the sample. The window size can be determined by
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where ⌊⌋ represents the floor function and the window size is Nwin = 2n. For example, a 0.8 s recording sampled at 50,000 Hz contains 40,000 samples. An average power spectrum of this segment would use a window of Nwin = 213 = 8192 sample points because [image: image].



Spectrograms and Composite Spectrograms

Spectrograms of the recordings were produced with power spectral density (color axis) as a function of time (horizontal axis) and sound frequency (vertical axis). The fish sounds are in the lower frequency range (Table 2): at the low end, the red drum “knock” calls have a dominant frequency of 125 Hz; at the high end, the striped cusk-eel “chattering” calls are dominant at 1500 Hz, with a range of 1000 to 2500 Hz. Unless indicated otherwise, we produced spectrograms of shorter sounds (60 s or less) using 2048-point Hanning windows with overlaps of 1792 points. For sounds with short-time-duration features such as clicks and pulses, we used 512-point Hanning windows with overlaps of 448 points, sacrificing frequency resolution for increased time resolution. For time intervals longer than 3600 s (1 h), we produced composite spectrograms by averaging the power spectra described above for each 60 s in the recording and plotting the average power spectral density vs. time and frequency. We used a log10 scale for the frequency axis for composite spectrograms to display both low- and high-frequency components in detail and used a linear scale frequency axis for species-specific spectrograms in which we display a limited frequency range. Harmonic frequency components, which are whole number multiples of the fundamental frequency, are easier to identify with a linear frequency scale because they are equally spaced in frequency.


TABLE 2. Frequency bands were used to associate fish species and power spectral band sums.
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Power Spectral Band Sums

We computed power spectral band sums (PSB sums) for specific frequency bands associated with known fish sounds. Table 2 shows the frequency range associated with different fish species. These frequency bands were chosen as indicators of calls by the various species. The bands do not contain all frequencies in the calls. A PSB sum SPSB is the sum of all power spectrum components Pn for frequencies in the band fmin ≤ fn ≤ fmax,
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where nmin is the index of the smallest frequency component in the band, nmax the index of the largest frequency component in the band, and Δf the frequency interval in the power spectrum.

We computed the average PSB sum of each band in Table 2 for each 60 s of the recording and plotted them vs. time to identify times in the recordings likely to contain fish sounds. One indication of fish activity is when the PSB sum for a frequency band increased with a different pattern than the other bands. For example, if the 100 to 200 Hz PSB sum increased by 20 dB while the other bands remained the same, the recording was likely to have black drum, red drum, or grouper sound production (Table 2), or it could have had noise produced by ships that also has frequency components within that band. Note that a PSB sum value cannot positively identify a sound source, but it can eliminate portions of a recording unlikely to contain calls with frequencies within the band. We listened to and analyzed each identified region in detail to identify individual fish calls and aggregation sounds.



Pulse Period and Pulse Repetition Rate

The pulse period and pulse repetition rate for calls in a fish chorus are often difficult to measure because a recording may have many individual calls at the same time causing difficulty in isolating pulses in a call from the same source. We measured the pulse period for the example species pulsed calls when we were confident that a pulse train in the call was from one individual. We measured the pulse period using the times between similar features (e.g., peaks) in the oscillogram for consecutive pulses. When the oscillogram was not clear due to noise in other frequency bands, we filtered the signal using a second-order section digital implementation of a 20th order Butterworth bandpass filter that included all significant frequencies in the average power spectrum. We report the mean pulse period and use the standard error of the pulse period as the uncertainty. We calculated the pulse repetition rate as the reciprocal of the pulse period.



Sound Pressure Levels and Frequency Band Sound Pressure Levels

We calculated sound pressure levels (SPLs) and frequency band sound pressure levels to compare our recordings with those made by other researchers. We calculated RMS sound pressures from sampled sounds using
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where tn is the time of sample n, Δt the sample interval, pi the pressure at sample i, and T the time constant. Eq. 4 approximates the integral used to calculate average RMS pressures for analog signals. We used a time constant of T = 0.125 s for “fast” response measurements and T = 1.00 s for “slow” response measurements. We calculated SPLs from the band RMS sound pressure with
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We calculated frequency band SPLs by using a second-order section digital implementation of a 20th order Butterworth bandpass filter set to the minimum and maximum frequencies of the band. Then we used the band-filtered pressure samples in Eq. 4 to obtain band-filtered RMS pressures, which we used in Eq. 5 to obtain frequency band SPLs.



Sound Source Identification

We listened to a selection of recorded files based on the increased levels of the various PSB sums. When a PSB sum band increases, there is a sound source that causes that increase by producing frequencies within the band. Listening to the sounds allowed us to identify sources causing the PSB increases. We used Raven Pro Bioacoustics software (Center for Conservation Bioacoustics, 2019) to playback the recordings, listen to and select parts of the soundscape for identification using oscillograms, spectrograms, and power spectra. A scrolling spectrogram in Raven was observed by a listener and selection boxes were established around each sound to be identified for further spectral analysis.



Mapping Procedures

Interpolation of the PSB sums was computed in ArcMap 10.6.1 (www.esri.com, ESRI, Redlands, CA, United States) and used to generate maps of the power spectral density along the wave glider track. First, a 500 m buffer was generated around the wave glider path, which was imported from points obtained at 300 s (5 min) time intervals, with coordinate positions reported via the Wave Glider Management System and then converted to a line in ArcMap. Next, the Kernel Interpolation with Barriers Tool in the Geostatistical Analyst Toolbox in ArcMap was used to create a prediction surface for the PSDs at each 10 m cell with the 500 m buffer zone. The kernel interpolation used the point values of PSB sums for the full spectrum to produce a raster prediction surface. A final map of each fish chorus type as defined by PSB sums in each fish species-specific frequency band (Table 2) that exceeded the 90th percentile for all sums was produced along the wave glider track as a way of visualizing each fish chorus linear extent. The values for each PSB sum Band were imported into the statistical package R to compute the 90th percentiles (R Core Team, 2021). Values that exceeded these percentiles were converted from points to lines and plotted on the map.




RESULTS


Fish Choruses in the Soundscape

Upon recovery, the recorded sounds from this mission were analyzed using composite spectrograms and PSB sums associated with different fish species (Table 2). The first set of soundscape recordings was made along continuously changing depth profiles to examine variations in the soundscape between day and night as the wave glider moved from inshore at 10 m depth to offshore 27 m (Figure 2). During this time, the passive acoustic system in the tow body averaged 11 m depth and the temperature was 26.3°C. The PSB sum plots (Figure 3A), and the composite spectrogram (Figure 3B) display variations in the soundscape as the wave glider moved along the track. Four of the PSB sums (Band I 100 to 200 Hz, Band III 300 to 600 Hz, Band V 1500 to 2000 Hz, and Band VII 5000 to 6000 Hz) show increases that are not reflected in the other band (Band VIII 6500 to 25000 Hz) between the night hours of 16:00 and 02:00 (Figure 3A). Between 2017-August-01 from 19:55 (just before sunset at 20:08) until midnight, there is a fish chorus visible in the composite spectrogram (Figure 3B) dominating the low- and mid-frequency power spectral bands (with the greatest contribution > 100 dB re 1 μPa2 in the 300 to 600 Hz band; Figure 3A). This increase in the 300 to 600 Hz PSB sum is due to multiple species of Sciaenidae including weakfish C. regalis, Atlantic croaker Micropogonias undulatus, and an unknown species producing a 500 Hz “grunt,” likely to be a member of the Sciaenidae. This is what we term the Sciaenidae mixed-species chorus (dominating Bands I and III; description below), which, at its peak, exceeded a band level of 120 dB re 1 μPa2. This chorus grew in amplitude as the wave glider progressed offshore, occurred in water depths of 17 to 19 m, reached the peak in Band III of 124 dB re 1 μPa2 at 21:57, and diminished to <100 dB re 1 μPa2 at August-02 00:34.
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FIGURE 3. Sound recorded continuously by the wave glider Blackbeard between August-01 and August-04. (A) Power spectral band sums for 60 s windows of the recording. (B) Composite spectrogram produced from 60 s average power spectral densities.




Diurnal and Nocturnal Variability in the Soundscape

Although we cannot directly compare daytime and nighttime variation at a single geographical position, as many have done with fixed position passive acoustic recorders, nonetheless, during each 24 h period the sounds recorded by the moving hydrophone were much lower in the daytime than at night after sunset. This was most noticeable in Band I (100 to 200 Hz), Band III (300 to 600 Hz), Band V (1500 to 2000 Hz), and in Band VII (5000 to 6000 Hz), but not above 6000 Hz during the first day and night (August-01 12:00 to August-02 12:00, Figure 3). The composite spectrogram is shown in Figure 3B, and these PSB sums vary in concert with the brightest areas in the spectrogram. Upon listening to these recordings from daytime through the evening on August-01, the overall PSB sum in Bands I, II, and III increased. One could hear first vessel noise, then individual fish calls increasing, then decreasing, in amplitude as they were passed by the wave glider as it moved offshore. On August-01 20:25, one can hear a mixed chorus of weakfish “purrs,” the unknown Sciaenidae “grunts” occurring along with occasional striped cusk-eel “chatters” all together in 130-s sound clip (Supplementary Figure S1, Sound Clip Audio 1). Later in the time series, from just before midnight on August-02, as the wave glider was further offshore and in deeper water, the 1500–2000 Hz band increased and the 300 to 600 Hz band further declined (Figure 4A). This is evidence of a different type of fish chorus (Figure 4B, spanning PSB sums Band III, Band IV, and Band V), produced by both the unknown “grunt” and the striped cusk-eels O. marginatum (Ophidiidae), that dominates the soundscape (see Ophidiidae chorus description below). It occurred in water depths of 17–20 m and diminished <95 dB 1 μPa2 at August-02 05:51. The peak PSB sum (>105 dB 1 μPa2) of Band V was between August-01 21:11 and August-02 01:44. These two fish choruses overlap during the post-sunset hours (from August-01 at 20:34) until the early morning as the Sciaenidae Chorus in Band III stopped calling. These two choruses occur in separate frequency bands, and the period of overlap is visible in the composite spectrogram (Figure 3B) on the first night of the recording. We computed a PSB sum in Band IV for detection of the unknown grunt, which we had previously associated calls in this frequency range with a different member of the Sciaenidae, the silver perch Bairdiella chrysoura. We never heard silver perch in these recordings, so we do not know which species made this sound, but Band IV was displayed on the graphs in Figure 4, and it matches well temporally with the unknown grunt chorus.
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FIGURE 4. Sound recorded by the wave glider Blackbeard between August-01 18:00 and August-02 02:00. (A) Power spectral band sums for 60 s windows of the recording. (B) Composite spectrogram produced from 60 s average power spectral densities. (C) Map of the path of the wave glider during the recording. The color of the path indicates the full spectrum PSB sum detected at the location.


We also recorded on these nights a band of energy at 5600 Hz, which is reflected in the 4000 to 10,000 Hz PSB sum plot; we believe this band (Band VII) to be associated with a live bottom reef area (see Section “Reef Sound description” below). During the following daytime period on August-02, all PSB sums drop to low levels (80–90 dB re 1 μPa2). On subsequent nights, presented in the next several sections, the dominant Sciaenidae chorus 300 to 600 Hz (Band III) was no longer present in the deeper waters (20 to 30 m), but the 100–200 Hz Band I increased slightly, and the other chorus (Band V cusk-eels) and reef sounds (Band VII 5000 to 6000 Hz) remain. After August-04 we made recordings during the night only. In the next section, we examine each of these nocturnal choruses in greater detail.



Nocturnal Soundscape on August-01 and August-02

Recordings were made on this transect inshore between Cape Lookout and Beaufort Inlet in water 13–18 m deep with a water temperature of 26.3°C (Figure 4C). The hydrophone on the towbody averaged 11 m deep. Vessels departing the port in the Beaufort channel were received by the wave glider’s Automatic Identification System (AIS) receiver in this area, ranging from small fishing vessels (10 m) to a large (179 m) cargo vessel in the ship channel 5.4 km away, which contributed to the soundscape between 19:00 and 20:00 as it passed by. This large vessel was visible as a rise in the 100 to 200 Hz PSB sum (Figure 4A) and the composite spectrogram (Figure 4B). Figure 4C shows a map of the vessel’s AIS signals received along the wave glider’s track, plotted with variations in the soundscape, interpolated using the full-spectrum PSB sums; this map indicates where the fish choruses and anthropogenic noises from the vessel were loudest. The noise from the large cargo vessel passing close to the wave glider hydrophone was not as loud as the fish choruses (Figure 4) to be encountered a little later.

After 20:08 (sunset, indicated on the map in Figure 2), we can see an increase in PSB sum values in Bands I–VI (Figure 4A) due to fish choruses. The first chorus encountered was the Scianeidae mixed-species chorus in Bands III and IV; the next chorus was due to a “buzz” sound made by an unknown species in Bands V and VI; the third chorus was due to striped cusk-eels (in Band V). Sounds identified in the first Sciaenidae chorus by a listener were the weakfish C. regalis, Atlantic croaker M. undulatus, and an unknown “grunt” suspected to be a member of the Sciaenidae, and striped cusk-eels O. marginatum. The Sciaenidae mixed-species chorus persisted from 20:08 until midnight with PSB sum values exceeding 120 dB re 1 μPa2 in Bands III and IV when the unknown “grunt” call was dominant. The Band III PSB sum peaked at 138 dB re 1 μPa2 at 23:33. The chorus of unknown “buzz” calls began to increase in amplitude around 23:00 and continued to increase as the Sciaenidae mixed-species chorus began to fade around 23:30. The Band VI PSB sum reached a peak value of 126 dB re 1 μPa2 at 23:32 and began to decrease after midnight. The striped cusk-eel chorus that followed had PSB sum values in Bands V and VI that rose and fell as the wave glider passed clusters of calling individuals. The peak Band VI PSB sum during the striped cusk-eel chorus was 118 dB re 1 μPa2 on August 2 at 01:20, and the peak Band V PSB sum during the same chorus was 117 dB re 1 μPa2 at the same time.

In addition to PSB sums, we measured SPLs for comparison with sounds measured in other studies. We measured the maximum fast time constant SPL of this entire survey, 148 dB 1 μPa, on this night at 21:54:47 as the wave glider passed close to an individual fish making the unknown “grunt” call.



Nocturnal Soundscape on August-02 and August-03

Figure 5A shows the PSB sums and Figure 5B shows a composite spectrogram for the recordings made between August-02 18:00 and August-03 02:00 as the wave glider passed over the deepest water surveyed (25 to 27 m), while the hydrophone on the towbody was averaging 12 m deep. The water temperature at that depth was 26.5°C. Because of this greater depth and distance between the bottom and the hydrophone, we recorded lower overall sound levels here, due to fishes producing the sounds being in deeper water. There are peaks in the Band III PSB sum and the Band I PSB sum near the time 21:00. There is a gap in the recording between August-02 23:48 and August-03 00:10 due to an unexpected reboot of the recorder.
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FIGURE 5. Sound recorded by the wave glider Blackbeard between August-02 18:00 and August-03 0:00. (A) Power spectral band sums for 60 s windows of the recording. (B) Composite spectrogram produced from 60 s average power spectral densities. The gaps in the plots were due to the recording system being rebooted, and thus no data were obtained during this time. (C) Map of the path of the wave glider during the recording. The color of the path indicates the full spectrum PSB sum detected at the location.


There was a notable absence of the loud Sciaenidae (Band III) and striped cusk-eel chorus (Band V) from the previous night (Figure 5A). There was an increase at points along this path in the Band I (100 to 200 Hz) and Band III (300 to 600 Hz) PSB sums (Figure 5A). The PSB values were low, <100 dB re 1 μPa2.

Individual calls of fishes of several species were discernable. Oyster toadfish “boatwhistle” sounds, grouper “growls,” black drum “booms,” and sea robin “honks” were detected along this path (Figure 5C). The grouper “growls” caused the Band I PSB sum to increase. Grouper “growls” have been described for red grouper (Epinephelus morio) and spectral analysis of our growls are similar to growls reported for red grouper, but we did not identify the species of grouper based on the spectral analysis, as there are fishery reports of other species in that area, notably the gag grouper (Mycteroperca microlepis). We recorded what we believe to be reef sounds at 5600 Hz. Many live bottom reefs occur in the Onslow Bay at this depth, most of them are not accurately charted. These reef sounds occurred each night and were not present along the entire track of the wave glider in the daytime. This reef sound can be observed on the Band VII PSB sum plot for 5000 to 6000 Hz.

A persistent droning sound was present during the entire night in this section, which we conclude was a distant chorus of fish species making the unknown “buzz” sound, although individual fish calls could not be discerned. This identification was based on the similar spectral characteristics of sound to the unknown “buzz” call (1000 to 2000 Hz) from the previous night.

Finally, we recorded rainfall sounds during this night, which were audible on the recordings and can be seen as broad-spectrum sounds from Band VIII (6500 to 25,000 Hz) in the spectrogram (Figure 5B and Supplementary Figure S11, Sound Clip Audio 14). Peaks in the 6500 to 25,000 Hz PSB sum occur during rainstorms.



Nocturnal Soundscape on August-06 and August-07

Figure 6 shows the PSB sums (Figure 6A) and a composite spectrogram (Figure 6B) for the recordings made between August-06 18:00 and August-07 02:00. During this evening the sound recorder was on from August-06 20:16 to August-07 00:42. The PSB sums for this segment increased in Band I (100 to 200 Hz). The wave glider path was near New Topsail Inlet inshore with multiple North Carolina Division of Marine Fisheries (NCDMF) artificial reefs near the path (Figure 6C). Along this path, the wave glider recorded sounds in 13 m deep water, while the hydrophone on the tow body was 9 m deep, and the water temperature was 27.5°C. Species and sounds heard on this nocturnal recording include the Sciaenidae chorus, which was dominated by the unknown grunt call (500 Hz), weakfish, striped cusk-eels, reef sounds, and rain with thunder. We recorded a maximum fast time constant SPL of 142 dB re 1 μPa on this night at 21:31:19 with all of these species chorusing and the rainstorm and thunder sound adding to the soundscape.
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FIGURE 6. Sound recorded by the wave glider Blackbeard between August-06 18:00 and August-07 02:00. (A) Power spectral band sums for 60 s windows of the recording. (B) Composite spectrogram produced from 60 s average power spectral densities. (C) Map of the path of the wave glider during the recording. The color of the path indicates the full spectrum PSB sum detected at the location.




Nocturnal Soundscape on August-07 and August-08

On this night, we sent the wave glider on a circular path around an area with no NCDMF artificial reef as a control (we did not anticipate a reef to be at this location) and then on a circular path around an NCDMF artificial reef (Figure 7). Along this course, the wave glider recorded sounds in 17 to 20 m deep water, while the hydrophone on the tow body was 8 m deep and the water temperature was 27.1°C. The PSB sums for all bands were generally lower than other nights (August-01 and August-02 Figure 4A; August-06 and August-07 Figure 6A) at a similar water depth, ranging between 100 and 120 dB re 1 μPa2 with occasional spikes indicating nearby calling fishes (Figure 7A). The composite spectrogram indicated the presence of low-frequency red drum calls and higher-frequency striped cusk-eels, nocturnal reef sounds, then later the unknown “buzz” sound (Figure 7B). Individual fish calls could be heard by a listener as the wave glider passed nearby these calling individuals. Species identified on the recordings included red drum, black drum, striped cusk-eels, the unknown “buzz,” and the 5600 Hz reef sound. As it turned out later, after the mission was over, we learned from fishers that there was a natural live bottom reef close by the orbit around the non-artificial-reef control path (Figure 7C). Hence, the 5600 Hz sound was associated with a natural live bottom reef here.
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FIGURE 7. Sound recorded by the wave glider Blackbeard between August-07 18:00 and August-08 02:00. (A) Power spectral band sums for 60 s windows of the recording. (B) Composite spectrogram produced from 60 s average power spectral densities. The gaps in the plots were due to the recording system being rebooted, and thus no data were obtained during this time. (C) Map of the path of the wave glider during the recording. The color of the path indicates the full spectrum PSB sum detected at the location.




Nocturnal Soundscape on August-08 and August-09

The path took us past both and an artificial reef and a natural live bottom area for an intended comparison (Figure 8). Along this path, the wave glider recorded sounds in 17 to 22 m deep water, while the hydrophone on the tow body was 9 m deep and the water temperature was 27.1°C. Similar to the previous night (August-07 and August-08), the PSB sums in each band were lower than the maximum PSD sums observed on August-01 and August-02, but still were in the range 100 to 120 dB re 1 μPa2. The loudest striped cusk-eel chorus in Band V with a PSB sum value 119 dB re 1 μPa2 occurred on August-08 at 20:35:03 just after sunset (Figure 8A). The composite spectrogram showed spectral characteristics typical of red drum, black drum, striped cusk-eels, reef sounds, the unknown “buzz” sound, and a Sciaenidae mixed-species chorus (Figure 8B). Listeners confirmed these species based on individual calls heard along this track: black drum (Band I and II), red drum (Band I), a mixed Sciaenidae chorus (Band III) dominated by the unknown “grunt,” and the unknown “buzz” (Band VI). The map of the path around the artificial and natural reefs is shown with the full spectrum PSD sum plotted along the path (Figure 8C). This clockwise circle of the artificial reef happened before sunset (20:08). It is important to note the time when the wave glider passed by each reef in this plot: the wave glider approached the artificial reef on this course from the north, beginning the circle of the artificial reef at 14:33, traveling along the eastern arc of the circle in a clockwise manner, reaching the southern edge of the circle at 16:18, then heading around the western edge of the circle until 17:48, then retracing the eastern circle path until 19:48. Next, the wave glider headed SSW on a path reaching the north edge of the circle path of the natural live bottom just after midnight 00:38 on August-09. The wave glider circled the natural reef in a clockwise path until 03:43. Thus, these two orbital paths took ∼3 h to complete and were not done during a similar part of the diurnal cycle of the soundscape for each reef. Thus, a direct comparison of an artificial reef and natural reef soundscape at the same time of the night was not possible in this study, because of the temporal variation in fish calling that occurred during the night.
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FIGURE 8. Sound recorded by the wave glider Blackbeard between August-08 18:00 and August-09 02:00. (A) Power spectral band sums for 60 s windows of the recording. (B) Composite spectrogram produced from 60 s average power spectral densities. (C) Map of the path of the wave glider during the recording. The color of the path indicates the full spectrum PSB sum detected at the location.


The peak PSB sum for the full spectrum occurred as the wave glider traveled between the two reefs, in the hours after sunset (20:08) through midnight, as was typical elsewhere in our survey. The nocturnal reef sound appeared in the composite spectrogram (Figure 8B) while the wave glider was between the artificial and natural reefs after sunset, and appears to get less intense as it approached the natural reef at midnight. A listener identified individual species calls on the recordings: red drum, black drum, and striped cusk-eels calls peaked while the wave glider was circling the artificial reef area before sunset. The Sciaenidae chorus and the unknown “buzz” chorus were at their respective peaks in between the artificial reef and the natural reef area, after sunset and before midnight on August-08. The live bottom reef thus had less intense chorusing after midnight through 03:43 on August-09.

This type of temporal variation was typical for the fish choruses. If we compare the soundscape on the circle near the natural live bottom reef August-07 at 20:22 through midnight (Figure 7B) with the artificial reef August-08 at the same time (Figure 8B), we see red drum, black drum, and striped cusk -eel choruses in both composite spectrograms. Likewise, if we compare the soundscape of the circle around the artificial reef 08-August at 01:08 through 03:42 (Figure 7B) with the circle around the natural reef at the same time on 09-August (Figure 8B), there are unknown buzz choruses and Sciaenidae choruses in both spectrograms. These choruses occur in the soundscape in the same temporal order on successive nights. It is not dependent on whether there are artificial or natural reefs nearby.



Soundscape Description

In the following sections, we describe the sounds that comprised the soundscape during specific stretches of the wave glider path. Some sounds could be identified as known soniferous (sound-producing) species including red drum (S. ocellatus), black drum (Pogonias cromis), weakfish (C. regalis), Atlantic croaker (M. undulatus), oyster toadfish (O. tau), searobin (Prionotus sp.), and striped cusk-eel (O. marginatum); these identifications were done using audio sound clips, spectrograms, and average power spectrum plots that are provided in Supplementary Datasheet 1 and Supplementary Sound Clip Audios 5–12; other sounds could not be associated with known species, and spectrograms, average power spectra, and descriptions of these unknown sounds are provided below.


Grouper “Growl” Description

The recordings contain “growl” calls produced by grouper species shown in Figure 9 and Supplementary Sound Clip Audio 2. Figure 9A shows a spectrogram of a 15 s recording segment containing two “growl” calls. Figure 9B shows a spectrogram of the second call, and Figure 9C shows an average power spectrum of the same call and of the background noise, which likely contained other “growl” calls in the distance. The “growl” call in Figure 9B and C has a dominant frequency of 125 Hz with other prominent peaks at 88, 107, 180, 195, and 287 Hz. We filtered the waveform using a 50 to 750 Hz bandpass filter and were able to identify two sets of four pulses in the oscillogram that likely came from the same individual. These pulses had a period of 0.056 ± 0.001 s and a pulse repetition rate of 17.9 ± 0.4 Hz.
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FIGURE 9. Grouper “growl” sounds recorded by the wave glider Blackbeard at August-07 20:56:05 at latitude and longitude (34.494 632N, 77.009 573W). (A) Spectrogram of a 15 s segment of the recording containing two distinct “growl” sounds. (B) Spectrogram of the second “growl” sound in panel (A) outlined in the rectangle. (C) Average power spectrum for the “growl” sound shown in panel (B) from 1291.0 to 1293.0 s in the recording and the background noise from 1288.0 to 1290.5 s when there were no “growl” sounds detected. Both average power spectra were computed using 16 384-point Hanning windows with an overlap of 8192 points.




Unknown “Grunt” Description

The recordings contain unknown “grunt” calls likely to be produced by a Sciaenidae species (Figure 10 and Supplementary Sound Clip Audio 3). Figure 10A shows a spectrogram of a recording segment with several “grunt” calls. Figure 10B shows a spectrogram of an individual call, and Figure 10C shows the average power spectrum of the same individual call and the background noise, some of which is due to other “grunt” calls in the distance. The dominant frequency of the call is 488 Hz with significant sound energy in frequencies up to 5000 Hz. Examining the unfiltered oscillogram, the grunt consists of 13 pulses with a pulse period of 0.0178 ± 0.002 s and a pulse repetition rate of 56.2 ± 0.6 Hz.
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FIGURE 10. Unknown “grunt” sound recorded by the wave glider Blackbeard at August-01 21:42:31 at latitude and longitude (34.580 348N, 76.635 034W) (Supplementary Sound Clip Audio 3). (A) Spectrogram of a 20 s segment containing s sequence of “grunts.” The in the white rectangle indicates the region on the plot that was analyzed in the next panel (B). (B) Spectrogram of the “grunt” sound in the rectangle in panel (A) using a 512-point FFT for greater time resolution. (C) Average power spectrum of the “grunt” sound shown in panel (B) was taken from 258.05 to 258.35 s and the average power spectrum of the background sound was taken from 256.5 to 257.5 s when no distinct “grunt” was detected. Both average power spectra were computed using 2048-point Hanning windows with an overlap of 1024 points.




Unknown “Buzz” Description

Another sound in the recordings produced by an unknown source is a “buzz” call often detected later in the evening than the unknown “grunt” sound (Figure 11 and Supplementary Sound Clip Audio 4). Figure 11A shows a spectrogram of a recording segment with several unknown “buzz” sounds. Figure 11B shows a spectrogram of an individual “buzz” call, and Figure 11C shows an average power spectrum of the same “buzz” call and the average power spectrum of the background noise taken on an interval when there was no distinct “buzz” call present, but much of the background noise is likely due to other “buzz” calls in the distance. The dominant frequency of the “buzz” call is 1123 Hz with significant energy in frequencies from 400 to 4000 Hz. Examining the oscillogram with an 800–5000 Hz bandpass filter, the buzz consists of 28 pulses with a pulse period of (8.5 ± 0.4)×10−3 s and a pulse repetition rate of (118 ± 5) Hz. We detected the loudest unknown “buzz” choruses in the evening after 23:00, but also detected quieter choruses earlier in the evening. The unknown “buzz” chorus can be distinguished from striped cusk-eel choruses that have similar frequency content because the “buzz” calls have many more frequency bands than the striped cusk-eel calls. Also, unknown “buzz” choruses tend to have so many calling fish that the power spectral density and PSB sum values do not vary much over short time scales (60 s to 600 s) as striped cusk-eel choruses do. See the unknown “buzz” and striped cusk-eel choruses identified in Figure 7 for an example of these patterns of time variation.
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FIGURE 11. Unknown “buzz” sound recorded by the wave glider Blackbeard at August-02 00:16:23 at latitude and longitude (34.550 280N, 76.649 032W) (Supplementary Sound Clip Audio 4). (A) Spectrogram of a 20 s segment containing several distinct “buzz” calls. The in the white rectangle indicates the region on the plot that was analyzed in the next panel (B). (B) Spectrogram of the “buzz” call in the rectangle in panel (A) using a 512-point FFT for greater time resolution. (C) Average power spectrum of the “buzz” sound shown in panel (B) was taken from 2289.35 to 2289.60 s and the average power spectrum of the background sound was taken from 2289.60 to 2290.00 s when no distinct “buzz” sounds were detected. Both average power spectra were computed using 2048-point Hanning windows with overlaps of 1024 points.




Reef Sound Description

In addition to the fish choruses, the recordings show changes in the 4000–10,000 Hz PSB sum, which is dominated by a 5600 Hz sound that we detected at night in the vicinity of live-bottom reefs. The composite spectrograms in Figures 2B, 4B, 5B, 7B, and 8B each show this reef sound at different levels as the wave glider approached reefs offshore at night. The reef sound was nocturnal and not present in daytime recordings. It is not due to instruments on the glider itself, which we turned on both day and night and turned off at times; the reef sound was independent of the instrument duty cycles. It was not due to the instruments or rudder motor on the wave glider.



Anthropogenic Noises: Sonar and Vessel Noise

We noted a peak in PSB sum in Band I on August-01at 19:36 due to a large cargo vessel nearby (4 km range; see Figure 4 and Supplementary Sound Clip Audio 15). There were numerous vessels recorded during the mission and their location relative to the wave glider was determined from the AIS records broadcast by each vessel and received by the wave glider. The relative position of these known sound sources was computed by mapping the position of the wave glider when vessel noises were recorded on the hydrophone. The maximum received vessel PSB sum value on August-01 was 105.7 dB re 1 μPa2 in the PSB Band I 100–200 Hz and 100 dB re 1 μPa2 in the Band III 300–600 Hz. The sciaenid chorus exceeded this level in Band III 124 dB re 1 μPa2 later that evening at 21:32.

We heard an 800 Hz tonal sound offshore in 27 m on August-02 at 1948. This is similar to sounds produced by moorings with acoustic instruments used to sense ocean currents. Its repetitive tonal sound (2-s pulse in sets of 6 pulses in a narrow band 830 Hz) was distinctive and obvious. It did not overlap in frequency with any biological sounds but it was in the range of biological sounds produced by fish.



Bird Sounds

We detected bird calls that sounded like laughing gulls Leucophaeus atricilla to listeners (Supplementary Figure S10, Sound Clip Audio 13). These birds were heard on August-02 at 19:48. Their calls were an interesting part of the soundscape that was not heard at other times because this was the quietest part of the entire survey. The birds were above the surface when the wave glider was offshore in 27 m deep water. The hydrophone was at a depth of 11 m. Perhaps the birds were following or associated with the surface float of the wave glider. Nonetheless, the fact that they were audible through the air-water interface at this range is impressive. It shows the sensitivity of this passive acoustic system. Presumably, animals underwater can hear birds above the water if they possess similar hearing sensitivity as our hydrophone and recording system.




Comparison With Historical Soundscape Measures

We compared the sound spectra we measured on 2017-August-01 and 2017-August-02 with measurements made by the US Navy researchers in August 1943 to examine any changes over 74 years. Our wave glider passed in the vicinity of Cape Lookout (within 32 km of the approximate location; comparison map shown in Figure 12). We computed frequency band SPLs that matched the octave bands used by the US Navy researchers so that we could compare sound pressure levels in the soundscape in the two studies. The sound pressure level in the band from 1600 to 3200 Hz was 131 dB re 1 μPa in 1943-August-01 at 18:30 at a ship-borne hydrophone station approximately 20 miles south of Cape Lookout NC (Dobrin, 1947), after converting the data in that paper’s Figure 1. The author attributed the source of the sounds to a “croaker” or Sciaenidae fish, but he was not sure which species, suggesting that the “bastard trout,” now called the silver sea trout Cynoscion nothus, was the source. We measured the maximum frequency band fast time constant SPL in that octave band as 136 dB re 1 μPa on 2017-08-01 at 23:32:44 (latitude: 34.558 813 N, longitude: 76.644 667 W). The fish chorusing at the time of our measurements were producing the unknown “buzz” sound. If these sounds were produced by the same two species of Sciaenidae chorusing, the August 2017 measurement was 5 dB higher than in August 1943.
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FIGURE 12. A map of wave glider track August-01 through August-02 2017 near Cape Lookout, NC, United States for comparison with approximate locations of the United States Navy recordings of “bastard trout” analyzed by Dobrin (1947); the full-spectrum PSB sum (dB re 1 μPa2/Hz) has been overlaid on the track.


We compared a second recording in the Sciaenidae frequency range with US Navy measurements reported from 1943 in Figure 1 of Dobrin (1947). The maximum sound pressure level (SPL) during the mixed-species Sciaenidae chorus in August 2017 in this study was 138 dB re 1 μPa in the range 300 to 600 Hz. This was compared with historical levels measured near that location in August 1943 by the US Navy; the chorus we recorded was 25 dB higher (112 dB re 1 μPa in the 200 to 800 Hz range 1943, Dobrin, 1947). This comparison shows a dramatic increase in the SPL associated with Sciaenidae calling and the unknown “grunt” from August 1943 to August 2017.



Map of Fish Choruses

A summary map of the fish chorus and reef sound distribution was produced. A plot of the PSB sums in Bands I, III, V, VI, and VII was produced to delineate the geographic distribution of the fish choruses along our wave glider track, limited to where these sums exceeded the 90th percentile of all sums in each band (Figure 13). This 90th percentile was a threshold chosen to conservatively delimit and plot the linear extent of the fish choruses and reef sounds. Band I (100 to 200 Hz, PSB sum exceeding 112 dB re 1 μPa2 indicated by red lines in Figure 13) delimited areas dominated by red drum, grouper growls, and black drum. These choruses occurred both at artificial and natural reefs in water <20 m and offshore in 27 to 30 m, where natural reefs occurred based on the distribution of the reef sounds in Band VII (PSB sums exceeding 106 dB re 1 μPa2 indicated by orange lines in Figure 13). Band III (300 to 600 Hz PSB sums exceeding 116 dB re 1 μPa2 indicated by blue lines in Figure 13) delimited areas with the Sciaenidae mixed chorus and the unknown “grunt,” which is also likely to be a sciaenid fish. These choruses were limited to areas near Cape Lookout Shoals and New Topsail Inlet but produced the greatest SPL values (142 to 148 dB re 1 μPa) during the survey. Band V (1500 to 2000 Hz PSB sums exceeding 113 dB re 1 μPa2 indicated by green lines in Figure 13) was associated with striped cusk-eels. These striped cusk-eel choruses occurred near Cape Lookout Shoals, offshore in 27 to 30 m depth, near New Topsail Inlet, and around both natural and artificial reefs. Finally, the Band VI (1600 to 3200 Hz PSB sums exceeding 114 dB re 1 μPa2 indicated by purple lines in Figure 13) delimited the choruses of the species making the unknown “buzz” sound. These were found at Cape Lookout Shoals, offshore in 27 to 30 m depth, at artificial reefs outside New Topsail Inlet, and at both artificial and natural reefs.
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FIGURE 13. A map of wave glider track (dashed lines; open white circles indicate the position every 4 h, orange filled circles indicate the position at sunset at the time indicated) August-01 through August-09 with the full-spectrum PSD sum (dB re 1 μPa2/Hz) overlaid on the track. Locations along the track where individual species’ calls and mixed-species fish choruses were recorded are labeled. The locations of artificial reefs (red circles; source: North Carolina Division of Marine Fisheries NCDMF) and known natural reefs (aqua circles) are indicated. The position of a cargo ship on August-01 was obtained from vessel Automatic Identification System (AIS) signals received on the wave glider and are shown as blue circles.





DISCUSSION

We introduced this paper with an analogy of the terrestrial soundscape changing while one is driving into the country from the city. In this study, we drove the wave glider towing a hydrophone and passive acoustic recorder from a point just offshore from the busy ship port area of Beaufort Inlet, NC, with its shipping channel frequented by both small vessels and large cargo vessels, along a path that headed offshore into deep, quiet water, traveling southwest near the edge of the Gulf Stream, then returning inshore to glide past artificial and natural reefs. As we made that trip offshore, the soundscape became less noisy (full-spectrum PSB sum declined due to less vessel and less biological noise), and individual animals could be heard calling. We recorded a Sciaenidae chorus, an unknown “grunt” chorus, an unknown “buzz” chorus, and a striped cusk-eel chorus inshore between Beaufort Inlet and Cape Lookout Shoals and another mixed-species chorus near New Topsail Inlet. We could only identify calling species if they were close by and above the background sound levels, typically early in the evening. Recordings made early in the evening were better for fish sound identification. Offshore, we heard individual grouper “growls,” black drum “booms,” silver perch “clucks,” sea robin “honks,” and oyster toadfish “boat whistle” calls in the deeper water. We also heard birds calling from above the surface. We recorded an 830 Hz tone from an unknown source that sounds very much like a low-frequency sonar signal. Finally, we heard reef sounds, rainfall, and thunder in the soundscape. The inshore ocean “city” soundscape transitioned from a cacophony into an offshore “country” soundscape that was quieter, yet quite diverse, and then returned to a louder inshore “city” mixed-species chorus near New Topsail Inlet and artificial reefs composed of Sciaenidae, Ophidiidae, and unknown “grunt” sounds occurring during a rainstorm that reached a maximum SPL of 142 dB re 1 μPa.


A Soundscape Revisited: Atlantic Ocean off North Carolina in World War II

Dobrin (1947), working for the US Navy with recordings made with hydrophones near our survey site, wrote about the soundscape in the Atlantic Ocean that he heard. This provided us with historical comparisons of SPLs. At the time, the Atlantic Ocean off North Carolina was known as “Torpedo Junction” and was a battleground for German submarines, which were sinking United States cargo ships and supply vessels (Hickam, 1996). Anti-submarine efforts using passive sonar was a primary defense strategy for the US Navy, and because underwater noises from biological sources were dominating the soundscape, it was important to characterize the fishes and other marine life causing interference in the detection of ships and submarines (Horton, 1959). Horton wrote: “It is now known that fish noise is the limiting interference to the operation of sonar equipment in many locations” (page 63, Horton, 1959). Thus, the spectrum levels of fish sounds relative to vessel noise was being carefully measured by US Navy researchers. The US Navy wanted to hear enemy submarines and vessel noises, but instead, the hydrophones recorded biological noises every night. Both Dobrin (1947) and Horton (1959) attributed these biological fish sounds to “croakers” and other members of the Sciaenidae. Dobrin had access to recordings from all along the east coast of the United States, but made note of the sound pressures measured “…from a boat in the open Atlantic, approximately 20 miles offshore south of Cape Lookout, NC…” (page 20, Dobrin, 1947) and speculated as to the identity of the source. This US Navy recording was 74 years before our measured PSB sums were computed at approximately the same location. In Dobrin’s Figure 1, the maximum octave band pressure measured in 1943-August-01 at this location for the 1600 to 3200 Hz band was “37 dynes/cm2/[image: image],” which is equivalent to an octave band SPL of 131 dB re 1 μPa at this site. Dobrin’s recording system produced mean rectified sound pressures. His value is equivalent to an RMS octave band SPL of 132 dB re 1 μPa. He suggested the identity of the fish producing this sound was the “bastard trout,” now known by its American Fisheries Society common name (Nelson et al., 2004) as the silver seatrout C. nothus. We suspect this species identification was incorrect, and that the US Navy and our wave glider system recorded striped cusk eels O. marginatum in that frequency range. A recording of this sound is still available1 and can be compared with known captive and field-recorded striped cusk eels sounds (Sprague and Luczkovich, 2001) spectrographically. The sound of the “bastard trout” C. nothus was published as part of a record album and cassette tape, made from US Naval Research hydrophone recordings in the summer of 1943 off Fort Macon, Cape Lookout, and Beaufort, North Carolina (Coates and Smithsonian Folkways, 1961). These are undoubtedly part of the same sound recordings that were used by Dobrin (1947) to compute his measurements of sound pressure levels (both Dobrin and the Smithsonian relied on US Naval hydrophone recordings in coastal waters off Cape Lookout, NC in the summer of 1943, the same area where we surveyed). Other than the general location reported above, where precisely the Dobrin recording was made, and at what depth in the water column the US Navy hydrophone was deployed is unknown [although Horton (1959), as the US Navy’s main sonar expert at this time, was well aware of vessel self-noise causing interference in hull-mounted hydrophones and mentions that “cable-connected buoys” were often used (Horton 199, Chapter 7, “Direct Listening,” pages 303–305)].

Near Cape Lookout, the wave glider measured a loud chorus in the same octave band observed by Dobrin on 2017-August-01, 74 years after the Dobrin recording was made. Our measurements had a peak PSB sum for Band VI (1600 to 3200 Hz) of 126 dB re 1 μPa2 at time 23:33. We calculated band-filtered SPLs in the recording for that time and obtained a peak level of 136 dB re 1 μPa using a fast time constant and 132 dB re 1 μPa using a slow time constant. These levels are consistent with Dobrin’s results. The time of day for our peak levels was later in the evening (2017-August-01 at 23:33 vs. 1943-August-01 at 18:30 for Dobrin, 1947). Finally, the sound source of their recording was incorrectly attributed to silver sea trout C. nothus, which sound is now known to be produced by striped cusk eels O. marginatum; we have attributed our peak pressure measurement to the unknown “buzz” sound, although striped cusk eel also contributes to the sound pressure measurement in this frequency range. This fish making our “buzz” sound remains to be identified. Dobrin (1947) was measuring the striped cusk eel “chatter” calls.

On the following day, the wave glider passed over 27 m depth (a similar depth to that approximate position reported by Dobrin) at 18:30 on August-02, but our measured PSB sum levels were much lower, ∼ 80 dB re 1 μPa2. This discrepancy in measured sound pressures could be the depth of the hydrophone in each measurement; if Dobrin’s measurement was taken near the bottom, it would have been more intense, since that is where the striped cusk-eels bury; our hydrophone was towed at 11 m depth. We did not hear striped cusk-eels or the unknown grunt at that depth, however. These observations suggest that there has been a decline in the sound contribution of whatever species of fish, striped cusk-eels or an unknown sciaenid fish, made the sounds at that frequency over three-quarters of a century ago. Perhaps these choruses have shifted inshore to shallower water since 1943.

The main contributor to the soundscape in that frequency range is still unknown: it is due to the species that makes the unknown “buzz” sounds, which we will discuss next. Other Sciaenidae identified in the soundscape in the Atlantic Ocean near Morehead City and Cape Lookout included Atlantic croaker, M. undulatus, weakfish, C. regalis, red drum S. ocellatus, and black drum P. cromis. Dobrin (1947) was surprised at the intensity of the sounds produced by these “croakers” and Horton (1959, page 63) later wrote, “fish noise” was “…greeted with some astonishment” by workers in the field of underwater acoustics and was much louder than vessel noise in some spectral bands. Dobrin (1947) reported even higher SPLs during 1942–1943 in the Sciaenidae chorus octave (200 to 800 Hz) at a different site (Wolf Trap in Lower Chesapeake Bay in July 1942), with the maximum SPL of 142.7 dB re 1 μPa. These fish choruses were louder than nearby vessel noise, as Dobrin recognized, and this made enemy vessel detection in this soundscape complicated. Horton (1959) devised a solution to this problem in some cases by using electronic high-pass filters to detect propellor noises in frequency bands above the fish frequencies. But as can be observed in our recordings, vessel noises greatly overlap fish sounds in the frequencies they each produce, and the overlap in frequency results in masking of vessel noise by fish choruses (for those trying to detect vessels), and vessel noises result in false positives (for those relying on PSB sums to detect fish choruses). We conclude that the soundscape of Cape Lookout North Carolina is dominated by Sciaenidae and Ophidiidae fishes and has shifted over 74 years to shallower water, and may be even louder than 74 years ago.



Sciaenidae Fish May Produce the Unknown “Grunt” Chorus

We here hypothesize that the identity of the unknown grunt sound is likely to be banded drum Larimus fasciatus Sciaenidae, based on some work done on the reproductive biology of the banded drum in the area previously (Ross, 1984). A congener Larimus breviceps was recorded (Fish and Mowbray, 1970) that has similar frequency spectra characteristics. These authors recorded disturbance calls in an aquarium, which are not similar to the pulse pattern in our unknown grunt, but disturbance call pulse rates may not be reflective of actual calling rates occurring during reproduction in the wild. Recent soundscape recordings of the fish choruses (their “Chorus I”) from protected reefs in Brazil have been attributed to L. breviceps (Borie et al., 2021) and these calls appear very similar to the unknown grunt sound, based on spectral analyses of the two choruses. The reproductive biology of the banded drum was described by Ross (1984) at a site very close to where we recorded the unknown grunt chorus, near Cape Lookout, NC. In that study, the peak spawning season for banded grunt in North Carolina is August each year (Ross, 1984), the same time of year and nearly the same depths and locations where we recorded our unknown grunt Sciaenidae chorus. We are investigating this hypothesis actively now. Our earlier report that the sciaenid grunt recorded there was produced by spotted sea trout C. nebulosus (Luczkovich et al., 2019), is most likely incorrect, as the frequency of the sound is more similar to L. breviceps than C. nebulosus.



Incorrect Species Identification in Field Settings

Fish and Mowbray (1970) wrote “To identify with precision and certainty sounds monitored in the field without seeing the organism that produced them is considered impossible by many investigators; such identification must be considered circumstantial at best (page xiv).” This is still an issue, despite the efforts by these authors, Dobrin (1947) and many others to establish a reference library of fish sounds. Dobrin (1947) also recognized the issue and successfully added multiple known species calls to the list by recording sounds from fishes in captivity. Nonetheless, both studies incorrectly identified the sounds produced by the striped cusk-eels as being produced by members of the Sciaenidae: in Dobrin (1947) the bastard trout, silver seatrout C. nothus, and in Fish and Mowbray the weakfish C. regalis. This misidentification was later corrected by the current authors (Sprague and Luczkovich, 2001). However, we have also committed a misidentification in the first publication from the wave glider survey discussed above, attributing the unknown grunt sound to spotted sea trout C. nebulous (Luczkovich et al., 2019). We have two unknown sounds (the “unknown grunt” and the “unknown buzz”) in the current survey and we are choosing here not to definitively identify these. Rather, we propose additional captive fish recording studies to identify potential sound-producing species in the area when this survey was done to identify the sound sources, as has been recommended by several authors (Riera et al., 2017; Rountree and Juanes, 2020). This is not an easy exercise and takes a dedicated team of fish bioacoustics experts and fish biologists with the proper equipment and experimental tanks, or other fish-holding facilities like net pens in the open sea to separate species and get them to make the same calls in captivity, preferably in a setting with no tank walls (free-field) (Aalbers and Drawbridge, 2008). The matching of species to sounds produced in the field might also be accomplished with underwater video and ROVs equipped with calibrated hydrophones (Sprague and Luczkovich, 2004). Until such studies are accomplished with the Cynoscion and Larimus species in the Sciaenidae and other species in the families Triglidae, Batrachoididae, and Ophiididae listed above, we cannot determine the species producing the unknown sounds recorded in the choruses reported here with any degree of certainty.



Sciaenidae Fish Choruses Dominate Ocean Soundscapes

Sciaenidae fishes are known to produce loud choruses around the world, as we have shown here. The loudest fish chorus reported to date was in the Gulf of California by Gulf corbina Cynoscion othonopterus (Erisman and Rowell, 2017). The RMS sound pressure level of the Gulf corbina chorus was measured with a calibrated hydrophone system as 166.6 dB re 1 μPa, with individual fish pulses reaching 190 dB re 1 μPa. In China’s Pearl River estuary, the sciaenid species Belanger’s croaker Johnius berlangerii, big-snout croaker J. macrorhynus, and the lionhead Collichthys lucida produce nocturnal choruses that report a mean received levels of 140.5 dB re 1 μPa (Pine et al., 2017). Near the mouth of the May River, South Carolina (United States), spotted seatrout C. nebulosus were recorded as having a chorus with a power spectral density of 120 dB re 1 μPa2/Hz at 239 Hz, and other Sciaenidae (silver perch B. chrysoura 110 dB at 1133 Hz, black drum P. cromis 90 dB at 82 Hz, red drum S. ocellatus 110 dB at 144 Hz) were recorded (Monczak et al., 2017). Red drum have been recorded in North Carolina estuaries at an RMS sound pressure of 130 dB re 1 μPa during the same season as reported here (August–October; Luczkovich unpublished), but this study shows that they produce sounds offshore in the Atlantic Ocean off of North Carolina. Red drum have been previously reported to occur and produce mating sounds in estuaries (Luczkovich et al., 1999a; Lowerre-Barbieri et al., 2008; Montie et al., 2016) as well as offshore in the Gulf of Mexico (Holt, 2008). In kelp forests of the Pacific Ocean, white seabass Atractoscion nobilis (Sciaenidae) mate in the ocean forming large chorus-producing aggregations of multiple males (up to nine males) and a single female; the males’ sounds were described as “pulses trains” (81 Hz peak frequency), “drumrolls” (77 Hz), “thuds” (70 Hz), “booms” (63 Hz), and “chants,” the latter of which consisted of “drum rolls” and “thuds” produced together in succession (Aalbers and Drawbridge, 2008). These various call types were associated with observed spawning behavior and gamete releases. Unfortunately, only relative SPL was reported by the authors, so we cannot compare the SPLs with other Scianeidae choruses, but these authors reported relative SPL dB values for each sound type that suggested they were quite loud. Because these authors were able to observe spawning behavior in association with hydrophone recordings in an open-ocean pen with multiple individual white sea bass, a great deal more was learned about the sound use in attracting mates than in a typical study of passive acoustic recorded fish sounds. One possible study may have measured the white seabass “chanting” chorus sound pressure levels. A wave glider with a calibrated passive acoustic recorder attached, mentioned earlier, apparently recorded these white seabass choruses in kelp forests off California, and the received levels for the unidentified chorus in 60 to 300 Hz range (their “Chorus Type III”) peaked at 125 dB re 1 μPa (Pagniello et al., 2019). One can speculate that this was the received levels of white sea bass “chants,” i.e., a chorus of white seabass spawning near or in a kelp forest. Atlantic croakers have the same spawning season (August–October) but are now also confirmed to call offshore during this time. These two Sciaenidae species have already been reported as spawning both in the estuary and offshore, although not based on passive acoustics.

Black drum have been reported to occur further offshore in deep water in Onslow Bay using fixed passive acoustic recorders, but they were most commonly heard in the spring (Rice et al., 2016). We found black drum inshore near estuary inlets and artificial reefs in Onslow Bay in the late summer (August). It is now apparent that black drum may move from offshore to inshore regions and do not reside in one place all year. It is also apparent that they make sounds in the non-breeding period. Black drum are reported to spawn, based on passive acoustics of the spawning call from Jan through April (Locascio et al., 2012; Rice et al., 2016, 2017). The sounds we recorded suggest a different extended spawning period in North Carolina or the sounds are also produced by non-spawners. This bears further investigation.



The Identification of Habitat (Depth Zones, Temperature, Bottom Type, Currents)

For Sciaenidae like red drum, black drum, Atlantic croaker, and the unknown Sciaenidae “grunt” producer, their habitat used extends outside of estuaries. We can now place some seasonally varying depth boundaries using mobile passive acoustic surveys. because the wave glider can measure currents with the ADCP, we can examine patterns of spawning habitats in currents of different magnitude.

We can locate an acoustic reef signature, so reef habitats can be mapped in this way. We suspect that the reef sound is a product of multiple reef-associated species, including snapping shrimp in the family Alpheidae (Lillis and Mooney, 2018).



Fixed vs. Mobile Passive Acoustic Surveys

Mobile passive acoustic surveys allow maps of soundscapes and marine animal behavior to be produced over a wide area (Wall et al., 2012; Luczkovich et al., 2019; Pagniello et al., 2019); while fixed passive acoustic recorders measure the soundscape around points in space. The spatial coverage of soundscape studies with mobile passive acoustics recorders is large, but temporal coverage of any given location is short; in contrast, temporal coverage of a fixed recorder is long, but the spatial coverage is small. However, this presents challenges in survey design, especially when sound sources vary greatly diurnally, as is common in biological sources like fish choruses. Because the spatial coverage provided by mobile passive acoustic systems does not allow for temporal persistence at a given point, incomplete diurnal coverage will occur across the survey. Care must be taken in survey design to sample similar areas at similar times of the day to make meaningful comparisons. This became apparent in our circular paths around artificial and natural live bottom reefs, which were not completed at the same time of the night for each reef type, and peak fish chorusing occurred at times when the wave glider was transiting between the artificial and natural reefs. Nocturnal calling behavior means that mobile passive acoustic surveys cannot map areas transited during the daytime, but a sampling scheme could be devised where daytime gaps in the recording surveys are revisited at night on subsequent days. This sampling design could work to correct this problem.

Nonetheless, survey work using a passive acoustic equipped wav glider can be accomplished with minimal disturbance to the animal’s behavior, as the wave glider makes very little noise. An important consideration for any mobile hydrophone is the self-noise of any vessel that deploys or tows the hydrophone. We believe our system, with a tow body and an alternating float and sinker cable connecting the tow body to the submarine (Figure 1), which was designed to acoustically isolate the passive acoustic recording system (Saint Andrews Instrumentation Laboratory, 2015), provided us with the greatest signal-to-noise ratio one can expect to achieve with a mobile system. We had a hydrophone operating with great sensitivity in mid-water depths (8 to 11 m below the surface), away from surface wave noise. Although the hydrophone in the towbody varied in sampling depth due to changes in the wave glider speed over ground and currents, it was not always at a constant water depth (mean 9.6 m). Although not done in this study, in the future, because tow body depth was monitored throughout the survey using a depth pressure sensor, this depth variation could be addressed computationally by adjusting the received sound levels for variation in tow body depth. Buoyancy gliders (Slocum gliders) have been used as passive acoustic monitoring systems (Wall et al., 2012), but vary with depth by design The relative depth stability of the wave glider passive acoustic system is regarded here as an advantage for soundscape studies over a buoyancy glider mounted hydrophone system. Because the tow body was pulled 15 m behind the wave glider submarine, this design limited interference from the SV2 wave glider float and submarine noise. In addition, there was no propellor noise on the Liquid Robotics SV2, unlike the submarine-mounted hydrophone used with an SV3 (Pagniello et al., 2019). The wave glider itself is relatively quiet (Wiggins et al., 2010). The combination of the high-sensitivity hydrophone in a tethered acoustically isolated tow body towed at a relatively constant depth provided a low-noise, low-interference platform, and a high signal-to-noise ratio.

In the future, we would recommend that PSB sums for Sciaenidae and other species in the frequency bands listed in Table 2 be processed on the Decimus board and provided in real-time via reports in the Wave Glider Management System (WGMS). This PSB sum summary would then be useful for shore operators to direct the wave glider while at sea to adaptively sample for fish calls based on real-time reports via WGMS; fish choruses could be better mapped for habitat use and spawning behavior.




CONCLUSION

We surveyed the offshore Atlantic Ocean soundscape using passive acoustic systems on a wave glider which allowed us to survey persistently and unobtrusively along a pre-planned route moving from inshore areas near inlets with loud choruses by mixed-species of Sciaenidae fishes to quieter areas offshore on live reefs with groupers, toadfish, black drum, and sea robins. The passive acoustic system we recorded with had a very sensitive recording level and wide dynamic range and was unaffected by the wave glider propulsion (no propellor sounds, tow cable strumming, and no instrument self-noise). Based on previous fish sounds associated with species recorded in controlled conditions, we identified five species of Sciaenidae fishes chorusing in the offshore areas near Beaufort Inlet and New Topsail Inlet in North Carolina (United States) including weakfish C. regalis, Atlantic croaker M. undulatus, red drum S. ocellatus, and black drum P. cromis.

There were some previously unknown fish sounds. We described the “grunt” sounds of an unknown Sciaenidae species likely to be banded drum, L. fasciatus, but we cannot eliminate also be the silver seatrout, C. nothus, as speculated by Dobrin (1947). However, we did discover that the recording purported to be C. nothus by Dobrin and published by the Smithsonian based on US Naval research recordings (Coates and Smithsonian Folkways, 1961), is a misidentification and was made by striped cusk eels, O. marginatum.

Finally, we compared the two sets of fish chorusing recordings and SPL measurements that were made 74 years apart and showed an increase in SPL. This comparison may be a change in fish spatial distribution, with the chorusing fish moving into shallower water in 2017. Nonetheless, the fish chorusing we recorded was higher than in the US Navy recordings made at Cape Lookout in August 1943.
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Data set (Site Location Ecosystem Latitude Longitude Depth Sample Duration Duty cycle
abbreviation) Type (° North) (° East) (meters) Rate (kHz) (min) (min)
Melville Bay (MB) Baffin Bay (Greenland) Arctic 75.3 —58.6 370 64 240 continuous
Biogully East (BGE) Nova Scotian Shelf Open Ocean 43.8 —58.9 2000 250 250 continuous
(deep)

Grand Banks (GB4v0) Nova Scotian Shelf Open Ocean 45.4 —48.8 112 32 204 continuous
Grand Banks (GB4v35) Nova Scotian Shelf Open Ocean 45.4 —48.8 112 32 354 continuous
Grand Banks (GB5) Nova Scotian Shelf Open Ocean 44.9 —49.3 119 16 360 continuous
Great Barrier Reef Wheeler Reef (Great Tropical Reef —18.8 147.5 18 64 112 714
(GBR) Barrier Reef) (shallow)

Orsted (OR) Block Island (R, Open Ocean 41.2 —71.6 42 64 270 continuous

United States)

All hydrophones individually calibrated with pistonphone calibrator before and after deployment.
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The entirety of the recording was
considered in this test.

Two consecutive 10-min time windows
were considered. (1) contains two full and
one partial fin whale pulse train. (2) contains
no pulse trains.

Two 10-min time windows were
considered: (1) sounds from distant
seismic, (2) sounds from close proximity
seismic.

Identical subsets used in 12

Identical subsets used in I3

Two 10 min time window were considered:
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Two full recordings. Metrics must reflect
acoustic uniformity within site and between
sites.
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Kurtosis outperformed crest factor. Kurtosis
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signals of seismic survey signals and
highlighted the difference in strength of
seismic signals more accurately.

Cepstrum and acorr3 outperformed acorr2
and accurately reported decreased
periodicity of signals contained in second
time window.

All three periodicity metrics performed
similarly and accurately report increased
periodicity of signals in time window 2.

All three periodicity metrics performed
similarly and accurately report decreased
periodicity of signals in time window 2.
D-index outperformed H-index and
accurately contrasted acoustic uniformity at
MB and BGE.

Both metrics performed similarly but the
range measure of the D-index provided an
accurate assessment of the different sites.
Difference in responses was nuanced but
favored D-index.
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Comparison of reef sound signatures—spatial Max/min sound intensity and corresponding Amplitude Bertucci et al., 2015
comparison frequency (day, dusk, dawn)

Mean sound intensity (linear mean)
Comparison of reef sound signatures—spatial PSD (smoothed) Amplitude Radford et al., 2014
comparison Mean sound intensity (0B mean)
Soundscape of the shallow waters of a Mediterranean Monthly median root-mean-square level of the Amplitude Buscaino et al., 2016
marine protected area—temporal comparison sound pressure (SPLrms) (per octave band/bb) Uniformity

Day/night median SPLs (per octave band/bb) Impulsiveness

Day/night median PSD
Filtered Acoustic Complexity Index (ACI;
removal of snapping shrimp sounds)

A comparison of inshore marine soundscapes—spatial ACI Amplitude Uniformity McWilliam and

comparison Acoustic Diversity Index (ADI) Hawkins, 2013
PSD

The not so silent world: measuring arctic, equatorial, Daily median sound levels Amplitude Haver et al., 2017

and Antarctic soundscapes in the Atlantic Long term spectral averages (LTSA)

ocean-spatial comparison

Evaluating changes in the marine soundscape of an 3-5 month spectrograms Amplitude Linetal., 2019

offshore wind farm-temporal comparison

Soundscapes from a tropical Eastern Pacific reef and
Caribbean sea reef-spatial comparison

Median/mean PSD

Mean PSD over recording period plotted in
100Hz bins and color mapped

Amplitude Periodicity

Staaterman et al., 2013

Localized coastal habitats have distinct underwater Sound intensity over 4 freq bands: 100-800 Hz, Amplitude Radford et al., 2010
sound signatures—spatial comparison 800 Hz—-2.5 kHz, 2.5-20 kHz, 20 k-24 kHz

Proportion of sound intensity (per frequency

bands outlined previously)

Dusk/noon PSD
Assessing marine ecosystem acoustic diversity across H-index Uniformity Parks et al., 2014
ocean basins-spatial comparison
Marine soundscape as an additional biodiversity ACI Amplitude Pieretti et al., 2017
monitoring tool: a case study from the Adriatic Sea PSD Uniformity

Periodicity

Investigating the utility of ecoacoustic metrics in marine ACI Impulsiveness Bohnenstiehl et al.,
soundscapes H-index 2018
Basin-Wide contributions to the underwater 1/3 octave levels Impulsiveness Kyhn et al., 2019
soundscape by multiple seismic surveys with Mean instantaneous pressure level
implications for marine mammals in Baffin bay Sound exposure level (SEL)
Increases in deep ocean ambient noise in the NE Spectral averages Amplitude McDonald et al., 2006

pacific-temporal comparison
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Soundscape Property

Amplitude

Impulsiveness

Periodicity

Uniformity

Description

Can be conceptualized as the “loudness” of an environment. Describes the effective
sound level across time.

Impulses are characterized as being broadband with rapid rise times, short durations,
and high peak sound pressures. Impulsiveness of a soundscape would describe the
presence and magnitude of signals that can be characterized as impulsive.
Describes the repetitive nature of sounds in the soundscape. The timescale of the
periodic activity is an important factor here; pulsed signals with short
inter-pulse-intervals like seismic surveys, pile driving, and pulsed minke whale
vocalizations are periodic; repeating acoustic events like dawn or evening chorus are
also periodic, but on much larger time scales.

Describes the diversity of a system. In an acoustic context: to what degree are all the
sounds similar or different across time?

Quantifying Measure

SPLrms, SPLpk

Kurtosis, Crest Factor

Time lagged autocorrelation,
Cepstrum

H-index, D-index
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Event Start date/time End date/time

Hurricane Iselle 8/7/2014 23:00 8/9/2014 13:20
Hurricane Darby 7/24/2016 00:50 7/25/2016 10:30

These times correspond to the period when no vessels were detected and span
hours beyond when the storms were closest to the HARP site.
All date/times in UTC. Date format is month/day/year.
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Data Start Date

8/11/2007
4/19/2008
7/8/2008
2/10/2009
4/23/2009
10/25/2009
12/20/2009
5/1/2010
9/30/2010
5/12/2011
5/25/2012
11/17/2012
5/25/2013
10/23/2013
3/25/2014
7/28/2014
12/6/2014
4/25/2015
11/7/2015
7/4/2016
7/4/2016
5/1/2017
7/12/2017
10/26/2017

Data End Date

10/4/2007
7/4/2008
10/15/2008
4/1/2009
8/18/2009
12/15/2009
3/5/2010
6/16/2010
3/12/2011
10/22/2011
7/18/2012
2/28/2013
10/19/2013
3/25/2014
7/14/2014
10/12/2014
3/6/2015
8/18/2015
2/26/2016
9/14/2016
8/18/2016
7/10/2017
10/24/2017
4/25/2018

Water Depth (m)

630
650
650
460
620
620
620
620
650
650
610
680
680
680
720
720
720
720
720
660
660
680
680
630

Duty Cycle (min)

0
8
15
0
15
0
12
25
8
8
10
10
15
15
0

*» O O O O O O

o O

Crossover Frequency (kHz)

N DD N NDDNDNDNDNDDNDNNDDNDN

NN NN NN NDNDDN N
[©2 BN, B¢ BNEC) BN BN G BING) G B 6) N6 BN G) |

Sampling Rate (kHz)

200
200
200
200
200
200
200
200
200
200
200
200
200
200
200
320
320
320
200
200
320
200
200
200

All dates in UTC. Date format is month/day/year.

Depth of hydrophone is approximately 10 m above water depth.
Variation in water depths are due to minor shifts in the deployment location around the target deployment site, which are emphasized by the steep slope of the island.

Duty cycle was 5 min of recording per cycle.

Zero (0) in the duty cycle indicates continuous sampling.
Due to a programming error, one deployment (*) had a variable duty cycle spacing ranging from 450 to 720 s, resulting in approximately 1/3 time on effort.
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C, - Total concentration of ice in area, reported in
tenths. May be expressed as a single number or as a
range, not to exceed two tenths (3-5, 5-7 etc.)

C,C, C. - Partial concentrations (C,, C,, C.) are
reported in tenths, as a single digit. These are reported
in order of decreasing thickness. C,is the
concentration of the thickest ice and C.is the
concentration of the thinnest ice.

S: Sy Sc- Stages of development. These codes
correspond directly with the partial concentrations
above. C, is the concentration of stage S,, Cyis the
concentration of stage Sy, and C. is the concentration
of S..

So S¢ - Development stage (age) of remaining ice
types. S, if reported is a trace of ice type thicker/older
than S,. Sq 1s a thinner ice type which is reported when
there are four or more ice thickness types.
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Site

Location

Depth (m)

Schedule

Start date

End date

N recording days

Full system sensitivity

Deployment 1 (Winter)
CGMP

31.681 S, 1562910 E
37
Continuous
July 1, 2018
August 4, 2018
35
—173dBre 1 V/pPa

Deployment 2 (Summer)

SIMP

29.698 S, 163.397 E
42
Continuous
August 10, 2018
September 11, 2018
33
—172.4 dBre 1 V/uPa

Site CGMP SIMP
Location 31.679 S, 1562.908 E 29.698 S, 1563.397 E
Depth (m) 37 42
Schedule 30-min duty-cycle 30-min duty-cycle
Start date December 12, 2018 December 12, 2018
End date February 20, 2019 January 15, 2019

N recording days
Full system sensitivity

71
—173 dBre 1 V/pPa

35
—172.4 dBre 1 V/pPa

Deployment 3 (Winter)
Site CGMP SIMP
Location 31.679 S, 1562.908 E 29.698 S, 1563.397 E
Depth (m) ar 42
Schedule 30-min duty-cycle 30-min duty-cycle
Start date April 17,2019 June 11, 2019
End date June 24, 2019 August 9, 2019
N recording days 69 60

Full system sensitivity

—173 dBre 1 V/pPa

—172.4 dBre 1 V/uPa
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Deployment Information [ Recorder Information [ Calibration Results

| Select Calibration Folder |

Deployment Information Calibration Configuration
|; Generate MANTA File :] Deployment Identifier* [GoMex ] e.g Project Location.Cruise  Sensor Type (and calibration reference)
Deployrient nfo OK . Latitude (Decimal Degrees) | 28.3852] (®) Hydrophone (dBV / yPa) (") Microphone (dBV / Pa)
Recorder Info OK ‘ Longitude (Decimal Degrees) | -89.8353 | | have data about the ...
Sensor Info OK ) Hydrophone Depth (m) [ 05| _v System type only

(_) System and sensor types
Preamp Info OK (@) - t dtyp
Time: Hour Min  Sec S SO eaTp Vhee

(Load MANTAFle | Data Start Date | 2019-11-04 v [ 13[5] 59[5] o = ["]1 have a pistonphone calibration
: Deployment Date | 2019-11-04] ~ [ 13[3] 505 of2
Analysis Start Date* 2019-12-26 | ~ ji—:—-{jgjg
‘ Analysis End Date* 20191227 ~ [ o2 o2 o}
Retrieval Date | 2020-06-11] v | o= o[2] o=
M AN TA Data End Date | 2020-06-11| ~ =o=:<:6'z—o]§|
. * Required Field

Enter above dates / times as UTC.
(V| Check here if the DATA FILES are in local time; Time Zone offset (hours) E

Deployment Notes | Example test file
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Date

Milling Resting Travel-resting Traveling Total number of
observations

8/2/2016
8/5/2016
8/10/2016
8/11/2016
6/20/2016
6/21/2016

100%
47%
0%
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%
9%

0%
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36%
36%
0%
18%

0%
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18%
60%
27%
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47%
55%
36%
33%
45%

1
17
11
11
15
11

Observations were taken every 15 min within a sighting.

Spinner dolphin groups in multiple states of behavior were assigned the dominant

behavioral state (Percentages are rounded to the nearest whole number,).
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End time (h)
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Group size

4
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Closest EAR start and distance (km)
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Maui 3, 3.3 km
Maui 3, 1.3 km
Maui 5, 2.3 km
Channel, 3.1 km

Closest EAR end and distance (km)

Maui 4, 1.2 km
Lanai 2, 4.1 km
Channel, 4.4 km
Channel, 5.9 km
Lanai 2, 2.4 km
Lanai 2, 0.3 km
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Model Optimal boosting Model-selected Selection

parameter iterations variables frequency
Mu 3153 Latitude, Longitude 052
Month 0.22
Site 0.21
Day Category 0.05
Phi 719 Site 0.51
Month 0.29
Day Category 0.21

The model parameter, mu, estimates the mean acoustic activity index (AAl) of
Hawaiian spinner dolphins, while phi is a precision parameter that adjusts the
model’s conditional variance for each predictor.

Optimal boosting iterations (mstop) is the number of iterations at which boosting is
stopped to avoid overfitting the model.
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Hawaiian spinner dolphin signals Acoustic Activity Index

(range: 0-3.5)

No acoustic activity 0

1-5 whistles 0.5
Burst pulses only (<5 pulses) 0.5
Clicks only in less than half the recording 0.5
6-10 whistles 1.0
Clicks only in more than half the recording 1.0
Burst pulses only (>5 pulses) 1.0
Clicks and burst pulses (<5 pulses) 1.0
1-5 whistles and clicks or burst pulses 1.5
>10 whistles 2.0
Clicks and burst pulses (>5 pulses) 2.0
1-6 whistles and clicks and burst pulses 2.5
6-10 whistles and clicks or burst pulses 2.5
6-10 whistles and clicks and burst pulses 3.0
>10 whistles and clicks or burst pulses 3.0
>10 whistles and clicks and burst pulses 3.5

The index ranges from O to 3.5.
Values increase with increasing acoustic activity, and higher index values indicate
spinner dolphins in an awake state.
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Approximately 2 months of recordings were analyzed for each deployment.

Season

Fall
Fall
Fall
Winter
Summer
Fall
Winter
Summer
Summer
Summer
Winter
Summer

Start

10/1/2016
9/30/2016
9/30/2016
1/18/2015
6/30/2016
10/5/2016
1/16/2016
6/30/2016
6/30/2016
6/30/2016
1/15/2016
6/30/2016

End

11/30/2016
11/30/2016
11/30/2016
3/18/2015
8/30/2016
11/30/2016
3/16/2016
8/30/2016
8/30/2016
8/20/2016
3/16/2016
8/30/2016

Sample rate (Hz)

50000
64000
64000
125000
64000
64000
50000
64000
64000
64000
50000
64000

Depth (m)

18.0
20.9
42.2
701
701
25.5
1.2
1.2
30.0
43.9
12.0
12.0

Latitude

21.68210
20.73928
20.80275
20.84877
20.84877
21.01693
20.93892
20.93892
20.89812
20.84208
20.83077
20.83077

Longitude

—168.23450
—156.88200
—156.79930
—156.74882
—156.74882
—156.64980
—156.69470
—156.69470
—1566.69720
—156.66920
—156.64320
—1566.64320

The Channel 1 and Channel 2 deployments took place in the same location, as did the Maui 2 and Maui 3 deployments, and the Maui 6 and Maui 7 deployments.

Additional details of the study area are shown in Figure 1.
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Workshop

Processing metrics

Duty cycle Temporal Temporal unit for SPL percentiles Frequency Total frequency
(sampling period) averaging SPL statistics analysis bandwidth
window for SPL bandwidth
percentiles
2014 Minimum: Minimum: Minimum: Minimum: Minimum: Minimum:
Joint IWC/IQOE/ 1 min/h 1 min 1 day 10, 25, 50, 75, and Decidecade bands 10 Hz—1 kHz
NOAA/ONR/TNO Optimum: 90% (1/3 octave decidecade bands
Workshop' 1 month, seasonal, base-10 bands)
1 year
2018 Minimum: Minimum: Minimum: Minimum: Minimum: Minimum:
COL Ocean Sound 2 min/h with 30s 1 day 10, 25, 50, 75, and Decidecade bands 1 Hzbands at 1 s
Workshop? minimum 30 s Optimum: 90% (1/3 octave resolution over full
contiguous 1h base-10 bands) frequency of
recording time recordings
Optional:
10 Hz bands at
0.2 s resolution and
100 Hz bands at
0.01 s resolution
2019 Minimum: Minimum: Minimum: Minimum: Minimum: Minimum:
IQOE Standards Sufficient data to 1 min 1 month 10, 25, 50, 75, and Decidecade bands 10 Hz-1 kHz
Workshop® calculate Optimum: Optimum: 90% (1/3 octave decidecade bands
percentiles with 1sand 1 min 1h, 1day, 1 year Optional: base-10 bands) Optimum:
minimum 60 s Include 5 and 95% Optional: 10 Hz—1 kHz in
contiguous Optimum: 1Hz 1 Hz bands,
recording time Full CDF in 1% Optional: 10 Hz-20 kHz in
Optimum: steps Broadband decidecade bands,

>5 min per hour,
spread evenly over
the hour

calculated from
decidecade bands

optional up to max
recording frequency

Content reflects minimum, optional, and optimum recommended parameters where workshop consensus was achieved recognizing that individual projects/programs
would likely exceed the minimum recommendations. Sound Pressure Level (SPL) percentiles are value of mean-square SPL below which N% of observations fall,
in a specified temporal analysis window. All workshop consensus included recording and processing in UTC time and computing arithmetic averages (as opposed
to averaging in dB). 'https://cetsound.noaa.gov/Assets/cetsound/documents/Predicting%20Sound%20Fields % 20Report _Final.pdf 2COL (2018) 3https://scor-int.org/
IQOE/IQOE_2019_Standards_Workshop_Report.pdf
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(a)
Bo SEgo B4 SEg+ Bo SEgz;  SPLpax

Maui6 9455 1.02 1118 0.141 -0.0208 0.0043 109.58
Olowalu (deep) 430 157 0063 0213 0.0025 0.0064 117.95
Olowalu (shallow) 2.84 156 0.086 0.209 -0.0013 0.0062 113.75

(b)

Bo SEgo B4 SEgq Ba SEgo  SPLmax

Maui6 9123 170 29.89 452 1097 244 111.68
Olowalu (deep) 612 241 396 6.39 —2.03 3.45 119.37
Olowalu (shallow) 3.93 271 194 6.83 —0.76 3.60 116.74

Bo Is the intercept, 31 the coefficient for the linear term, and By the coefficient for the
second-degree term. The true coefficients for Olowalu (deep) and Olowalu (shallow)
result from the summation of the estimates for Maui6 and the respective estimates
for the two Olowalu sites. SPLmax is the maximum of the quadratic function, which
indicates the modeled maximum RMS SPL per site.
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(a)
Maui6

Olowalu (deep)

Olowalu (shallow)

Model AICc AAICc Model

AICc AAICc

Model

AICc AAICc

Quadratic 346.32 - Quadratic 237.01

- Logistic  320.93

Logistic 350.54 4.22 Logistic 237.05 0.04 Asymptotic 321.38 0.45
Asymptotic 351.18 4.86 Asymptotic 237.31 0.3  Quadratic 322.78 1.85
Linear 367.25 20.93 Linear 245.52 8.51 Linear 343.55 22.62
(b)

Maui6 Olowalu (deep) Olowalu (shallow)
Model AICc AAICc Model AICc AAICc Model AICc AAICc
Quadratic  135.91 -  Quadratic 140.90 -  Quadratic 113.63 -
Logistic 135.92 0.02 Logistic 142.62 1.72 Logistc 113.89 0.26
Asymptotic 136.34 0.44 Asymptotic 142.99 2.09 Asymptotic 114.33 0.7
Linear 149.34 13.43 Linear 156.18 15.28 Linear 130.33 16.71
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Frequency band (Hz) Species
Band I: 100-200 Red drum
Band I: 100-200 Black drum

Band II: 200-300

Band I: 100-200 Red Grouper

Band II: 200-300 Sea robin
Band II: 200-300 Oyster toadfish
Band llIl: 300-600 Weakfish
Spotted seatrout Atlantic croaker
Spot
Band IV: 600-1500 Silver perch

Band V: 1500-2000

Band VI: 1600-3200
Band VII: 5000-6000 Hz
Band VIII: 6000-25000 Hz

Striped cusk-eel
“Bastard trout”(@) or silver sea trout
Reef sounds
Rainstorms

Scientific name

Sciaenops ocellatus

Pogonias cromis

Epinephelus morio
Prionotus carolinus
Opsanus tau

Cynoscion regalis
Cynoscion nebulosus
Micropogon undulatus
Leiostomus xanthurus

Bairdiella chrysoura
Ophidion marginatus
Cynoscion nothus

References

Sprague et al., 2000; Luczkovich et al., 2008b;
Monczak et al., 2017

Mok and Gilmore, 1983; Saucier and Baltz, 1993;
Locascio and Mann, 2011; Rice et al., 2016; Monczak
et al., 2017; Tellechea et al., 2017

Nelson et al., 2011
Fish and Mowbray, 1970; Connaughton, 2004
Gray and Winn, 1961; Fine and Lenhardt, 1983

Fish and Mowbray, 1970; Sprague and Luczkovich,
2004; Luczkovich et al., 2008b

Sprague and Luczkovich, 2004
Sprague and Luczkovich, 2001
Dobrin, 1947

This study

Nystuen, 1986; Nystuen et al., 1993

Frequency (Hz) Bands are named with Roman numerals. Species commonly detected within each frequency band are listed along with references that were used to
determine the frequency limits of sounds produced. Two bands were added for other non-fish sources (Band VII: 5000-6000 Hz and Band VIII: 6000-25,000 Hz) which
may be produced by biological sources on reefs and rainfall noise. @Common name used by Dobrin (1947) and Smithsonian Folkways (Coates and Smithsonian Folkways,
1961); this sound is now known to be produced by the striped cusk eel (Opidion marginatus) (Sprague and Luczkovich, 2001).
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Recorder Location (latitude, Depth (m) Recording date range Sampling Bit depth Frequency  Sensitivity (dB
longitude) rate (kHz) (bit) range (Hz) re: 1 wV/p Pa)
HARP (slope site) 41.062, —66.352 845 June 11, 2018-May 10, 2019 200 16 10- —187
100,000
MARU (shelf site) 40.393, —70.217 78.6 December 21, 2016-July 15, 2017 2 12 10-1,000 —151.2

and July 17, 2017-February 14, 2018

The acoustic recorder on the former was a High Frequency Acoustic Recording Package (HARP) and the latter was a Marine Autonomous Recording Unit (MARU).
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Fish species

Weakfish (Sciaenid family)

Tigerfish (Therapon jarbua)

Toadfish (Opsanus tau)
Midshipman (Porichthys notatus)

Long-horned sculpin (Myoxocephalus
octodecimspinosus)

Sea robin (Prionotus carolinus)
Damselfish (Pomacentridae)

Croakers (Sciaenidae)

Drums (Sciaenidae)

Haddock (Gadidae or cod)

Haddock (Melanogrammus aeglefinus)
Batrachoididae (Toadfish or frogfish)

Oyster toadfish (Opsanus tau)
Groupers (Epinephelidae)

Black drum (Pogonias cromis)
Red drum (Sciaenops ocellatus)
Silver perch (Bairdiella chrysoura)

Atlantic croaker (Micropogonias
undulatus)

Striped cusk-eel (Ophidion marginatum)
Nassau Grouper
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Nominal frequency octave band (Hz) 0CO01 (shallow site, 14 m) 0CO02 (deep site, 94 m)

tidal fluctuation daily vesseloperating hours tidal fluctuation daily vesseloperating hours

rho p rho p rho p rho p
32 0.32 —0.03 NS 0.09 e 0.1 L
63 0.3 —0.03 NS 0.03 NS 0.18
125 0.31 —0.04 NS —0.02 NS 0.23
250 0.24 —0.02 NS —0.03 NS 0.156
500 0.09 * 0.01 NS —0.03 NS 0.14
1,000 042 ** —0.03 NS —0.02 NS 0.08 *
2,000 0.06 NS —0.08 * —0.02 NS 0.08 NS
4,000 0.04 NS —0.08 * —0.01 NS 0.03 NS
8,000 0.05 NS —0.02 NS —0.02 NS 0.02 NS
16,000 0.08 * 0.13 ** 0.01 NS -0.04 NS

Higher correlation coefficient rho indicates stronger correlation between variables and p showing the statistical significance (**p < 0.001; *p < 0.01; o < 0.05; NS
not significant).
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High sound levels do not always
correlate with human activity

Spatial proximity is not indicative of
similar sound levels

Number headings for each row correspond to sections of the manuscript.

Analyzing sound levels in octave frequency bands informed
by known biological sounds can reveal important temporal
patterns for different sound sources at a particular site

Considerations of temporal resolution are crucial in
determining the activity level of many marine sound sources
Identifying when sound levels deviate from expected
relationships with wind can indicate when other sources are
present or when a switch occurs in the dominant
continuous feature of a soundscape
To quantify biological sound at sites with high levels of
nearby shipping, alternative acoustic metrics are needed

To quantify sound levels at sites with high tidal influence,
periods with minimal tidal flow can be extracted and
summarized
Separating sites based on levels of nearby human activity
can provide important context for interpreting sound levels

Spatial sampling needs to account for human use patterns
and propagation conditions and not simply distance
between sites
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Depth (m)
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121.976 W
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Time period

25 March 2019 -
01 June 2019
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31 March 2019
01 March 2019 -
31 March 2019
01 March 2019 -
31 March 2019
01 March 2019 -
31 March 2019
01 March 2019 -
31 March 2019
08 March 2019 —
07 April 2019
08 March 2019 -
07 April 2019
01 March 2019 -
31 March 2019

Instrument

Sound Trap 500

Sound Trap 500

Sound Trap 500

Sound Trap 500

Sound Trap 500

Sound Trap 500

Sound Trap 500

Sound Trap 500

Sound Trap 300

Sampling rate (kHz)

48

48

48

48

96

96

48

48

48

Site

CIO1

FK02

GRO1

HIO1

MBO1

MB02
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All instruments were the standard model with a working frequency range of 20 Hz to 60 kHz.
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Project

NRS

ADEON

Deploy ID  Location Instrument Depth
(Bottom Depth)

NRSO1 Alaskan Arctic  Deep water: 500 m

(1,000 m)
NRS06 Gulf of Mexico  Deep water: 900 m
(1,230 m)
NRS10 American Samoa Shallow water: 33 m
(33 m)
NRS12 Caribbean Sea Shallow water: 40 m
(40 m)
BLE Blake Plateau  Deep water: 872 m
(872 m)
VAC Mid Atlantic Mid water: 212 m
(212 m)
SanctSound HIOT  Hawaiin Islands  Shallow water: 64 m
(67 m)
0OC02 Olympic Coast  Shallow water: 90 m
(94 m)
SBO1  Stellwagen Bank Shallow water: 47 m
(50 m)

Sample Rate
(kHz)/Duty Cycle

5/Continuous

5/Continuous

5/Continuous

5/Continuous

8/45 minh~"

8/45 min h~!

48/Continuous

48/Continuous

48/Continuous

Instrument

Type

AUH

AUH

AUH

AUH

AMAR

AMAR

2014 2015 2016 2017 2018 2019

29-Nov 16-Nov

22-Nov e 07-Jul

SoundTrap 500 -

SoundTrap 500

SoundTrap 300 -

The table has project name, deployment ID, recording site location, instrument and bottom depth, sample rate and duty cycle, instrument type, and time period in
which data are available. Instrument depth is categorized as shallow (<200 m), mid (>200 to <400 m), or deep (>400 m). All instruments are stationary, archival, single
hydrophone systems where AUH is autonomous underwater hydrophone and AMAR is autonomous multichannel acoustic recorder.

Recording or data quality gaps:
*August 15 to October 16, 2015.
*March 15 to April 12, 2016.
***January 21 to June 20, 2018.
“***April 2 to April 10, 2019.
+April 24 to Jully 11, 2019.

The colors indicate the associated project. NRS = green, ADEON = Purple, SanctSound = Orange. This is consistent with the color theme in Figure 1.
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Spring (March) Fall (November)

Location 63 Hz 1,600 Hz N 63 Hz 1,600 Hz N
Shallow water American Samoa 82.9 (1.8) 83.3 (1.5) 720 84.4 (2.4) 84.4 (1.8) 720
Caribbean Sea 774 (5.6) 774 3.3) 744 774 (5.5) 76.8 3.0) 696
Hawaiian Islands 81.8 2.9 87.3 4.3) 730 76.8 3.5) 77.2% 4.3) 744
Olympic Coast 100.4 (7.0) 89.8 ©6.1) 556 98.7 (7.6) 88.8™ (5.6) 715
Stellwagen Bank 91.3 (5.3) 92.3 3.9) 744 88.9 (4.4) 91.8 3.0) 437
Mid Mid Atlantic 97.3 (5.5) 91.0 4.2) 744 96.0 (5.9) 90.6 @) 916
Deep Water Alaskan Arctic 81.8 5.9 71.4 (5.5) 2,184 75.3 @.7) 71.9 (5.0) 2,123
Blake Plateau 92.8 (4.5) 85.4 6.8) 1,488 92.1 (4.4) 85.0 8.1) 1,122
Gulf of Mexico 106.0 3.6) 88.0 (5.5) 1,985 105.6 4.2 88.9 (5.0) 2,866

Units are dB re 1 wPa2. The standard deviation of each month is in the parenthesis. N represents the number of hours of data used to calculate the monthly median.
*Fall is represented by sounds recorded in December.
**Fall is represented by sounds recorded in October.
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Slope Intercept (dB) Pearson’s correlation coefficients

BI(SIC > 80%) 0.19 80.0 0.28
BI(SIC < 80%) 0.16 88.9 0.24
TNB (SIC > 80%) 0.61 79.0 0.36

TNB (SIC < 80%) 0.60 79.7 0.37
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Fitting frequency band Core frequency Period Fitting
range used to limitation correlation
calculate PSDymc

Antarctic blue whale in the BI 7-13 and 39-60 Hz 25-28 Hz - 0.99
Antarctic blue whale in TNB 18-24 and 29-42 Hz 25-28 Hz — 0.70
Antarctic minke whale in the Bl 39-66 and 300-351 Hz 103-211 Hz Feb-Sep 0.99
Leopard seal in the BI 39-161 and 412-441 Hz 310-360 Hz Oct-Jan D.86
Leopard seal in TNB 90-146 and 400-421 Hz 310-360 Hz — 0.74

Nevertheless, the ranges of core frequency and fitting frequency bands are differently adapted by reflecting the distorted frequency response of the data
(Supplementary Figure 3).
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Species n

Blue whale 17
Fin whale 165
Humpback whale &7
Minke whale 11

Right whale 26
Sei whale 33

Acc (95% CI)

0.95(0.92, 0.97)
0.80(0.76, 0.84)
0.92 (0.89, 0.95)
0.98 (0.96, 0.99)
0.90 (0.87, 0.93)
0.90 (0.87, 0.93)

Sensitivity

0.35
0.73
0.72
0.73
0.38
0.36

Specificity

0.97
0.86
0.96
0.99
0.94
0.95

Precision

0.38
0.78
0.75
0.67
0.30
0.40

NPV

0.97
0.82
0.95
0.99
0.96
0.94

Prevalence

0.04
0.41
0.14
0.03
0.06
0.08

Optimal thresholds to transform species predicted probabilities into presence/absence scores were selected to maximize Kappa. Overall accuracy values (Acc) are
shown with the correspondent 95% confidence interval. Sensitivity (Recall) represents the ratio of correctly predicted presence observations to the total (true) presence
observations in the dataset. Specificity represents the equivalent of the later but for absences. Precision (1-class 1 error) is the ratio of correctly predicted presence
observations to the total predicted presence observations (denotes the accuracy of the predicted presences). NPV stands for negative predictive value (1-class O error).

Species predicted prevalence represented their respective prevalence in the test set.
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Species N

Blue whale 46
Fin whale 135
Humpback whale 112
Minke whale 52
Right whale 71

Sei whale 93

n AMs

24
39
36
37
38
35

OOB error (%)

6
9.7
5
1.5
13

Class 0 error

0.00
0.03
0.05
0.01
0.05
0.04

Class 1 error

0.32
0.12
0.21
0.30
0.42
0.43

The random forest classification models (one per species) were trained to discriminate between the six baleen whale species call types using the training set consisting
of 1-min clips (n = 389). n AMs shows the number of predictors (AMs) that were used in the classification model according to the Boruta test results. OOB error stands
for out-of-bag error [OOB error = (FP + FN)/(TP + TN + FP + FN); 1-overall accuracy]. Class O error represents the false omission rate [false negative (FN)/true negative

(TN) + FN] and Class 1 error represents the false discovery rate [false positive (FP)/true positive (TP) + FP; 1-precision].
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Species N n AMs OOB error (%) Class 0 error Class 1 error

Blue whale 197 36 17 0.06 0.42
Fin whale 333 39 12.7 0.12 0.12
Humpback whale 57 29 8 0.01 0.79
Right whale 27 33 0.7 0.00 0.15
Sei whale 121 35 10 0.01 0.54

The random forest classification models (one per species) were trained to discriminate between the acoustic activity of five baleen whale species using the training set
consisting of 1-min clips (n = 695). n AM shows the number of predictors (AMs) that were used in the classification model according to the Boruta test results. OOB error
stands for out-of-bag error {OOB error = [false positive (FP) + false negative (FN)/(true positive (TP) + true negative (TN) + FP + FNJ; 1-overall accuracy}. Class O error
represents the false omission rate [(FN)/(TN) + FN] and Class 1 error represents the false discovery rate [(FP)/(TP) + FP; 1-precision].
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