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Editorial on the Research Topic 
New challenges in space plasma physics: Open questions and future mission concepts


For over half a century, scientific space missions have provided the experimental underpinning for advances in space plasma physics. In-situ and remote observations have revealed an incredible variety of processes throughout the heliosphere, including the solar corona, solar wind, and planetary magnetospheres. Fundamental plasma phenomena such as turbulence, instabilities, particle acceleration, magnetic reconnection, waves, shocks, and dissipation have been widely studied but remain to be understood in depth. Each new space mission so far has driven forward our understanding of space plasmas, but has also given rise to many new questions about our solar system. This Research Topic collects novel ideas and recent results suggesting the need for innovative space measurements, new analysis methods, and pioneering instrumentation. These are presented in 12 articles demonstrating the current and future open challenges in space plasma physics, and the proposed approaches to address them.
Verscharen et al. present “The Plasma Universe” as a common and coherent science theme that transcends traditional boundaries between research communities. In their article, a group of lead authors from white papers that were submitted to the ESA Voyage 2050 process1 give a synopsis of fundamental physics questions and processes that are linked by this common plasma science theme. The theme combines science areas that rely on remote-sensing plasma observations and in-situ plasma measurements stretching from UV and X-ray astronomy over solar physics, heliospheric physics, and magnetospheric physics to cometary physics.
A number of contributions to our Research Topic highlight the growing need for multi-spacecraft missions to unveil critical multi-scale phenomena in space plasma. The research article by Broeren et al. proposes improved methods to reconstruct the magnetic field based on measurements by multi-point, multi-scale spacecraft observatories. By applying their reconstruction methods to test cases and simulation outputs, the authors lay important groundwork for upcoming missions like HelioSwarm or planned missions like Plasma Observatory. These missions will go beyond the tetrahedral formations of more traditional constellations to explore plasma turbulence and structures in unprecedented detail. Maruca et al. discuss the need to go beyond the number of spacecraft in currently operating and upcoming missions to fully “image” the three-dimensional structure of the interplanetary magnetic field. Their investigation suggests that a baseline design of 24 spacecraft, combined with field reconstruction techniques, could study the mesoscale magnetic structure ([image: image] to 106 km) to distinguish different models of the interplanetary fluctuations and their effect on the heliosphere. They also propose the use of CubeSat designs to comply with the budget constraints of typical mission classes. Malaspina et al. envision a 34-spacecraft magnetospheric mission that uses microsatellites and small satellites. As shown in Figure 1, these spacecraft would carry instrumentation for radio tomography of the equatorial plasma density, combined with in-situ measurements of the total plasma density and extreme ultraviolet imaging of the meridional ion density and flows. With the additional in-situ measurements of fields and the cold and energetic particle distribution functions, the proposed mission will help us understand the processes that govern mass and energy flow through the terrestrial magnetosphere.
[image: Figure 1]FIGURE 1 | Rendering of the microsatellites equipped for radio tomography (left) and of the small satellites carrying plasma instrumentation (right). From Malaspina et al.
In the last decades, spacecraft capable of joint in-situ and remote observation have gained popularity due to their cross-cutting capabilities. Inspired by the recent joint observations of Solar Orbiter, Parker Solar Probe, and BepiColombo in the inner heliospehre, the perspective article by Telloni discusses a two-satellite mission crafted to maximize orbital configurations such as conjunctions, quadratures, and alignments. Combined in-situ and remote-sensing payload on board such a mission will enable an in-depth investigation of the heliospheric structure and of its solar and coronal drivers. Similarly, building on STEREO and Lagrange/Vigil concepts, Bemporad proposes two identical spacecraft at the Sun-Earth Lagrange points L4 and L5. Equipped with in-situ and remote-sensing instrumentation, this mission will enable observations of solar magnetic field evolution, from the solar interior (stereoscopic helioseismology) to the photosphere and corona (spectro-polarimetry), and into the solar wind (in situ). The pair of spacecraft will also serve as monitors for the Sun-Earth connection.
In order to investigate the dynamics of heliospheric magnetic and plasma structures, Borovsky and Raines present a concept for a single spacecraft mission at 1 au, equipped with high-resolution/low-noise particle and composition measurements. The fine details of the particle distributions will help to effectively distinguish the in-situ or coronal origin of structures such as current sheets, containing crucial information about the radial evolution of the solar wind. A key part of understanding our heliosphere is determining the conversion of energy between its different forms, including how particles are energized by electromagnetic fields, e.g., through waves, turbulence, shocks, and magnetic reconnection. Howes et al. propose new onboard field-particle correlator instrumentation, designed to study these processes with greater capability than currently possible, that could be employed on a future kinetic plasma physics mission. This method will correlate particle detections with the observations of electromagnetic fields to measure, onboard the spacecraft, energization at multiple energies simultaneously and with much higher time resolution than ever before. It will allow downlink of high-resolution data on particle energization over long periods of a mission and enable event-based triggering. These approaches will further our understanding of energization in a variety of space plasma processes. Our Research Topic also describes novel analysis methods for space plasma data. The Methods Article by Bakrania et al. explores the use of machine-learning (clustering) techniques to classify space plasma regimes. Applied to electron distribution functions observed by the Cluster mission, the method clearly identifies eight distinct plasma regions in the Earth’s magnetotail. Automated classification methods are a useful and promising tool to analyse large amounts of plasma data. In the future, methods like this may even be used onboard spacecraft to reduce the dimensionality of datasets and thus the required telemetry.
The difficulty of obtaining accurate three-dimensional electric field measurements is an important limitation of experimental space physics. For instance, in their Research Article, Wilson et al. discuss specific features of high-frequency electric field fluctuations at collisionless shocks. In particular, they show observations and numerical simulations that routinely provide contradicting results. Data show consistently large-amplitude electrostatic fluctuations, while simulations produce quasi-static fields. The authors suggest that both measurements and simulations have known limitations that may explain this discrepancy, and that improvements of both are needed in order to understand the physics of collisionless shocks. In their Methods Article, Lejosne et al. address the lack of accurate electric field measurements by proposing a novel design for an instrument specifically aimed at overcoming the known limitations. Based on detectors mounted on two orthogonal rotating plates, the new concept promises continuous high-accuracy three-dimensional electric and magnetic fields measurements, at affordable price and mass.
Finally, Borovski et al. address the need for observations of the magnetic connectivity of the equatorial magnetospheric regions with the auroral arcs. This knowledge is necessary to improve our understanding of the processes leading to the aurora. This Methods Article proposes an innovative mission concept aimed at visually pinpointing the connectivity. To achieve this goal, a spacecraft located in the equatorial magnetosphere will emit a beam of energetic electrons that, if magnetic connectivity exists, will travel along the field lines and appear as a bright spot in the polar ionosphere and upper atmosphere. A ground-based optical sensor will then image and localize the bright point, allowing a reconstruction of the connecting magnetic field line.
Our Research Topic highlights that, while awaiting new insights from recently launched spacecraft, the space plasma physics community actively proposes innovative concepts for future space missions. These creative ideas, which grow in response to theoretical and numerical advances and in light of the most recent observations, have the potential to transform our understanding of our cosmic neighbourhood and of fundamental plasma physics across our Universe.
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Collisionless space plasma environments are typically characterized by distinct particle populations. Although moments of their velocity distribution functions help in distinguishing different plasma regimes, the distribution functions themselves provide more comprehensive information about the plasma state, especially at times when the distribution function includes non-thermal effects. Unlike moments, however, distribution functions are not easily characterized by a small number of parameters, making their classification more difficult to achieve. In order to perform this classification, we propose to distinguish between the different plasma regions by applying dimensionality reduction and clustering methods to electron distributions in pitch angle and energy space. We utilize four separate algorithms to achieve our plasma classifications: autoencoders, principal component analysis, mean shift, and agglomerative clustering. We test our classification algorithms by applying our scheme to data from the Cluster-Plasma Electron and Current Experiment instrument measured in the Earth’s magnetotail. Traditionally, it is thought that the Earth’s magnetotail is split into three different regions (the plasma sheet, the plasma sheet boundary layer, and the lobes), that are primarily defined by their plasma characteristics. Starting with the ECLAT database with associated classifications based on the plasma parameters, we identify eight distinct groups of distributions, that are dependent upon significantly more complex plasma and field dynamics. By comparing the average distributions as well as the plasma and magnetic field parameters for each region, we relate several of the groups to different plasma sheet populations, and the rest we attribute to the plasma sheet boundary layer and the lobes. We find clear distinctions between each of our classified regions and the ECLAT results. The automated classification of different regions in space plasma environments provides a useful tool to identify the physical processes governing particle populations in near-Earth space. These tools are model independent, providing reproducible results without requiring the placement of arbitrary thresholds, limits or expert judgment. Similar methods could be used onboard spacecraft to reduce the dimensionality of distributions in order to optimize data collection and downlink resources in future missions.
Keywords: space plasma environments, particle populations, distribution functions, dimensionality reduction, clustering techniques
1 INTRODUCTION
Particle populations in collisionless space plasma environments, such as the Earth’s magnetotail, are traditionally characterized by the moments of their distribution functions. 2D distribution functions in pitch angle and energy, however, provide the full picture of the state of each plasma environment, especially when non-thermal particle populations are present that are less easily characterized by a Maxwellian fit. These non-thermal plasma populations are ubiquitous across the solar system. They make crucial contributions to the bulk properties of a plasma, such as the temperature and collisionality (Hapgood et al., 2011). Magnetic reconnection, for example, heats non-thermal seed populations in both the diffusion and outflow regions, making them an important component of the overall energization process (Øieroset et al., 2002). High-quality measurements and analysis of collisionless plasmas are consequently of key importance when attempting to understand these non-thermal populations.
Distribution functions, unlike moments, are not easily classified by a small number of parameters. We therefore propose to apply dimensionality reduction and clustering methods to particle distributions in pitch angle and energy space as a new method to distinguish between the different plasma regions. 2D distributions functions in pitch angle and energy are derived from full 3D distributions in velocity space based on the magnetic field direction and the assumption of gyrotropy of electrons. With these novel methods, we robustly classify variations in particle populations to a high temporal and spatial resolution, allowing us to better identify the physical processes governing particle populations in near-Earth space. Our method also has the advantage of being independent of the model applied, as these methods do not require prior assumptions of the distributions of each population.
1.1 Machine Learning Models
In this section, we give a detailed account of the internal operations of each of the unsupervised machine learning algorithms used in our method. In unsupervised learning, algorithms discover the internal representations of the input data without requiring training on example output data. Dimensionality reduction is a specific type of unsupervised learning in which data in high-dimensional space is transformed to a meaningful representation in lower dimensional space. This transformation allows complex datasets, such as 2D pitch angle and energy distributions, to be characterized by analysis techniques (e.g., clustering algorithms) with much more computational efficiency. Our machine learning method utilizes four separate algorithms: autoencoders (Hinton and Salakhutdinov, 2006), principal component analysis (PCA, Abdi and Williams, 2010), mean shift (Fukunaga and Hostetler, 1975), and agglomerative clustering (AC) (Lukasovã, 1979). We obtain the autoencoder algorithm from the Keras library (Chollet et al., 2015), and the PCA, mean shift, and AC algorithms from the scikit-learn library (Pedregosa et al., 2011).
We use the autoencoder to compress the data by a factor of 10 from a high-dimensional representation. We subsequently apply the PCA algorithm to further compress the data to a three-dimensional representation. The PCA algorithm has the advantage of being a lot cheaper computationally than an autoencoder, however the algorithm only captures variations that emerge from linear relationships in the data, while autoencoders also account for non-linear relationships in the dimensionality reduction process (Bishop, 1998). For this reason, we only utilize the PCA algorithm after the data have been compressed via an autoencoder. After compressing the data, we use the mean shift algorithm to inform us of how many populations are present in the data using this three-dimensional representation. While the mean shift algorithm provides us with this estimate of the requisite number of clusters, the algorithm is ineffective in constraining the shapes of the clusters to determine which population each data-point belongs to. Therefore, we use an AC algorithm to assign each data-point to one of the populations.
1.1.1 Autoencoders
Autoencoders are a particular class of unsupervised neural networks. They are trained to learn compressed representations of data by using a bottleneck layer which maps the input data to a lower dimensional space, and then subsequently reconstructing the original input. By minimizing the “reconstruction error,” or “loss,” the autoencoder is able to retain the most important information in a representative compression and reconstruction of the data. As a result, autoencoders have applications in dimensionality reduction (e.g., Hinton and Salakhutdinov, 2006), anomaly detection (e.g., Kube et al., 2019) and noise filtering (e.g., Chandra and Sharma, 2014).
During training, an autoencoder runs two functions simultaneously. The first, called an “encoder,” maps the input data, x, to the coded representation in latent space, z. The second function, called a “decoder,” maps the compressed data, z, to a reconstruction of the input data, [image: image]. The encoder, E(x), and decoder, D(z), are defined by the following deterministic posteriors:
[image: image]
where [image: image] and [image: image] are the trainable parameters of the encoder and decoder respectively. Figure 1 illustrates the standard architecture of an autoencoder.
[image: Figure 1]FIGURE 1 | The architecture of an autoencoder, adapted from Sakurada and Yairi (2014). Each circle represents a neuron corresponding to a data-point. Layer L1 represents the input data, layer L2 the encoded data in latent space, and layer L3 the reconstructed data. The circles labeled “+1” are known as “bias units,” which are parameters that are adjusted during training to improve the performance of the neural network.
In feed-forward neural networks, such as autoencoders, each neuron computes the following sum:
[image: image]
where xi represents the input from the previous layer, wi enotes the weights associated with the connections between neurons in different layers, and b denotes the bias term associated with each layer (represented by the circles labeled “+1” in Figure 1). The number of neurons in each layer defines the dimension of the data representation in that layer. The output of each neuron, f(y), is called the activation function. Rectified Linear Unit, (Hahnioser et al., 2000) is the most commonly used activation function due to its low computational cost (Agarap, 2018). The function is described as:
[image: image]
The sigmoid activation function (Chandra and Singh, 2004) is also commonly used. It is defined by:
[image: image]
where y is defined in Eq. 2. Analysis of the use of various activation functions in the remit of plasma physics are given by Kube et al. (2019).
In order to improve the representation of the compressed data in layer L2 and minimize the discrepancy between the input and reconstruction layer, the autoencoder adjusts the weights and biases by minimising a loss function through an optimiser (described below). The binary cross-entropy loss function (de Boer et al., 2005) is typically used when the input data, x, are normalized to values between 0 and 1. The loss value, c, increases as the reconstruction data, [image: image], diverge from the input data. The loss function is defined as:
[image: image]
An overview of various loss functions is provided by Janocha and Czarnecki (2017). Optimisers are used to ensure the autoencoder converges quickly to a minimum loss value by finding the optimum value of the weight, wi, of each neuron. This is achieved by running multiple iterations with different weight values, known as gradient descent (Ruder, 2016). The weights are adjusted in each iteration, t, according to:
[image: image]
where [image: image] is the gradient, which is a partial derivative of the loss value with respect to the weight. The learning rate, α, updates all the weights simultaneously with respect to the gradient descent. This learning rate is randomly initialized between 0 and 1 by the Algorithm. A low learning rate results in a slower convergence to the global minimum loss value. However a too high value for the learning rate impedes the gradient descent (Eq. 6) from converging on the optimum weights. The Adadelta optimiser (Zeiler, 2012) is commonly used due to its rapid convergence to the minimum loss value and its ability to adapt the learning rate depending on each parameter. The optimiser updates each parameter, θ, according to:
[image: image]
where Δθt is the parameter update at the t-th iteration, gt is the gradient of the parameters at the t-th iteration, and RMS is the root mean square. An overview of the various optimisers is provided by Khandelwal (2019).
1.1.2 Principal Component Analysis
PCA is a statistical procedure that, as well as autoencoders, also reduces the dimensionality of input data. The algorithm achieves this by transforming the input data from a large number of correlated variables to a smaller number of uncorrelated variables, known as principal components. These principal components account for most of the variation in the original input data, making them a useful tool in feature extraction.
Before the procedure, the original data, X0, are represented by a (n × Q) matrix, where n is the number of observations and Q is the number of variables (also called dimensions). In the first step, the algorithm scales and centers the data:
[image: image]
where [image: image] contains the means of each of the variables, and D is a diagonal matrix that contains the scaling coefficient of each variable. Typically, Dii = σi where σi is the standard deviation of variable with index i (Peerenboom et al., 2015). The algorithm then uses X to calculate the covariance matrix:
[image: image]
which measures the correlation between the different variables. The principal components are calculated as the eigenvectors, A, of the covariance matrix:
[image: image]
where L is a diagonal matrix containing the eigenvalues associated with A. These principal components are ordered in decreasing order, whereby the first principal components account for most of the variation in the input data. These input data are finally projected into the principal component space according to:
[image: image]
where Z represents the output data containing the principal component scores. The dimensionality of these output data are determined by the number of principal components used.
1.1.3 Mean Shift
The mean shift algorithm is a non-parametric clustering technique that is used for locating the maxima of a density function in a sample space. The algorithm aims to discover the number of clusters within a dataset, meaning no prior knowledge of the number of clusters is necessary.
For a dataset containing n data-points xi, the algorithm starts finding each maximum of the dataset’s density function by randomly choosing a data-point to be the mean of the distribution, x. The algorithm then uses a kernel function, K, to determine the weights of the nearby data-points for re-estimating the mean. The variable h is the width of the kernel window. Typically, a Gaussian kernel, k, is used:
[image: image]
where ck is the normalising constant. With the kernel function, the multivariate kernel density estimator is obtained:
[image: image]
where d is the dimensionality of the dataset. The gradient of the density estimator is then:
[image: image]
where [image: image]. The first term is proportional to the density estimate at x, and the second term, [image: image], is:
[image: image]
which is the mean shift vector and points toward the direction of the maximum increase in density. The mean shift algorithm therefore iterates between calculating the mean shift vector, [image: image], and translating the kernel window:
[image: image]
where t is the iteration step. Once the window has converged to a point in feature space where the density function gradient is zero, the algorithm carries out the same procedure with a new window until all data-points have been assigned to a maximum in the density function.
1.1.4 Agglomerative Clustering
AC is a type of hierarchical clustering that uses a “bottom-up” approach, whereby each data-point is first assigned a different cluster. Then pairs of similar clusters are merged until the specified number of clusters has been reached. During each recursive step, the AC algorithm combines clusters typically using Ward’s criterion (Ward, 1963), which finds pairs of clusters that lead to the smallest increase in the total intra-cluster variance after merging. The increase is measured by a squared Euclidean distance metric:
[image: image]
where Ci represents a cluster with index i. The algorithm implements Ward’s criterion using the Lance–Williams formula (Lance and Williams, 1967):
[image: image]
where Ci, Cj, and Ck are disjoint clusters with sizes ni, nj, and nk, and [image: image] is the squared Euclidean distance between the new cluster [image: image] and Ck. The clustering algorithm uses Eq. 18 to find the optimal pair of clusters to merge.
1.2 The Magnetotail
We use electron data from the magnetotail in order to test the effectiveness of our method. The magnetotail is traditionally divided into three different regions: the plasma sheet, the plasma sheet boundary layer, and the lobes (Hughes, 1995). These regions are defined by their plasma and magnetic field characteristics. The low temperature (∼85 eV) outermost northern and southern lobes are on open magnetic field lines which results in a much lower plasma density of ∼0.01 cm (Lui, 1987). The plasma sheet boundary layer exists on the reconnected magnetic field lines. This region forms the transition region in between the plasma sheet and the lobes, and is characterized by a population of field-aligned particles and a plasma β, which is the ratio of the plasma pressure to the magnetic pressure, of ∼0.1 (Lui, 1987).
The innermost plasma sheet typically contains a comparatively hot (∼4,250 eV) and isotropic plasma with a relatively high particle density of ∼0.01 cm−3. At the center of the plasma sheet is the thin neutral current sheet, which is characterized by a relatively high plasma β of ∼0, and a magnetic field strength of near zero (Lui, 1987). Although isotropic electron pitch angle distributions (PADs) are the most dominant in the plasma sheet, many cases of pitch angle anisotropy have also been found (e.g., Walsh et al., 2013; Artemyev et al., 2014; Liu et al., 2020). These intervals correspond to a colder and denser electron population and are linked to: cold anisotropic ionospheric outflows (Walsh et al., 2013), and a penetration of cold electrons from the magnetosheath near the flanks (Artemyev et al., 2014).
2 METHOD AND APPLICATION
In this section, we detail the steps required to classify different regions within a space plasma environment using machine learning techniques. As an example, we classify Cluster-Plasma Electron and Current Experiment (PEACE, Johnstone et al., 1997; Fazakerley et al., 2010) data (Laakso et al., 2010) from the Earth’s magnetotail to showcase our method, as this allows us to compare to the Cluster-ECLAT (European Cluster Assimilation Technology) (Boakes et al., 2014) database for evaluation. The same method, however, can be applied to any plasma regime where energy and pitch angle measurements are available. Our steps are as follows:
(1) Data preparation: We obtain the Cluster-PEACE data from different magnetotail regions based on the Cluster-ECLAT database, and prepare the data for testing.
(2) Reducing dimensionality: We build our autoencoder and use the encoder part to reduce the dimensionality of each pitch angle and energy distribution by a factor of 10. We use a PCA algorithm to further compress each distribution to a set of coordinates in 3D space.
(3) Clustering: We apply the mean-shift algorithm to determine how many clusters exist within the compressed magnetotail electron data, and use an AC algorithm to separate the compressed dataset into this number of clusters. This allows us to determine how many plasma regimes exist within the overall dataset.
(4) Evaluation: We estimate the probabilities of the AC labels and compare our clustering results to the original ECLAT labels in order to evaluate our method.
2.1 Data Preparation
We prepare PEACE instrument data from the Cluster mission’s C4 spacecraft (Escoubet et al., 2001) to test and present our method. The Cluster mission comprises of four spacecraft, each spinning at a rate of 4 s−1. The PEACE data have a 4 s time resolution and are constructed from two instantaneous PAD measurements per spin. Each of our distributions is a two-dimensional differential energy flux product containing twelve 15° wide pitch angle bins and 26 energy bins, spaced logarithmically between 93 eV and 24 keV. The dimensionality of each distribution is 312 (12 × 26). We normalize the differential energy flux linearly between 0 and 1 based on the maximum flux value in the dataset. An example of an individual differential energy flux distribution used in our analysis is shown in Figure 2. We correct for spacecraft potential with measurements from the Cluster-EFW (Electric Field and Wave Experiment) instrument (Gustafsson et al., 2001) and corrections (19% increase) according to the results of Cully et al. (2007).
[image: Figure 2]FIGURE 2 | An example two-dimensional electron differential energy flux distribution, as a function of pitch angle (°) and energy (eV), measured by the Cluster-Plasma Electron and Current Experiment instrument in the magnetotail across a 4 s window (09:51:23–09:51:27 on October 13, 2003).
The ECLAT dataset consists of a detailed list of plasma regions encountered by each of the four Cluster spacecraft in the nightside magnetosphere. The dataset is available from July to October during the years 2001–2009. Using plasma and magnetic field moments from the PEACE, Cluster Ion Spectrometry (CIS) (Rème et al., 2001), and Fluxgate Magnetometer (FGM) (Balogh et al., 1997) instruments, the dataset provides a list of (inner and outer) plasma sheet, boundary layer, and lobe times. These regions are identified based on the plasma β, the magnetic field measurements, and the current density vectors. A comprehensive account of the ECLAT identification routine for each plasma region is provided by Boakes et al. (2014). To ensure that we test our method on a large number of data from each of the magnetotail regions (>50,000 samples), we obtain PEACE data from times when the C4 spacecraft has spent at least 1 h in each region, according to ECLAT.
2.2 Reducing Dimensionality
After preparing the dataset to include a series of >50,000 time intervals, each with its associated 2D pitch angle and energy distributions (e.g., Figure 2), the first step toward reducing the dataset’s dimensionality is to build a suitable autoencoder (described in Section 1.1.1). We construct our autoencoder using the Keras library. This step requires defining the number of neurons in each layer. The input and reconstruction layer should have the same number, which is equal to the dimensionality of the original dataset (312 for each time interval in this example). The middle encoded layer typically contains a compressed representation of the data that is by a factor of 10 smaller than the input data (Hinton and Salakhutdinov, 2006). We therefore specify our encoded layer to contain 32 neurons. The next step involves specifying the activation function for the neurons in the first and middle layers. We use the standard Rectified Linear Unit activation function (Hahnioser et al., 2000) in the encoder part of our autoencoder and the sigmoid activation function (Chandra and Singh, 2004) in the decoder part, as this function is used to normalize the output between 0 and 1.
The next step defines which loss function and optimiser the autoencoder uses in order to representatively compress and reconstruct the input data. As we use normalized output data, we choose the standard binary cross-entropy loss function (de Boer et al., 2005). In terms of the optimiser, we utilize the Adadelta optimiser (Zeiler, 2012) due to its speed and versatility. All of the activation functions, loss functions, and optimisers are available in the Keras library.
In the next step, we set the hyperparameters used for training the autoencoder. These hyperparameters include: the number of epochs, the batch size, and the validation split ratio. The number of epochs represents the number of training iterations undergone by the autoencoder, with the weights and biases updated at each iteration. The batch size defines the number of samples that are propagated through the network at each iteration. It is equal to 2n, where n is a positive integer. The batch size (256 in our case) is ideally set as close to the dimensionality of the input data as possible. The validation split ratio determines the percentage of the input data that should remain “unseen” by the autoencoder in order to verify that the algorithm is not overfitting the remaining training data. We set the validation split ratio to 1/12, which is commonly used for large datasets (Guyon, 1997). At each iteration, a training loss value and a validation loss value are produced, which are determined by the binary cross-entropy loss function. Both of these values converge to their minima after a certain number of iterations, at which point the autoencoder cannot be optimized to the input data any further. Loss values <0.01 are typically considered ideal (Le et al., 2018).
After retrieving the compressed representation of the input data from the encoding layer (with a dimensionality of 32 in our case), we apply a PCA algorithm (see Section 1.1.2) to the compressed data to reduce the dimensionality to 3. We obtain the PCA algorithm from the scikit-learn library. We set the output dimensionality of the PCA algorithm to 3 as the following clustering algorithms used in this method are computationally expensive and their performance scales poorly with increasing dimensionality (Lukasovã, 1979; Comaniciu and Meer, 2002). Setting the dimensionality to 3 has the added benefit that the clusters can be visualised.
2.3 Clustering
Once the dimensionality reduction stage has taken place and each pitch angle and energy distribution is represented by three PCA values, we use clustering algorithms to separate the dataset into the different particle populations. To first determine how many populations exist within the dataset (8 in our case), we apply a mean shift clustering algorithm (see Section 1.1.3) to the data to find the number of maxima, nc, in the distribution of data-points. We obtain the mean shift algorithm from the scikit-learn library. We set the bandwidth, represented by h in Eq. 15 to 1, which we find optimizes the time taken for the algorithm to converge on the maxima in the density distribution.
After determining the number of clusters in the dataset, we use an AC algorithm (see Section 1.1.4) to assign each data-point to one of the clusters. We obtain the AC algorithm from the scikit-learn library and instantiate the algorithm by specifying the number of clusters, nc, before applying it to the compressed dataset. Assigning several clusters to a large dataset with three dimensions is a computationally expensive task, however we find the AC algorithm converges relatively quickly in comparison to other clustering algorithms. A further advantage of the hierarchical clustering procedure, used in the AC algorithm, is that data-points belonging to a single non-spherical structure in the 3-dimensional parameter space are not incorrectly separated into different clusters, unlike the more widely used K-means algorithm (Arthur, 2007).
Figure 3 contains a flow diagram detailing our method.
[image: Figure 3]FIGURE 3 | Flow diagram illustrating the steps we take to reduce the dimensionality of the dataset and subsequently apply clustering algorithms to characterize the different populations. Our choices for the functions and input parameters necessary to train the autoencoder are shown in brackets in steps 3 and 4.
2.4 Evaluation
Figure 4 shows the training and validation loss values associated with each iteration during the training of our autoencoder. We use this graph to check if the autoencoder is overfitting to the training data, which is evident if the training loss starts to decrease more rapidly than the validation loss. In this case, our autoencoder is not overfitting at any iteration during training. Figure 4 shows that both the loss values start to rapidly level off in less than 100 epochs. Both loss values, however, continue to decrease, with the training loss value converging to 0.0743 after 444 iterations, and the validation loss value converging to 0.0140 after 485 iterations. We therefore set the number of epochs to 500. As both loss values are lower than 0.01, we conclude the autoencoder is accurately reconstructing both sets of input data, assuring us that the encoded data with a lower dimensionality is representative of the original 2D distribution functions. The lower validation loss than training loss in Figure 4 indicates the presence of anomalous data in the training set that is not represented in the validation set. We discuss this anomalous data later in this section.
[image: Figure 4]FIGURE 4 | The evolution of the training loss value and validation loss value as the autoencoder iterates through 500 steps (epochs).
Figure 5 shows the result of applying the AC algorithm to the compressed magnetotail electron data after the implementation of the autoencoder and PCA algorithms. The 3-dimensional representation shows that the clustering algorithm is able to assign data-points of varying PCA values to the same cluster if they belong to the same complex non-spherical structure, e.g., clusters 0, 4, and 6. The clustering algorithm is able to form clear boundaries between clusters with adjacent PCA values, e.g., between clusters 0, 1, and 7, with no mixing of cluster labels on either side of the boundaries. The clustering algorithm locates the boundaries by finding areas with a low density of data-points in comparison to the centers of the clusters.
[image: Figure 5]FIGURE 5 | Three-dimensional representation of the magnetotail data after undergoing dimensionality reduction via an autoencoder and principal component analysis (PCA) algorithm. The colors represent the clustering results from the agglomerative clustering algorithm.
Figure 6 shows the results of averaging the 2D differential energy flux distributions in pitch angle and energy space for each of the eight clusters. Using moments data collected by the PEACE, FGM, and CIS instruments, we compare the proton plasma βs, electron densities and temperatures, and magnetic field strengths to the average 2D distribution of each cluster. This process allows us to verify the consistency of the clustering method and provide general region classifications in order to make comparisons with the ECLAT labels. Our classifications (shown in the captions below each sub-figure) are produced with the aid of previous analyses of electron PADs (e.g., Walsh et al., 2011; Artemyev et al., 2014) and the plasma and magnetic field parameters (e.g., Lui, 1987; Artemyev et al., 2014) in the magnetotail.
[image: Figure 6]FIGURE 6 | Average electron differential energy flux distributions as a function of pitch angle and energy for each of the eight clusters (A--H) classified by the agglomerative clustering algorithm. Each cluster is assigned a magnetotail region (included in the subcaptions) based on our interpretation of their plasma and magnetic field parameters.
The individual sub-figures in Figure 6 display large differences in the average electron 2D pitch angle and energy distributions. Each average distribution differs by either: the energy of the peak flux, the peak value of the flux, or the amount of pitch angle anisotropy, i.e., the difference in flux between the parallel and perpendicular magnetic field direction. The lack of identical average distributions amongst the clusters shows the mean shift algorithm has not overestimated the number of clusters. By observing the individual 2D distributions within each cluster, we see a distinct lack of intra-cluster variance, showing the mean shift algorithm does not underestimate the number of clusters.
A limitation of using the AC algorithm is that outliers or anomalous data are not differentiated from the main clusters. Clustering a sizable number of outliers with the main populations can lead to ambiguity in the defining characteristics of each population, reducing the robustness of our method. In our case, Figure 5 shows only nine data points, within cluster 6, that are disconnected from the main structure of cluster 6 due to their distinct PCA values. We observe similar phenomenon to a lesser extent with cluster 2. To counteract this issue, we perform an outlier detection procedure using the reconstructed output of the autoencoder. By calculating the mean square error (MSE) between each input data-point and its reconstructed output, we isolate outliers in the dataset from the AC analysis based on their large MSE values, in comparison to 99.95% of the data-points. During training, the autoencoder learns the latent space representation that defines the key characteristics of the bulk populations present in the dataset. The most relevant features of an anomalous particle distribution are not present in this subspace, resulting in a large MSE between the reconstructed data, which lacks these important features, and the original data. This technique effectively identifies the nine obvious outliers observable by eye in Figure 5, along with six from cluster 2 and 5 from cluster 1.
We use Gaussian mixture models (GMMs, McLachlan and Peel, 2000) to establish the probabilities of each of the data-points belonging to the clusters they have been assigned to by the AC algorithm, providing useful information on the uncertainty associated with our region classification method. We obtain the GMM from the scikit-learn library. For each data-point, xi, a GMM fits a normal distribution, [image: image], to each cluster and computes the sum of probabilities as:
[image: image]
where µj and τj are the mean and covariance of the normal distribution belonging to cluster j, and [image: image] is the mixing coefficient which represents the weight of Gaussian j and is calculated by the Expectation–Maximisation algorithm (Dempster et al., 1977). A complete description of GMMs and the Expectation–Maximisation algorithm is provided by Dupuis et al. (2020).
Figure 7 shows a histogram of the probabilities, calculated by the GMM, associated with each data-point belonging to the cluster it is assigned to by the AC algorithm. More than 92% of the data-points have a probability of over 0.9, and <1% of the data-points have a probability of <0.5. This indicates a high certainty in our clustering method and validates the high precision in our region classifications. Further investigations of the data-points with associated probabilities of <0.5 show that these data-points exist on the boundary between clusters 0 and 1, i.e., two plasma sheet populations that differ by temperature. This illustrates a small limitation in the AC method when distinguishing between relatively similar plasma regimes.
[image: Figure 7]FIGURE 7 | Histogram showing the probabilities, generated by Gaussian mixture model (GMMs), that the data-points belong to the cluster assigned to them by the agglomerative clustering algorithm.
Table 1 shows the median and upper and lower quartiles of the electron density, electron temperature, magnetic field, and ion plasma β for each of the eight clusters designated by our AC algorithm. None of the eight clusters have comparable median and quartile values across all four of the chosen parameters. Certain pairs of clusters exhibit similarities in the median and quartile values for one or two of the four parameters, e.g., clusters 0 and 4 exhibit similar electron densities and magnetic field strengths, and clusters 3 and 6 exhibit similar magnetic field strengths. However there are large differences in the values of the remaining parameters for these pairs of clusters. These results show that clear differences in the 2D pitch angle and energy distributions (see Figure 6) can translate into distinctions between certain but not all plasma parameter measurements, providing a strong indicator that full 2D distributions can effectively be used to distinguish between similar particle populations. Regarding the ECLAT classifications, which are based on magnetic field and plasma β measurements, certain pairs of clusters exhibit a similar range of values in both of these measurements, e.g., clusters 0 and 4 and clusters 1 and 7. As the majority of data-points for all of these clusters are considered the same plasma sheet population by ECLAT (see Table 2), we conclude that using a limited number of parameters to provide classifications overlooks distinctions between different populations and incorrectly groups them into the same category.
TABLE 1 | Comparisons of the median, Q2, and upper, Q3, and lower, Q1, quartile values of the electron density ne, electron temperature Te, magnetic field |B|, and plasma β associated with each of the eight clusters.
[image: Table 1]TABLE 2 | Contingency table comparing the agglomerative clustering (AC) labels of the magnetotail electron data to the original ECLAT labels (0 = PS, 1 = PSBL, and 2 = lobes).
[image: Table 2]Table 2 shows our comparison between the eight AC labels and the region names given in the ECLAT database, for the magnetotail data used in our example.
In Table 2, there is some disagreement with three of our clusters, namely AC labels 3, 5, and 7, which correspond to the plasma sheet boundary layer, the lobes, and a plasma sheet population respectively. However for each of these clusters, the majority of labels are in agreement with the ECLAT regions (72.4, 86.8, and 86.9% for AC clusters 3, 5, and 7 respectively). For AC labels 0, 1, 2, 4, and 6, which represent various other populations within the plasma sheet, there is 100% agreement with the ECLAT label 0, which denotes the plasma sheet. By using this method to characterize full electron pitch angle and energy distributions, instead of using the derived moments, we are successfully able to distinguish between multiple populations within what has historically been considered as one region, due to the lack of variation in the plasma moments (see Table 1) as well as the similarity in spatial location. Using 2D pitch angle and energy distributions also improves the time resolution of the plasma region classifications, due to a higher cadence in the spacecraft flux and counts data (e.g., 4 s resolution for the PEACE instrument) in comparison to the moments data (e.g., 8 s resolution for CIS moments and 16 s resolution for PEACE moments).
3 CONCLUSION
We present a novel machine learning method that characterizes full particle distributions in order to classify different space plasma regimes. Our method uses autoencoders and subsequently PCA to reduce the dimensionality of the 2D particle distributions to three dimensions. We then apply the mean shift algorithm to discover the number of populations in the dataset, followed by the AC algorithm to assign each data-point to a population.
To illustrate the effectiveness of our method, we apply it to magnetotail electron data and compare our results to previous classifications, i.e. the ECLAT database, that utilizes moments. With our method, we find multiple distinct electron populations within the plasma sheet, which previous studies have identified as one region (Table 2). These findings show that key features in particle distributions are not fully characterized by the plasma moments (e.g., Table 1), resulting in important distinctions between populations being overlooked. For example, we find two separate cold dense anisotropic populations in the plasma sheet (clusters 2 and 6), which are less abundant than the hotter and more isotropic plasma sheet populations. By using our clustering method to specify an exact list of times when populations like these are observed, we create a more comprehensive picture of their spatial distribution. Inherent time-dependencies may also contribute to our finding of multiple plasma sheet populations. Even in this case, our method is effective in characterising the evolution of particle populations, made possible by the high time resolution of our region classifications. In a follow up study, we will use this information to link the occurrence of these populations to other high-resolution spacecraft measurements in different plasma regions, in order to understand the physical processes driving changes in the less abundant particle populations. As an example analysis, our high resolution classifications of the observed anisotropic plasma sheet populations could be combined with previous theories on the sources of these populations (e.g., Walsh et al., 2013; Artemyev et al., 2014), to understand the relative contributions of particle outflows from distinct magnetospheric regions, such as the magnetosheath or ionosphere.
Comparisons between this original method and the previous classifications from ECLAT also show specific periods of disagreement (e.g., we classify a small number of ECLAT periods of plasma sheet as the plasma sheet boundary layer). This discrepancy shows that using the full 2D pitch angle and energy distributions, without requiring prior assumptions about magnetospheric plasma regions, may redefine the classifications of electron populations, along with our understanding of their plasma properties. Our method, which uses open-source and easily accessible machine learning techniques, can be used to better characterize any space plasma regime with sufficient in-situ observations. By not being constrained to a small number of parameters, this method allows for a more complete understanding of the interactions between various thermal and non-thermal populations. With increasingly large datasets being collected by multi-spacecraft missions, such as Cluster (Escoubet et al., 2001) (>109 full distributions in 20 years) and Magnetospheric Multiscale Mission (Sharma and Curtis, 2005), similar methods would provide a useful tool to reduce the dimensionality of distributions, thereby optimising data retrieval on Earth. Furthermore, combining this method with large-scale survey data, such as NASA/GSFC’s OMNI database, would allow users to isolate a specific population or plasma region for analysis of its properties.
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Insufficiently accurate magnetic-field-line mapping between the aurora and the equatorial magnetosphere prevents us from determining the cause of many types of aurora. An important example is the longstanding question of how the magnetosphere drives low-latitude (growth-phase) auroral arcs: a large number of diverse generator mechanisms have been hypothesized but equatorial magnetospheric measurements cannot be unambiguously connected to arcs in the ionosphere, preventing the community from identifying the correct generator mechanisms. Here a mission concept is described to solve the magnetic-connection problem. From an equatorial instrumented spacecraft, a powerful energetic-electron beam is fired into the atmospheric loss cone resulting in an optical beam spot in the upper atmosphere that can be optically imaged from the ground, putting the magnetic connection of the equatorial spacecraft’s measurements into the context of the aurora. Multiple technical challenges that must be overcome for this mission concept are discussed: these include spacecraft charging, beam dynamics, beam stability, detection of the beam spot in the presence of aurora, and the safety of nearby spacecraft.
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INTRODUCTION
One of the unsolved problems of magnetospheric physics is the cause of the various types of auroral forms (Lanchester, 2017; Denton, 2019). This is particularly the case for auroral arcs (Denton et al., 2016; Borovsky et al., 2020a), where an unknown generator mechanism in the equatorial and near-equatorial magnetosphere extracts power and current from the magnetosphere to drive an auroral arc that dissipates energy in the ionosphere and atmosphere. This is sketched in Figure 1. A large number of diverse generator mechanisms have been hypothesized (e.g., Borovsky, 1993; Haerendel, 2011; Haerendel, 2012; Borovsky et al., 2020b) but equatorial magnetospheric measurements have not been unambiguously connected to arecs in the ionosphere, preventing scientists from identifying the correct generator mechanisms. For quiescent auroral arcs, even the form of energy that is extracted from the magnetosphere (magnetic energy, ion thermal energy, electron thermal energy, flow kinetic energy, …) is not known. The auroral community understands the near-Earth acceleration processes quite well (e.g., field-aligned potentials and Alfven-wave electron acceleration) but does not understand the equatorial energy-conversion processes driving these near-Earth processes; nor does the community understand the origin of the Alfvenic energy. The aurora is a manifestation of complex processes operating in the distant magnetosphere; the desire to use optical images of the aurora as television-screen view of magnetospheric processes (e.g., Akasofu, 1965; Mende, 2016a;
[image: Figure 1]FIGURE 1 | A sketch of the equatorial magnetospheric spacecraft firing an electron beam into the northern loss cone where the beam spot can be located by a ground-based camera. Conjugate northern and southern auroral arcs are noted in the upper atmosphere, the near-Earth acceleration regions for auroral-arc electrons are indicated, and the equatorial and near-equatorial regions where the auroral-arc generator mechanisms operate are noted.
Mende, 2016b) is impeded by not knowing what processes act to create the various auroral forms.
The foundation of the auroral-cause problem is an inability to unambiguously connect equatorial magnetospheric measurements to the various auroral forms. Static magnetic models of the magnetosphere (e.g., Tsyganenko, 1989; Tsyganenko and Sitnov, 2007; Sitnov et al., 2008) are not sufficiently accurate to magnetically map ionospheric features into the equatorial electron plasma sheet, particularly into the high-Reynolds-number magnetotail (Borovsky et al., 1997; Voros et al., 2004; El-Alaoui et al., 2010; Stepanova et al., 2011; El-Alaoui et al., 2012). Tests of the accuracy of magnetic-field-line mapping with the standard magnetic-field models have found very large errors for the nightside magnetosphere (Thomsen et al., 1996; Weiss et al., 1997; Ober et al., 2000; Shevchenko et al., 2010; Nishimura et al., 2011), even in the quasi-dipolar regions. For quiescent, low-latitude (growth-phase) auroral arcs there are two schools of thought about the equatorial location of the source of the arc: one school assume that the arc is in the dipolar portion of the nightside magnetosphere (e.g., McIlwain, 1975; Meng et al., 1979; Kremser et al., 1988; Mauk and Meng, 1991; Pulkkinen et al., 1991; Lu et al., 2000; Motoba et al., 2015) and a second school has the source of the arc in the stretched magnetotail (e.g., Yahnin et al., 1997; Yahnin et al., 1999; Birn et al., 2004a; Birn et al., 2004b; Birn et al., 2012; Sergeev et al., 2012; Hsieh and Otto, 2014): our ability to map magnetic-field lines in the nightside magnetosphere is insufficient to determine which is the correct location.
Developing the technology to attain accurate “Magnetosphere-to-Ionosphere Field-Line-Tracing Technology” has been cited as an “instrument development need and emerging technology” necessary for the future of space science (National Research Council, 2012). For several decades a team of researchers centered around Los Alamos National Laboratory has worked to develop a viable spacecraft mission to unambiguously determine the magnetic connection between equatorial-magnetospheric measurements and optical auroral observations (Borovsky et al., 1998; Borovsky, 2002; NASA, 2003; NASA, 2006; Delzanno et al., 2016; Borovsky and Delzanno, 2019; Borovsky et al., 2020c). That research team has consisted of auroral observers, magnetospheric instrument designers, optical physicists, ionospheric physicists, plasma physicists, spacecraft systems scientists, and two compact-accelerator design groups. That mission concept (and the technical challenges that it must overcome) is the focus of this brief report.
THE MISSION CONCEPT: AN ELECTRON BEAM ILLUMINATING THE MAGNETIC CONNECTION BETWEEN AN EQUATORIAL MAGNETOSPHERIC SPACECRAFT AND THE ATMOSPHERE/IONOSPHERE
As sketched in Figure 1, the mission concept is for a magnetospheric spacecraft to carry an electron accelerator, to fire an electron beam along the magnetospheric magnetic field into the atmospheric loss cone, and with a ground-based camera to optically image the beam spot in the upper atmosphere. If that is accomplished then it is unambiguously known that a measurement taken by the magnetospheric spacecraft magnetically connects to the location in the ionosphere where the beam spot is imaged (Note that one can also approximately account for the eastward curvature-drift shift of the electron beam to more-accurately identify the magnetic location of the spacecraft.)
There are a number of challenges with this simple concept, and a good deal of research has been performed to overcome those difficulties: the technical challenges include spacecraft charging, beam aiming, beam dynamics and stability, and the detection of the beam spot in the presence of aurora. The major challenges and the associated mission-design tradeoffs are discussed in Sections 3 and 4.
Mission concepts have been examined that involve either (A) a single magnetospheric spacecraft making measurements and carrying an electron accelerator or (B) a swarm of measuring spacecraft with one member of the swarm carrying the electron accelerator. The spacecraft carrying the accelerator will also carry a power-storage system and a plasma contactor (for spacecraft-charging mitigation). The purpose of a swarm is to measure perpendicular-to-B gradients in the magnetosphere, which are important for diverting perpendicular magnetospheric currents into field-aligned currents, a critical part of the processes of driving of auroral arcs; the perpendicular gradients of interest are ion-pressure gradients, electron-pressure gradients, mass-density gradients, temperature gradients, flow shear, and gradients in the field strength, and the cross products of the various gradients are of interest (cf. eq. 12 of Strangeway 2012 or eq. 1 of Borovsky et al. 2020b). As analyzed in Borovsky et al. 2020c, the measurement requirements for quiescent auroral arcs in the equatorial magnetosphere appear in Table 1. For some theories of auroral arcs (e.g., Schindler and Birn, 2002; Birn et al., 2004a; Birn et al., 2012; Yang et al., 2013; Hsieh and Otto, 2014; Coroniti and Pritchett, 2014), Hall effects are important and so measuring both the perpendicular ion flow and the perpendicular electron flow is desirable; this can be accomplished by measuring both the ion flow and the electric field.
TABLE 1 | Magnetospheric measurement requirements for quiescent arcs.
[image: Table 1]Two mission concepts have been considered. The first, Magnetosphere-Ionosphere Observatory (MIO) (Borovsky et al., 1998; Borovsky, 2002) consists of a tight (100’s of km) swarm of spacecraft in the equator at geosynchronous orbit (6.6 RE where RE is the radius of the Earth), with a single ground-based observatory in the vicinity of the swarm’s magnetic footpoints. In Figure 2 the location at 100 km altitude of the magnetic footpoint of a spacecraft in the geographic equator at geosynchronous orbit is estimated using the T89 (Tsyganenko, 1989) and the IGRF (Maus et al., 2005) magnetic-field models. The spacecraft is located in the “Alaska sector” of geosynchronous orbit where the geographic and geomagnetic equators are close to each other. The “observatory” in the figure is located at Eagle, Alaska (64o47´N,121o12´W). The red circles in Figure 2 are the angle from zenith where the 100 km altitude is seen by the observatory. In Figure 3 a similar plot is made for a spacecraft in the geographic equator at geosynchronous orbit in the “Scandinavian sector”. The ground-based observatory would have at least one camera dedicated to beam spot imaging, although, owing to uncertainty in the estimation of the magnetic-footpoint location using magnetic-field models, a network of beamspotting cameras around the observatory location will probably be needed. The observatory would have cameras for auroral imaging and other instrumentation for ionospheric physics. In the MIO mission concept a ground-based radar could be used to help locate the beam spot (e.g., Izhovkina et al., 1980; Uspensky et al., 1980; Zhulin et al., 1980; Marshall et al., 2014); additionally the radar could be used for physics studies with the electron beam as an element of upper-atmosphere experiments. Other instrumentation at the observatory could be ionosondes, an ionospheric heater, a wave transmitter, and a magnetometer network. An important aspect of the MIO mission concept is the ability to concentrate ground-based infrastructure at a single location.
[image: Figure 2]FIGURE 2 | Looking down onto Alaska, the approximate location each hour of the day in Winter of the magnetic footpoint at 100 km altitude of a spacecraft in the geosynchronous orbit geographic equator is plotted. The green points are for Kp = 0 and the blue points are for Kp = 4. The observatory is located at Eagle, Alaska. The red circles are the zenith angle of the 100 km altitude as seen from the ground-based observatory.
[image: Figure 3]FIGURE 3 | Looking down onto Scandinavia, the approximate location each hour of the day in Winter of the magnetic footpoint at 100 km altitude of a spacecraft in the geosynchronous orbit geographic equator is plotted. The green points are for Kp = 0 and the blue points are for Kp = 4.
The second mission concept, called connections (Borovsky et al., 2020c), has a swarm of spacecraft in an eccentric orbit and takes advantage of the Canadian TREx (Transition Region Explorer) (Spanswick et al., 2018) network of auroral cameras. Orbits are chosen with periods of 24 h so that the magnetic footpoint of the swarm wanders over Western Canada with a 24-h period. A 5 RE by 8 RE orbit was studied for its desirable footpoint locations (Borovsky et al., 2020c); note with an 8-RE apogee, the spacecraft swarm can magnetically map further downtail than 8 RE owing to orbital inclination and dipole tilt. The approximate magnetic-footpoint locations for the 5 RE by 8 RE 24-h orbit are shown as the blue curve in Figure 4 and the approximate footpoint locations of a 4 RE by 8 RE 24-h orbit are also shown as the yellow curve in Figure 4. In Figure 4 the field-of-views of the individual (Transition Region Explorer) TREx cameras are indicated as the red circles. An eccentric 24 h orbit can better sample the stretched-magnetotail portion of the nightside magnetosphere than can a circular geosynchronous orbit.
[image: Figure 4]FIGURE 4 | The estimated magnetic footpoints over Canada and the (Transition Region Explorer) TREx fields of view of two elliptical orbits: a 5 RE × 8 RE 24 hr-period orbit (blue) and a 4 RE × 9 RE 24 h orbit (yellow). The arrows on the footpoint curves are the temporal direction of the movement of the footpoint relative to the ground. The red circles are the fields-of-view at 100 km altitude of the present (Transition Region Explorer) TREx cameras. The low-latitude portions of the footpoint curves correspond to spacecraft perigee’s and the hash marks on the footpoint curves are at 1 h intervals in the 24 h orbits.
CHALLENGES TO OVERCOME
Four challenges that must be overcome for this magnetospheric-electron-beam mission concept are discussed in this section.
Spacecraft Charging
The most critical issue for operating a high-power electron beam from an ungrounded spacecraft in the tenuous magnetospheric plasma is spacecraft charging. The beam must deposit sufficient power (∼5 kW) in the upper atmosphere to be seen in the presence of ongoing aurora: if the beam energy is 50 keV then a beam current of 100 mA is required and if the beam energy is 1 MeV then a beam current of 5 mA is required. Firing the beam will result in a fraction of a Coulomb of negative being removed from the spacecraft in a time on the order of 1 s. A substantial computer-simulation-based research effort (Delzanno et al., 2015a; Delzanno et al., 2015b; Delzanno et al., 2016; Lucco Castello et al., 2018), supported by laboratory experiments (Miars et al., 2020), has demonstrated that the operation of a plasma contactor releasing a high-density charge-neutral plasma plume before and during a beam firing can greatly mitigate the charging of the spacecraft during the beam operation. Contrary to prior discussion of an emitted plasma plume acting to collect charge from the ambient plasma (e.g., Hastings and Blandino, 1989; Gerver et al., 1990; Williams and Wilbur, 1990; Davis et al., 1991), the research effort demonstrated that the surface of the plasma plume acts as an ion emitter, producing an ion current equal to the current of the electron beam.
Getting the Beam to the Atmosphere
Getting the electron beam from the spacecraft in the magnetospheric equator to the atmosphere involves aiming the beam into the atmospheric loss cone, fitting the beam within the loss cone, ensuring that the propagating beam is stable, and ensuring that the propagating beam electrons are not scattered by magnetospheric plasma waves.
Assuming that the magnetic-field strength in the auroral upper atmosphere is ∼0.5 Gauss, the radius of the atmospheric loss cone is 2.5o if the spacecraft is in a 100 nT field (e.g., in geosynchronous orbit) and the radius is 1.1o if the spacecraft is in a 20 nT field (e.g., in the stretched magnetotail). Knowledge of the direction of the ambient magnetic field to an accuracy of about 0.5o is needed, and an ability to aim the beam with an accuracy of about 0.5o is also needed. A complication to the aiming into the loss cone occurs if the electron beam is very energetic: finite-gyroradii effects shift the direction of the loss cone eastward (for electrons) from the local magnetic-field direction (Il’ina et al., 1993; Mozer, 1966; Porazik et al., 2014; Powis et al., 2019; Willard et al., 2019; Borovsky et al., 2020c). For a dipole magnetic field the magnitude of this eastward angular shift is easily predictable (Mozer, 1966; Borovsky et al., 2020c), but for non-dipolar magnetic fields this shift is not predictable and a space experiment would need to determine the loss-cone shift by repeatedly test firing the electron beam with differing amounts of eastward shift while ground cameras work to detect the beam spot. If onboard energy-storage resources are limited, this would not be desirable, and if the optical beam-spot-location image analysis is not instantaneous, this trial-and-error methodology cannot be implemented.
After the electron beam is emitted from the accelerator and as it travels along the Earth’s magnetic field, the nonzero net negative space charge of the beam acts to repulsively accelerate beam electrons transverse to the magnetic field; this transverse acceleration results in a spread of pitch angles of the beam electrons, turning a narrowly focused beam into a “shotgun” (cf. Appendix B of Borovsky, 2002). The space charge per unit length of the beam Q/L is given by Q/L = Ibeam/vbeam, where Ibeam is the current of the beam and vbeam is the speed of the beam. The beam power Pbeam is Pbeam = IbeamVbeam, where Vbeam is the beam voltage (accelerator energy). The speed of the beam increases with the beam voltage. For the same amount of beam power, a high-voltage beam has less current and higher speed, hence it has much less charge per unit length Q/L, and the space-charge transverse spreading of the beam is much less. Figure 2 of Borovsky et al., (2020c) looks at the maximum power of a beam that will stay within the loss cone as a function of the beam voltage. Greater beam voltage is very advantageous from the beam-spreading point of view.
Calculating the stability of the electron beam propagating through the ambient magnetospheric plasma is an ongoing area of research. Fortunately, the powerful electrostatic two-stream instabilities are greatly weakened by the fact that the beam has a small cylindrical cross section (Galvez and Borovsky, 1988). Relativistic electron beams have been calculated to be stable to electromagnetic hose and filamentation instabilities (Gilchrist et al., 2001; Neubert and Gilchrist, 2002; Neubert and Gilchrist, 2004). Experimentally, similar beams have been detected after long-distance propagation through the magnetosphere. Beams with energies of up to 40 keV were propagated long distances through the magnetosphere in the Echo series of experiments (Hallinan et al., 1990; Winckler, 1992) and electron beams of 27 keV, 0.5 Amp and 15 keV, 0.5 Amp on the two ARAKS experiments were propagated 8.2 RE through the magnetosphere without disruption (Pellat and Sagdeev, 1980; Lavergnat, 1982).
Finally, an issue of ongoing research is estimating the amount of pitch-angle scattering that beam electrons will undergo from the action of ambient magnetospheric plasma waves when the spacecraft is in various locations of the magnetosphere during different levels of geomagnetic activity. The degree of pitch-angle scattering will vary significantly with the beam voltage. At higher (relativistic) beam voltages electromagnetic ion-cyclotron (EMIC) waves and whistler-mode chorus are of concern, as is field-line curvature acting to scatter the beam. At lower beam voltages whistler-mode chorus and electromagnetic electron-cyclotron waves are of concern. Section 6.3 of Borovsky et al. (2020c) provides some preliminary estimates of the amount of pitch-angle scattering of beam electrons in the nightside magnetosphere: those estimates are favorable for the beam surviving from the equator to the atmosphere. Note also that (electromagnetic ion-cyclotron) EMIC waves are prevalent in the noon and afternoon sectors and not prevalent in the nightside auroral zone (Clausen et al., 2011; Usanova et al., 2012).
Detecting the Beam Spot
To produce a beam spot that is optically detectable from the ground in the presence of active aurora, a beam power of 5 kW or more needs to be deposited in the atmosphere. Each 1 kW of beam power results in about 1.1 W of 4278 Å emission [Bryant et al., 1970) and about 3 W of 3914 Å emission. The spectral lines emitted by the beam spot will be the same spectral lines as emitted by the electron aurora. The beam spot will be cylindrical, 10’s of m in diameter across the magnetic field and ∼10 km long along the magnetic field; this will produce a multi-pixel streak in the camera images. The technology of optically detecting the illuminated footpoint from the ground has been verified: electron beams with less than 5 kW of power have been optically detected from the ground after they have propagated through the magnetosphere into the upper atmosphere. Two examples are the detection of a 3.4 kW beam by Davis et al. (1980) during the NASA 12.18 NE beam experiment and the detection of a 2.4 kW beam in the Echo-4 experiment by Hallinan et al. (1990) using a ground-based image-orthicon television. In the Echo-4 experiment, the beamspot was imaged after the beam had propagated twice through the magnetosphere at L = 6.5. To identify the beam spot in the presence of aurora, an on-off temporal blink pattern of beam firings must be used along with temporal processing of the camera images to locate the blinking streak. If the mission has a “scientist in the loop” commanding the firing of the beam as the beam spot crosses critical auroral features, the image processing must be automatic and prompt.
For beams of 10’s of keV the beam spot altitude is around 90–100 km; for beams of 1 MeV the beam spot altitude is around 60 km. If the beam has a narrow spread of pitch angles, the beam spot altitude can be raised by aiming the beam away from the center of the loss cone. At 60 km there is some collisional quenching of the 3914 and 4278 Å prompt emission bands (Marshall et al., 2014; Borovsky et al., 2020c), so more beam power is required to image the beam spot. Unless it is overhead of the camera, a beam spot at 60 km altitude will also suffer more extinction from Rayleigh scattering (Penndorf, 1957; International Telephone and Telegraph Corporation, 1977), again requiring more beam power.
Safety of Other Magnetospheric Spacecraft
Since there are other spacecraft in orbit around the Earth, an important aspect to consider is whether the electron beam emitted could intercept another spacecraft and induce catastrophic charging on it. After the beam is emitted, it expands and contracts periodically with time due to space-charge and Lorentz forces as well as due to spreading in pitch angle and energy due to the electron accelerator design (Borovsky, 2002; Powis et al., 2019). As a result the beam current density will change significantly along the beam path. Any mission design will need a beam-safety plan. To estimate the beam flux to another spacecraft, the beam dynamics must be modeled and beam-connection dwell times with other spacecraft must be calculated using orbital considerations.
From preliminary calculations of the dynamics of a 1 MeV 10 mA beam in the dipolar magnetosphere with a criterion that the current flux to a second spacecraft must be less than 10−6 A/m2 yields a “current safety distance” of 0.5 RE along the Earth’s magnetic field from the accelerator to another spacecraft. In the tenuous plasma of the magnetosphere an electron beam flux of 10−6 A/m2 would only induce ∼1 kV of spacecraft charging to the second spacecraft.
MAJOR TRADEOFFS FOR A MISSION
There are many tradeoffs that must be made in designing a mission. A major tradeoff is whether to have a single-observatory geosynchronous mission or an elliptic orbit distributed-camera-network mission (cf. Sect. 2). Two other major tradeoffs are discussed below.
Relativistic vs. Nonrelativistic Electron Beams
The accelerator technology for relativistic (∼MeV) vs. nonrelativistic (10’s-of-keV) beams differs:10’s-of-keV beams can be produced with direct-current electron guns that accelerate the electrons through a static potential drop whereas MeV beams must be produced with a radio-frequency electron accelerator that accelerates the electrons with a propagating wavefront. Direct-current electron guns with 10’s of keV energies and 10’s of kW powers have been flown in space numerous times (Winckler et al., 1975; O’Neil et al., 1978; Rappaport et al., 1993; Prech et al., 1995; McNutt et al., 1995; Prech et al., 2018), while a radio-frequency accelerator has only been flown once (a 1-MeV H− beam) (Pongratz, 2018). Designs for compact space-based relativistic-electron accelerators are underway (Lewellen et al., 2019) and spaceflight tests of the accelerator concepts are planned (Reeves et al., 2020).
The advantages of a relativistic electron accelerator over a 10’s-of-keV electron gun are 1) lower beam space charge for the same beam power, resulting in a beam with less angular spread to more-easily fit into the loss cone, and 2) lower total charge removed from the spacecraft in a beam pulse, requiring less-stringent spacecraft-charging mitigation. For beam energies below a few 10’s of keV, the space charge of the beam drastically limits the amount of beam power that can be delivered into the loss cone.
The disadvantages of a relativistic accelerator compared with a 10’s-of-keV electron gun are 1) a lower-altitude beam spot subject to quenching, 2) for a non-dipole magnetic field the location of the loss cone is not known, 3) more difficulty in steering the beam mechanically or electrostatically, 4) there can be accelerator-thermal issues that de-tune the radio-frequency cavities after several beam firings, and 5) there are more-critical safety considerations for other spacecraft. For beams with energies above about 1 MeV, the loss-cone shift becomes severe.
The relativistic vs. nonrelativistic beams will also have tradeoffs concerning beam stability and scattering and the accelerator and gun will have tradeoffs concerning the power-conversion efficiency and mass of the required energy-storage system. For any mission with a powerful electron beam, energy storage will require substantial spacecraft mass.
Spinning vs. 3-Axis Stabilized Spacecraft
A spinning spacecraft is better, in general, for measuring plasma properties and fields. Spinning has the distinct advantage that offsets in the magnetometer can be corrected, resulting in a more-accurate determination of the magnetic field direction for beam aiming. If a relativistic accelerator is used, which will have a length of 1 m or so, mechanically steering the accelerator into the moving loss cone seen by a spinning spacecraft will be challenging. At relativistic energies, electrostatic steering of the electron beam after it exits the accelerator is very limited in angle.
A 3-axis stabilized spacecraft makes it easier to direct the beam into the loss cone, particularly if a long (0.5-s or 1-s) beam pulse is used. A de-spun platform on a spinning spacecraft is another option.
Note that if an electron drift instrument (Torbert et al., 2016) is used to measure the electric field, that instrument works in concert with a magnetometer and magnetometer offsets can be detected and corrected, even on a non-spinning spacecraft.
OTHER SCIENCE
Most of the work on the development of this magnetospheric-electron-beam mission concept has been motivated by the desire to understand the generator mechanisms of low-latitude quiescent auroral arcs (Borovsky, 2002; Delzanno et al., 2016; Borovsky et al., 2020c). However, such a beam experiment could be used to explore a wide variety of scientific problems.
The magnetospheric causes of various other types of aurora could be investigated if there is appropriate instrumentation on the magnetospheric accelerator spacecraft or the swarm spacecraft. Discerning the causes of other aurora may require wave measurements, cold-ion and cold-electron measurements, and particle-anisotropy measurements: examples of this would be the diffuse and pulsating aurora. Other auroral forms include undulations of the equatorward auroral boundary, omega bands, torches, black aurora, and patches. Investigating high-latitude auroral forms such as streamers or high-latitude Alfvenic arcs will require a spacecraft orbit that is eccentric.
The mapping of boundaries and regions between the magnetosphere and the ionosphere could be unambiguously performed with a magnetospheric-electron-beam spacecraft, provided it is instrumented to identify those boundaries and regions. Of interest are the mapping to the ionosphere of a) the inner edge of the electron plasma sheet, b) the remnant layer, c) the plasmapause, d) detached plasmasphere regions, e) ion-isotropy boundaries, f) substorm-injection boundaries, and g) the Earthward edge of the cross-tail current sheet. The magnetospheric boundaries (a)–(f) are clearly seen at the geosynchronous-orbit equator: the magnetic field at geosynchronous orbit often exhibits a stretched-tail morphology at local midningt (cf. Figure 11 of Borovsky and Denton (2010)) but boundary (g) is ambiguous to detect in the magnetosphere. Conversely, the mapping of ionospheric troughs out into the magnetosphere is of interest.
The magnetic connections between magnetospheric and ionospheric processes such as SAPS, SAID, STEVE, convection reversals, and bursty bulk flows could be determined with certainty. An eccentric orbit provides more-regular access to these various phenomena, in particular to bursty bulk flows.
Magnetosphere-ionosphere coupling can be studied by comparing temporal onsets of convection in the magnetosphere (via spacecraft flow measurements) with temporal onsets of ionospheric convection (measured, for example, by the SuperDARN radar network (Greenwald et al., 1995; Baker et al., 2011; Bristow et al., 2016)) and could answer questions about when and where the magnetosphere drives ionospheric convection and when and where the ionosphere drives magnetospheric convection.
Finally, there is an extensive literature describing how energetic electron beams could be used to study mesospheric chemistry (Neubert et al., 1990; Marshall et al., 2019), atmospheric electricity (Banks et al., 1990; Neubert et al., 1990; Neubert and Gilchrist, 2004; Marshall et al., 2019; Sanchez et al., 2019; Borovsky et al., 2020c), atmospheric electron-attachment physics and electrical conductivity (Banks et al., 1990; Neubert et al., 1996; Neubert and Gilchrist, 2004; Borovsky, 2017), and plasma-wave generation (Carlsten et al., 2018; Delzanno and Roytershteyn, 2019; Reeves et al., 2020).
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Recent time series observations of electric fields within collisionless shocks have shown that the fluctuating, electrostatic fields can be in excess of one hundred times that of the quasi-static electric fields. That is, the largest amplitude electric fields occur at high frequencies, not low. In contrast, many if not most kinetic simulations show the opposite, where the quasi-static electric fields dominate, unless they are specifically tailored to examine small-scale instabilities. Further, the shock ramp thickness is often observed to fall between the electron and ion scales while many simulations tend to produce ramp thicknesses at least at or above ion scales. This raises numerous questions about the role of small-scale instabilities and about the ability to directly compare simulations with observations.
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1 INTRODUCTION
Collisionless shock waves are an ubiquitous phenomenon in heliospheric and astrophysical plasmas. They most often manifest as a nonlinearly steepened fast magnetosonic-whistler wave that has reached a stable balance between steepening and some form of irreversible energy dissipation. If a balance is reached, a stationary shock ramp is formed. The shock ramp is the part of shock transition region between upstream and downstream with an abrupt, discontinuity-like change in number density (nS where s is the particle species), pressure1, quasi-static2 magnetic field magnitude vector (Bo), and bulk flow velocity (Vbulk). The thickness of this ramp is thought to depend upon macroscopic shock parameters like the fast mode Mach number (Mf), shock normal angle, [image: image] (e.g., quasi-perpendicular shocks satisfy [image: image][image: image] 45°), and upstream averaged plasma beta (Sagdeev, 1966; Coroniti, 1970; Tidman & Krall, 1971; Galeev, 1976; Kennel et al., 1985).
The term collisionless derives from the fact that the shock ramp thickness ranges from several electron inertial lengths3 to an ion inertial length with the majority below ∼35 [image: image] (Hobara et al., 2010; Mazelle et al., 2010). In contrast, the collisional mean free path of a thermal proton can be on the order of 1 AU or [image: image]107[image: image] (Wilson et al., 2018; Wilson et al., 2019a). Thus, fast mode shocks in astrophysical plasmas cannot be regulated by Coulomb collisions (with the exception of, perhaps, stellar photospheres and/or chromospheres or interstellar medium) like shock waves in dense neutral fluids similar to Earth’s atmosphere. The proposed phenomenon thought to act as dissipation mechanisms are dispersive radiation (Galeev and Karpman, 1963; Stringer, 1963; Morton, 1964; Sagdeev, 1966; Tidman and Northrop, 1968; Tidman and Northrop, 1968; Decker and Robson, 1972; Krasnoselskikh et al., 2002), macroscopic quasi-static field effects (Scudder et al., 1986a; Scudder et al., 1986b; Scudder et al., 1986c; Schwartz et al., 1988; Hull and Scudder, 2000; Mitchell and Schwartz, 2013; Mitchell and Schwartz, 2014), particle reflection (Edmiston and Kennel, 1984; Kennel et al., 1985; Kennel, 1987), and wave-particle interactions (Sagdeev, 1966; Coroniti, 1970; Gary, 1981; Papadopoulos, 1985).
The topic of interest for this study is electric fields in observations and simulations, so we will limit the discussion to wave-particle interactions and macroscopic quasi-static field effects. Further, given that the primary discrepancy between simulations and observations lies in the lack of large amplitude, high frequency electrostatic waves in the former, we will limit the discussion to high frequency electrostatic waves. Note that some PIC simulations do generate the electrostatic waves of interest but the simulations are often tailored to generate the modes (e.g., isolated simulation mimicking shock foot region) by artificially injecting known free energy sources (e.g., initialize with two counter-streaming beams). Therefore, all of the modes listed in the following discussion have been generated in PIC simulations (Dyrud and Oppenheim, 2006; Matsukiyo and Scholer, 2006; Matsukiyo and Scholer, 2012; Muschietti and Lembège, 2017; Saito et al., 2017). However, as will be shown, parameters like the wavelengths and amplitudes tend to differ from those in observations, sometimes significantly.
Recent work using time series electric field data has shown that the common electrostatic wave modes near collisionless shocks include lower hybrid waves (LHWs), ion acoustic waves (IAWs), electrostatic solitary waves (ESWs), waves radiated by the electron cyclotron drift instability (ECDI), and Langmuir waves (Filbert and Kellogg, 1979; Mellott and Greenstadt, 1988; Kellogg, 2003; Wilson et al., 2007; Pulupa and Bale, 2008; Walker et al., 2008; Wilson et al., 2010; Breneman et al., 2013; Wilson et al., 2014a; Wilson et al., 2014b; Chen et al., 2018; Goodrich et al., 2018; Goodrich et al., 2019). The properties of these modes are summarized in Table 1 and discussed in detail below.
TABLE 1 | Common Electrostatic Waves at/near Collisionless Shocks.
[image: Table 1]Electrostatic LHWs have been theorized to play a critical role in collisionless shock dynamics for decades (Papadopoulos, 1985; Tidman and Krall, 1971; Wu et al., 1984) but observations of their electrostatic form have been limited (Mellott and Greenstadt, 1988; Walker et al., 2008; Wygant et al., 1987). They are present in spacecraft observations at frequencies, in the spacecraft frame, near the local lower hybrid resonance frequency4. They are linearly polarized nearly perpendicular to Bo with [image: image][image: image] 1. They are thought to be driven unstable by the free energy in currents (Lemons and Gary, 1978), ion velocity rings (Akimoto et al., 1985a), modified two stream instability (MTSI)5 (Gladd, 1976; Lemons and Gary, 1977; Wu et al., 1983; Wu et al., 1984), electron beams (Papadopoulos and Palmadesso, 1976), and/or heat flux carrying electrons (Marsch and Chang, 1983). These modes are important for collisionless shock dynamics because they can stochastically accelerate both thermal electrons (parallel to Bo) and ions (perpendicular to Bo) to suprathermal energies (Wu et al., 1984; Cairns and McMillan, 2005).
Electrostatic IAWs have been observed in the solar wind and near collisionless shocks for over 40 years (Fredricks et al., 1968; Fredricks et al., 1970a; Gurnett and Anderson, 1977; Gurnett et al., 1979; Kurth et al., 1979). They present in spacecraft observations at frequencies, in the spacecraft frame, above the proton plasma frequency6 (due to the Doppler effect), typically in the ∼1–10 kHz range in the solar wind near 1 AU. They are observed as linearly polarized (mostly parallel to Bo but sometimes at small oblique angles), modulated sine waves with bursty wave envelopes lasting 10 s of ms (Wilson et al., 2007; Wilson et al., 2010; Wilson et al., 2014a; Wilson et al., 2014b). They have been shown to have wavelengths on the order of a few to several Debye lengths7, or 10–100 s of meters near 1 AU (Fuselier and Gurnett, 1984; Breneman et al., 2013; Goodrich et al., 2018; Goodrich et al., 2019). They are thought to be driven unstable by the free energy in currents (Biskamp et al., 1972; Lemons and Gary, 1978), temperature gradients (Allan and Sanderson, 1974), electron heat flux (Dum et al., 1980; Henchen et al., 2019), or ion/ion streaming instabilities (Auer et al., 1971; Akimoto and Winske, 1985; Akimoto et al., 1985b; Goodrich et al., 2019) or they can result from a nonlinear wave-wave process (Cairns and Robinson, 1992; Dyrud and Oppenheim, 2006; Kellogg et al., 2013; Saito et al., 2017). These modes are important for collisionless shock dynamics because they can stochastically accelerate thermal electrons (parallel to Bo) generating self-similar velocity distribution functions (VDFs) or the so called “flattop” distributions (Vedenov, 1963; Sagdeev, 1966; Dum et al., 1974; Dum, 1975; Dyrud and Oppenheim, 2006). They are also capable of stochastically accelerating the high energy tail of the ion VDF (parallel to Bo) (Dum et al., 1974). Note that the generation of the flattop has recently been interpreted as evidence of inelastic collisions (Wilson et al., 2019a; Wilson et al., 2019b; Wilson et al., 2020).
ESWs present in spacecraft observations as short duration (few ms), bipolar electric field pulses parallel to Bo and monopolar perpendicular (Behlke et al., 2004; Wilson et al., 2007; Wilson et al., 2010; Wilson et al., 2014b). They tend to be on Debye scales and are thought to be BGK phase space holes (Ergun et al., 1998; Cattell et al., 2005; Franz et al., 2005; Vasko et al., 2018). ESWs can be driven unstable by electron beams (Ergun et al., 1998; Cattell et al., 2005; Franz et al., 2005), ion beams (Vasko et al., 2018), modified two-stream instability (MTSI) (Matsukiyo and Scholer, 2006), or the produce of high frequency wave decay (Singh et al., 2000). Until recently, it was thought all ESWs outside the auroral acceleration region were electron holes. However, work by (Vasko et al., 2018) and (Wang et al., 2020) suggest that many of the ESWs in the terrestrial bow shock are not only ion holes, they do not propagate exactly along Bo as was previously thought. ESWs are important in collisionless shock dynamics because they can trap incident electrons (Dyrud and Oppenheim, 2006; Lu et al., 2008) or ions (Vasko et al., 2018; Wang et al., 2020), depending on the type of hole. They have also been shown to dramatically heat ions (Ergun et al., 1998), and/or couple to (or directly cause) the growth of IAWs (Dyrud and Oppenheim, 2006), whistler mode waves (Singh et al., 2001; Lu et al., 2008; Goldman et al., 2014), LHWs (Singh et al., 2000).
The ECDI is driven by the free energy in the relative drift between the incident electrons and shock-reflected ions (Forslund et al., 1970; Forslund et al., 1971; Lampe et al., 1972; Matsukiyo and Scholer, 2006; Muschietti and Lembège, 2013). They also range from Debye to electron thermal gyroradius scales (Breneman et al., 2013) and present in spacecraft observations as mixtures of Doppler-shifted IAWs and electron Bernstein modes. The polarization of these modes can be confusing, presenting as shaped like a tadpole or tear drop, with one part of the “tadpole” nearly parallel to Bo (i.e., IAW part) and the other nearly orthogonal (i.e., the Bernstein mode part) (Wilson et al., 2010; Breneman et al., 2013; Wilson et al., 2014b; Goodrich et al., 2018). This results from the coupling between two modes that are normally orthogonal to each other in their electric field oscillations. ECDI-driven modes are important for collisionless shocks because they can resonantly interact with the bulk of the ion VDF, generate a suprathermal tail on the ion VDF, and strongly heat the electrons perpendicular to Bo (Forslund et al., 1970; Forslund et al., 1972; Lampe et al., 1972; Muschietti and Lembège, 2013).
Langmuir waves have been observed upstream of collisionless shocks for decades (Gurnett and Anderson, 1977; Filbert and Kellogg, 1979; Kellogg et al., 1992; Cairns, 1994; Bale et al., 1998; Bale et al., 1999; Malaspina et al., 2009; Soucek et al., 2009; Krasnoselskikh et al., 2011). These waves have [image: image][image: image] 1 (Soucek et al., 2009; Krasnoselskikh et al., 2011) and rest frame frequencies satisfying [image: image][image: image][image: image]. Langmuir waves are driven unstable by electron beams and/or nonlinear wave decay (Pulupa et al., 2010; Kellogg et al., 2013). They tend to be linearly polarized nearly parallel to Bo when electrostatic but some do exhibit circular polarization when electromagnetic (Bale et al., 1998; Malaspina and Ergun, 2008). Langmuir waves are relevant to collisionless shock dynamics in that they dissipate the free energy in reflected electron beams and can mode convert to generate free mode emissions that can serve as remote detection signatures (Cairns, 1994; Bale et al., 1999; Pulupa et al., 2010).
In summary, the most commonly observed electrostatic wave modes near collisionless shocks are IAWs, ESWs, ECDI-driven modes, and Langmuir waves. Electrostatic LHWs are less commonly observed, which may be due to instrumental effects as many electric field instruments (Bonnell et al., 2008; Bougeret et al., 2008; Cully et al., 2008) have been designed with gain roll-offs at ∼1–10 Hz (low- or high-pass filters), which happens to be the typical value of flh in the solar wind near 1 AU. It may also be that electrostatic LHWs are just less commonly generated or damp very quickly in collisionless shocks. Langmuir waves tend to occur upstream of the shock in regions filled with shock reflected electron beams (Cairns, 1994; Bale et al., 1999; Wilson et al., 2007; Pulupa et al., 2010). Although they can be common in the upstream, they tend to be much less so in the ramp and immediate downstream region. Therefore, the remaining discussion will focus on the most commonly observed Debye-scale, electrostatic modes: IAWs, ESWs, and ECDI-driven modes. These three modes are observed in and around both quasi-parallel and quasi-perpendicular shocks. The only macroscopic shock parameters on which they appear to depend are the shock density compression ratio and Mf [e.g., Wilson et al., 2007; Wilson et al., 2014a; Wilson et al., 2014b]. The ECDI-driven modes tend not to be observed for Mf[image: image] 3, since they require sufficient reflected ions to initiate the instability. Part of the reason for the lack of dependence on shock geometry is that the fluctuations in the foreshock upstream of a quasi-parallel shock, for instance, locally rotate the magnetic field to quasi-perpendicular geometries and some can even locally reflect/energize particles [e.g., Wilson et al., 2013; Wilson et al., 2016].
2 HISTORICAL CONTEXT
2.1 Spacecraft Observations
Early spacecraft electric field observers had very limited resources, compared to modern day, in memory, computational power, and spacecraft telemetry. As such, the common practice was to perform onboard computations to generate Fourier spectra for predefined frequency ranges (Fredricks et al., 1968; Fredricks et al., 1970a; Fredricks et al., 1970b; Rodriguez and Gurnett, 1975). These Fourier spectra are spectral intensity data averaged over fixed time and frequency intervals, which has been more recently shown to significantly underestimate the instantaneous wave amplitude (Tsurutani et al., 2009). The underestimation led to some confusion in multiple areas of research because the estimated wave amplitudes from the spectra were too small to noticeably impact the dynamics of the system in question.
For instance, for decades the radiation belt community had relied upon such dynamic spectra and came to conclusion that the whistler mode waves (e.g., chorus and hiss) were typically in the [image: image]1 mV/m amplitude range. The advent of time series electric field data led to the discovery that some of these modes could have amplitudes in excess of ∼30 mV/m (Santolík et al., 2003). Later the STEREO spacecraft were launched and the electric field instruments were one of the first to be turned on. This led to the discovery of extremely large amplitude whistler mode waves with [image: image]200 mV/m (Cattell et al., 2008). The discovery provoked an investigation of Wind observations as it passed through the radiation belt some 60[image: image] times early in its lifetime. The result was a series of papers using Wind and STEREO that all showed consistent observations of large amplitude whistler mode waves with [image: image]100 mV/m (Kellogg et al., 2010; Breneman et al., 2011; Kellogg et al., 2011; Kersten et al., 2011; Wilson et al., 2011; Breneman et al., 2012). These results altered the design and scientific direction of NASA’s Van Allen Probes mission.
Similar issues arose in observations of collisionless shock waves. The early work using dynamic spectra data found electrostatic waves with spacecraft frame frequencies, fsc, greater than a few hundred hertz to have amplitudes of, at most, a few 10s of mV/m but typically smaller in the few mV/m range (Fredricks et al., 1970b; Rodriguez and Gurnett, 1975). Numerous theoretical studies had suggested that small-scale, high frequency waves were an important dissipation mechanism to regulate the nonlinear steepening of collisionless shock waves (Sagdeev, 1966; Tidman and Krall, 1971; Papadopoulos, 1985). However, such small amplitude electric field observations raised doubts about the ability of the high frequency modes to supply sufficient dissipation to maintain a stable shock.
The first published example (of which the authors are aware) of a time series electric field component observed by a spacecraft within a collisionless shock was presented in Wygant et al. (1987) observed by the ISEE-1 probe. The observation was one of the first pieces of evidence that the dynamic spectra plots were not fully capturing the electric field dynamics because the data showed electric fields up to nearly ∼100 mV/m. Later work using the Wind spacecraft found ESWs in the terrestrial bow shock with amplitudes in excess of ∼100 mV/m (Bale et al., 1998; Bale et al., 2002). A few bow shock crossings were observed with the Polar spacecraft, which found nonlinear, electrostatic IAWs within the shock with amplitudes up to ∼80 mV/m (Hull et al., 2006). The picture starting to emerge was that high frequency, electrostatic waves were common and large amplitude in collisionless shocks. Note that the occurrence rate of electrostatic waves was already implied by studies using dynamic spectra data, but not such large amplitude.
Wilson et al. (2007) examined waveform capture data of electrostatic waves above the proton cyclotron frequency, fpp, from the Wind spacecraft finding a positive correlation between peak wave amplitude and shock strength, i.e., stronger shocks had larger amplitude waves. They also observed that ion acoustic waves were the dominant electrostatic mode within the shock ramp. Shortly after, a study (Wilson et al., 2010) of a supercritical shock showed evidence of waves radiated by the ECDI. Since then, a series of papers using MMS (Chen et al., 2018; Goodrich et al., 2018; Goodrich et al., 2019), STEREO (Breneman et al., 2013), THEMIS (Wilson et al., 2014a; Wilson et al., 2014b), and Wind (Breneman et al., 2013) have examined these electrostatic waves in collisionless shocks.
While the discussion has almost exclusively focused on fluctuating electric fields, [image: image], it is critical to discuss quasi-static electric fields, Eo, as well. The primary obstacle to accurate Eo measurements results from the lack of a stable ground in spacecraft observations (Scime et al., 1994a; Scime et al., 1994b; Scudder et al., 2000; Pulupa et al., 2014; Lavraud and Larson, 2016) and the sheath that forms around the conducting surfaces (Ergun et al., 2010), which alters how the instrument couples to the plasma. It is beyond the scope of this study to discuss, in detail, the difficulties associated with such measurements, but some context can be gained by reviewing some recent electric field instrument papers (Wygant et al., 2013; Bale et al., 2016; Ergun et al., 2016; Lindqvist et al., 2016). In lieu of a proper Eo measurement in the plasma rest frame, we can estimate the convective electric field, Ec = -Vsw × Bo (where Vsw is the bulk flow solar wind velocity in the spacecraft frame)8. Since the parameters in most simulations are scaled or normalized, we will use the dimensionless ratio [image: image] when comparing spacecraft and simulation results. Unless otherwise specified, Eo[image: image]Ec in these contexts.
Prior to the launch of MMS, there were several studies that attempted to measure the cross shock electric field but each suffered from inaccuracies or under resolved electric field measurements which kept the issue of its magnitude in doubt (Dimmock et al., 2011; Dimmock et al., 2012; Wilson et al., 2014a; Wilson et al., 2014b). The launch of MMS allowed researchers, for the first time, to probe Eo with sufficient cadence and accuracy to properly measure the cross shock electric field in an interplanetary shock (Cohen et al., 2019). Note that the Eo measured in this study peaked at [image: image]1.5 mV/m, i.e., comparable to or smaller than the magnitude of Ec (which was [image: image]4 mV/m in this study). Therefore, we will assume Eo as being comparable to Ec in magnitude throughout and will just refer to Eo instead of both. Even so, there is some discrepancy because such a measurement is extremely difficult at the terrestrial bow shock and detailed MMS observations showed that the electron dynamics seemed to be dominated by a combination of magnetosonic-whistler modes and electrostatic IAWs and ECDI waves (Chen et al., 2018).
The current picture from observations is summarized in the following. In the studies where the quasi-static electric field could be reliably measured (Cohen et al., 2019) or approximated from measurements (Wilson et al., 2014a; Wilson et al., 2014b; Goodrich et al., 2018; Goodrich et al., 2019), the findings were that [image: image] is consistently much larger than Eo, i.e., [image: image][image: image]Eo. Some of these works attempted to quantify the impact on the dynamics of the system due to [image: image] vs. Eo, finding [image: image] dominated (Wilson et al., 2014a; Wilson et al., 2014b; Chen et al., 2018; Goodrich et al., 2018). Chen et al. (Chen et al., 2018) examined in great detail the evolution of the electron distribution through the shock finding that a magnetosonic-whistler wave accelerated the bulk of the incident distribution which rapidly became unstable to high frequency, electrostatic IAWs that scattered the electrons into the often observed flattop distribution [Wilson et al., 2019b; Wilson et al., 2019a; Wilson et al., 2020, and references therein]. This seems to somewhat contradict the results of Cohen et al. (2019) and others who argued that a quasi-static cross shock potential is dominating the shock and particle dynamics. What all of these studies do agree upon is that [image: image][image: image]Eo. Note that the purpose of comparing the fluctuating to the quasi-static field here is to help compare with simulations, which normalize the electric fields by the upstream Ec value or something similar.
Figure 1 shows seven waveform captures observed by the Wind spacecraft’s WAVES instrument (Bougeret et al., 1995) while passing through the quasi-perpendicular terrestrial bow shock. The first column shows the x-antenna electric field ([image: image]), the second the y-antenna electric field ([image: image]), and the third hodograms of [image: image] vs. [image: image]. The local Bo is projected onto each hodogram shown as a magenta line9. Each row shows a different waveform capture/snapshot that is ∼17 ms in duration. The first column contains a double-ended arrow in each panel illustrating the scale associated with 200 mV/m. The first two rows show examples of ESWs mixed with ECDI-driven waves, the third and fourth rows show ECDI-driven waves, and the fifth through seventh rows show IAWs. The distinguishing features are as follows: the ESWs have an isolated, bipolar pulse with either a linear or figure eight-like polarization and a nearly flat frequency (spacecraft frame) spectrum response in the ∼0.2–10 kHz range (not shown); the IAWs exhibit symmetric [image: image] and [image: image] about zero, are linearly polarized along Bo, and have a broad frequency peak (spacecraft frame) in the ∼2–10 kHz range (not shown); and the ECDI exhibit asymmetric [image: image] and [image: image] fluctuations about zero, their polarization is not always linear along Bo, and the frequency peak (spacecraft frame) is in the ∼0.5–10 kHz range with superposed cyclotron harmonics (not shown). For reference, the upstream average convective for this bow shock crossing is Ec ∼ 3.5 mV/m.
[image: Figure 1]FIGURE 1 | Example of six waveform captures observed by Wind while crossing the Earth’s quasi-perpendicular bow shock on 1996-12-02. Each row corresponds to, by column, the X vs time, Y vs time, and Y vs X hodogram (in instrument coordinates) from the Wind/WAVES time domain sampler (TDS) instrument (Bougeret et al., 1995). Each waveform capture/snapshot is ∼17 ms in duration. The quasi-static magnetic field projection is shown as the magenta line in hodograms (Adapted from Figure 3.6 in Wilson (2010).
2.2 Kinetic Simulations
Kinetic simulations of shocks are challenging due to the need to resolve global structure of the shock (generally associated with [image: image]10) and the relatively long time scales associated with it simultaneously with short spatial ([image: image]) and fast temporal scales (fpe) associated with instabilities.
Early kinetic particle-in-cell (PIC) simulations were much more limited by computational constraints than those performed today. A common approach to scaling the problem in order reduce the computational load is to consider one- or two-dimensional problems and to reduce ratios of the ion-to-electron mass, [image: image], and electron plasma-to-cyclotron frequency, [image: image], while keeping the plasma β and the size of the problem in units of [image: image] comparable to the physical system of interest. Further computational trade-offs include altering the simulation resolution (i.e., number of grid cells), the number of particles per cell for particle codes or velocity-space resolution for continuum Vlasov codes (Yang et al., 2013). Since the frequencies and the growth rates of the instabilities of interest are associated with certain characteristic time scales, such a re-scaling may significantly alter the development and the role of instabilities in the simulations. For example, reducing [image: image] lowers the threshold for Buneman instability (Hoshino and Shimada, 2002) by reducing the difference between electron and ion thermal speeds. Values of [image: image] were also expected and found to inhibit the growth of certain wave modes like Bernstein modes (Matsukiyo and Scholer, 2006; Muschietti and Lembège, 2013; Muschietti and Lembège, 2017). What’s more, the [image: image] ratio was shown to dramatically affect the macroscopic profile of the shock magnetic field (Scholer and Matsukiyo, 2004) and affect the growth of what are now viewed as critical instabilities like the MTSI (Umeda et al., 2012a; Umeda et al., 2012b; Umeda et al., 2014). Thus the re-scaling approach must be carefully chosen based upon its expected impact on the phenomena of interest.
Some of the first two-dimensional PIC simulations using realistic [image: image] was presented by (Matsukiyo and Scholer, 2006). Since then, the community has made efforts to compromise somewhat on [image: image] in order to increase [image: image], to more realistic values (i.e., 50–100 in solar wind near 1 AU) (Muschietti and Lembège, 2013) used ratios of [image: image][image: image] 400 and [image: image][image: image] 10 to examine the higher harmonics of Bernstein modes associated with the ECDI. More typical values for the latter fall in the ∼2–4 range for recent simulations (Umeda et al., 2014; Matsukiyo and Matsumoto, 2015; Zeković, 2019). However, much larger values have been used in cases where one can reduce the simulation to one spatial dimension (Umeda et al., 2019).
Despite all of the progress made since the early full PIC simulations, there still remains two striking discrepancies between observations and many simulations: the amplitude and wavelength at which the strongest electric fields are observed and inconsistencies in the thickness of the shock ramp. The second issue is more obvious from cursory examinations of simulation results, so we will discuss it first. As previously discussed, observations consistently show that the shock ramp thickness, Lsh, tends to satisfy 5 < [image: image][image: image] 40 (Hobara et al., 2010; Mazelle et al., 2010). However, PIC simulations, even with realistic mass ratio, often generate shock ramps with thicknesses satisfying [image: image][image: image] 43, i.e., exceeding proton inertial length (Scholer and Burgess, 2006), while some generate more realistically thin ramps (Matsukiyo and Scholer, 2012; Yang et al., 2013). Yang et al. (Yang et al., 2013) concluded that the shock ramp thickness decreased with increasing [image: image] but increased with increasing ion plasma beta. Note however that (Matsukiyo & Scholer, 2012) used ∼20% finer grid resolution, twice as many particles per cell, and smaller plasma betas than (Scholer & Burgess, 2006). However, (Yang et al., 2013) used fewer particles per cell and smaller [image: image] than both (Matsukiyo and Scholer, 2012) and (Scholer and Burgess, 2006). It is important to note that it’s still not clear what physical or numerical parameters controls the ramp thickness in simulations or observations or even what the relevant physical scale is (e.g. [image: image] or [image: image]).
Note that the thickness of the magnetic ramp of a collisionless shock is not significantly affected by the presence of corrugation/ripples (Johlander et al., 2016) other than the temporal dependence that can occur during reformation (Mazelle et al., 2010). The spatial extent of the entire transition region can indeed be increased by such oscillations but the magnetic gradient scale length does not appear to be significantly affected. The biggest limiation to determining the shock ramp thickness in data is time resolution. More recent spacecraft like THEMIS (Angelopoulos, 2008) and MMS (Burch et al., 2016) have, for instance, fluxgate magnetometers that return 3-vector components 128 times every second, which is more than sufficient to resolve the bow shock ramp. The bow shock moves slower in the spacecraft frame than interplanetary shocks, so time resolution is more of a constraint for examining the shock ramp thickness of interplanetary shocks. Even so, the 128 sps of the THEMIS and MMS fluxgate magnetometers is still sufficient for most interplanetary shocks.
As previously discussed, observations consistently show [image: image][image: image] 50 for fluctuations with wavelengths at or below a few 10s of Debye lengths (Wilson et al., 2014a; Wilson et al., 2014b; Chen et al., 2018; Goodrich et al., 2018), i.e., λ [image: image] few 10s of [image: image]. Most shock simulations find values satisfying [image: image][image: image] 10 and the scales at which the largest electric field fluctuations occur tend to satisfy [image: image][image: image] 1 (Scholer and Matsukiyo, 2004; Matsukiyo and Scholer, 2006; Scholer and Burgess, 2007; Lembège et al., 2009; Umeda et al., 2012a; Umeda et al., 2014; Matsukiyo and Matsumoto, 2015). We note that explicit fully kinetic PIC simulations tend to have spatial grid resolution of a few [image: image], since such scales must be resolved for numerical stability. It has long been known that unrealistically small values of [image: image] and [image: image] can lead to unrealistically large electric field amplitudes for modes with [image: image][image: image] 1 (Hoshino and Shimada, 2002; Comişel et al., 2011; Zeković, 2019). Although the three main modes discussed herein have been successfully identified in PIC simulations, they were either unrealistically small in amplitude or at different spatial scales or not excited unless the simulation was specifically tailored for that instability.
It is worth noting the severe computational costs of using fully realistic plasma parameters. The separation of spatial scales satisfies [image: image][image: image][image: image] or [image: image][image: image][image: image][image: image][image: image] or [image: image][image: image][image: image], where [image: image][image: image][image: image][image: image][image: image] and [image: image][image: image][image: image][image: image][image: image]. If we use typical examples from 1 AU solar wind observations (see Section 3 for values) and let [image: image] ∼ 1, then [image: image] ∼ 4,000–20,000. The separation of temporal scales goes as [image: image][image: image][image: image], which is again [image: image]4,000–20,00011. The computational cost of any given simulation scales as [image: image], where d is the number of spatial dimensions used in the simulation. Thus, one can see that increasing [image: image] from ∼10 to 100, even in a one-dimensional simulation, is at least 100 times more computationally expensive. It is also the case that simulations often use shock speeds satisfying VTp < VTe < Ushn while shocks in the solar wind tend to satisfy [image: image][image: image][image: image][image: image][image: image][image: image]c (see Section 3 for values and definitions). For explicit PIC codes, there are additional computational expenses since the time steps are tied to the grid cell size, which raises the order of both [image: image] and [image: image] by one. Therefore, it can be seen that we are approaching a computational wall and it may require new classes of simulation codes to overcome these limitations if we hope to use fully realistic plasma parameters.
3 EXAMPLE OBSERVATIONS VERSUS SIMULATIONS
In this section we will present two example observations made by the THEMIS (Angelopoulos, 2008) and MMS (Burch et al., 2016) missions to further illustrate the difference in magnitude between [image: image] and Eo. We will also present PIC simulation results with parameters representative of a wide class of simulations discussed in the literature. The purpose is to illustrate some limitations of simulations to provoke advancement in closing the gap between observations and simulations of collisionless shocks.
Figure 2 shows a direct comparison between [image: image] and Eo observed by THEMIS-C during a terrestrial bow shock crossing adapted from Wilson III et al. (2014a) and Wilson III et al. (2014b). The study examined the energy dissipation rates estimated from (J ⋅ E) (i.e., from Poynting’s theorem) due to the observed electric fields, E, and estimated current densities12, J. They expanded [image: image] and found that [image: image] was the dominant term13, i.e., the fluctuating fields acted to limit the low frequency currents in/around the shock. Two important things were found: the magnitude of [image: image] and changes in this term were much larger than (jo ⋅ Eo); the signs of the changes in [image: image] and (jo ⋅ Eo) are opposite. The second point was interpreted to imply that the fluctuating fields were giving energy to the particles and the quasi-static fields were gaining energy from the particles. In short, the main conclusion from (Wilson III et al., 2014a; Wilson III et al., 2014b) was to illustrate that not only are the fluctuating electric fields large, they could potentially contribute enough energy transfer to compete with quasi-static fields. Prior to this study, the view by many in the community was that these fluctuating fields were completely negligible or just a minor, secondary effect. More recent, independent studies have performed similar analyses using different spacecraft and came to similar conclusions (Chen et al., 2018; Goodrich et al., 2018; Hull et al., 2020).
[image: Figure 2]FIGURE 2 | An example terrestrial bow shock crossing observed by THEMIS-C on 2009-09-05. Panel (A) shows the magnetic field magnitude (black) and three normal incidence frame coordinate basis (NCB) (Scudder et al., 1986a) components vs time at 128 samples/second (sps) observed by the fluxgate magnetometer (Auster et al., 2008). Panel (B) shows the DC-coupled electric field at 128 sps observed by EFI (Bonnell et al., 2008; Cully et al., 2008). Panel (C) shows the AC-coupled electric field at 8,192 sps observed by EFI. Note that Panels (B,C) share the same vertical axis range for direct comparison (Adapted from Figure I:2 in Wilson et al. (2014a)).
Figure 3 provides another example directly comparing [image: image] and Eo observed by two MMS spacecraft during a terrestrial bow shock crossing. The electric fields are shown in the De-spun, Sun-pointing, L-vector system or DSL (Angelopoulos, 2008). For each spacecraft, Eo,j[image: image] 10 mV/m was satisfied for the entire interval with most time steps satisfying Eo,j[image: image] 5 mV/m. In contrast, the peak-to-peak [image: image] values commonly exceed 100 mV/m in bursty, short duration, wave packet intervals. Note that even the electric field instrument on MMS has limitations in its accuracy for frequencies below ∼1 Hz (Ergun et al., 2016; Lindqvist et al., 2016). Thus, even with the significantly improved instrument technology and design of MMS, the observations consistently show [image: image][image: image]Eo.
[image: Figure 3]FIGURE 3 | An example terrestrial bow shock crossing observed by MMS3 and MMS4 on 2019-01-30. Panels (A,D) show the magnetic field magnitude (black) vs time at 128 sps observed by the fluxgate magnetometer (Russell et al., 2016). Panels (B,E) show the DC-coupled electric field components at 128 sps observed by the electric field instrument (Ergun et al., 2016; Lindqvist et al., 2016). Panels (C,F) show the AC-coupled electric field at 8,192 sps. Note that Panels (B,C,E) share the same vertical axis range for direct comparison.
As a practical list of reference values, we present one-variable statistics of solar wind parameters from the same data set as in Wilson et al. (2018) and all interplanetary (IP) shocks in the Harvard Smithsonian’s Center for Astrophysics Wind shock database14. The following will show parameters as [image: image][image: image]X[image: image][image: image], [image: image] [units], for the entire data set, where [image: image] is the yth percentile and [image: image] is the median. First, the typical parameters for over 400 IP shocks are as follows:
1.10 [image: image]Mf[image: image] 4.60, ∼1.91 [N/A];
1.15 [image: image]MA[image: image] 6.24, ∼2.41 [N/A];
36.6 [image: image]Ushn[image: image] 329.9, ∼98.2 [km/s];
79.6 [image: image]Vshn[image: image] 762.3, ∼418.5 [km/s];
22.2 [image: image][image: image][image: image] 87.7, ∼63.8 [deg];
where Ushn is the upstream average flow speed in the shock rest frame and Vshn is the upstream average shock speed in the spacecraft frame. Note that the values of Mf, MA, and Ushn will all be, on average, larger for most bow shocks in the interplanetary medium. These values are only meant to serve as a statistical baseline for reference. For example, the 11 bow shock crossings in Wilson et al. (2014a); Wilson et al. (2014b) satisfied 3.1 [image: image]MA[image: image] 21.9. Next, we present some typical plasma parameters15 near 1 AU in the solar wind:
80.2 [image: image]fce[image: image] 409, ∼162 [Hz];
0.04 [image: image]fcp[image: image] 0.22, ∼0.09 [Hz];
17.2 [image: image]fpe[image: image] 42.5, ∼26.3 [kHz];
371 [image: image]fpp[image: image] 944, ∼578 [Hz];
1,579 [image: image]VTe[image: image] 2,411, ∼1975 [km/s];
21.9 [image: image]VTp[image: image] 76.9, ∼40.2 [km/s];
1.03 [image: image][image: image][image: image] 4.62, ∼2.28 [km];
32.5 [image: image][image: image][image: image] 186, ∼88.8 [km];
1.12 [image: image][image: image][image: image] 2.77, ∼1.82 [km];
50.5 [image: image][image: image][image: image] 129, ∼82.5 [km];
4.74 [image: image][image: image][image: image] 13.8, ∼8.58 [m];
where fcs is the cyclotron frequency of species s, fps is the plasma frequency of species s, [image: image] is the most probable thermal speed of species s16, [image: image] is the thermal gyroradius of species s17, [image: image] is the inertial length of species s, and [image: image] is the electron Debye length. Next, we present ratios of some typical plasma parameters near 1 AU in the solar wind:

176 [image: image][image: image][image: image] 269, ∼215 [N/A];
131 ≲[image: image][image: image] 670, ∼255 [N/A];
8,000 [image: image][image: image][image: image] 12,160, ∼9,757 [N/A];
0.34 [image: image][image: image][image: image] 1.63, ∼0.83 [N/A];
92.4 [image: image][image: image][image: image] 474, ∼180 [N/A];
4.79 [image: image][image: image][image: image] 7.31, ∼5.99 [N/A];
43.1 [image: image][image: image][image: image] 65.9, ∼54.0 [N/A];
0.53 [image: image][image: image][image: image] 0.80, ∼0.66 [%];
where [image: image] is the yth percentile of Ushn presented earlier in this section and c is the speed of light in vacuum.
Figure 4 shows example one-dimensional cuts at three different time steps taken from a PIC simulation. The simulation parameters are as follows: [image: image] ∼ 60 deg, [image: image] ∼ 6.5, [image: image] ∼ 4, [image: image] ∼ 900, [image: image] ∼ 1 [image: image] (where [image: image] is the grid cell size), initially 1,000 particles per cell, and [image: image] ∼ 8 (i.e., ∼27 times smaller than median solar wind values near 1 AU). All of the panels show data in normalized units. The electric field is normalized to the initial upstream averaged convective electric field, -V×B, i.e., the same Eo referenced for spacecraft observations. Thus, in the upstream the Ez component has an offset of unity. The normalization for ne and B are just the initial upstream average values of the magnitude of each. All fields are measured in the simulation frame, where the shock moves in the positive x direction with the speed of approximately 2 VA.
[image: Figure 4]FIGURE 4 | An example taken from a PIC simulation with the shock normal along the x-direction. Each plot shows a 1D cut through the middle of 2D simulation domain. Panel (A) shows the magnetic field magnitude, B (orange), and the electron number density, ne (blue), vs. spatial position x. Panels (B,C) show the components of magnetic field (B) and the electric field (E). Panels (D,E) show a zoomed region of panels (A,C) respectively. The boundaries of the zoomed region are indicated by vertical dashed lines in panels (A–C). All fields are measured in the simulation frame, where the shock moves in the positive x direction with the speed of ∼2 VA.
One can see that the largest values of [image: image] rarely exceed 2 (i.e., only short intervals >2 but peak only at ∼6), similar to the simulations discussed previously. Further, the spatial scales at which these fields are maximized is on [image: image] scales whereas observations show maximum electric fields at [image: image] scales. One can also see that the ramp, e.g., B in panel (D), is about Lsh ∼ 28 [image: image] (or ∼0.9 [image: image]) thick, similar to observations that typically show ramps satisfying Lsh < 35 [image: image] (or <0.8 [image: image]) (Hobara et al., 2010; Mazelle et al., 2010). The simulation does, however, generate the ubiquitous whistler precursor train upstream of the shock ramp (Wilson et al., 2012; Wilson et al., 2017). Yet it is still not clear what parameter or parameters are controlling the shock ramp thickness and electric field amplitudes at very small spatial scales in simulations.
4 DISCUSSION
We have presented examples illustrating that spacecraft observations of collisionless shocks consistently show [image: image][image: image]Eo where [image: image] is due to electrostatic fluctuations satisfying [image: image][image: image] 1 with frequencies well above flh. In contrast, most PIC simulations of collisionless shocks show considerably smaller amplitude of electrostatic fluctuations. This is true even when the simulation uses realistic [image: image] and plasma betas.
Further, many simulations still generate shock ramps satisfying [image: image] > 43, i.e., thicker than most observations. However, much more progress has been made on this front where Yang et al. (2013) concluded that the shock ramp thickness decreased with increasing [image: image] but increased with increasing ion plasma beta. There is still the question of whether [image: image] plays a role in the simulated values of Lsh, though Yang et al. (2013) was able to produce realistic thicknesses despite only having [image: image][image: image] 2.
Another potential issue that was not explicitly discussed in detail is that of the separation between [image: image] and [image: image], but these are controlled by [image: image] and [image: image]. As previously shown, statistical solar wind parameters satisfy [image: image] ∼ 215 (or [image: image] ∼ 9,757) while simulations often have much smaller vales of [image: image] ∼ 70–500 (or [image: image] ∼ 7–40) (Umeda et al., 2011; Umeda et al., 2012a; Umeda et al., 2014; Savoini and Lembège, 2015). It is also the case that simulations often use shock speeds satisfying VTp < VTe < Ushn < c while shocks in the solar wind tend to satisfy [image: image][image: image][image: image][image: image][image: image][image: image]c.
The origins of the discrepancy between the observation that [image: image][image: image][image: image] for electrostatic fluctuations satisfying [image: image][image: image] 1 remain unclear. The ratios [image: image] and [image: image] are the most likely parameters since they control the separation of spatial and temporal scales between the instabilities of interest and the global shock scales in an obvious manner. A lack of spatial resolution in most simulations may also be a factor. The purpose of this work is to motivate both observational and simulation communities to bridge the gap find closure with this issue. Without an accurate reproduction of the high frequency, large amplitude waves it is not possible to determine at what scales the electric fields dominate the energy dissipation through collisionless shocks.
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FOOTNOTES
1Ps = nskBTs, where Ts is the temperature of species s.
2Note we use the term quasi-static instead of background here since electromagnetic fluctuations near shocks in the solar wind can have amplitudes larger than the surrounding mean. That is, quasi-static refers to the lowest frequency response of an instrument, for practical purposes, but one can think of it as the effective background field.
3[image: image] where s is the particle species.
4[image: image], where fcs is the cyclotron frequency of species s ([image: image] where qs is the total charge, and ms is the mass of species s).
5There are two modes radiated by the MTSI at collisionless shocks, both of which are very obliquely propagating and have real frequencies near or below flh. The two free energy sources for the MTSIs are between incident electrons and reflected ions and incident electrons and incident ions.
6[image: image] where s is the particle species.
7[image: image] where ne is the electron number density.
8Ec has typical values satisfying ∼0.1–3 mV/m in the solar wind near Earth. In contrast, the waves shown in Figure 1 have [image: image] 100–300 mV/m, thus [image: image] 50.
9Note that the data is taken in the ecliptic plane to within ∼1° and the fraction of the local Bo in this plane exceeds 89% for all events except the first two rows.
10The size of the problem may significantly exceed [image: image], for example when upstream turbulence in quasi-parallel shocks must be included.
11Note that [image: image] is larger by an additional factor of [image: image].
12Note that similar current densities have been found using multi-spacecraft techniques (Hull et al., 2020) supporting the results in Wilson III et al. (2014a) and Wilson III et al. (2014b).
13Note that Qo in this context is not the quasi-static terms in quasi-linear or linear theory but that from the DC-coupled measurements. Further, [image: image] is the fluctuating terms from these theories but the AC-coupled measurements, thus there is no a priori requirement that [image: image][image: image] 0.
14https://www.cfa.harvard.edu/shocks/wi_data/.
15Note that none of these are Doppler-shifted.
16[image: image]
17[image: image]
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After the launch of STEREO twin spacecraft, and most recently of Solar Orbiter and Parker Solar Probe spacecraft, the next mission that will explore Sun-Earth interactions and how the Sun modulates the Heliosphere will be the “Lagrange” mission, which will consist of two satellites placed in orbit around L1 and L5 Sun-Earth Lagrangian points. Despite the significant novelties that will be provided by such a double vantage point, there will be also missing information, that are briefly discussed here. For future heliospheric missions, an alternative advantageous approach that has not been considered so far would be to place two twin spacecraft not in L1 and L5, but in L4 and L5 Lagrangian points. If these two spacecraft will be equipped with in situ instruments, and also remote sensing instruments measuring not only photospheric but also coronal magnetic fields, significant advancing will be possible. In particular, data provided by such a twin mission will allow to follow the evolution of magnetic fields from inside the Sun (with stereoscopic helioseismology), to its surface (with classical photospheric magnetometers), and its atmosphere (with spectro-polarimeters); this will provide a tremendous improvement in our physical understanding of solar activity. Moreover, the L4-L5 twin satellites will take different interesting configurations, such as relative quadrature, and quasi-quadrature with the Earth, providing a baseline for monitoring the Sun-to-Earth propagation of solar disturbances.
Keywords: space weather, future missions, open problems, solar physics, solar eruptions
INTRODUCTION: STATE OF THE ART
One of the main target of Space Weather is to provide alerts to the human society before the occurrence of a geomagnetic storm, within the reasonable amount of time required to prevent possible consequences for human technologies and activities (see e.g., Schrijver et al., 2015; Eastwood et al., 2018). For these reasons, in 2009 ESA started the Space Situation Awareness (SSA) program (see e.g., Opgenoorth et al., 2019 and references therein), working on three main areas: Space Weather (SWE), Near-Earth Objects (NEO), and Space Surveillance and Tracking (SST), with SSA Program Office located at ESOC Darmstad (Germany). Focusing on main progresses for SW activities, over the last 12 years lot of developments have been implemented, such as (but not limited to) the SW data center (SWDC) located at ESA Redu Space Services Station in Belgium, and the ESA SSA SW coordination center (SSCC) in Bruxelles (established in 2013), with integrate information provided also by the Met Office Space Weather Operations Center in United Kingdom (established in 2014).
In particular, SSCC is coordinating a common effort at European level, the SW Service Network including 5 “Expert Service Centers” (ESCs) and consisting of ∼40 European teams collaborating to provide products and services for customers. These centers heavily rely on space-based data provided by remote sensing instruments. Hence, under the SSA program ESA is also expanding the use of data provided by existing missions (e.g., PROBA-2, SOHO, Gaia, SWARM), but also studying the deployment of new SW sensors to be hosted on future missions, and supporting the development of a new mission called “Lagrange” (Hapgood, 2017). This mission will be entirely dedicated to SW monitoring, and will consist of two satellites placed in orbit around the Sun-Earth Lagrangian points L1 and L5; the mission development is now in Phase B, and its launch is planned for 2025, when the development of SW services mentioned above will also be ready to integrate the data coming from “Lagrange” mission (Kraft, 2017).
Among the different Sun-Earth Lagrangian points, in the development of the “Lagrange” mission a preference was given to L1 and L5 points mostly because L1 offers a very good vantage point to measure local conditions of interplanetary plasma just before its interaction with the Earth’s magnetosphere, and a good point to monitor the solar hemisphere facing the Earth, while L5 offers a good vantage point to constrain the arrival time of CMEs (Vourlidas, 2015; Rodriguez et al., 2020) and detect with remote sensing instruments the arrival of Active Regions or equatorial coronal holes before their appearance behind the solar limb visible from the Sun-Earth line (Hapgood, 2017).
Given the inherent complexity of physical phenomena related with solar activity (including for instance the emergence of magnetic flux, the accumulation of magnetic energy in the solar atmosphere, the destabilization of magnetic configurations, the acceleration of plasma and particles, etc …), the research dealing with single specific case studies failed so far to identify clear and common universal phenomena occurring in every event (see e.g., Chen, 2011; Liu, 2020), although unified models have been recently proposed (Wyper et al., 2017). On the other hand, the huge number of studies performed over the last decades on eruptive events from the Sun demonstrates that a statistical knowledge of these phenomena (e.g., Wheatland, 2005; McKenna-Lawlor et al., 2006; Song et al., 2009; Ma et al., 2010; Morgan et al., 2012) based on large catalogs (e.g., Gopalswamy et al., 2009; Rotti et al., 2020) is not sufficient to provide reliable forecast of Space Weather conditions, also because of limited duration of solar-terrestrial datasets (see e.g., discussion by Hapgood, 2011). Over the last ∼10 years, a rising number of researchers moved their interest to the promising research fields of Artificial Intelligence and Machine Learning (see review by Camporeale, 2019) applied to solar and i.p. physics data for SW forecasting purposes, for instance to predict the occurrence of solar eruptions and flares (e.g., Ahmed et al., 2013; Benvenuto et al., 2018; Florios et al., 2018), predict geomagnetic storms (e.g., Sexton et al., 2019), and to detect and classify solar events (Martens et al., 2012; Armstrong and Fletcher 2019; Hughes et al., 2019). These methods are really promising, but it is maybe too early to know what will be the new results that these methods will provide in the end.
MOTIVATIONS: THE NEED FOR MAGNETIC FIELD MEASUREMENTS
In general, learning a phenomenon does not necessarily imply a real physical understanding of it, but the latter is needed to generalize new discoveries about Sun-Earth interactions (Hapgood, 2011), and also to apply the same concepts for instance to the interaction of other planets in the Solar System with the Sun, or to other planetary systems orbiting solar-type stars in our Galaxy. Without a real understanding of solar-terrestrial physics (e.g., Tsurutani et al., 2020), any significant change in the background, stationary, or “average” conditions that were used to “learn” anything about the complex behavior of the Sun-Earth system even over one full solar cycle, will make the system likely unpredictable when extreme Carrington-like events will happen (Riley et al., 2018). In this perspective, SW prediction capabilities we are developing could fail just when we will need them most. Hence, it is hard to believe that real SW prediction capabilities will ever be developed in the end without going through a real understanding of physical phenomena driving the solar variability and the corresponding planetary response. Moreover, significant advancing in our forecasting capabilities will necessary require a much deeper understanding of the origin on the Sun and propagation/evolution in the interplanetary medium of these disturbances.
Now, because the majority of phenomena occurring on the Sun are driven by magnetic fields and related plasma physical phenomena, this means in particular that we need a better understanding of how the magnetic fields are generated in the solar interior, how their emergence through the photosphere, their storage and release in the lower corona, and the final connection with our planet. Hence, a mission specifically dedicated to these objectives is needed. In fact, previous solar missions demonstrate the potential of remote sensing observations combined with in situ instrument data acquired from multiple points of view, but much more attention is required to the origin and evolution of solar magnetic fields.
Unfortunately, continuous monitoring of the magnetic fields on the Sun is currently possible only for one single layer of this star: the photosphere (see Kleint and Gandorfer 2017). Over this surface, magnetic field measurements are possible thanks to the Zeeman splitting of some spectroscopic lines, related with the strength of the magnetic field. These measurements are currently available 24 h per day only for the solar hemisphere visible along the Sun-Earth line. On the other hand, field measurements in the above layers of the Sun have been proven to be possible with spectro-polarimetry both in the chromosphere (e.g., Kano et al., 2012) and the corona (Tomczyk and McIntosh 2009) by using Zeeman and Hanle effects (see also Raouafi et al., 2016; Yang et al., 2020). Unfortunately, coronal field measurements are acquired so far only along the Sun-Earth line, hence on the plane of sky of the solar corona as seen from Earth. This means that at present (under favorable conditions) we can measure coronal magnetic fields related with sunspots and active regions located on the limb whose photospheric fields cannot be measured, while we can measure photospheric fields of these regions when they are located in the visible hemisphere when the corresponding coronal fields cannot be measured. So, at present magnetic fields cannot be measured at the same time from the photosphere to the corona. As a result, it is at present impossible to fully understand how the magnetic energy is transferred from the photosphere to the corona, how it is stored in the corona, and why the excess energy is finally released when the system is destabilized, leading to solar flares, CMEs, and SEP acceleration. Having information of photospheric-to-coronal magnetic fields is of paramount importance to forecast geomagnetic storms in advance, because the magnetic structure of the flux rope embedded in the eruption is the most crucial parameter to determine the strength of the space weather effects (see e.g., Kilpua et al., 2019), and our current capability to provide that information is very modest.
To solve this significant lack of information, many different extrapolation methods have been developed to reconstruct the coronal fields starting from the measured photospheric fields (see Wiegelmann, 2008; Régnier, 2013 and references therein), but the agreement between the location and orientation of the reconstructed fieldlines and the observed EUV coronal loops (usually assumed to match the fieldlines) is only marginal (Sandman et al., 2009), in particular above active regions where significant deviations from the lower energy potential field configuration are present (Aschwanden, 2013). A better correspondence with EUV features is provided for instance by non-linear Force-free field extrapolations (e.g., Guo et al., 2012; James et al., 2018) or time-dependent magneto-frictional methods (e.g., Pomoell et al., 2019), but these models provide a good reconstruction only for regions located near the solar disk center, and because measurements of the above coronal fields are missing, more quantitative comparisons are not possible. Moreover, these extrapolation methods start from photospheric field measurements acquired when the active regions are observed in the visible hemisphere, and these fields can be compared only with EUV features visible on-disk in the inner corona (h < 1.3 Rsun), while a comparison with coronal features extending at higher altitudes requires off-limb observations (as those recently provided by PAROBA2/SWAP; O’Hara et al., 2019), and again these observations are daily available only along the Sun-Earth line. Hence, a comparison between the extrapolated coronal fieldlines and the observed coronal features requires to assume that these fields are not changed significantly over the time required (3–7 days) for the active region observed on disk to move at the limb dragged by solar rotation.
The situation was marginally improved thanks to the STEREO mission (Kaiser et al., 2008), that provided for the first time observations of coronal structures on a plane of the sky aligned with the Sun-Earth line, but (because STEREO spacecraft are orbiting the Sun along the Earth orbit, but drifting away from Earth at an average rate of about 22.5° per year) this happened only for short periods during the mission. Moreover, unfortunately the STEREO spacecraft didn’t have on-board any photospheric field magnetometer, and not even any coronal field magnetometer. In the near future the situation will be slightly improved thanks to Solar Orbiter mission (Müller et al., 2013), which is carrying on-board a photospheric magnetometer (Solanki et al., 2020), a coronagraph (Antonucci et al., 2020) and a Heliospheric Imager (Howard et al., 2020), but remote sensing observations will be acquired only during specific time windows, and only a few of them will occur with the spacecraft in quadrature with respect to the Earth.
As anticipated, to overcome these limits ESA is now developing the “Lagrange” mission (Hapgood, 2017), with the aim to put in stable orbits two satellites around the L1 and L5 Sun-Earth Lagrangian points. In particular, the real novelty of the mission will be represented by the satellite put in orbit around the L5 point, something that has never been attempted before. From this vantage point, the remote sensing instruments on-board the spacecraft (including a photospheric field magnetometer) will continuously monitor coronal off-limb features located near the plane of the sky close to the Sun-Earth line, and the interplanetary propagation of solar disturbances expanding toward Earth. It will be possible for the first time to measure with remote sensing data photospheric fields of active regions crossing the solar limb as seen from Earth and before their arrival with solar rotation on the hemisphere pointing toward our planet. Moreover, in situ data acquired in L5 will detect possible high-speed streams and Stream Interaction Regions before their arrival on Earth ∼4.5 days later dragged by rotation of the Parker spiral. These are likely the main reasons why the L5 point was chosen instead of L4 for the “Lagrange” mission.
Nevertheless, there are few important considerations to be made. First of all, neither of the two “Lagrange” satellites will carry on-board an instrument to measure with spectro-polarimetry coronal magnetic fields. Hence, without a coronal magnetometer, it will be again necessary to extrapolate these fields in the corona, starting from photospheric field measurements: a mission carrying on board such an instrument will be still missing in the near future. For this reason, similar instruments have been proposed as a payload not only for past missions (e.g., Peter et al., 2012), but also more recently1 in response to the call for “white papers” for the long-term planning of ESA science program (MiMOSA mission).
Second, we have to consider that the L5 point is not located in quadrature with the Earth, but at an angle from the Sun-Earth line of 60°, which is not the ideal location to monitor solar eruptions propagating toward the Earth. This angular separation may not appear significant, considering also the angular expansion of solar eruptions, but the visible light emission observed by coronagraphs maximizes on the so-called “Thomson sphere,” and this limit their visibility in the inner corona to the instrument plane-of-sky (see review by Rouillard, 2011). The spacecraft in L5 will be likely placed in a stable “Trojan” orbit (Llanos et al., 2012), which is almost elliptical, with amplitude of the orbit depending mostly on the chosen transfer trajectory and transfer time from the low Earth parking orbit, and two extreme cases can be considered here. For instance, if the spacecraft will be inserted in a small amplitude Trojan orbit (even down to ∼100 km) around L5, the remote sensing instruments will never observe the corona in quadrature with the Earth. On the other hand, if the spacecraft will be inserted in a large amplitude Trojan orbit (up to ∼0.25–0.50 AU), the spacecraft will spend a half of its time very close to the quadrature configuration, and the second half very far from this configuration. The period of any of these orbits around L5 is about one year (Llanos et al., 2012). In summary: both in the first and in the second case a single spacecraft placed in L5 will never be able to monitor continuously the Sun in quasi-quadrature with respect to the Earth.
Third, we also have to remember that, considering the path followed by Solar Energetic Particles (SEPs) during their propagation in the interplanetary space, the most dangerous Active Regions (in terms of possible SW effects) are those located not at the center of the solar hemisphere as seen from the Sun-Earth line, but those located Westward, typically around 45–60° West (see review by Reames, 2013). This phenomenon is related with the Sun-Earth magnetic connectivity through the Parker spiral of interplanetary magnetic field, making an angle of about 45° with respect to the radial direction at the Earth’s orbit. As a consequence, photospheric magnetic fields for these dangerous Active Regions cannot be observed at all from a spacecraft located in L5 (because the region will appear behind the limb as seen from that vantage point), and can be only marginally observed from a spacecraft located in L1 or along the Sun-Earth line (because the best measurement of photospheric fields provides the line-of-sight component of these fields, unless vector magnetograms are employed, whose data have a well-known ±180° azimuthal ambiguity, Gary and Hagyard, 1990). Hence, the best location to measure magnetic fields of Active Regions magnetically connected with the Earth will be nor L5, neither L1, but the L4 Lagrangian point.
LOOKING FORWARD: THE ADVANTAGES OF A TWIN L4-L5 MISSION
A solution to all the above missing capabilities of the previous (e.g., STEREO), current (e.g., Solar Orbiter), and near future (e.g., “Lagrange”) missions will be covered instead by a new mission concept, consisting of twin spacecraft to L4 and L5, briefly described here. An example of a combined views of photosphere and corona that will be provided by L4 and L5 is shown in Figure 1: the unique combination of these data would allow to monitor the same Active Region and its impact on the overlying atmosphere from the limb to the disk center at the same time, allowing to follow the emergence of photospheric fields, the accumulation of coronal fields, and their release from a side and face perspectives. Considering the limited amount of space and the aims of this paper, I will not review here the need for a mission carrying remote sensing instruments capable to measure at the same time not only the photospheric, but also the coronal magnetic fields with spectro-polarimetry. The interested reader may refer for instance to the recent paper by Raouafi et al. (2016), or to the review by Kleint and Gandorfer (2017), and references therein.
[image: Figure 1]FIGURE 1 | Example of a possible combination of data acquired from L5 (top row), L1 (middle row), and L4 (bottom row) vantage point. The different columns show the visible photosphere (left column), the inner corona (middle left column), and the corresponding photospheric fields (middle right column) and coronal field azimuth (right column). The location of the same sunspot group is outlines with a circle.
What will be discussed here instead is the importance to consider a similar suite of instruments on-board a twin mission to the L4 and L5 vantage points; this idea was first proposed by Bemporad et al. (2014) in a mission concept named “HeMISE (Helio-Magnetism Investigation from the Sun to Earth).” Let us consider here two twin spacecraft, carrying in situ and remote sensing instruments measuring photospheric and coronal fields, and being located in stable orbits around L4 and L5 Lagrangian points. This configuration will have many advantages, briefly summarized here. The two spacecraft could be placed both in close orbit around L4 and L5, thus keeping almost all the time a relative separation angle of about ∼120° each other, and ∼60° with respect to the Sun-Earth line. During a solar eruption, the same event would be observed expanding above the limb from one view point (thus allowing an early determination of kinematical properties of CMEs and shocks), and face-on above the disk (the perfect location to study the flare and SEP acceleration), as it is shown in Figure 2 bottom left panel. Nevertheless, this configuration seems not the best option for scientific and monitoring purposes.
[image: Figure 2]FIGURE 2 | Example of possible advantages offered by the twin L4-L5 mission proposed here. Top panels: the plane-of-sky (POS) of remote sensing instruments will allow to observe limb events from one spacecraft that will be observed as events at the center of solar disk from the other spacecraft. Bottom left: combinations of remote sensing and in situ data will allow to study CMEs propagating at different direction (blue, red, and yellow arrows) and also to sample the associated SEP fluxes propagating along the Parker spiral arms (blue, red, and yellow dashed lines). Bottom right: during their Trojan stable orbits around L4 and L5 the twin spacecraft will go from relative quadrature to quasi-quadrature with the Earth (dashed lines). These drawings are based on the plot provided by the STEREO orbit tool2 and showing the location of STEREO spacecraft when the mission passed nearby L4 and L5 points (October 2009).
More interestingly, the two spacecraft could be placed in a much broader Trojan orbit around L4 and L5, having for instance an orbital amplitude (corresponding to two times the maximum radius measured from center of the libration orbit) of about 0.52 AU (Llanos et al., 2012). In this case, during the orbital period of about one year, each spacecraft will change its longitudinal angle with respect to the Sun-Earth line from a maximum amplitude of about 75°, down to a minimum amplitude around 45° (Figure 2, bottom right panel). Then, with two spacecraft in L4 and L5 two possible cases can be considered: 1) synchronous orbits, and 2) asynchronous orbits shifted by half a orbital period. If the two orbits around L4 and L5 (separated by an angular distance by 120°) are synchronized, then the separation angle between the two spacecraft will change from a maximum of 150° (quasi-opposition) to a minimum of 90° (quadrature), with both spacecraft closer/farther to the quasi-quadrature configuration with the Earth in the same period of time. On the other hand, in the case of asynchronous orbits shifted by half a orbital period, the separation angle between the two spacecraft will be almost constant during the mission, and the two spacecraft will move alternatively closer and farther from the quasi-quadrature with the Earth.
The first configuration 1) will provide very interesting cases from the scientific point of view. In particular, during quadratures between the two spacecraft photospheric fields sampled by one view point will be observed at the same time in the lower corona, off-limb with coronagraphic spectro-polarimetric data acquired from the second view-point. Photospheric fields measured by one spacecraft will be combined with coronal fields measured by the second spacecraft in quasi-quadrature, thus providing for the first time a continuous coverage of solar magnetic fields through the solar atmosphere. Hence, it will be possible for the first time to really understand how the emergence of magnetic fields in the photosphere directly affect the coronal structures, providing completely new information for the origin of solar eruptions, occurrence of impulsive events, acceleration of solar wind (stereoscopic coronal magnetometry). More than that, during the rest of the whole mission it will be possible in general to perform 3D reconstruction of solar stationary features in the inner corona, 3D reconstructions of CMEs and their kinematic, and stereoscopic helioseismology. In particular, it will be possible to study the 3D propagation of waves in the solar interior down to the tachocline from two points of view, opening the possibility for stereoscopic global helioseismology. The feasibility of research in this latter topic will be tested for the first time with the forthcoming Solar Orbiter data, but this mission will acquire only limited datasets during specific remote sensing periods, while satellites in stable orbits around L4 and L5 will cover potentially years of evolution of the Sun, and a long-term data coverage is of fundamental importance to understand the whole solar cycle evolution.
On the other hand, the second configuration 2) with the two orbits around L4 and L5 shifted by half a period will be the more suitable one for SW monitoring applications. The reason is that in this case one of the two spacecraft will be alternatively closer and farther from the quasi-quadrature configuration with the Earth. This means that among two spacecraft, one of them will be ever closer to the best configuration to monitor solar transients propagating toward the Earth. These resulting will be sampled by the heliospheric imagers on-board the spacecraft, covering almost the whole range of distances from the Sun to the Earth (like H1 and H2 imagers on-board STEREO). This will allow continuous 3D reconstructions of solar transients propagating to the Earth, hence providing a ideal mission for space weather studies. The same scientific cases mentioned above (3D reconstructions and stereoscopic helioseismology) will be also possible, with the advantage that the separation angle between the twin spacecraft will be almost constant with time, and this will reduce the long-term variability of data analysis for helioseismology. This configuration of L4-L5 satellites, complemented with measurements from L1 or from the Earth, would provide nearly continuous boundary conditions for coronal field models.
Moreover, considering again the geometry of interplanetary magnetic field spiral, very interesting science cases will be provided by the possible combinations of remote sensing and in situ data. The unique vantage point offered by the spacecraft in L5 will allow to detect in situ SEPs propagating along the Parker spiral and related with geo-effective ICMEs with the source region located near the center of the visible hemisphere as seen from the Sun-Earth line. On the other hand, the spacecraft in L4 will detect in situ the transit of ICMEs associated with SEP streams affecting the Earth. When the spacecraft will be in quasi-quadrature configuration, in the case of a CME directed toward one of them, the same eruption will be observed with remote sensing data as limb event from one spacecraft, and sampled later on with in situ data from the other spacecraft (Figure 2, bottom left panel). Last but not least, the L4 vantage point will allow to monitor Active Regions magnetically connected with the Earth with standard photopsheric magnetograms, thus helping the forecasting of flares accelerating SEP fluxes toward the Earth.
SUMMARY AND CONCLUSION
This paper briefly summarized the current state and future directions of solar and heliospheric physics human investigation. Among the current and proposed future missions exploring the Heliosphere, a possible combination of twin satellites orbiting around the L4 and L5 Sun-Earth Lagrangian point has never been proposed. The advantages and new knowledge of such a configuration were briefly described here: in particular, if the spacecraft will be equipped not only with “classical” remote sensing and in situ instruments, but also with coronal magnetometers, the combination of data acquired by the L4-L5 perspectives will provide a new knowledge of magnetic fields evolution across different layers of the Sun, and will also allow to monitor almost continuously in quasi-quadrature configuration the Sun-Earth interactions.
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In review of the White Papers from the Voyage 2050 process1 and after the public presentation of a number of these papers in October 2019 in Madrid, we as White Paper lead authors have identified a coherent science theme that transcends the divisions around which the Topical Teams are structured. This note aims to highlight this synergistic science theme and to make the Topical Teams and the Voyage 2050 Senior Committee aware of the wide importance of these topics and the broad support that they have across the worldwide science community.
Keywords: plasma, space physics, astrophysics, european space agency—ESA, voyage 2050
Baryonic matter in the Universe is almost exclusively in the plasma state. It forms structures on a huge range of scales, reaching from the kinetic electron and ion microscales to the size of the entire observable Universe. These plasmas include very diverse objects such as magnetic cavities around comets, planetary magnetospheres, the solar atmosphere, the outer heliosphere, accretion discs around compact objects, galaxy-scale “Fermi bubbles,” the intracluster medium, and the intergalactic medium permeating the cosmic web. The key difficulty in understanding of all these objects lies in the two-way nature of the intrinsic multi-scale physics of plasmas: processes on the largest scales affect the small-scale physics, and processes on the smallest scales affect the large-scale evolution of plasmas.
These multi-scale processes are united by fundamental physics questions that underpin the physics addressed in all of the 18 White Papers referenced below, e.g. 
• How are electrons and ions heated and accelerated, and how is energy partitioned?
• What is the role of the magnetic field?
• What are the properties and roles of different energisation regions in plasma structures?
• What is the role of plasma physics in the formation and evolution of different processes and objects including flux tubes, turbulence, waves, flows, jets, discs, magnetospheres, coronae, and halos?
• What are the effects of rapid and discontinuous processes such as shocks and reconnection?
The answers to these fundamental questions are very important for a wide range of processes in the Universe including:
• accretion of matter onto compact objects,
• cosmic-ray acceleration,
• galaxy formation,
• heat and energy transfer, conduction, diffusion, and turbulence in plasma flows on all scales, in intergalactic, interstellar, and interplanetary media,
• magnetic-field generation through dynamo processes,
• magnetospheric dynamics,
• stellar activity and coronal dynamics, and
• space weather.
We have specifically identified four fields of study in the proposed Voyage 2050 White Papers that are linked by this common theme:
Astronomy from the UV to soft and hard X-ray wavelengths is a powerful tool to explore different parameter regimes and examples of plasma environments on large scales based on a whole-system overview. They allow us to identify plasma shocks, thermal processes in accretion flows onto compact objects such as neutron stars and black holes, the large-scale geometry of matter, and even elemental and charge-state composition through the effective use of spectroscopy and polarimetry [Lebouteiller et al., 2019; Frontera et al., 2021; Guidorzi et al., 2021; Nicastro et al., 2021; Simionescu et al., 2021; Soffitta et al., 2021; Uttley et al., 2021].
Solar physics investigates processes on intermediate scales and links the physics explored by X-ray and UV astronomy to the local environment of the solar system. It allows us to obtain detailed spectroscopic imagery of plasma phenomena that we can interpret directly (Branduardi-Raymont et al., 2021; Erdélyi et al., 2021; Matthews et al., 2021; Peter et al., 2021).
Heliospheric, magnetospheric, and cometary physics studies of in-situ plasma phenomena such as the acceleration and heating of particles can be directly linked to larger structures with a good level of system-wide imagery and context (McCrea et al., 2019; Branduardi-Raymont et al., 2021; Erdélyi et al., 2021; Götz et al., 2021; Matthews et al., 2021; Peter et al., 2021; Rae et al., 2021; Roussos et al., 2021; Wimmer-Schweingruber et al., 2021).
In-situ plasma physics explores the near-Earth plasma environment (e.g., pristine and shocked solar wind, bow shock, and magnetosphere) and the plasma environment around other solar-system objects. It allows us to analyse the detailed fundamental interactions and the micro-scale processes that determine the large-scale evolution and thermodynamics of matter (Branduardi-Raymont et al., 2021; Götz et al., 2021; Rae et al., 2021; Retinò et al., 2021; Verscharen et al., 2021; Wimmer-Schweingruber et al., 2021).
Although these science topics appear quite diverse and each White Paper is being evaluated on its own merit by their respective Topical Team, we emphasise that all of them will mutually benefit from each other. For instance, the interpretation of X-ray and UV observations, reaching from compact objects to the largest structures in the Universe, depends on a solid understanding of fundamental in-situ plasma physics. On the other hand, the in-situ plasma community will benefit from cross-disciplinary collaboration with plasma astrophysicists by studying a much wider range of plasma conditions, some of which cannot be studied in situ. The same benefit applies likewise to the solar, heliospheric, magnetospheric, and cometary fields. Moreover, numerical modelling of plasmas in different regimes with shared physical understanding will underpin much of the developments in these fields.
The synopsis above and the related Voyage 2050 White Papers show that a common and coherent science theme has emerged from the Voyage 2050 process. This theme is linked by the common interest across large parts of the ESA-science community in exploring structures in the Universe that are shaped by plasma processes across a large variety of scales. This science theme spans across all of the installed Topical Teams. We are convinced that the adoption of this coherent science theme by ESA through a programme of missions addressing plasma physics in its many forms will make transformative advances in our knowledge of fundamental plasma physics questions and of a wide range of processes that are of greatest importance for our understanding of the Universe.
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MagneToRE: Mapping the 3-D Magnetic Structure of the Solar Wind Using a Large Constellation of Nanosatellites
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Unlike the vast majority of astrophysical plasmas, the solar wind is accessible to spacecraft, which for decades have carried in-situ instruments for directly measuring its particles and fields. Though such measurements provide precise and detailed information, a single spacecraft on its own cannot disentangle spatial and temporal fluctuations. Even a modest constellation of in-situ spacecraft, though capable of characterizing fluctuations at one or more scales, cannot fully determine the plasma’s 3-D structure. We describe here a concept for a new mission, the Magnetic Topology Reconstruction Explorer (MagneToRE), that would comprise a large constellation of in-situ spacecraft and would, for the first time, enable 3-D maps to be reconstructed of the solar wind’s dynamic magnetic structure. Each of these nanosatellites would be based on the CubeSat form-factor and carry a compact fluxgate magnetometer. A larger spacecraft would deploy these smaller ones and also serve as their telemetry link to the ground and as a host for ancillary scientific instruments. Such an ambitious mission would be feasible under typical funding constraints thanks to advances in the miniaturization of spacecraft and instruments and breakthroughs in data science and machine learning.
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1 INTRODUCTION
1.1 Mission Motivation
The interplanetary magnetic field (IMF) emerges from the Sun and extends throughout the heliosphere (Parker, 1958). It plays a fundamental role in initially heating and accelerating the solar wind and continues to shape the dynamics of the expanding plasma. It propagates energy through linear and nonlinear dynamical couplings, participates in energy transfer and conversion across scales, and regulates the transport of solar energetic particles (SEPs).
The IMF’s structure is defined by the magnetic field’s strength and direction. These properties vary across many spatial and temporal scales (Owens and Forsyth, 2013; Verscharen et al., 2019) that are roughly grouped into three categories of descending size (Figure 1):
• Macroscales ([image: image] to [image: image] at 1 au from the Sun) are dominated by the large-scale flux tubes that emerge from the Sun. Images of the solar corona and nascent solar wind reveal that the macroscale IMF is defined by the Parker spiral, interactions among solar wind streams, coronal mass ejections (CMEs), and other global structures and events (Balogh and Erdõs, 2013).
• Mesoscales ([image: image] to [image: image]) include the complex structures that arise from the interaction and “tearing” of flux tubes that occur as the plasma expands through the heliosphere.
• Microscales ([image: image] to [image: image]) consist of the smallest-scale structures, whose dynamics are governed by the field-particle interactions of kinetic physics: heating, kinetic waves, microinstabilities, and magnetic reconnection (Marsch, 2006; Alexandrova et al., 2013; Osman et al., 2014).
[image: Figure 1]FIGURE 1 | Representation of the three primary size scales in the interplanetary magnetic field (IMF). The approximate scales explored by select past/present (solid) and future (dashed) missions are also indicated. Left image: prediction of the solar corona’s magnetic field during the 21 August 2017 total solar eclipse performed by the team at Predictive Science, Inc., San Diego, CA, United States (Mikić et al., 2018). Center image: rendering of magnetic-field lines from simulations of reflection-driven Alfvén-wave turbulence inside a narrow magnetic flux tube (Jean C. Perez, Florida Institute of Technology). Right image: simulation of a magnetic reconnection region by Zenitani et al. (2011).
The mesoscale IMF plays a crucial but poorly understood role in solar-wind energy dynamics (Tu and Marsch, 1995). Energy is injected at macroscales by large-scale drivers (effectively “stirring” plasma streams) and passes through mesoscales via a combination of turbulent fluctuations and MHD waves that interact through shears and compressions. Ultimately, the energy in these complex mesoscale structures arrives at the microscales, where it dissipates as heating and particle acceleration (Alexandrova et al., 2009). The mesoscales, though, are not a mere conduit for the energy: rather, they process and transform the energy in ways that both impact the ultimate microscale dissipation and feed back on macroscale phenomena (Bruno and Carbone, 2005; 2013, 2016). To date, there have been no studies to comprehensively catalog individual mesoscale structures in 3-D: their morphology (shape), topology (relative placement), and interactions.
Mesoscale IMF structures constitute an important “missing link” in our understanding of solar-wind dynamics (Figure 1). Through remote imaging, we have traced the macroscale IMF, and, with in-situ measurements from single spacecraft and small constellations of spacecraft, we have observed microscale structures. To close this observational gap that limits our understanding of the mesoscale IMF, we describe herein a new mission concept, the Magnetic Topology Reconstruction Explorer (MagneToRE), which calls for a large constellation of nanosatellites to produce the first dynamic, 3-D maps of mesoscale structures in any space plasma. MagneToRE targets the smaller IMF structures of the mesoscale range: those a few orders-of-magnitude larger than the microscale range. Magnetic structures of this size have been nearly fully processed by mesocale dynamics and provide the 3-D context for microscale phenomena.
1.2 Overview and Outline
In this Article, we describe the MagneToRE mission concept and show how it would characterize the full, 3-D structure of the solar wind’s mesoscale magnetic field. Just as the mesoscales connect the energy dynamics of the IMF’s macro- and microscales, MagneToRE’s unique design would serve as a hybrid between in-situ and remote-imaging instrumentation (Figure 1). By utilizing a sufficiently large constellation of small, in-situ spacecraft, this mission would enable 3-D “images” of the magnetic structure to be reconstructed via advanced machine-learning techniques. These 3-D reconstructions of passing magnetic structures would be MagneToRE’s ultimate data product and would allow competing theories of solar-wind energy dynamics to be directly assessed. Our goal in this Article is to demonstrate the scientific importance and technological feasibility of MagneToRE. Though specific details of MagneToRE’s implementation require further study, the mission science and architecture presented here are targeted to fit within the scope of NASA’s Explorers Program (SMEX or MIDEX).
The outline of the remainder of this Article is as follows. Section 2 provides a brief overview of the theory and observations of IMF structure and its dynamics at mesoscales. We describe MagneToRE in Sections 3 and 4, which respectively contain the mission objectives and requirements and a high-level overview of possible mission implementation. We summarize the scientific impact of MagneToRE and possible augmentations to the mission in Section 5 and offer concluding remarks in Section 6.
2 SCIENTIFIC BACKGROUND
At mesoscales, turbulent fluctuations dominate solar-wind dynamics (Matthaeus, 2021). Energy injected by the Sun at macroscales cascades down through the mesoscales and dissipates at microscales (Coleman, 1968; Goldstein et al., 1994; Petrosyan et al., 2010; Kiyani et al., 2015; Bruno and Carbone, 2005, 2013, 2016). At [image: image] from the Sun, mesoscales extend from the correlation length ([image: image]) down to about [image: image], the proton inertial length ([image: image] for nominal solar wind conditions; see Figure 2):
[image: image]
where [image: image] is the proton plasma frequency.
[image: Figure 2]FIGURE 2 | Probability distribution of proton inertial length, [image: image], from the Wind spacecraft (Acuña et al., 1995; Ogilvie et al., 1995; Wilson et al., 2018). Shaded regions show the (magenta) [image: image] to [image: image] percentiles and (blue) [image: image] to [image: image] percentiles.
The solar wind’s high speed ([image: image] to [image: image]) means that temporal variations in IMF structures are minimal compared to their convection time. Taylor’s hypothesis (Taylor, 1938) links the frequency, f, of in-situ plasma measurements with the wavevector, k, of a passing structure:
[image: image]
where [image: image] is the solar-wind velocity.
Via Taylor’s hypothesis, time series of in-situ measurements from a single spacecraft provide essentially 1-D, straight-line cuts through the structure of the IMF (Wicks et al., 2010; Horbury et al., 2012). Such data are typically analyzed with statistical methods: e.g., Fourier power spectra, structure functions, and wavelet transforms (Matthaeus and Goldstein, 1982; Burlaga, 1991; Greco et al., 2012). Though useful, such methods fail to reveal the IMF’s 3-D structure, and thus single-point measurements cannot distinguish between spatial and temporal variations. Constellations of four or five spacecraft – the Cluster, Magnetospheric Mulsticale (MMS), and Time History of Events and Macroscale Interactions during Substorms (THEMIS) missions – addressed some of these shortcomings (Escoubet et al., 2001; Angelopoulos, 2008; Burch et al., 2016). These missions yielded important new information about IMF processes through the use of groundbreaking data-analysis techniques: e.g., wave telescope (Neubauer and Glassmeier, 1990; Motschmann et al., 2000; Pinçon and Motschmann, 2000) and discontinuity analysis (Russell et al., 1983; Mottez and Chanteur, 1994; Dunlop and Woodward, 2000). Nevertheless, because of the limited number of spacecraft in each of these missions, none could fully map out 3-D IMF structures. Even proposed missions with moderately larger numbers of spacecraft – e.g., Cross-Scale (Horbury et al., 2006), EIDOSCOPE (Vaivads et al., 2012), and HelioSwarm (Klein et al., 2019; Matthaeus et al., 2019; Spence, 2019; TenBarge et al., 2019) missions – would suffer this limitation.
In the following sections, we demonstrate that MagneToRE’s large nanosatellite constellation would transcend the capabilities of these other missions by simultaneously measuring the solar wind’s magnetic field at enough points in space to enable the first 3-D “images” of the IMF. These images would include the full, dynamic, 3-D information about the morphology and topology of the magnetic field. In the past, 3-D dynamic reconstructions of space plasmas have been pursued for understanding the Birkeland currents in Earth’s polar ionosphere (via the AMPERE missions; Anderson et al., 2000, Anderson et al., 2014), the magnetic reconnection X-line in the Earth’s magnetotail (Denton et al., 2020; Torbert et al., 2020), and the global magnetic field and large-scale current morphology throughout Earth’s magnetosphere (via a collection of decades of magnetic field measurements; Sitnov et al., 2019; Stephens et al., 2019). In contrast, we have optimized MagneToRE to enable the 3-D reconstruction of the solar wind’s magnetic field, which, unlike Earth’s magnetic field, is far weaker and subject to rapid convection.
In the absence of 3-D measurements from a mission such as MagneToRE, simulations have given rise to competing theories for the structure and evolution of the mesoscale IMF (Mininni et al., 2008; Eyink et al., 2013) and how it affects the solar wind’s overall dynamics at all scales. Table 1 summarizes the most prominent models. Though single-spacecraft observations have afforded plausibility to all these theories (Verscharen et al., 2019, and refs. therein), only a truly 3-D reconstruction of the IMF, such as the one MagneToRE would provide, can distinguish among them.
TABLE 1 | Comparison of prominent theories of solar-wind turbulence.
[image: Table 1]The difference among the turbulence theories in Table 1 is not merely an academic abstraction but rather one with profound, multifaceted consequences for our understanding of the heliosphere. As the simulations in Figure 3 show, different types of turbulent fluctuations produce vastly different magnetic structures, which, e.g., substantially affect the transport of energetic particles and plasma heating near intermittent structures (Bieber et al., 1996; Marsch and Tu, 1997). By creating 3-D images of the mesoscale IMF, MagneToRE would determine how wave-like IMF structures are (Belcher and Davis, 1971), what impact propagation effects have (Howes, 2015), the accuracy of force-free field approximations (Burlaga et al., 1998), and the presence of scale-dependent anisotropies and magnetic geometries potentially unstable to reconnection (Retinò et al., 2007; Priest and Pontin, 2009; Howes, 2016).
[image: Figure 3]FIGURE 3 | After Bieber et al. (1996), simulations of magnetic flux tubes perturbed by three types of fluctuations (injected at the left of each box), which evolve into vastly different structures.
3 MISSION OVERVIEW
3.1 Mission Objectives
The MagneToRE mission’s large constellation of nanosatellites, would simultaneously fulfill three science objectives:
Objective 1:  Determine the 3-D morphology and topology of mesoscale IMF structures. The turbulence theories listed in Table 1 predict different morphologies (shapes and “aspect ratios”) and topologies (orientations and placements) for magnetic structures. This information could be captured in 3-D “images” of the magnetic field, which would require measurements across at least one order-of-magnitude in scale. Since the mesoscale IMF provides the context for the kinetic processes at microscales, MagneToRE would target the lower end of the mesocale range: 10’s of [image: image] (1,000’s of km) and above.
Objective 2:  Determine how time variations affect the mesoscale IMF. This objective relates to distinguishing between spatial and temporal variations in the IMF. Different turbulence theories (Table 1) predict different types of temporal fluctuations, which define the IMF’s wave, dispersion, and propagation properties. MagneToRE would determine scale-dependent time decorrelation rates, which are crucial for interpreting the nature of IMF fluctuations. (Edwards, 1964; Zhou et al., 2004; Lugones et al., 2016).
Objective 3:  Determine how the mesoscale IMF varies with solar-wind conditions. MagneToRE would need to sample many different streams of solar wind – fast and slow wind, co-rotating interaction region (CIR) interfaces, and coronal mass ejections (CMEs) – to fully characterize the breadth of turbulence behavior in the mesoscale IMF. These wind types and large-scale structures originate in different source regions of the solar corona and experience different expansion histories, so they may exhibit differences in magnetic structure and fluctuations (Bruno and Carbone, 2005, 2013, 2016; Chapman et al., 2009; Wicks et al., 2009).Scientific measurements in support of these three objectives need not necessarily be collected simultaneously. Indeed, some distributions of spacecraft within the constellation will be more conducive to one objective than another. For example, Objective 1 would be well served by a relatively planar constellation oriented perpendicular to the solar wind’s flow (Section 4.1.2). Conversely, Objective 2 favors a constellation that is more elongated along the flow – especially one in which multiple spacecraft are nearly aligned with the flow. Most of the trajectory options (Section 4. 2) for MagneToRE would allow the constellation to naturally evolve over the course of the mission.
3.2 Science Traceability
Table 2 shows the science traceability matrix (STM) for MagneToRE. In order to achieve science closure on the mission objectives (Section 3.1), two types of in-situ measurements are required: vector magnetic field observations at multiple points for 3-D image reconstruction (Section 4.1.2) and bulk proton moments (density, velocity, and temperature) at a single point to gauge overall plasma conditions and aid in the 3-D magnetic reconstructions.
TABLE 2 | Science traceability matrix (STM) for MagneToRE.
[image: Table 2]3.2.1 Vector Magnetic Field
Distributed measurements of the vector magnetic field are needed to fully characterize the IMF’s spatiotemporal variations. To explore mesoscale structures in particular, spatial separations [image: image]’s of [image: image] (Eq. 1) are required to avoid the transition into microscales. Furthermore, to “image” the 3-D magnetic structures, the range of spatial separations between measurements should span at least about one order of magnitude (Section 4.1.2).
Assuming the validity of Taylor’s hypothesis (Eq. 2), regular measurements at the same point in space correspond to spatial measurements along the plasma’s flow direction. We use Taylor’s hypothesis here only to make a rough estimate of the minimum sampling frequency. To keep that estimate conservative, we set the lower limit on the size of structures that we seek to resolve at one [image: image] ([image: image] at [image: image]; Figure 2). Applying the Nyquist criterion, this corresponds to a sampling frequency of the magnetic field of least [image: image], where [image: image] is a typical solar wind speed.
The sensitivity of each magnetic-field measurement must be [image: image] at [image: image], which is one order-of-magnitude below the typical turbulence power at the [image: image]-scale according to previous single-spacecraft measurements (Alexandrova et al., 2009; Woodham et al., 2018).
3.2.2 Proton Moments
Assuming an inter-spacecraft spacing of [image: image], the Nyquist criterion gives a minimum sampling frequency for the proton moments of about [image: image]. For image reconstruction, the uncertainty in proton speed would need to be [image: image] ([image: image]) and the uncertainty in flow direction [image: image]. To distinguish high- and low-[image: image] plasma, where
[image: image]
proton density ([image: image]) and temperature ([image: image]) uncertainties need only be [image: image] and [image: image], respectively.
3.2.3 Sampling Duration and Mission Lifetime
Though MagneToRE need not continuously collect scientific measurements, the operations plan should ensure that it remains in its science mode for intervals of [image: image]. This roughly corresponds to the correlation time, which defines the boundary between the macro- and mesoscales. MagneToRE, over the course of its lifetime, should collect data over many such intervals. A mission lifetime of [image: image] would ensure that multiple Carrington rotations are sampled, which would provide a wide variety of plasma conditions for statistical studies.
3.2.4 Data Analysis and Science Closure
Science closure would require physics-based reconstructions that employ modern data science approaches (see Section 4.1.2) alongside the computation of field-line topologies (e.g., Priest and Pontin, 2009; Tooprakai et al., 2016) and the morphology and complexity of flux surfaces (e.g., Mininni et al., 2008; Servidio et al., 2014). Algorithms for identifying likely critical points (e.g., X- and O-points) would need to be developed based on those employed for MMS and other missions (Denton et al., 2010; Fu et al., 2015) and would be essential for assessing magnetic structure. Higher-order statistics of the magnetic field (e.g., scale-dependent kurtosis and multifractal analysis), which quantify the intermittency of structures (Kiyani et al., 2007; Chhiber et al., 2018), would also be employed.
4 MISSION IMPLEMENTATION
Dynamic, 3-D maps of the mesoscale IMF could be effectively reconstructed (Section 4.1) from in-situ magnetic-field measurements from MagneToRE’s large constellation (Section 4.2) of spacecraft. Each of MagneToRE’s nanosatellite “probe” spacecraft (Section 4.3) would carry a compact fluxgate magnetometer. A larger “prime” spacecraft (Section 4.4) would be required to deploy the probe spacecraft, serve as their telemetry link to the ground, and host a Faraday cup or electrostatic analyzer (ESA) for measuring proton moments.
4.1 Magnetic Reconstruction
4.1.1 Select Existing Methods
Determining the structure of magnetic fields is a fundamental aspect of multi-spacecraft missions in heliophysics. The analysis of spatial gradients and volumetric tensors (Harvey, 1998) requires simultaneous, in-situ measurements from 4 or more spacecraft (Shen et al., 2003, Shen et al., 2007). Trilinear methods (Haynes and Parnell, 2007) and first-order Taylor expansion (Fu et al., 2016; Chen et al., 2019) are also useful in identifying and characterizing magnetic structures. These methods do not rely on Taylor’s hypothesis (Eq. 2), but they typically require that measurements be made at a minimum of 4 points (or 8 points in the case of trilinear methods) and perform best under specific spatial arrangements of the spacecraft. With more simultaneous measurement points, better estimates are possible of the volumetric tensor and gradients – even when the measurement points are randomly distributed (Watanabe and Nagata, 2017).
4.1.2 Case Study: A Novel Method
Though we are actively exploring extensions of the methods described in Section 4.1.1, we focus here on an alternative approach that utilizes modern machine-learning algorithms to reconstruct 3-D maps of the magnetic field from multi-point in-situ measurements. Development of this new method remains ongoing and will be the subject of a publication that is currently in preparation. Here, we present a case study to demonstrate the feasibility of the algorithm and to establish a baseline number of probe spacecraft for MagneToRE.
We began by using the output from a fully kinetic, 3-D plasma simulation (Roytershteyn et al., 2015) to generate synthetic, [image: image] Hz time series of magnetic-field measurements for various constellations (number and arrangement) of probe spacecraft. For simplicity, we have initially focused on constellations in which the spacecraft are in a plane perpendicular to the plasma flow; under Taylor’s hypothesis (Eq. 2), applying a phase shift to any probe’s time series effectively shifts its location along the flow direction.
We carried out magnetic reconstruction in 3-D using the complete time-series from all spacecraft as a single dataset versus carrying out a series of 2-D, planar reconstructions. We interpolated the magnetic-field via the Gaussian Processes (GP) method (Rasmussen and Williams, 2006) as implemented in the scikit-learn package (Pedregosa et al., 2011; Buitinck et al., 2013) and with a Matern kernel, which is based on modified Bessel functions (Abramowitz et al., 1965).
Figure 4 shows one “slice” through our 3-D spatial reconstruction of the magnetic field. The constellation of spacecraft was distributed in the [image: image]‐plane, and the plasma flowed along the z-axis (perpendicular to the page). For brevity, Figure 4 only shows the x-component ([image: image]); the Appendix shows renderings of the y and z-components ([image: image] and [image: image]) and the magnitude [image: image]. Panel A shows a slice of the 3-D simulation (Roytershteyn et al., 2015), and Panels B–H show GP reconstructions based on synthetic time-series from various constellations (black dots). For constellations of 4 or 8 spacecraft (Panels B and C), the reconstruction poorly matches the original (Panel A). With 16 spacecraft (Panel D), some structure is captured, but the shape of the boundary between the red and blue regions (positive and negative [image: image]) is distorted. A constellation of 24 spacecraft (Panel E) provides a far better reconstruction, but 34 spacecraft (Panel F) provide little further improvement. Even when the 24 spacecraft have randomized positions (Panel G) and 2 spacecraft are removed (Panel H) to simulate unfavorable alignments or equipment failure, a reasonable reconstruction is still produced.
[image: Figure 4]FIGURE 4 | Plots of the normalized x-component of magnetic field ([image: image]) over the [image: image]-plane (coordinates normalized by [image: image]): (A) slice from the 3-D simulation (Roytershteyn et al., 2015) and (B–H) GP reconstructions from synthetic time series from various constellations of spacecraft (black dots).
These results of our case study indicate that the baseline design for MagneToRE should be measuring the magnetic field at 24 points in space to enable a sufficiently detailed reconstruction of the 3-D magnetic field. These results also suggest that strict control over the trajectory of the individual spacecraft is not necessary since the algorithm performs well even when the spacecraft locations are randomly perturbed.
Nevertheless, our algorithm remains in active development, and we are focusing on several key areas of improvement. First, the current algorithm interpolates each component of the vector magnetic field independently of the other two. We are currently testing alternative implementations of the GP method that would simultaneously interpolate all three components and automatically enforce the requirement that the magnetic field be divergence-less, which could significantly improve the quality of the magnetic reconstructions. Second, we are developing methods for quantitatively comparing our algorithm’s magnetic reconstructions to each other and to the original simulation. These comparisons would be based on the automated identification and characterization of magnetic structures (see Section 3.2.4).
4.2 Constellation Orbits and Operations
The science requirements dictate that the MagneToRE constellation would need to spend [image: image] at a time in the solar wind for multiple periods over [image: image], which could be achieved under various launch scenarios. The Earth-Sun L1 point affords continuous solar-wind observations, but insertion into lunar orbit may be more feasible for a rideshare (e.g., via the Artemis program). A rideshare with a deep-space (e.g., planetary) mission could also be suitable and offer the added benefits of easier constellation management and the opportunity to explore changes in IMF structure with distance from the Sun.
The launch, commission, and operation of 25 spacecraft poses significant logistical challenges that would require very careful consideration and planning. Nevertheless, in both the public and private sector, multi-spacecraft missions (including those utilizing CubeSats) are becoming increasingly common and often use some degree of semi-autonomous control. Operations for MagneToRE would be aided by having only a single science mode: e.g., no burst modes are anticipated. Likewise, while the relative positions of the spacecraft must be carefully measured, the controlling of those positions through precision formation flying is not required (Section 4.1.2).
4.3 Probe Spacecraft
Until recently, a large constellation mission such as MagneToRE would have been cost-prohibitive under most funding programs due to the number of large and sophisticated spacecraft required. However, recent advancements in nanosatellites and instrument miniaturization now make such a constellation feasible (Liemohn et al., 2021). Each probe spacecraft could be built from a custom bus based on the well-established 6U CubeSat form factor (Figure 5) and designed to have a modest magnetic signature (Section 4.3.6).
[image: Figure 5]FIGURE 5 | A “strawman” probe 6U Cubesat with stacer antennas, solar panels, and a placeholder magnetometer (left) stowed and (right) deployed. Note that the two images are shown at different scales.
Because all of the probe spacecraft would be identical, substantial resources could be used to formulate, implement, and validate their design. These development costs would be roughly independent of the number of spacecraft, so, for a large number, the incremental cost of each spacecraft would be modest. This would also make it practical for the probe spacecraft’s design to comply with all the requirements of NASA’s Explorers Program, which are far more rigorous than is typical for CubeSat missions.
In this Section, we describe one possible implementation of MagneToRE’s probe spacecraft that would satisfy the mission objectives described above (Section 3.1). In this scenario, which is summarized in Table 3, many of the spacecraft support systems would be based on components developed at the Space Sciences Laboratory at the University of California, Berkeley (UCB/SSL) for the Cubesat Radio Interferometry Experiment (CURIE) mission (Sundkvist et al., 2016), which is slated to launch and operate in late 2021. Likewise, the probe magnetometers would be based on instruments and technology (e.g., Miles et al., 2019) developed at the University of Iowa (UIowa).
TABLE 3 | Summary of design for probe spacecraft.
[image: Table 3]4.3.1 Power
Off-the-shelf electrical power systems (EPSs) and batteries from Clyde Space could be used to power each probe. Input power could be derived from trifold, deployable solar panels developed at UCB/SSL for CURIE (Figure 5). Each trifold panel provides up to [image: image] of power (for a total of [image: image]) via Spectrolab space-rated photovoltaic cells.
4.3.2 Guidance and Navigation
Attitude control for each probe could be provided by a Blue Canyon XACT Attitude Control System (ACS), which has both a star tracker and reaction wheels. Deployment and control of the constellation could utilize a UCB/SSL propulsion unit based on that developed for the CURIE mission. Multiple thruster nozzles, each with a [image: image] nominal thrust and a [image: image] impulse burst bit, would allow on-axis thrusting and momentum dumping from the reaction wheels.
4.3.3 Radio Communications
The large separations (1,000’s of km) required for the probe spacecraft poses a challenge for probe-to-probe and probe-to-prime communications. Using high-frequency transceivers would require narrow antenna beam patterns and accurate pointing ability to function over such large distances. This would impose severe restrictions and complicate the design of the probe’s bus and ACS. Instead, given the moderate data-rates required, omnidirectional UCB/SSL stacer antennas (Figure 6) and a high-frequency (HF) transceiver system (about [image: image] and [image: image]) based on CURIE heritage could comfortably close the link budget at these distances.
[image: Figure 6]FIGURE 6 | A deployed CURIE stacer antenna undergoing ground testing.
4.3.4 Radio Ranging and Position Reconstruction
The communication stacers would double as antennas for a radio ranging system that would deduce relative spacecraft positions and establish constellation geometry. Two-way transfer is a two-way radio-ranging method for accurately measuring the time-of-flight between two nodes. Each node is responsible for accurately measuring the local time delay between a receive and transmit pulse, which can be accomplished with nanosecond resolution using commercial, chip-scale atomic clocks (e.g., the Microsemi devices used on CURIE). The scalar distance between two nodes can be deduced by measuring the total time-of-flight from one node, to another, and back again. This method results in a distance measurement with an accuracy [image: image] – more than sufficient for orbit station-keeping as well as baseline science. Together with a simultaneous goniopolarimetric measurement of the direction of radio propagation, position vectors can be established and the overall geometery of the spacecraft constellation determined.
4.3.5 Magnetometer
Each probe’s magnetometer system would consist of a vector fluxgate sensor, segmented boom, and radiation tolerant electronics package (Miles et al., 2013) such as has been developed at UIowa (Figures 7A–C, respectively). This system, based on the MGF instrument (Wallis et al., 2015) on Cassiope/e-POP, also draws heritage from the fluxgate magnetometer (Miles et al., 2016) for the Ex-Alta 1 CubeSat (Mann et al., 2020) in the QB50 constellation (Wicks and Miles, 2019). The next-generation, nanosatellite-scale “Tesseract” magnetometer sensor (Figure 7A) leverages low-noise custom fluxgate cores (Miles et al., 2019) to create a compact, rigid, symmetric, and magnetically stable probe. This sensor design also incorporates temperature compensation (Miles et al., 2017), which may be advantageous for some potential trajectories (e.g., lunar orbit; Section 4.2). Each magnetometer would deploy 60 cm from its probe via the BLAZE magnetometer boom (Figure 7B), which is composed of non-magnetic materials (titanium and carbon-fiber with phosphor bronze springs).
[image: Figure 7]FIGURE 7 | (A) Prototype magnetometer sensor for TRACERS. (B) BLAZE magnetometer boom. (C) Fluxgate electronics as-flown on the ICI-5 sounding rocket (November 2019).
4.3.6 Magnetic Cleanliness
Given the central role that magnetic-field measurements play in effecting science closure (Table 2), maintaining appropriate magnetic cleanliness in the probe spacecraft would be essential and would require careful management. A magnetometer boom (Figure 7B) would separate the fluxgate sensor from the spacecraft by [image: image]. This approach proved highly effective for the 3U Ex-Alta 1 CubeSat (Miles et al., 2016). Active noise removal (e.g., Ness et al., 1971; Constantinescu et al., 2020) is also possible using an alternative gradiometer setup (e.g., two separated miniature sensors on the outer boom segment).
Since some prior CubeSat missions have encountered magnetic contamination from commercial components (e.g., Miles et al., 2016), the design and fabrication of the probe spacecraft would be largely kept “in house” and carefully managed to ensure compliance. At the prototype stage, potential parts and subsystems would be screened magnetically and, where appropriate, replaced with preferred materials such as titanium, aluminum, or engineering plastic. Custom solar panels (Section 4.3.1) would be wired to minimize their stray magnetic-field. Similarly, battery arrays would be selected and arranged to minimize stray field during charge/discharge. Though commercial reaction wheels would be required, these would have a custom control-system and be augmented by thrusters, which together would be used to keep the wheels from generating interference either at the base-band (DC) or at the second harmonic of the fluxgate drive frequency ([image: image]).
Particular attention would be paid to time-varying stray magnetic fields, which are the most challenging to remove in post-processing. Static offsets and long-duration trends can likely be mitigated using vector-vector calibration across the constellation of spacecraft. Over a sufficiently long interval, we can assume that all spacecraft will experience a common environment in the solar wind. Therefore, long-term deviations by an individual spacecraft from the ensemble average, particularly if the offset is constant in the frame of the spacecraft/instrument, likely result from local fields or instrumental offsets and can be trended and removed. Time varying fields, particularly those occurring on time-scales comparable to the measurement requirements, cannot be easily removed this way and must be mitigated by design pre-launch.
4.4 Prime Spacecraft
MagneToRE’s single prime spacecraft would have four main functions: transporting the probe spacecraft to their orbit insertion point, releasing the probes into a constellation, relaying data between the probes and the Earth, and obtaining solar-wind proton moments. The design and implementation of the prime spacecraft would follow the example of single-spacecraft missions from NASA’s Explorers Program and emphasize the use of components with extensive flight heritage.
4.4.1 Bus, Avionics, and Guidance
Various satellite designs could be used for the prime spacecraft. The EELV Secondary Payload Adapter (ESPA) is an existing design with low development-costs, high heritage, and compatibility with rideshares. An ESPA would accommodate commercial propulsion, avionics, and power systems. For a dedicated launch, a custom spacecraft could be designed with substantially lower mass.
4.4.2 Communications
The prime spacecraft would carry two radio systems. An HF transceiver, identical to that on each probe, would be used for communicating with the probes. An X-band system with a high-gain dish would communicate with the ground.
4.4.3 Ion Faraday Cup or Electrostatic Analyzer
The prime spacecraft’s only required scientific instrument would be an ion Faraday cup or electrostatic analyzer (ESA), which would measure bulk proton moments (density, velocity, and temperature), with nominal energies of [image: image]500–1,000 eV. The scientific requirements on the ion measurements (Section 3.2) are relatively modest, so various designs could be employed for this instrument. The important consideration for this measurement is that the instrument resolve the solar-wind proton population, which is supersonic and nearly unidirectional.
4.4.4 Magnetic Cleanliness
Since the prime spacecraft would not operate its own magnetometer, its requirements for magnetic cleanliness would be far less stringent than those on the probe spacecraft (Section 4.3.6). Only relatively modest efforts to control magnetic contamination would be needed to protect the unactivated probe spacecraft that it would carry and deploy.
Though, in principle, the prime spacecraft could include one or more magnetometers, doing so is not a requirement for mission success and would substantially increase the mission’s cost and complexity. Even if the prime spacecraft used the same magnetometer sensor and electronics (Section 4.3.5) as the probe spacecraft, it would require a different and larger boom to account for the prime spacecraft’s much larger size. Additionally, operating a magnetometer on the prime spacecraft would require much greater attention to magnetic cleanliness, which would almost certainly eliminate the possibility of using an existing commercial design for the spacecraft system (e.g., an ESPA; Section 4.4.1).
5 DISCUSSION
5.1 Programmatic Context
The implementation of MagneToRE would enable substantial progress toward Key Science Goal 4 of the Heliophysics Decadal Survey (Committee on a Decadal Strategy for Solar and Space Physics, 2013), which seeks to “discover and characterize fundamental processes that occur within the heliosphere.” Analyses of MagneToRE’s observations would definitively characterize the mesoscale magnetic structure of the solar wind – including that upstream of Earth, which drives space weather. Moreover, different theories of IMF turbulent structure lead to drastically different predictions for the propagation of energetic particles (Section 2). Thus, MagneToRE would further our “understanding of the Sun and its effects on the Earth,” as sought by Objective 1 of NASA’s, 2018 Strategic Plan (NASA, 2018).
MagneToRE’s unique design and innovative data-processing algorithms would lay important groundwork for future multi-spacecraft missions such as the Magnetospheric Constellation (MagCon). The final report of the National Academies’ Committee on Achieving Science Goals with CubeSats (Committee on Achieving Science Goals with CubeSats, 2016) emphasizes that “constellations of 10–100 science spacecraft have the potential to enable critical measurements for space science.”
MagneToRE could also provide unique rideshare opportunities to other, smaller missions. In particular, if an ESPA bus was used as the mission’s prime spacecraft, it would have substantial capacity for additional payloads. This could enable missions-of-opportunity, which could include instruments fixed to the prime spacecraft and CubeSats deployed from it. Such small projects often have few options for accessing deep space, so they would greatly benefit from MagneToRE’s trajectory –whether that be to L1, lunar orbit, or beyond. Additionally, since the prime spacecraft would already be designed as a communications relay, it could potentially provide the smaller projects with data and power at very little additional cost.
5.2 Mission Augmentations
Though the MagneToRE mission concept as presented offers a compelling science case, it could be augmented in several ways to enhance its science return. A full trade study would be required to determine whether the additional science enabled by these augmentations would justify higher mission costs.
Given the importance of mesoscale IMF structure to the propagation of energetic particle populations – including solar energetic particles (SEPs), shock-accelerated particles associated with CMEs and CIRs, and galactic cosmic rays (GCRs) – adding instruments to detect and characterize such particles could be valuable for MagneToRE. While one or more large, sophisticated energetic-particle instruments could be added to the prime spacecraft, the probe spacecraft may be able to accommodate simpler, miniaturized detectors.
MagneToRE would be able to achieve all of its objectives (Section 3.1) with only a single thermal-particle instrument located on the prime spacecraft. Nevertheless, adding a thermal-particle instrument to some or all of the probe spacecraft would enable some additional science objectives – especially those related to field-particle correlation. An electrostatic analyzer or Faraday cup on each probe would provide the most detailed information but may require a larger chassis for the probes, which in turn could substantially increase the mission’s cost. Langmuir probes, Mach probes, or quasi-thermal noise instruments would return less information on the particles but would likely be less costly.
6 CONCLUSION
As Figure 1 shows, the MagneToRE mission concept described above would fill a critical gap in our understanding of the IMF’s dynamic structure. Energy in the solar wind is widely understood to be injected at large scales and then to shift to progressively smaller scales, but the process of this kind of turbulent cascade remains poorly understood and an active area of research. Indeed, two, multi-spacecraft missions – one upcoming and another under review – seek to begin exploring mesocale IMF turbulence with complementary techniques. First, PUNCH (DeForest et al., 2017) will use imaging instruments to explore the larger end of the mesoscale range. Second, HelioSwarm (Klein et al., 2019; Matthaeus et al., 2019; Spence, 2019; TenBarge et al., 2019) would be an in-situ mission that spans the transition from mesoscales to microscales. However, the number of spacecraft that would comprise the HelioSwarm mission would not fully allow for the “imaging” of the 3-D IMF structure and magnetic field reconstruction described here. MagneToRE would provide the “missing link” between these two missions by producing the first-ever, truly 3-D maps of the IMF at any scale.
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APPENDIX
As described in Section 4.1.2, we used the 3-D kinetic plasma simulations of Roytershteyn et al. (2015) to generate synthetic in-situ magnetometer measurements, which we then used to reconstruct 3-D maps of the magnetic field. Though Section 4.1.2 focuses on the magnetic field’s x-component ([image: image]; Figure 4) as an example, we also considered the y- and z-components ([image: image] and [image: image]; Figures A1, A2) and the magnitude of the magnetic field (Figure A3). Note that these figures show only a single slice (parallel to the [image: image]-plane) from our 3-D reconstructions.
[image: Figure A1]FIGURE A1 | Same as Figure 4, but for [image: image], the y-component of the magnetic field.
[image: Figure A2]FIGURE A2 | Same as Figure 4, but for [image: image], the z-component of the magnetic field.
[image: Figure A3]FIGURE A3 | Same as Figure 4, but for [image: image], the magnitude of the magnetic field.
The key results of Section 4.1.2 are supported by any one of these figures. A constellation of 4 or 8 spacecraft provides insufficient spacial coverage for this type of magnetic reconstruction. Though a 16-spacecraft constellation offers significant improvement, the reconstruction still contains major defects. Only with a constellation of [image: image] spacecraft is the reconstruction sufficiently robust for magnetic structure (i.e., morphology and topology) to be accurately discerned.
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Future in situ space plasma investigations will likely involve spatially distributed observatories comprised of multiple spacecraft, beyond the four and five spacecraft configurations currently in operation. Inferring the magnetic field structure across the observatory, and not simply at the observation points, is a necessary step towards characterizing fundamental plasma processes using these unique multi-point, multi-scale data sets. We propose improvements upon the classic first-order reconstruction method, as well as a second-order method, utilizing magnetometer measurements from a realistic nine-spacecraft observatory. The improved first-order method, which averages over select ensembles of four spacecraft, reconstructs the magnetic field associated with simple current sheets and numerical simulations of turbulence accurately over larger volumes compared to second-order methods or first-order methods using a single regular tetrahedron. Using this averaging method on data sets with fewer than nine measurement points, the volume of accurate reconstruction compared to a known magnetic vector field improves approximately linearly with the number of measurement points.
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1 INTRODUCTION
Plasmas, which are ubiquitous throughout the Universe, are readily available for study in the natural laboratory of space. Electromagnetic fields play a fundamental role in the transport, heating, and acceleration of charged particles that compose plasmas. In order to characterize fundamental processes governing heliospheric plasmas, the space plasma community has utilized in-situ spacecraft measurements of electromagnetic fields and charged particles. These in-situ measurements include the characterization of the vector magnetic field B at a spacecraft via magnetometers; see §2.4 of Verscharen et al. (2019).
Knowledge of B from a single magnetometer is limited; single-point measurements can not construct the full three-dimensional structure characteristic of processes such as magnetic reconnection and plasma turbulence. To avoid this shortcoming, ESA’s CLUSTER (Escoubet et al., 2001), NASA’s THEMIS (Angelopoulos, 2008) and MMS (Burch et al., 2016) missions have employed four- and five-spacecraft configurations, where each spacecraft is equipped with an instrument suite that includes a magnetometer. These missions study the boundaries of the Earth’s magnetosphere, including how magnetic reconnection transfers magnetic energy into kinetic energy of plasma particles.
Analysis techniques have been created for multi-spacecraft missions, such as CLUSTER, which search for specific types of plasma waves (Constantinescu et al., 2006) and which analyze current sheet structure (Narita et al., 2013) for a four spacecraft configuration. Knowledge of the direction of wave propagation allows us to use multi-spacecraft filtering (Pinçon and Motschmann. 1998) to determine the general polarisation properties of any multi-point measurement of a wave field in space plasmas. Measurements from exactly four spacecraft (e.g., a tetrahedron of spacecraft) can be used to estimate current density via the Curlometer technique (Robert et al., 1998).
The Cluster and MMS missions have also utilized the Curlometer technique to interpolate the value of the magnetic field over a region near the tetrahedron’s barycenter, regardless of the field’s geometry. However, these interpolations are limited to measuring fluctuations on a scale on the same order as that of their inter-spacecraft distances (e.g., Robert et al., 1998; Forsyth et al., 2011). To study multi-scale processes, such as plasma turbulence, with structures on characteristic length scales that cover many orders of magnitude, we must employ measurements from more than four spacecraft. Therefore, we develop a method which extends the magnetic field reconstruction technique Curlometer to configurations of more than four spacecraft.
Many such multi-spacecraft missions have been proposed, e.g., Cross-scale (Schwartz et al., 2009), AME (Dai et al., 2020) and HelioSwarm (Klein et al., 2019), but in order to optimize such missions, it is urgent to robustly quantify the impact of particular spacecraft configurations on multi-point analysis methods, capturing the effects of the physical scales spanned by the spacecraft in the observatory and the geometry of the polyhedra that can be drawn from the constituent spacecraft. Such quantification will help demonstrate that a proposed mission will be able to usefully analyze a large number of magnetometer measurements made in the pristine solar wind,magnetosphere, and magnetosheath. It will also assist in the optimization of spacecraft configurations and quantification of errors derived from multi-point, multi-scale measurements. In this paper, we focus on the fidelity of the reproduction of the magnetic field using a sparsely sampled set of measurements whose spatial configuration is based upon realistic configurations of the proposed nine-spacecraft HelioSwarm observatory, described for instance by Plice et al. (2020).
The reconstruction method is described in §2, the results are applied to two magnetic field models, including a numerical simulation of turbulence, in §3, with a concluding discussion in §4.
2 METHODOLOGY
2.1 Geometrical Definitions
Given N spacecraft, we identify C(N, k) polyhedra with k vertices. As spatial divergence analysis methods (e.g., Dunlop et al., 1988; Paschmann and Daly, 1998, 2008) require at least four vertices to resolve three-dimensional structure, we only consider polyhedra with at least four vertices, known as tetrahedra. For N = 9, there are 126 (i.e., 9 choose 4) tetrahedra, 126 polyhedra with five vertices, 84 with six vertices, 36 with seven vertices, 9 with 8 vertices, and 1 with 9 vertices, for a total of 382 polyhedra with at least four vertices.
Each polyhedron is characterized in terms of its size and shape. Because measurements from all d spacecraft are weighted equally, we define the barycenter of the qth polyhedron with set D of d vertices drawn from the N ≥ d spacecraft positions xi as
[image: image]
Given the barycenter, we then define the volumetric tensor of the qth polyhedra with set D of d vertices as
[image: image]
Here xij represents the jth ∈ {x, y, z} component of the position vector for the ith spacecraft. The eigenvectors of the tensor Rq,d represent the three semi-axes of the polyhedra and are associated with the eigenvalues [image: image] (major axis), [image: image] (middle axis), and [image: image] (minor axis), where a ≥ b ≥ c (a more detailed analysis of the eigenvalues can be found in Chapt 12 of Paschmann and Daly, 1998).
To provide a useful geometric interpretation of these shapes, we define a characteristic sizeL, as well as an elongationE and a planarityP (see chapter 16.3 of Paschmann and Daly, 1998)1:
[image: image]
2.2 Reconstruction Techniques
2.2.1 First-Order Method
In a first-order Taylor series expansion, we use the values of the magnetic field, B, measured at four spacecraft positions xi to estimate the value of B (and its corresponding directional derivatives) at any other point in space, ξ (Fu et al., 2015, 2020). The Taylor expansion is:
[image: image]
In this equation [image: image] is the measured mth component of B at the ith spacecraft, Bm is the computed mth component of B at ξ, ∂kBm is the computed derivative of the mth component of B with respect to the kth direction at ξ, and [image: image] is the relative position of spacecraft i with respect to ξ. In other words, if xik is the kth component of spacecraft i’s location, then [image: image].
This is a system of 12 equations with 12 unknowns, where the 12 equations represent the x, y, and z components of B for each of the four spacecraft. The 12 unknowns are the x, y, and z components of B at ξ and the nine terms in the Jacobian of B at ξ.
This system can be reformatted into linear (Ax = b) form and solved with a common linear system solver. This 12-dimensional linear system (shown in full detail in Supplementary Appendix SA, Eq. A8) comprises the first-order reconstruction method.
This magnetic field reconstruction method is related to the Curlometer method (Dunlop et al., 1988; Robert et al., 1998), which utilizes Ampère’s law to calculate the current density J as the curl of B. The Curlometer solves the same set of equations, but uses the partial derivatives to estimate the current density at the center of each tetrahedron. The Curlometer method has been widely applied to four-spacecraft magnetic field measurements made for instance by Cluster and MMS (c.f. Chapter 16.2 of Paschmann and Daly, 1998). Future missions, such as the proposed HelioSwarm Observatory (Klein et al., 2019), will have more than four spacecraft. Therefore, for every reconstructed point, ξ, we can apply this reconstruction method for each of the C(N, 4) tetrahedra and average the reconstructed values, yielding a statistically larger base of estimates and improving the accuracy of the reconstruction.
2.2.2 Second-Order Method
Because the proposed HelioSwarm Observatory has nine spacecraft, we can use measurements of B from all nine spatial points simultaneously to apply a second-order reconstruction method. This method, also based on a Taylor series expansion, is more accurate for values located near the center of the expansion (i.e., near the barycenter of the nine-spacecraft constellation) than a single implementation of the first-order method. Following the work of Torbert et al. (2020), we write:
[image: image]
These terms are the same as in the first-order method, with the addition of ∂j∂kBm, the second derivative of the mth component of B with respect to the kth and jth directions, at ξ.
This is a system of 31 equations with 30 unknowns. 27 of these equations are associated with the x, y, and z components of B from the nine spacecraft. There are four additional constraints, imposed by the magnetic field having zero divergence, as well as the divergence of the magnetic field having zero gradient. The 30 unknowns are the x, y, and z components B at ξ, the nine terms in the Jacobian of B at ξ, and the 18 terms in the Hessian of B at ξ (excluding the 9 redundant terms).
This system can be reformatted into linear (Ax = b) form where A is a 31 × 30 matrix (shown in full detail in Supplementary Appendix SB, Eq. B16). This system is over-determined, therefore in general, an exact solution does not exist. However, we can find an approximate solution via the method of ordinary least squares. This method finds the solution to the problem Ax = b which minimizes the two-norm of the error, i.e.
[image: image]
This second-order reconstruction method is referred to as M2 throughout this paper.
2.2.3 Quantifying Error
We define the error at any point in space, ξ, as:
[image: image]
where Btrue(ξ) is the magnetic field vector at point ξ and Bcalc(ξ) is the reconstructed magnetic field vector at point ξ.
Given that we can determine the value of this error at all points in a simulation or for a given analytic field, we also define ϵ(θ) as the proportion of the volume that is reconstructed with less than θ% error. For a sufficiently dense grid of Nx × Ny × Nz uniformly-spaced points, ϵ(θ) can be estimated as
[image: image]
To define the physical volume in which a given magnetic field reconstruction is accurate, ϵ(θ) is translated into a dimensional quantity by multiplying it by the total volume covered by the Nx × Ny × Nz grid.
2.2.4 Error Minimization Techniques
As the first-order method (§2.2.1) only requires a single tetrahedron of spacecraft to estimate B, in this paper we will test four selection methods for using a subset of the 126 tetrahedra to improve the reconstruction. These methods combine the statistically large set of tetrahedra with our knowledge of the spacecraft positions relative to ξ and the geometry of all 126 tetrahedra.
For the first method, M1.1, at each point in space we reconstruct the magnetic field using all 126 tetrahedra to produce 126 estimates for B(ξ). We then average over these B(ξ) values component-wise to estimate B(ξ).
For the second method, M1.2, we perform the same averaging as method one, but only include tetrahedra whose barycenter are within a characteristic distance of ξ. i.e., for each reconstructed point ξ, only include tetrahedra j in the average which satisfy
[image: image]
where Lj is the characteristic size and [image: image] is the barycenter of the jth tetrahedron.
For the third method, M1.3, we perform the same selection as method two, but with the added restriction that the shape of tetrahedron j must be quasi-regular. In terms of the geometric quantities of the spacecraft configuration (defined in Eq. 3), this translates to elongation E and planarity P being sufficiently small. Because E and P are symmetric with respect to orientation, we will define a composite geometric parameter χj
[image: image]
Small χj implies that both the elongation and planarity of tetrahedron j are small. For method M1.3, we restrict our averaging to only include tetrahedra where
[image: image]
For the fourth method, M1.4, we perform the same selection of tetrahedra as method three, but require the tetrahedra included in the averaging to be more regular. For method M1.4, our shape and position requirement is
[image: image]
The value of 0.6 was selected because page 408 of Paschmann and Daly (1998) shows it be a threshold value for elongation and planarity which separates the well performing ‘pseudo-sphere type’ and ‘potato type’ spacecraft configurations from the poorer performing ‘knife blade type’, ‘cigar type’, and ‘pancake type’ configurations.
The first-order methods M1.1, M1.2, M1.3, M1.4 will be compared to the second-order method M2 as well as the first-order method applied to a single regular (i.e., χ = 0) tetrahedron of spacecraft. This single regular tetrahedron will have the same characteristic scale as the nine-spacecraft configuration it is compared to.
2.3 Models
To validate and quantify the errors of our reconstruction, we implement our reconstruction methods on two magnetic field models, a simple current sheet and a numerical simulation of turbulence.
2.3.1 Simple Current Sheet
For our first model, we define a magnetic field where B is analytically defined at all spatial points. This field, which represents a simple current sheet, can be described in cylindrical coordinates as
[image: image]
The variable σ represents the current sheet characteristic width and J0 represents the magnitude of the current at its center.
2.3.2 Turbulence Simulation
Physically realistic fields, such as those generated by turbulence in the solar wind, are significantly more complex than the simple current sheet model of Eq. 13. We therefore test our reconstruction techniques on magnetic fields drawn from numerical simulations of turbulence. In particular, we utilize the magnetic fields from a fully developed turbulence simulation performed with the five moment, multi-fluid solver within the Gkeyll simulation framework (Hakim et al., 2006; Wang et al., 2015, 2020). This turbulence simulation is designed to represent plasma behavior in the pristine solar wind at 1AU.
We use the five moment (ns, us, ps), two fluid (s = p, e) plasma model to evolve a proton-electron plasma. We note that the five moment, two fluid model formally reduces to Hall MHD in the limit me → 0 and ϵ0 → 0 (Srinivasan and Shumlak, 2011), where ϵ0 is the vacuum permittivity. We use a reduced (proton to electron) mass ratio of mp/me = 100, a temperature ratio of Tp/Te = 1, Alfvén velocity of [image: image], plasma beta (ratio of plasma thermal pressure to magnetic pressure) of βp = 2μ0npTp/B2 = 1, and adiabatic index γ = 5/3. We employ an elongated domain Lx = Ly = 0.2Lz = 100πρp with resolution nx = ny = nz = 448. Lengths are normalized to the proton gyroradius ρp = vtp/Ωp, the ratio of the proton thermal speed [image: image] and the proton cyclotron frequency Ωp = qpB/mp. We choose a uniform background density and magnetic field, [image: image], and initialize the simulation with the three dimensional extension of the Orszag-Tang vortex (Orszag and Tang, 1979) described in Li et al. (2016).
[image: image]
where [image: image] are the Elsasser variables (Elsasser, 1950), kx,y = 2π/Lx,y, and kz = 2π/Lz. The initial amplitude, z0 = 0.2, is chosen to satisfy the critical balance condition, kxz0/kzvA = 1 (Goldreich and Sridhar, 1995).
The simulation is run for one Alfvén crossing time, tA = 1500/Ωp, at which point the turbulence has fully developed and reached a steady state. In Figure 1, we plot the trace magnetic energy spectrum as a function of [image: image], with a [image: image] dashed line plotted for reference. The steep roll-over in the spectrum at k⊥ρp ≃ 1 is due to numerical diffusion from the finite volume scheme employed by Gkeyll.
[image: Figure 1]FIGURE 1 | Trace magnetic field spectrum (solid black) from the Gkeyll simulation computed at t = 1500/Ωp, with a [image: image] dashed line plotted for reference. The characteristic scales associated with the three spacecraft configurations, Hours 94, 144, and 205, drawn from the HelioSwarm DRM are shown as vertical colored lines.
To compare the simulation to the selected spacecraft configurations with separations in physical units, we note that the proton gyroradius can be written as
[image: image]
With the constants in the turbulence simulation of mp/me = 100, βp = 1, [image: image], we set ne = 0.2829 cm−3, so that ρp = 100 km.
We extract from this simulation a 3-dimensional grid of values representing the plasma’s physical parameters at different points in space. From this grid, we use trilinear interpolation to estimate the value of B at any point in the simulation volume.
2.3.3 Spacecraft Configurations
To illustrate our reconstruction methods for realistic spacecraft configurations, we study these methods using three different nine-spacecraft configurations. The spacecraft configurations are selected from the phase A design reference mission (DRM) of the proposed HelioSwarm Observatory concept, corresponding to hours 94, 144, and 205 of the science phase. These hours are selected because they represent a selection of spacecraft tetrahedra that have significantly different distributions of their elongation, planarity, and length. In Table 1 we note the geometric characteristics of the overall nine-vertex polyhedra for each of the three configurations. We also calculate the size, elongation, and planarity of all 126 tetrahedron in each configuration and display them in Figure 2, noting the minimum and maximum values of these three parameters for each configuration in Table 1. The wavelengths associated with the overall, minimum, and maximum scales, kρp = 2πρp/L, are overlaid on Figure 1, using a fiducial value of ρp = 100 km.
TABLE 1 | Characteristic geometric parameters for the three nine-spacecraft configurations under consideration and the minimum/maximum characteristic geometric parameters created from choosing any four of the nine spacecraft of each configuration.
[image: Table 1][image: Figure 2]FIGURE 2 | Elongation and planarity of the 126 tetrahedron associated with the three nine-spacecraft configurations under consideration, with characteristic lengths shown in color.
3 APPLICATION OF RECONSTRUCTION
To find the expected error at all points in space near a particular spacecraft configuration, we take a Monte Carlo approach and place the barycenter of each nine-spacecraft configuration into a known magnetic field at random locations. We then reconstruct the magnetic field on a grid of points centered at the barycenter of the nine-spacecraft configuration using the first- and second-order reconstruction methods. The location of each point in the reconstructed grid is constant with respect to the spacecraft configuration. Therefore, we find the average of the errors, θ, at all reconstructed grid points for all elements of the Monte Carlo ensemble, allowing the calculation of the expected value of error at each point on the grid.
Additionally, we compare the divergence found on a grid of points sampled from the baseline current sheet and turbulence simulation magnetic fields with that of the same points sampled from the fields reconstructed using our first-order reconstruction methods. This comparison yields divergence values of similar magnitude in the baseline and reconstructed fields, which indicates that our reconstruction methods do not introduce nonphysical values of divergence.
3.1 Current Sheet
We present an example magnetic field reconstruction of the simple current sheet model (§2.3.1) in Figure 3. Here, we use the first-order method M1.3 to reconstruct the magnetic field in the z = 0 plane for the simple current sheet, Eq. 13 with σ = 2000 km using the hour 94 spacecraft configuration. There is little difference between the reconstructed and original fields near the center of the spacecraft configuration, and the difference in vectors increases with distance from the spacecraft configuration’s center.
[image: Figure 3]FIGURE 3 | An example of the spacecraft configuration at hour 94, pictured as the blue circles, reconstructing the magnetic field associated with a simple current sheet using first-order method M1.3. The true magnetic field is shown as black arrows, and the reconstructed magnetic field is shown as red arrows. This current sheet, centered at (−500, 500) km, has characteristic width σ = 2000 km. Contour lines of the [image: image] component of current density J are shown in gray.
We perform 200 Monte Carlo iterations of reconstruction using each method, observing that 200 was sufficient to point-wise converge in error. The characteristic width of the current sheet is chosen as a uniform random variable σ ∼ U [500, 5000] km, while the barycenter of the nine-spacecraft configuration is selected as a 3D uniform random variable r0 ∼ U [−1000,1000]3 km. We reconstruct a 30 × 30 × 30 grid of points ξ that extends 100 km past the furthest spacecraft in all directions.
The errors computed for the reconstruction of the simple current sheet are displayed in Figures 4–6 for the hour 94, 144, and 205 configurations respectively. These figures illustrate the ensemble-averaged errors along a 2D plane orthogonal to the current intersecting a given nine-spacecraft configuration’s barycenter. The first four panels correspond to the four first-order reconstruction methods, M1,1, M1,2, M1,3 and M1,4, the fifth panel corresponds to the second-order method M2, and the final panel corresponds to the reconstruction obtained from the standard first-order method applied to a single regular tetrahedron, with E = P = 0. This single tetrahedron has the same characteristic size L as the overall nine-spacecraft configuration, calculated as twice the major axis of the volumetric tensor, Eq. 2, evaluated using all nine points. With four spacecraft, we cannot reconstruct the magnetic field with the second-order method, nor can we select subsets of tetrahedra with advantageous geometric characteristics, so only the first-order reconstruction method from a single tetrahedron is used.
[image: Figure 4]FIGURE 4 | Computation error (defined in Eq. 7) at all points on the z = 0 plane of the simple current sheet model, using the swarm configuration at hour 94 of the HelioSwarm DRM using first-order methods M1,1, M1,2, M1,3 and M1,4, the second-order method, M2 and a single regular tetrahedron. The red points represent the spacecraft locations. Areas in white either have a reconstruction error above 10%, or have no tetrahedron satisfying reconstruction method condition, resulting in no reconstructed field values.
[image: Figure 5]FIGURE 5 | Computation error (defined in Eq. 7) at all points on the z = 0 plane of the simple current sheet model, using the swarm configuration at hour 144 of the HelioSwarm DRM. The layout is identical to Figure 4.
[image: Figure 6]FIGURE 6 | Computation error (defined in Eq. 7) at all points on the z = 0 plane of the simple current sheet model, using the swarm configuration at hour 205 of the HelioSwarm DRM. The layout is identical to Figure 4.
We see that near the barycenter of each of the nine-spacecraft configurations (located at the origin of Figures 4–6) the magnetic field can be reconstructed to within 1% accuracy. By comparing method M1.1 with methods M1.2 and M1.3 in these figures, we also conclude that leveraging knowledge of the tetrahedral shapes and positions expands the region of high-accuracy reconstruction. Unfortunately, overly restrictive conditions limit the number of tetrahedra available to average over, limiting the size of the reconstructed region. In fact, the bottom left panel of Figure 6 is empty because none of the 126 tetrahedra in the hour 205 configuration satisfy the geometric requirement that χj ≤ 0.6 demanded by M1.4. Additionally, the second-order reconstruction method M2 is accurate for only a small volume when compared with the first-order methods M1.1, M1.2, M1.3, and M1.4.
By comparing the bottom right panel to the other five in Figures 7–10, we see that the behavior of methods M1.1, M1.2, M1.3, M1.4, and M2 is distinct to that of the reconstruction using a single regular tetrahedron. The single regular tetrahedron only accurately reconstructs the magnetic field of the current sheet near each of the four spacecraft. Due to the angular symmetry in the current sheet and the fact that none of the four spacecraft are positioned on the z = 0 plane, the area of most accurate reconstruction appears to be a ring on the bottom right panel of Figures 4–6.
[image: Figure 7]FIGURE 7 | An example of the spacecraft configuration at hour 94, pictured as blue circles, reconstructing the magnetic field associated with a turbulence simulation using first-order method M1.3. The simulation’s magnetic field is shown as black arrows, and the reconstructed magnetic field is shown as red arrows. Contour lines of the [image: image] component of current density J are shown in gray.
[image: Figure 8]FIGURE 8 | Computation error (defined in Eq. 7) at all points on the z = 0 plane of the turbulent magnetic field (from the Gkeyll Simulation), using the swarm configuration at hour 94 of the HelioSwarm DRM. The layout is identical to Figure 4.
[image: Figure 9]FIGURE 9 | Computation error (defined in Eq. 7) at all points on the z = 0 plane of the turbulent magnetic field (from the Gkeyll Simulation), using the swarm configuration at hour 144 of the HelioSwarm DRM. The layout is identical to Figure 4.
[image: Figure 10]FIGURE 10 | Computation error (defined in Eq. 7) at all points on the z = 0 plane of the turbulent magnetic field (from the Gkeyll Simulation), using the swarm configuration at hour 205 of the HelioSwarm DRM. The layout is identical to Figure 4.
3.2 Turbulence Simulation
We present an example magnetic field reconstruction of the turbulence simulation (§2.3.2) in Figure 7. Here, we use the first-order method M1.3 to reconstruct the magnetic field in the z = 0 plane in the turbulence simulation. Mirroring the behavior described in Figure 3, there is little difference between the reconstructed and original fields near the center of the spacecraft configuration.
We perform 50 Monte Carlo iterations of reconstruction using each method, observing that 50 was more than enough to point-wise converge in error. The barycenter is chosen as a uniform random variable so that all spacecraft remained in the 31415 × 31415 × 157079 km simulation cube. We then construct a 30 × 30 × 30 grid of points ξ. Each dimension of this grid is selected so that the overall size of the grid extends 100 km past the furthest spacecraft in all directions.
The errors computed from the turbulence simulation reconstruction are displayed in Figures 8–10 for the configurations at hours 94, 144, and 205 respectively. The panels shown are organized in the same order as the simple current sheet reconstruction. In Table 2 we show the volume (in units of 106 km3) of the magnetic field that can be reconstructed with errors less than 1, 5, and 10%. This is done for all three of the investigated spacecraft configurations, and using all five of the nine-spacecraft reconstruction methods, M1.1, M1.2, M1.3, M1.4, and M2. In the bottom half of this table, we compare the volume reconstructed using a single regular tetrahedron to that of our five reconstruction methods.
TABLE 2 | Volumes (in units of 106 km3) with reconstructed magnetic field error less than 1, 5, or 10% for the three configurations using the four first-order methods and the second-order method discussed in §2.2. These volumes are compared to the equivalent regions reconstructed from a single regular tetrahedron with the same characteristic size as the overall nine-spacecraft configuration.
[image: Table 2]Near the barycenter of each of the nine-spacecraft configurations, located at the origin of Figures 8–10, the magnetic field can be reconstructed to within 1% accuracy. The second-order method, M2, can only reconstruct the magnetic field to within 10% accuracy in a small region near the barycenter of the configuration, while the first-order methods can reconstruct the magnetic field within 10% over a much greater area. This is the case because the second-order Taylor series expansion diverges quadratically with distance away from the barycenter of the spacecraft configuration, while the first-order Taylor series only diverges linearly with distance. Since our goal is to maximize the volume of accurate reconstruction, the first-order methods are superior. However, the second-order method may be more accurate at reconstructing the values of the magnetic field very close to the barycenter of a spacecraft configuration.
The largest disparity compared to the current sheet simulations occurs for the single regular tetrahedron case, on the bottom right panels of each figure. The magnetic field is again only reconstructed accurately near each of the spacecraft, but because the turbulence simulation lacks angular symmetry, these regions manifest as spheres centered around each spacecraft. These four spheres appear to be the same size on the bottom right panel of each figure because the spacecraft are equidistant from the z = 0 plane.
Shown in Table 2, the single regular tetrahedron reconstructs the largest volume with less than 10% error, however the first-order methods reconstruct larger volumes with smaller errors. To maximize the volume reconstructed with less than 1% error, it appears it is best to use the first-order method M1.4, detailed in §2.2.4 (if a sufficient number of quasi-regular tetrahedra can be formed from the nine spacecraft configuration).
3.3 Sensitivity to Number of Spacecraft
We analyze how the volume reconstructed with less than 5% error varies as a function of the number of spacecraft. This analysis was completed using the Monte Carlo sampling of the turbulent simulation as described in §3.
For N ∈ {4, 5, 6, 7, 8, 9} spacecraft, we reconstructed the value of the magnetic field at all 30 × 30 × 30 points ξ using all C(N, 4) tetrahedra. We then use the M1.3 first-order reconstruction method of §2.2.4 to reconstruct B at all points ξ. The errors everywhere are computed using Eq. 7, and the volume where the error is less than 5% is computed using Eq. 8 multiplied by the total reconstructed volume. We visualize the errors of this method for the hour 94 configuration in Figure 11. In this example, we find that as the number of spacecraft is increased, the area which is reconstructed with a high accuracy also increases. As this result depends on which particular subset of spacecraft are chosen for a given N, we next investigate whether this increase is holds for an arbitrary selection of spacecraft.
[image: Figure 11]FIGURE 11 | Computation error (defined in Eq. 7) at all points on the z = 0 plane of the turbulent magnetic field (from the Gkeyll Simulation), using the first-order method M1,3 with a subset of the spacecraft from the hour 94 configuration of the HelioSwarm DRM.
We start by choosing four out of the 9 spacecraft of the hour 94 configuration. These spacecraft measurements are used to estimate the value of B everywhere via the first-order reconstruction method M1.3. We find the volume over which we can reconstruct B with an error less than 5%. This process is repeated for all 126 possible choices of four spacecraft. We repeat all of these volume calculations, initializing the spacecraft configuration at 50 different locations within the simulated turbulent B field. Finally, we take the mean of all 126 × 50 volume values and plot them in Figure 12. In these averages, we omit the instances where no tetrahedra pass the selection criteria of method M1.3. We repeat this process for N = 5, 6, 7, 8, and 9 spacecraft from the hour 94 configuration, as well as for the hour 144 and 205 configurations.
[image: Figure 12]FIGURE 12 | Mean values of volume which were reconstructed with less than 5% error for the three nine-spacecraft configurations analyzed. The dashes above/below the markers represent one standard deviation away from the mean volume for each configuration.
As shown in Figure 12, we see that increasing the number of spacecraft measurements available increases the volume of the magnetic field reconstructed with less than 5% error. The variance of this reconstructed volume is smallest for the hour 94 configuration, which contains the most tetrahedra which are quasi-regular (χj ≤ 1). However, it is not the case that the hour 94 configuration has the highest average volume which is reconstructed with less than 5% error.
We also track the instances where zero of the available tetrahedra in the set of N spacecraft meet the shape threshold of χj ≤ 1 for the M1.3 method. The percentage of arrangements where this occurs is shown in Table 3 as a function of spacecraft configuration (hour) and number of spacecraft, N. We see from this table that for the analyzed configurations, there must be at least seven spacecraft measurements to guarantee that at least one tetrahedron passes the previously stated shape criteria.
TABLE 3 | From the nine-spacecraft configurations of hours 94, 144, and 205, we select a subset of N ∈{4, 5, 6, 7, 8, 9} spacecraft. We determine the probability that this N spacecraft configuration does not contain a tetrahedron which passes the threshold shape requirements of first-order reconstruction method M1.3.
[image: Table 3]4 DISCUSSION
We have demonstrated that our reconstruction methods are an effective way to leverage magnetometer measurements from a configuration consisting of more than four spacecraft. We have defined a shape metric, χ, for a tetrahedron of spacecraft which can be used as a threshold criterion. Estimates of magnetic field derived from tetrahedron which do meet the threshold value of χ will be discarded, as they are misshapen and therefore more likely to produce erroneous estimates. Finally, we have shown that increasing the number of spacecraft in a configuration will increase the volume over which the magnetic field can be accurately reconstructed, as well as increase the likelihood that some tetrahedra of spacecraft in the configuration are well shaped.
In Table 2 we demonstrated that our second-order reconstruction method M2 does not reconstruct the magnetic field with high accuracy over a large volume. However, we have shown that methods M1.3 and M1.4, which average over a subset of the many available tetrahedra formed by nine spacecraft, improves the field reconstruction. This work indicates that the subset of tetrahedra which should be averaged over needs to consider each tetrahedron’s spacial proximity to the reconstructed point as well as its geometric properties. By comparing results from spacecraft configurations with different tetrahedral geometric configurations, we find that designing spacecraft trajectories which maximize the number of tetrahedra that are quasi-regular (i.e., χ ≤ 1) is essential to improving the accuracy of the reconstructed magnetic field.
This work can help optimize future multi-spacecraft missions, such as HelioSwarm. The selection of tetrahedra which are included in the calculation of B can be tuned to maximize the volume over which the field is reconstructed accurately, or it can be tuned to recreate B as accurately as possible over a small volume. The first-order methods discussed here can be applied to reconstruct any vector field which is sparsely sampled by in-situ measurements, as no assumptions are made about the physical properties of the field.
The first-order reconstruction method applied to a single tetrahedron reconstructs the magnetic field perfectly at each spacecraft location. However, using any of our proposed composite first-order reconstruction methods, which average over many of these reconstructions, negates this behavior. In future work, we plan to construct a weight function which, when introduced into the tetrahedral averaging, returns this desired limiting behavior. Additional future work could include characterizing methods of predicting the surface inside-of-which we have less than a prescribed error value for an arbitrary configuration of spacecraft.
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FOOTNOTES
1Note that there is some discrepancy in the community about pif the elongation should be defined as E = 1 — b=a or E = 1 —1; (b=a)2, with a similarly subjective choice for planarity. Both definitions span the same range, and we have opted for the former definition.
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SQUARE2 is the acronym for Spacecraft in QUAdrature for solaR Exploration, and is a mission concept for multi-instrumental two-point observations of the Sun and its environment. It stems from the need to have two probes that are systematically in orbital configurations of interest, such as quadratures or radial alignments, in order to successfully address some science topics that joint measurements by different spacecraft, not specifically designed though to operate in synergy, can only partially solve. This perspective paper describes the mission profile that SQUARE2 should have in order to achieve a better understanding of how the Sun creates and controls the heliosphere. Specifically, the combined use of remote-sensing and in-situ instrumentation aboard the twin SQUARE2 probes would allow the connection of the locally sampled solar-wind plasma flow with its coronal drivers and a proper investigation of solar wind evolution, dynamics, and transient events in the inner heliosphere. The potential impact of SQUARE2 and the science topics covered by such a solar mission are here discussed.
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1 INTRODUCTION
Some of the most important scientific advances in the investigation of the Sun and its region of influence, the heliosphere, came from coordinated multi-spacecraft, multi-instrument observations. The study of the evolution of the dynamical/energetic properties of Coronal Mass Eruptions (CMEs, e.g., Nakwacki et al., 2011; Telloni et al., 2020) or solar wind turbulence (e.g., D’Amicis et al., 2010; Alberti et al., 2022), the investigation of the origin and propagation of the solar wind plasma (e.g., Poletto et al., 2002; Telloni et al., 2021a), the stereoscopic reconstructions of eruptive phenomena (such as prominences or CMEs, Gissot et al., 2008; Wood et al., 2009) or large-scale coronal structures (e.g., Aschwanden et al., 2008; Decraemer et al., 2019), the analysis of widespread solar energetic particle events in interplanetary space (e.g., Kollhoff et al., 2021; Mason et al., 2021), are just some of the many possible examples. Such investigations are performed by exploiting particular orbital configurations between two or more spacecraft. Radial alignments between the Sun and two different probes, when crossed by a same solar event (whether it is a transient structure, such as a CME, or the same solar-wind plasma parcel), represent the only way to study its evolution during expansion throughout heliosphere (e.g., Witasse et al., 2017; Telloni et al., 2021b). It is true that other approaches, based for example on the statistical study of many events observed by different spacecraft, at different distances from the Sun and at different times, provide information, e.g., on how the morphology of CMEs varies with distance from the Sun (e.g., Janvier et al., 2019) or the fast solar wind becomes more and more turbulent as it expands into interplanetary space (e.g., Telloni et al., 2015), but these are far from being satisfactory, as they provide just average information, which does not take into account, for example, the different solar cycle (and, therefore, the different background conditions) in which the observations are performed. On the other hand, during quadrature configurations, obtained when the angular separation between the two spacecraft is 90° with the Sun at the apex of the angle, one of the two probes remotely observes the coronal/heliospheric plasma that lately impinges on the second one: therefore, this orbital geometry allows the study of the magnetic connection of the plasma observed in situ to its solar source (Telloni et al., 2021a). The conjunction between two or more spacecraft finally allows local two-point studies, thus providing three-dimensional information of solar events, otherwise not feasible with single-spacecraft measurements (e.g., Davies et al., 2021).
Synergetic studies, based on joint remote-sensing and in-situ instrument observations from different solar observatories, represent the cutting edge of the potential of space missions currently probing the Sun and the heliosphere. This is evidenced by the growing number of international Working Groups and International Space Science Institute (ISSI) proposed teams established to coordinate activities between traditionally disjoint space plasma communities and to maximize the scientific return of spacecraft configurations in the inner heliosphere. Nevertheless, such a multi-spacecraft approach remains one of the largest unexplored territories in the field of heliophysics. Its limited blossoming undoubtedly depends on the fact that the solar missions launched so far comprise only a single probe (excluding some magnetospheric missions, such as Cluster (Escoubet et al., 2001) or Magnetospheric MultiScale (MMS, Burch et al., 2016), consisting of four-spacecraft constellation in a tetrahedral flight formation and only sporadically entering the solar wind). Exception is the Solar TErrestrial RElations Observatory (STEREO, Kaiser et al., 2008), a solar mission consisting of two nearly identical probes, carrying both in-situ and remote-sensing instrumentation, placed in orbit around the Sun at different positions along Earth’s orbit, with the ahead spacecraft (STEREO-A) preceding Earth and the behind spacecraft (STEREO-B) following it. This enabled the first ever stereoscopic view of the Sun and its large-scale manifestations (such as CMEs, see the review by Thernisien et al., 2011, and references therein).
Most of the current understanding of how the Sun creates and controls the heliosphere comes from near-Earth space observatories, resulting in a limited view of the Sun’s environment. The most recent heliospheric missions, namely BepiColombo (BC, Benkhoff et al., 2010), Parker Solar Probe (PSP, Fox et al., 2016), and Solar Orbiter (SO, Müller et al., 2020), which are probing in situ and remotely the inner heliosphere along complementary trajectories, has partially overcome this gap, while providing exciting and unprecedented opportunities for coordinated studies, in conjunction with the current near-Earth orbiting fleet, of the complex heliospheric dynamics and structures. Preliminary investigations were carried out by Velli et al. (2020) and Hadid et al. (2021) to identify the useful spacecraft configurations for such synergistic studies and highlight their potential for discovery. Since the first studies relying on these special orbital configurations (Jannet et al., 2021; Telloni et al., 2021a,b; Davies et al., 2021; Weiss et al., 2021; Musset et al., 2021; Möstl et al., 2022; Alberti et al., 2022; Réville et al., 2022), it became immediately clear that multi-point, multi-instrument observations by BC, PSP, and SO represent an exceptional added value in order to successfully address all the scientific goals the three heliospheric missions aim at. Nevertheless, the BC, PSP, and SO space missions, specifically their instrumentation payload and orbits, are not designed to operate in synergy. It follows that the potential science return of the interconnected science is not fully exploited. For this purpose it would be useful an “ad hoc” solar mission consisting of two (or more) twin probes placed in different orbits around the Sun, but optimized to maximize the number of orbital geometries, i.e., quadratures, radial alignments, conjunctions and so on.
SQUARE2 is a twin-probe solar mission concept specifically tailored for multi-spacecraft studies of solar interconnected processes in the heliosphere. It stands for Spacecraft in QUAdrature for solaR Exploration, and the superscript “2” both indicates that the mission consists of twin probes and recalls the concept of “squared”, namely that one of the goals of the mission is to maximize the quadrature configurations between the two probes. This perspective paper is devoted to describing SQUARE2, i.e., what its orbital features should be (§2), what scientific questions would be addressed (§3), and a concluding outlook (§4).
2 SQUARE2 ORBITAL GEOMETRIES
This section deals with the orbital characteristics that SQUARE2 should have in order to maximize the number of time windows in which the two probes are in particular geometries useful for multi-spacecraft studies. It should be immediately stressed that the orbits shown in the following are unrealistic examples helpful only for the purpose of presenting what should be the spacecraft configurations to be maximized during the SQUARE2 solar mission. The actual mission design, the different and complementary trajectories of the two probes eventually combined with multiple gravitational assists (at Earth, Venus, or Mercury), are the subject of the mission profile development that is obviously beyond the scope of this paper, which instead aims only to present the potential richness of such a solar mission. It is only worth noting here that the two probes are expected to have very different and complementary orbits, with different eccentricities, periods of revolution, and distances from the Sun (provided that the number of useful geometries is maximized), eventually including periods of quasi-co-rotation between the two spacecraft. Both probes would be then equipped with both remote-sensing (disk imager, magnetograph, coronagraph, spectrometer, heliospheric imager) and in-situ (plasma sensors, magnetometers, particle detector, radio antenna) instruments in order to address all the science objectives of SQUARE2. To satisfy telemetry requirements, remote-sensing instruments would observe only during relevant orbital configurations, while in-situ sensors would operate continuously.
Figure 1 displays four interesting orbital geometries between the two SQUARE2 twin probes s/c #1 and #2 (in red and blue, respectively) orbiting along different trajectories (color-coded dotted lines) around the Sun (yellow star).
[image: Figure 1]FIGURE 1 | Sketches of particular geometrical configurations between SQUARE2 s/c #1 (red) and s/c #2 (blue) while orbiting around the Sun (yellow star) along their relative trajectories (color-coded dotted lines): spacecraft conjunction (A), radial alignment (B), close (C) and wide (D) quadratures. The s/c—Sun lines, during alignments and quadratures, are marked as dashed lines.
Spacecraft conjunctions (Figure 1A) occur when the s/c #1—s/c #2 longitudinal and radial separation is very small, and enable two-point in-situ investigations of the evolving 3D properties of the solar wind turbulence or transient (if any). Indeed, probing the same region of space at two distinct points and at different times would allow scientists to overcome the spatiotemporal ambiguity intrinsic to any single-spacecraft measurement, thus disentangling temporal from spatial fluctuations.
When s/c #1 and s/c #2 are radially aligned (i.e., their longitudinal separation is very small, even though orbiting at different distances from the Sun, Figure 1B), the evolution of solar wind properties and turbulence, as well as of the heliospheric counterpart of CMEs, while propagating into interplanetary space, can be studied. Different radial alignments, with the probes having different radial separations, over the whole course of the SQUARE2 mission would allow extensive analysis of the evolution of the expanding solar plasma fairly uniformly throughout the inner heliosphere.
Unlike the previous orbital configurations, during close or wide spacecraft quadratures (Figures 1C,D, respectively), occurring when the s/c #1—Sun—s/c #2 angle is 90°, remote-sensing observations of the Sun and its atmosphere play a crucial role. Indeed, quadratures enable studies on the magnetic connection of solar wind plasma measured locally by in-situ instrumentation to its solar sources observed remotely in coronagraphic images. In this context, remote-sensing observations from the first spacecraft gather information on the large-scale configuration of the coronal drivers of the plasma flows later crossing the second spacecraft, which measures in situ its physical properties. However, all quadratures are not equal, and the scientific targets that can be achieved depend greatly on the relative distance of the two probes from the Sun. Solar-wind connectivity can indeed be successfully addressed only in the case of a close quadrature (Figure 1C), with one of the two probes observing the Sun from afar and the second locally sampling the wind plasma very close to the Sun (which ensures that the plasma has not been significantly reprocessed during its propagation from the Sun to the spacecraft, i.e., it is still pristine). When the observation points of both probes in quadrature are very far from the Sun (Figure 1D), this kind of investigation is in fact (at least partially) prevented, and other (and complementary with respect to close quadratures) science objectives are enabled. For instance, observations of the solar corona from two (widely separated) vantage points would provide information about the 3D structure and dynamics of the large-scale solar atmosphere. Furthermore, local measurements of interplanetary CMEs by in-quadrature spacecraft at small radial separations but larger longitudinal separations (as in Figure 1D) shed light on their 3D structure.
In addition, if the two probes experienced, when in particular orbital configurations, periods of quasi-co-rotation with the Sun and/or each other, this would provide interesting opportunities to lengthen the periods of connection with solar sources, thus allowing the possibility to answer long-standing question such as the origin of the slow solar wind, to distinguish between temporal and spatial scales of locally sampled small-scale variations (and, in turn, between turbulence-related fluctuations and flux-tube-like structures), and to monitor the evolution of CMEs and the associated post-CME current sheets. Finally, noteworthy is that, being different from each other, the various orbits should be dedicated to specific science topics, as discussed in the following section.
3 MAJOR SCIENCE TOPICS ADVANCED BY SQUARE2
SQUARE2 could potentially advance the current understanding of the Sun—heliosphere coupling, by providing an unprecedented large set of useful orbital configurations for enhancing the study of the 3D structure of the heliosphere, the origin of the solar wind, transient events, and, most importantly, their connection to the coronal drivers. Specifically, the SQUARE2 systematic two-point, multi-instrument observations would be used to address, mainly yet not exclusively, the following science topics and their interplay.
Solar wind origin and propagation By simultaneously measuring the solar atmosphere, from the photosphere to the corona, remotely and the solar wind plasma and magnetic field in situ during systematic s/c #1—s/c #2 quadratures, SQUARE2 would efficiently link the small-scale properties of the plasma flow with the large-scale structures of solar drivers at the Sun (Telloni et al., 2021a). This would provide a plethora of observations to potentially represent a breakthrough in the investigation of the origin of the slow solar wind, which is still matter of strong debate (Abbo et al., 2016). In addition, joint remote-sensing and in-situ observations of coronal flows would provide insight into the link and interplay between macrophysics and microphysics in the processes underlying the evolution of the solar wind, and a better understanding of how stream-stream interactions reprocess the plasma during its expansion. Radial alignments would be of critical importance in this context, representing in fact the only way to satisfactorily study the propagation of solar wind from the very inner heliosphere to Earth’s orbit and beyond, and its interaction with the surrounding environment. Finally, combined observations at both coronal and heliospheric heights during quadratures and/or alignments would contribute significantly to solving the question of how the plasma is heated and accelerated as it escapes from the outer layers of the solar atmosphere. Comparison of SQUARE2 results of outflow velocity and plasma density of accelerating coronal flows with currently existing solar wind models (see the exhaustive review by Zank et al., 2021, and reference therein) would represent a significant step forward in ascertaining what processes regulate the heating and acceleration of coronal plasma.
Turbulence, waves, kinetic physics in the solar wind The investigation of the radial evolution of turbulence, waves and kinetic phenomena in the solar wind is primarily based on large sets of measurements belonging to different plasma streams, acquired at different times and distances from the Sun (e.g., Bruno et al., 2014; Alberti et al., 2020; Chen et al., 2020), and therefore inevitably suffers from the natural inhomogeneity and non-stationarity of the solar wind and its solar drivers, thus yielding results at least partially biased by the different solar conditions pertinent to the different observations. It turns out that the only really accurate way to learn about the evolution of turbulence, waves and heating is to rely on the same solar-wind plasma parcel observed at different heliocentric distances during radial lineups between two or more space vehicles (e.g., D’Amicis et al., 2010; Bruno and Telloni, 2015; Telloni et al., 2021b). In this context, SQUARE2 would provide a major improvement in the availability of instances for exploring how turbulence/waves of the same solar flow evolve while expanding in the inner heliosphere, as it would maximize the number of radial alignments between the twin probes comprising the space mission. By comparing remote observations of the solar drivers and in-situ measurements of the plasma and magnetic field fluctuations, SQUARE2 would help address the origin of plasma turbulence, diagnose wave-particle interactions, and advance understanding of the role of turbulence/instabilities/kinetic processes in heating the solar wind plasma. Finally, SQUARE2’s observations would be of critical importance in distinguishing between competing theories of the generation, transport and dissipation of the magnetohydrodynamic (MHD) turbulence (Zank et al., 2021).
Solar wind transient events The investigation of the solar-wind transient perturbations, such as interplanetary counterpart of CMEs, would also benefit greatly from the multi-point observations provided by SQUARE2. The availability of systematic measurements in the corona and the very inner heliosphere, i.e., the region where the transient structures evolve more rapidly, would indeed ensure to gain insights on a wide variety of their properties at both large and small scales. Specifically, wide s/c #1—s/c #2 quadratures would allow studies of the global morphology, i.e., the 3D structure, of erupting phenomena, and their propagation in the extended corona, during the initial acceleration phases. Should and when the interplanetary CME hit the two SQUARE2 probes, widely separate in longitude but at approximately the same heliocentric distance, this would provide information on the extent and/or distortion of the CME structure. Relying on close quadratures, on the other hand, it would be possible to assess the local properties of the still fast-evolving CMEs. However, the maximum scientific return would be obtained during the s/c #1—s/c #2 radial alignments. Indeed, when the two probes are lined up, the radial evolution of the CME MHD properties, such as the degree of twisting of the embedded flux rope and its energetic budget (Telloni et al., 2020) or the turbulence and plasma heating development (Sorriso-Valvo et al., 2021), as well as the local dynamical interaction with the ambient solar wind, could be estimated. The joint operation of the SQUARE2 twin spacecraft over a wide range of distances from the Sun would thus provide a powerful analysis platform for studying the interplay between the various physical processes underlying the onset, acceleration and propagation/evolution of the most important manifestation of solar activity.
4 CONCLUDING REMARKS
The launch in just 3 years, from 2018 to 2020, of the three fantastic inner heliospheric missions BepiColombo, Parker Solar Probe, and Solar Orbiter has opened a new era in the exploration of the inner heliosphere and its complex dynamics, while showing the potential of the multi-spacecraft approach in solar physics studies. Yet, it also showed the need for a space mission comprising multiple twin probes and specifically dedicated to multi-point, multi-instrument observations of the Sun and its environment. SQUARE2, Spacecraft in QUAdrature for solaR Exploration, is a solar mission concept specifically conceived to address this need and perform synergetic observations of the Sun and heliosphere, in order to fully capture the temporal and spatial dynamical evolution of the solar wind and transient events, and connect them to their coronal sources. Its mission profile is precisely designed to maximize the number of useful orbital configurations (such as conjunctions, radial alignments, and quadrature). This paper has briefly summarized the SQUARE2 characteristics and orbital geometries, as well as the advantages and new insights of such a space mission. In particular, it has appeared evident that systematic coordinated observations of several in-situ and remote-sensing instruments would enable breakthrough science in a way no other solar mission could, allowing the scientific community to successfully address still unsolved and profoundly interconnected problems, such as the origin, acceleration and propagation of the coronal plasma flows, the spatiotemporal evolution of turbulence, waves, and kinetic processes, and dynamical interaction of transient events with the surrounding solar wind throughout interplanetary space.
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We currently do not understand the fundamental physical processes that govern mass and energy flow through the Earth’s magnetosphere. Knowledge of these processes is critical to understanding the mass loss rate of Earth’s atmosphere, as well as for determining the role that a planetary magnetic field plays in atmospheric retention, and therefore habitability, for Earth-like planets beyond the solar system. Mass and energy flow processes are challenging to determine at Earth in part because Earth’s planetary magnetic field creates a complex “system of systems” composed of interdependent plasma populations and overlapping spatial regions that perpetually exchange mass and energy across a broad range of temporal and spatial scales. Further, the primary mass carrier in the magnetosphere is cold plasma (as cold as ∼0.1 eV), which is invisible to many space-borne instruments that operate in the inner magnetosphere. The Plasma Imaging LOcal and Tomographic experiment (PILOT) mission concept, described here, provides the transformational multi-scale observations required to answer fundamental open questions about mass and energy flow dynamics in the Earth’s magnetosphere. PILOT uses a constellation of spacecraft to make radio tomographic, remote sensing, and in-situ measurements simultaneously, fully capturing cold plasma mass dynamics and its impact on magnetospheric systems over an unprecedented range of spatial and temporal scales. This article details the scientific motivation for the PILOT mission concept as well as a potential mission implementation.
Keywords: inner magnetosphere, plasmasphere, cold plasma, mission concept, mass transport
1 INTRODUCTION
Magnetospheric physics has a massive problem: we have not yet determined the fundamental processes that govern plasma mass and energy flow through the terrestrial magnetosphere, nor the degree to which these flows regulate key magnetospheric subsystems.
Hundreds of metric tons of ionized atmospheric gases pass into and through Earth’s magnetic field. This mass accumulates in inner magnetospheric reservoirs, is transported through the magnetosphere, where it profoundly regulates magnetospheric subsystems, and can eventually be lost to the solar wind. Cold plasma ([image: image]–100 eV) carries the overwhelming majority of this mass, and tracking its flow is the weakest link in our chain of understanding for magnetospheric physics (Delzanno et al., 2021). Currently, we understand more about the physics of atmospheric mass loss at Mars and Venus than we do at Earth (Titov et al., 2006; Jakosky, 2015). Understanding magnetospheric mass flows and associated energy flows is critical to understanding the mass loss rate of Earth’s atmosphere, as well as to determining the importance of a planetary magnetic field for atmospheric retention (Ramstad and Barabash, 2021), and therefore habitability, for Earth-like planets beyond the solar system.
Knowledge gaps related to the processes that govern plasma mass and energy flow through the magnetosphere have persisted through decades of magnetospheric measurements due to three primary limitations. First, the Earth’s planetary magnetic field creates a complex “system of systems” composed of interdependent plasma populations and overlapping spatial regions that perpetually exchange mass and energy. Because of this complexity, inherent to any planet with an internal dynamo-driven magnetic field, measurements are required that span a broad range of temporal and spatial scales in order to disentangle the coupled processes that drive mass and energy flow. Second, cold plasma is not directly detectable by most space-borne particle instruments traversing the inner magnetosphere, because its thermal energy is well below the floating electrical potential of spacecraft surfaces immersed in the ambient plasma (Delzanno et al., 2021). To make new progress, instrumentation specifically designed to detect cold plasma is required. Third, prior observations of mass flow and its impact on magnetospheric subsystems are limited to either single-spacecraft local measurements of total plasma density with limited composition data and no contextual mass spatial distribution information (Engwall et al., 2009; Kurth et al., 2015; Andriopoulou et al., 2018), or to single-view line-of-sight integrated measurements of minor ion species without in-situ measurements embedded in the imaged plasma (Sandel et al., 2001). New progress requires combining measurements of the plasma mass spatial distribution in the inner magnetosphere with simultaneous embedded in-situ measurements.
The Plasma Imaging LOcal and Tomographic experiment (PILOT) mission concept overcomes all three of these limitations by using a constellation of 34 spacecraft to simultaneously make rapidly refreshing, spatially resolved images of total plasma density in the equatorial plane, images of ion density and flows in the meridional plane, and in-situ ground-truth measurements embedded within the imaged regions.
The PILOT mission concept constellation consists of 30 identical microsat spacecraft (‘RadioSats’) and four smallsat spacecraft (“PlasmaSats”) in two near-equatorial orbits. The network of RadioSats produce equatorial plasma density images through radio tomographic inversion of a network of line-of-sight total electron content (TEC) measurements (see Supplementary Appendix S1 and Ergun et al. (2000)), combined with in-situ total plasma density measurements. The resulting density images have high spatial [image: image] and temporal [image: image] resolution. Meridional ion density and flows are determined by imaging extreme ultraviolet (EUV) photons at 30.4 nm (He+) and 83.4 nm (O+/O++) (Sandel et al., 2001; Burch et al., 2001a; Burch et al., 2001b; Burch, 2001; Goldstein et al., 2003; Goldstein et al., 2018; Goldstein et al., 2019), with high spatial [image: image] and temporal [image: image] resolution. Two of the four PlasmaSats carry EUV instruments. All four PlasmaSats are equipped to make embedded in-situ measurements of both DC-coupled and AC-coupled electric and magnetic fields, cold plasma composition, flux, and distribution functions, as well as energetic proton and electron flux and distribution functions.
The PILOT spacecraft are arranged in two highly-elliptical orbits (1.52 RE x 4.25 RE and 1.10 RE x 6.25 RE). The orbits are optimized to enable 1) near-equatorial radio tomographic images with instantaneous coverage over a large region of the inner magnetosphere: [image: image] Earth radii (RE) in radial distance and [image: image] hrs in MLT, 2) coverage in the meridional plane of ±4.8 RE for He+ images and ±2.2 RE for O+ images, and 3) in-situ measurements along orbits with apogees near L-shells of 4 and 6, embedded within the imaged plasma.
The PILOT implementation leverages several technological innovations to support a fully feasible mission. First, spacecraft manufacturing has matured to the point where numerous commercial vendors exist that can produce spacecraft in the quantities needed for radio tomographic imaging (a few tens of spacecraft). Second, instrumentation miniaturization has progressed such that relatively small spacecraft can host the range of instruments needed for PILOT in-situ measurements. Third, the launch and deployment of large spacecraft constellations has become commonplace, and a number of technologies that enable constellation deployment are now available.
By taking advantage of these technological advancements, the PILOT mission concept makes the transformational measurements needed to close fundamental and persistent knowledge gaps about mass and energy flow through the magnetosphere of a magnetized terrestrial planet.
The following sections first lay out the specific science goals and objectives that motivate the PILOT mission concept, then discuss the measurements required to achieve them. A mission implementation is then described, including notional orbits, spacecraft bus configurations, and instrumentation. A detailed discussion on the generation of plasma density images by radio tomography for PILOT is included in Supplementary Appendix S1. Finally, inversion and forward model algorithms that can be used for EUV image deconvolution are discussed in Supplementary Appendix S2.
2 MOTIVATING SCIENCE GOALS AND OBJECTIVES
The driving science goal of PILOT is to determine the primary pathways of mass and energy flow through the coupled systems of the terrestrial magnetosphere. This goal motivates three specific science objectives. Each targets a critical aspect of mass and energy exchange among the plasma populations that make up the magnetospheric meta-system. The science objectives are arranged to “follow the mass” as ionized gases exit the ionosphere, enter and are transported through and out of the inner magnetosphere, and profoundly modify magnetospheric systems and magnetospheric energy transport along their journey.
The PILOT science objectives are: 1) Identify and quantify the key processes that govern mass and energy exchange between the ionosphere and the magnetosphere, 2) Discover the pathways and processes governing cold plasma mass transport through and out of the inner magnetosphere, and 3) Determine how, where, and when cold plasma mass acts most efficiently to regulate coupling between magnetospheric regions and between plasma populations. Achieving each science objective requires addressing specific science questions, listed and described below.
Figure 1 presents an overview of PILOT’s science objectives and high-level measurement strategy: simultaneous radio tomography, EUV imaging, and embedded in-situ measurement. The radio tomographic mesh formed by the RadioSats is shown in the equatorial plane, the meridional plane imaged by the outer-orbit PlasmaSatEUV instruments is shown, and locations of all four in-situ measurements (PlasmaSats) are indicated. RadioSats and PlasmaSats are discussed in Section 3.1. Plasma density is represented by colored contours, where the equatorial mass distribution is adapted from an EUV image in Figure 2B of Goldstein et al. (2004a). The meridional mass distribution is schematic, based on simulated EUV images created using the forward model of Goldstein et al. (2018). PILOT’s three science objectives (Ob1, Ob2, and Ob3) are indicated on the right of the figure. The science questions that underpin those objectives are discussed in detail next.
[image: Figure 1]FIGURE 1 | Overview of PILOT science objectives and high-level measurement strategy. Black solid lines indicate radial distance (1 Earth radius intervals) in the equatorial plane. The light red solid lines show the two orbital paths of PILOT spacecraft. See text for details. The sub-figure illustrating objective 1 is adapted from Figure 3 in Goldstein et al. (2019). The sub-figure illustrating objective 3 is adapted from Figure 1 in Breneman et al. (2015).
2.1 Objective 1, Science Question 1a: How Is the Plasmasphere Refilled From Ionospheric Sources?
When atmospheric gases are ionized, by solar radiation or electron bombardment, electromagnetic interaction with the solar wind causes them to flow out of the ionosphere (e.g., Banks, 1968; Banks, 1969; Singh and Horwitz, 1992). Earth’s planetary magnetic field traps much of this plasma in the plasmasphere, preventing it from escaping directly to the solar wind (Chappell, 2015). During geomagnetic storms, some of the mass held in this reservoir is forced into the solar wind and lost from the magnetosphere. Ionospheric outflow then refills the plasmaspheric reservoir and the process repeats (Hultqvist et al., 1999; Welling et al., 2015).
After decades of research, fundamental questions concerning plasmaspheric refilling remain unanswered. The observations required to address these questions do not yet exist (Gallagher et al., 2021). In this observational void, gaps in our basic knowledge persist: What causes refilling rates to vary by orders of magnitude? Why is the amount of mass trapped by the magnetosphere only weakly correlated with the polar outflow rates (Denton et al., 2012)? What fundamental plasma processes are responsible for trapping new ions in the plasmasphere torus (Goldstein et al., 2020; Goldstein et al., 2021)?
Ionospheric outflow and plasmaspheric refilling shows intense variability (Gallagher et al., 2021). For 2.5 ≤ L ≤ 4.5 refilling rates range from 4 to 800 cm−3 day−1 (Park, 1973; Park, 1974; Farrugia et al., 1989; Carpenter et al., 1993; Reinisch et al., 2004; Dent et al., 2006; Sandel and Denton, 2007; Gallagher et al., 2021). At geosynchronous orbit, quiet-time refilling rates range from as little as ∼0.6 cm−3 day−1 (Lawrence et al., 1999) to as much as 50 cm−3 day−1 (Sojka et al., 1986). In stark contrast, Borovsky et al. (2014) discovered long-lived plasmaspheric plume active-time events at geosynchronous orbit that could only persist if fueled by refilling rates of 100–500 cm−3 day−1.
We lack basic knowledge about the formation of the dense O+ torus in the outer plasmasphere (Horwitz and Lockwood, 1985; Roberts et al., 1987; Andersson et al., 2005; Goldstein et al., 2018; Hull et al., 2019). Two possible origins for the O+ torus have been identified: it may originate from the local ionosphere near the magnetic equator, or it could arrive in part or in total from high latitude as the low energy portion of the warm plasma cloak (Chappell et al., 2008).
The PILOT mission concept achieves closure on this science question by comparing multi-scale measurements of cold plasma mass flow and variability over a broad swath of the inner magnetosphere against theories for ion trapping (Hrbáčková et al., 2015), refilling variability (Gallagher et al., 2021), refilling mass dependence (Sandel, 2011), and O+ torus formation (Goldstein et al., 2018).
These comparisons are enabled by direct and simultaneous measurement of: 1) spatially and temporally resolved plasma density across a broad region of the near-equatorial inner magnetosphere [[image: image] h Magnetic Local Time (MLT)], covering radial distances (3 [image: image] L-shell [image: image] 6) where field aligned ions are converted into trapped isotropic distributions during plasmasphere refilling, 2) global meridional EUV-He measurements to quantify the spatial and temporal evolution of field-aligned light ion distributions, 3) in-situ observations, embedded within the imaged regions, of cold (0.1–100 eV) H+, He+, and O+ distribution functions, densities, and temperatures, as well as plasma waves that may isotropize outflowing ions (Gurnett, 1976; Olsen et al., 1987; Boardsen et al., 1992; Singh, 1996; Hrbáčková et al., 2015), and 4) EUV global meridional imaging of O+, to determine the extent to which O+ torus ions are supplied from the ionosphere, by cusp outflow, or directly from the auroral zone (Horwitz and Lockwood, 1985; Roberts et al., 1987; Hull et al., 2019). Imaging the O+ torus enables its basic morphology to be quantified, including its symmetry (or lack thereof) in MLT, its latitudinal extent, and what processes control these attributes (Nosé et al., 2011; Nosé et al., 2015; Goldstein et al., 2018; Nosé et al., 2018). In-situ observations for this science question must cover radial distances where refilling is most dynamic (3 < L-shell[image: image]), in the minutes, hours, and days that follow geomagnetically active times.
2.2 Objective 1, Science Question 1b: By What Processes, and to What Extent, Does Plasmaspheric Mass Return to the Ionosphere or Neutral Exosphere?
A full accounting of mass flow between the ionosphere and plasmasphere must include flow from the plasmasphere back into the ionosphere (Lemaire and Gringauz, 1998) or neutral exosphere (Nass and Fahr, 1984). There is a large knowledge gap related to this mass flow pathway. In the absence of sunlight, low-altitude recombination reduces ion pressure gradients, which is expected to cause downward transport (Lemaire and Gringauz, 1998; Gallagher et al., 2021), allowing nightside flux tubes to return plasmaspheric mass to the ionosphere. This mechanism may explain the anomalous mass loss reported on L-shells far from the eroded plasmapause boundary (Gallagher et al., 2021). However, the cross-scale measurements required to test this hypothesis, or to identify a new one, currently do not exist.
PILOT achieves closure on this science question by comparing existing predictions for downward ion transport of plasmaspheric mass (Gallagher et al., 2021) with direct multi-scale measurements of cold plasma mass content and its variability.
Making these comparisons requires direct and simultaneous measurements of: 1) spatially and temporally resolved total plasma density over several hours of MLT and several L-shell, 2) meridional imaging of ionospheric plasma inflows (of both light ions and O+), and 3) in-situ observations of cold (0.1–100 eV) proton and heavy ion distribution functions embedded in the imaged regions. The observations most effective at addressing this science question will be within 3 < L-shell[image: image], where plasmapause erosion is weakly active during quiet or moderately-disturbed times.
2.3 Objective 2, Science Question 2a: What Are the Key Pathways for Transport of Plasma Mass Through and Out of the Inner Magnetosphere?
After cold plasma mass reaches the plasmasphere, it is distributed and transported to other magnetospheric regions. Known and speculated mass transport pathways include plasmaspheric plume flows (Darrouzet et al., 2009), interchange instability (Pierrard and Lemaire, 2004), and the warm plasma cloak (Borovsky et al., 2013; Gallagher and Comfort, 2016). Each transport pathway is driven by different, sometimes competing, physical mechanisms. Limited existing measurements prevent us from knowing which mass flow pathways are most important under which geomagnetic conditions, what feedback exists among transport mechanisms, and how these mechanisms combine to produce the observed distribution of mass in the magnetosphere.
A plasmaspheric plume is a dramatic structure formed by sunward plasma transport, where the density can be 50–100 times greater than adjacent regions. A plume can span many Earth radii (5 RE or more) or be narrow [image: image]. A plume can detach from the plasmasphere and extend into the dayside magnetopause. A basic understanding of how a plasmaspheric plume forms and maintains itself is lacking. A plume can form over the course of tens of minutes. It can be short lived (hours) or last for weeks (Borovsky et al., 2014; Krall et al., 2018). The physics that drives the refilling necessary to sustain this structure and quantification of the appropriate refilling rates both remain poorly determined (Denton and Borovsky, 2014; Gallagher and Comfort, 2016).
The warm plasma cloak is a population outside the plasmasphere transported in from the magnetotail, rich with oxygen (Chappell et al., 2008; Nose et al., 2015; Jahn et al., 2017). Many key questions remain about the transport and coupling of this population. What mechanism is responsible for heating the cloak plasma (Hill et al., 2020)? Does the plasma cloak play a dominant role in mass loading the dayside magnetosphere (Borovsky et al., 2013)? Is the cloak a candidate for nightside plasmasphere refilling (Gallagher and Comfort, 2016)?
PILOT achieves closure on this science question by comparing the observed morphology of cold plasma flows in the near-equatorial magnetosphere, and signatures of cold ion heating or cooling, against theoretical expectations for each pathway.
These comparisons require measurement of rapidly refreshing images of total plasma density in the near-equatorial plane across several MLT in the inner magnetosphere. Observations must target radial distances where strong transport is observed (3 < L < 6). Simultaneously, meridional plasma flows of He+ and O+ must be imaged to determine whether equatorial plasma density changes are due to flows out of the equatorial plane or within it. Embedded in-situ observations of heavy (He+, O+) and light (H+) ion distributions spanning 0.1–100 eV are required to observe heating or cooling of cold plasma that may be a prerequisite for some transport pathways (Borovsky et al., 2013).
2.4 Objective 2, Science Question 2b: What Are the Mechanisms of Plasma Mass Transport and Their Drivers?
Once ionospheric plasma mass reaches the plasmasphere, it may go sunward to the dayside magnetopause and participate in reconnection, or it may be diverted to the flanks and travel anti-sunward to load the plasmasheet. What fundamental mechanisms dictate the transport and distribution of this mass?
Mass transport is expected to be primarily determined by the dynamic electric and magnetic fields in the magnetosphere. While the geomagnetic field is relatively well-known, the electric (E) field is more elusive. Single-point in-situ E-field measurements have been leveraged to create empirical models, i.e., statistical maps. However, empirical models usually impose an electrostatic assumption (∇ × E = 0). Although it facilitates visualization of convective pathways (Matsui et al., 2013), the validity of this assumption is questionable, in particular at higher L-shells. It is also difficult to quantify the extent to which statistical models can accurately describe dynamical evolution in case studies.
Moreover, statistical data analysis blurs/obscures small scale features and/or highly structured features naturally present in the database. These features include sub-auroral polarization streams (SAPS) (Foster et al., 2007) and sub-auroral ion drifts (SAID) (Anderson et al., 1991). While statistical experimental models for SAPS exist (Kunduri et al., 2018), how they connect to the global topology of the electric fields, thus, how they organize plasma mass transport, remains unclear (Elphic et al., 1997; Liemohn et al., 2004; Foster et al., 2020).
Small-scale features are definitely present in the global electric field topology, but their role in plasma transport remains to be determined. For instance, to what extent is plasmasphere erosion governed by global vs. local electric field dynamics? Observations from the IMAGE EUV instrument revealed the existence of many small scale structures on the plasmasphere boundary, including notches, crenulations, fingers and shoulders. The time evolution of these structures was leveraged to extract information about the average spatial variability of the large-scale DC electric field (Galvan et al., 2010). Yet statistical models for the electric field dynamics seldom accurately reproduce such features (Goldstein and Sandel, 2005).
PILOT achieves closure on this science question by comparing electric field drivers and magnetic field context with the resulting plasma mass motion, allowing key transport mechanisms to be identified.
Measuring bulk plasma motion requires rapidly refreshing images of total density in the equatorial plane. Embedded in the image plane, in-situ point observations of DC-coupled electric and magnetic fields, along with measurements of cold proton, electron, and heavy ion distribution functions, provide ground truth point-sampling of the cold plasma bulk motion and the electric fields that drive it. Simultaneous meridional imaging of cold plasma flow is required to quantify transport into and out of the equatorial plane. This set of measurements enables determination of the mechanisms and drivers of cold plasma mass transport.
2.5 Objective 3, Science Question 3a: To What Degree Does the Dynamic Distribution of Plasma Mass Regulate the Expression of Alfvén Waves?
Propagating at the Alfvén speed, Ultra Low Frequency (ULF) waves carry information via magnetic field fluctuations that enable magnetosphere-ionosphere coupling (Lysak, 1990), magnetosphere-solar wind coupling (Wright, 1996), as well as radiation belt energization and particle transport via radial diffusion (Elkington et al., 2003).
The inner magnetosphere supports various ULF modes, including those that carry energy Earthward from the magnetotail and from the magnetopause (Takahashi et al., 2015). These energy inputs can either drive propagating waves, or drive field line resonances and cavity modes (Dungey, 1955; Samson and Rostoker, 1972; Kivelson and Southwood, 1985; Lee and Lysak, 1989; Samson et al., 1992). Energy flux transport via these modes, and energy exchange between these modes is critically sensitive to the Alfvén speed.
Modeling has shown that the spatial distribution of plasma mass should significantly alter the ULF wave power distribution, both radially and in MLT. For example, the plasma mass distribution determines the radial location where the compressional (fast mode) radial wavenumber goes to zero, beyond which compressional waves transfer energy into local field line resonances (Claudepierre et al., 2016).
PILOT achieves closure on this science question by measuring the dynamic spatial distribution of Alfvén speed, across scale sizes, over a broad region of the inner magnetosphere, while simultaneously quantifying the degree to which this distribution regulates ULF plasma wave properties.
Determining the spatial distribution of Alfvén speed requires a network of magnetic field measurements and total plasma density images. This information must be sampled on timescales faster than plasma mass is redistributed in order to resolve temporal changes to this distribution (likely minutes or faster). A network of magnetic field measurements over a broad region of space is required to measure fluctuating ULF-wave magnetic fields to establish how ULF wave amplitudes and modes (e.g., field line resonance or propagating mode) are determined by the spatial distribution of total plasma density. The Alfvén speed is also a function of plasma mass density. Therefore, point measurements of ion composition (H+, He+, and O+) embedded within the total plasma density image plane are required to determine the extent to which the spatial distribution of cold ions significantly impacts ULF wave properties.
2.6 Objective 3, Science Question 3b: By What Mechanisms and to What Extent Does the Distribution of Plasma Mass Govern the Dynamics of Meso-Scale Plasma Flows That Reach the Inner Magnetosphere?
The Dungey cycle (Dungey, 1961) describes the fundamental flow of magnetic energy and flux through Earth’s solar-wind driven magnetosphere. A key portion of the Dungey cycle involves the return flow of magnetic field and plasma sunward from the magnetotail. Numerous studies have established that these return flows take the form of structured plasma flows, often called Bursty Bulk Flows (BBFs) (Baumjohann et al., 1989; Angelopoulos et al., 1992; Angelopoulos et al., 1994; Runov et al., 2011; Wiltberger et al., 2015). The evolution of BBFs is well understood [image: image] from Earth. BBFs originate in the magnetotail beyond [image: image] (Ohtani et al., 2006; Sitnov et al., 2009; Runov et al., 2011). They are accompanied by dipolarization of the Earth’s magnetic field (Angelopoulos, 2008). BBFs are known to be responsible for much of the energy transport from the Earth’s magnetotail into the inner magnetosphere [Turner et al. (2015); Stawarz et al. (2016) and references therein] and are known to drive ionospheric energy deposition, as demonstrated by their association with specific auroral forms (Sergeev et al., 1999; Sergeev et al., 2000; Nakamura et al., 2001; Stawarz et al., 2015).
BBF velocities slow to the order of 100 km/s as they travel from [image: image] to [image: image] and the Earth’s magnetic field becomes stronger. This region, called the BBF braking region (McPherron et al., 2011), displays strong turbulence, wherein ions and electrons are energized and Alfvén waves are launched toward Earth’s ionosphere (Ergun et al., 2015). The fate of BBFs is not well understood Earthward of [image: image], where their flow speed is again dramatically reduced (Reeves et al., 1996; Malaspina et al., 2015). One of the many unknowns is how BBFs inject energetic particles and heavy ions into the inner magnetosphere (Takada et al., 2006; Dubyagin et al., 2011; Gkioulidou et al., 2014; Turner et al., 2015).
Mounting evidence indicates that the distribution of plasmaspheric mass determines the final deceleration of Earthward plasma flows (Li et al., 2011; Khoo et al., 2018; Glocer et al., 2020; Allison et al., 2021), thereby regulating the deposition of their remaining flow energy into the inner magnetosphere, and their ability to transport plasmasheet particles into the inner magnetosphere (Sorathia et al., 2018). Further, the Poynting flux generated during BBF breaking is implicated in the energization of ions in the ionosphere and subsequent production of low-energy ion outflow that contributes to re-population of the outer plasmasphere (Chaston et al., 2016).
Fundamental aspects of Earthward flow physics cannot be determined using single-point or serendipitous multi-point in-situ measurements. A lack of coordinated in-situ and context imaging measurements prevents quantitative evaluation of how the energy and mass carried by these flows is redistributed through the inner magnetosphere as they slow and stop. Evidence from multi-spacecraft case studies (Motoba et al., 2020) supports the long-suspected [e.g., Turner et al. (2015) and Turner et al. (2017)] and references therein connection between BBFs and the particle injections that supply the ring current (Gkioulidou et al., 2014), as well as radiation belt source and seed particles (Jaynes et al., 2015).
PILOT achieves closure on this SQ by determining the extent to which cold plasma regulates plasma flow evolution in the inner magnetosphere, including particle injection physics and energy transfer from flows to plasma waves.
A network of magnetic field sensors and rapidly refreshing total density maps are required to end long-persistent questions about the flow spatial structure and deceleration in the inner magnetosphere (e.g., Reeves et al., 1996; Wiltberger et al., 2015; Khoo et al., 2018)). A network of energetic electron flux measurements are required to definitively connect flow deceleration with electron injection spatial and temporal evolution, including energy-dependent radial penetration (Li et al., 2011; Turner et al., 2015; Turner et al., 2017; Khoo et al., 2018; Glocer et al., 2020; Motoba et al., 2020; Allison et al., 2021). Embedded within the density image plane, in-situ ground-truth observations are needed. Electron, proton, and heavy ion distribution functions across a wide range of energies (0.1 eV–1 MeV for e- and p+, up to 50 keV for heavy ions) are required to determine the evolution of flow-entrained particles. DC-coupled electric and magnetic field observations are required to definitively identify injection flows. AC-coupled electric and magnetic field measurements are needed to observe dissipation of flow energy into plasma waves. Meridional cold plasma observations, made in concert with the previously described measurements, are needed to constrain the amount of new ion outflow that results from flow-breaking energy input into the ionosphere (Chaston et al., 2016) during the dissipation of flow events. A typical flow is expected to be 1 to 2RE in radial and azimuthal spatial extent, traveling Earthward at 35 km/s with a total plasma density (ne) fractional depletion of Δne/ne ≈ 50% (Reeves et al., 1996; Runov et al., 2011; Fletcher et al., 2019). Given these parameters, a density image spatial resolution of [image: image] and temporal resolution of [image: image] s are needed to fully characterize these flows (Yang et al., 2014; Liu et al., 2015).
2.7 Objective 3, Science Question 3c: To What Extent Does the Dynamic Distribution of Plasma Mass in the Magnetosphere Determine the Expression of Wave-Particle Interactions That Energize, De-Energize, and Precipitate Energetic Plasma?
Plasma waves are a fundamental driver of particle energization and loss in the inner magnetosphere (Horne et al., 2005; Thorne, 2010; Jaynes et al., 2015). Ambient cold plasma density and magnetic field strongly determine the efficiency of the relevant wave-particle interactions on kinetic scales (Young et al., 1981; Kozyra et al., 1984; Summers et al., 1998; Omura et al., 2007). However, our knowledge of the spatial extent of these processes currently relies on an elaborate chain of complex modeling and statistical inference (Ni et al., 2014; Meredith et al., 2018; Zhang et al., 2018; He et al., 2020; Malaspina et al., 2020; Meredith et al., 2020; Delzanno et al., 2021). Predictions resulting from this chain often sharply disagree with any individual geomagnetic event (Jaynes et al., 2018; Watt et al., 2019), especially for extreme driving cases, blurring the picture as to which plasma wave processes are most relevant under which geomagnetic conditions.
Some of the plasma wave modes most effective at sculpting particle populations in the inner magnetosphere are Very Low Frequency (VLF) waves such as chorus and hiss (e.g., Horne et al., 2005; Thorne, 2010; Ripoll et al., 2014; Breneman et al., 2015), and electromagnetic ion cyclotron (EMIC) waves (e.g. Sandanger et al., 2007; Usanova et al., 2014; Shprits et al., 2016).
Plasma density regulates the growth and damping of these wave modes (Nicholson, 1983; Summers et al., 1998; Agapitov et al., 2019). Because of this, the plasmapause defines a sharp boundary between hiss (radiation-belt loss) and chorus (radiation-belt energization and/or loss) (Thorne, 2010; Malaspina et al., 2016; Malaspina et al., 2018), making it a critical boundary for radiation belt dynamics (Baker et al., 2013), auroral precipitation (He et al., 2020) and ionospheric heating (Liang et al., 2018).
The generation and propagation of EMIC waves depend strongly on plasma density and ion composition (Young et al., 1981; Kozyra et al., 1984). In a multi-component plasma, EMIC waves appear frequency bands separated by the cyclotron frequencies of individual ion species. Models show that EMIC source regions overlap with regions of anisotropic ring current protons and plasmaspheric drainage plumes (Jordanova et al., 2001; Chen et al., 2010). Simulated global images of proton precipitation match the temporal and spatial evolution of IMAGE observations of subauroral proton arcs, indicating that cyclotron resonant wave-particle interactions are a viable mechanism for their generation (Jordanova et al., 2007). Observationally, however, the dependence of EMIC waves on cold plasma density and/or density gradients is controversial (Usanova et al., 2013; Engebretson et al., 2015; Halford et al., 2015).
PILOT achieves closure on this science question by determining the degree to which the dynamic spatial distribution of cold plasma mass and magnetic field controls the expression (growth, damping) of plasma waves over a broad region of the inner magnetosphere.
A network of magnetic field measurements and rapidly refreshing total plasma density images are required to define the two-dimensional spatial distribution of plasma wave growth conditions near the magnetic equatorial plane. Embedded in this two-dimensional space, in-situ measurements of electron, proton, and heavy ion distribution functions, along with AC-coupled electric and magnetic fields, are needed to provide ground-truth point-sampling of energy transfer from particles to plasma waves as the surrounding density and magnetic field conditions that regulate wave properties vary in time and space.
2.8 Science Objectives to Measurements
Figure 2 shows the flow from PILOT’s science goal to its science objectives to specific science questions, to targeted physical processes, and finally to required measurements. The required measurements are separated into those made by RadioSats and those made by PlasmaSats. A key maps each measurement number to the physical property being measured.
[image: Figure 2]FIGURE 2 | Logical flow from PILOT science goal, to science questions, to targeted physical processes, to required measurements.
Cold particles are defined here as having thermal energy between ∼0.1 and ∼100 eV. Warm particles are defined from ∼100 eV to ∼50 keV, and energetic particles are those with thermal energy from ∼100 keV to 1 MeV. DC-coupled electric and magnetic fields are defined as fields with fluctuation frequencies between quasi-static and ∼20 Hz. AC-coupled fields are defined by frequencies between ∼10 Hz and 15 kHz for magnetic fields, and between ∼10 Hz and ∼500 kHz for electric fields.
The next section describes a mission implementation that is fully capable of making the required PILOT measurements and thereby addressing the PILOT science objectives and questions.
3 MISSION IMPLEMENTATION CONCEPT
3.1 Mission Overview
PILOT uses a constellation of 30 identical microsat spacecraft (RadioSats) and four smallsat spacecraft (PlasmaSats) in two near-equatorial, highly-elliptical orbits. The PILOT orbits are 1.52 RE x 4.25 RE and 1.10 RE x 6.25 RE (Figure 3). These orbits are chosen to optimize measurements of the most mass-dynamic regions of the inner magnetosphere, particularly near the plasmapause. Over the course of a three-year primary mission, PILOT measures near-equatorial plasma density with images constructed from radio tomography measurements, measures meridional plasma flows with EUV images, and makes embedded in-situ fields and particle measurements.
[image: Figure 3]FIGURE 3 | PILOT spacecraft orbits, shown from a vantage point orthogonal to the orbit plane, which has a 0o latitude inclination.
Radio tomography, active plasma sounding, in-situ magnetic field, and in-situ energetic electron flux measurements are made by 14 RadioSats in the inner orbit and 16 RadioSats in the outer orbit. The RadioSat instrument complement and the heritage of notional instruments is shown in Table 1. RadioSat measurements are complemented by PlasmaSat measurements of DC and AC electric and magnetic fields, as well as proton, ion, and electron distribution functions, as well as local total electron density. These measurements are made by four PlasmaSats, which are identical except that the two PlasmaSats in the outer orbit, PlasmaSatEUVs, also carry EUV cameras that image the spatial distribution and flow of He+ and O+ ions in the meridional plane. The PlasmaSat instrument complement and heritage of notional instruments is shown in Table 2.
TABLE 1 | RadioSat instruments and heritage.
[image: Table 1]TABLE 2 | PlasmaSat instruments and heritage.
[image: Table 2]The PILOT flight system design is driven primarily by the orbits required to achieve PILOT science. To maintain the radio tomographic mesh, the two orbits are required to have parallel lines of apsides and precess at the same rate for the full mission duration through all MLTs, and necessarily traverse a high-radiation environment. An orbit design that meets this co-precession requirement uses an inner orbit perigee of 1.52 RE. The orbit selected precessed through all MLTs each 1.7 years, allowing 1.75 full precessions through MLT during the nominal 3 year mission. To dispose of the spacecraft on this orbit within 25 years, 40 m/s of delta-V is required to place the inner orbit spacecraft into a graveyard orbit. The outer spacecraft are deorbited into the Earth’s atmosphere, requiring 57 m/s of delta-V. The PILOT mission design includes ample propellant to accommodate collision avoidance maneuvers. Parts selection and shielding mass are driven by the requirement to withstand up to 125 krad-Si/year of radiation. The PILOT spacecraft are launched by two Falcon Heavy launch vehicles, one for each orbit, from Cape Canaveral, FL. It should be noted that near-future launch vehicles (for example, the SpaceX Starship), allow the deployment of all PILOT spacecraft in one launch at significantly reduced cost.
PILOT’s mission architecture is resilient to risks associated with the loss of a spacecraft. For example, if up to four RadioSats fail before reaching the baseline mission duration, the remaining RadioSats can be re-positioned to meet the resolution requirement for tomographic imaging with a reduced duty cycle.
3.2 RadioSat
PILOT uses 30 RadioSats: 16 in the inner orbit and 14 in the outer orbit. An industry survey was conducted to determine the capability of current spacecraft providers to produce 30 RadioSats that meet PILOT science and environment requirements. Multiple providers were identified, and the PILOT mission concept adopts a representative RadioSat spacecraft design from this survey.
To facilitate the production of large-quantity RadioSat instruments, PILOT’s approach is to have instruments designed by universities or research institutes, but to have instrument manufacture, as well as integration and test completed by commercial companies.
3.2.1 Instrument Payload Description
Each RadioSat carries three scientific instruments: Radio Tomography (RT), Fluxgate Magnetometer (FGM), and Energetic Electron Detector (EED).
The RT instrument consists of two subsystems: Radio Frequency (RF) and Active and Passive Plasma Sounder (APPS), both of which share the same dipole pair of axially-deployed 1.5 m stacer antennas (Figure 4) for transmitting and receiving signals. RF transmits dual frequency (50 and 150 MHz) radio signals from each RadioSat to all other RadioSats. The RF on each RadioSat receives these signals and measures their relative phase delay to determine the TEC along the line of sight between spacecraft (Ergun et al., 2000). Two-dimensional total plasma density images are derived from this network of TEC measurements via tomographic inversion. APPS is a relaxation sounder, similar to Cluster Whisper (Trotignon et al., 2003) and the relaxation sounding portion of MAVEN/LPW (Andersson et al., 2015), that measures in-situ electron density needed for radio tomographic inversion. APPS stimulates the ambient plasma with a low-power electrostatic signal and measures the frequency of the resultant plasma-resonant waves, both actively and passively. The FGM is located at the end of a 2 m boom and measures the DC-coupled three-axis magnetic field. The network of FGMs measure the detailed terrestrial magnetic field configuration, as well as spatial variation in ULF wave properties. The EED is a compact solid state telescope that measures fluxes of trapped ([image: image] pitch angle) electrons in the 50 keV–3 MeV range. The science goal of the EED instruments is to resolve time variability of trapped electron fluxes at many locations simultaneously (e.g., observing a front of newly injected electrons pass over each spacecraft in sequence). Therefore, EED does not need to resolve pitch angle, and larger measurement errors compared to non-miniaturized solid-state particle instruments are acceptable for PILOT.
[image: Figure 4]FIGURE 4 | Notional RadioSat spacecraft, with instruments indicated.
A discussion and demonstration of how RT RF measurements are used to produce images of plasma density for PILOT is presented in Supplementary Appendix S1.
3.2.2 Spacecraft
RadioSat spacecraft (Figure 4) are three-axis stabilized and carry an X-band high-gain antenna and S-band patch antenna. They contact an Amazon Web Services ground station at each perigee for data downlink and commanding. Their pointing knowledge is determined by combining data from six sun sensors with comparisons between FGM measurements and geomagnetic field models near perigee. Position knowledge is determined via GPS near perigee combined with orbit modeling. Reaction wheels are used for attitude control. RadioSats are deployed on two SpaceX Falcon Heavy launch vehicles, one for each orbit, with four RadioSats mounted per ESPA-Grande port. Once deployed from the launch vehicle, they use on-board propulsion to achieve spacing in mean anomaly to optimize radio tomography image resolution.
3.3 PlasmaSat
PILOT has four PlasmaSat spacecraft. The two on the outer orbit carry EUV imaging instruments (PlasmaSatEUVs), and the two on the inner orbit do not (PlasmaSats). The PlasmaSat design is driven by the need to spin for particle and fields measurements.
3.3.1 Instrument Payload Description
All four PlasmaSats have identical spacecraft busses, and carry identical copies of the Electromagnetic Fields (EMF) instrument suite, Energetic Particle Sensors (EPS), and the Plasmasphere Ion Mass Spectrometer (PIMS). The two outer-orbit PlasmaSatEUVs also carry an EUV Camera System (EUVCS).
The EMF suite measures in-situ electric and magnetic fields across a range of frequencies using several sensors. The Electric Field Instrument (EFI) measures electric fields from DC to ∼500 kHz along two axes, as well as the spacecraft floating potential, using the double probe technique (Mozer, 2016). A fluxgate magnetometer (FGM) identical to the one flown on the RadioSats, measures the DC-coupled magnetic field vector, and a search coil magnetometer (SCM) measures the AC magnetic field vector. EMF includes identical APPS electronics to the RadioSats. The PlasmaSat APPS uses EFI booms to broadcast and receive relaxation sounding signals. EMF-suite instruments have extensive heritage on magnetospheric missions including the Van Allen Probes (Kletzing et al., 2013; Mauk et al., 2013; Wygant et al., 2013), THEMIS (Angelopoulos, 2008; Bonnell et al., 2008), and MMS (Burch et al., 2015; Torbert et al., 2016).
PIMS obtains in-situ distribution functions (flux versus engery, pitch angle, gyrophase angle) and derived moments (density, temperature) for three major ion species (H+, He+, and O+) and electrons. PIMS is a nearly identical copy of the Van Allen Probes HOPE instrument that comprises an electrostatic analyzer (ESA) with a time of flight (TOF) subsystem (Funsten et al., 2013). Measurement of full cold ion distributions (down to ∼0 eV) is enabled by the Sensor-Panel Bias (SPB) system, which applies a voltage to the entire PIMS instrument and its adjacent spacecraft panel relative to the spacecraft chassis ground, allowing cold ions to reach PIMS while minimizing angular deflection.
EPS consists of five electron and proton magnetic spectrometers per PlasmaSat. Together, they measure the in-situ distribution functions of energetic electrons (∼0.2 to ∼1.5 MeV) and protons (∼0.15 to ∼8 MeV). Each spectrometer has a 20o x 10o field of view, and five spectrometers are arranged on each PlasmaSat such that the 20o portion of their fields of view are symmetrically distributed along the 180o between PlasmaSat spin axes. This arrangement, combined with spacecraft rotation, enables a nearly 4π steradian coverage of the sky. The baseline for the PILOT EPS spectrometer is the REMS instrument on GTOSat (Blum et al., 2020). REMS is a miniaturized version of the MagEIS-Medium instrument on Van Allen Probes (Blake et al., 2013).
EUVCS comprises two imager instruments: EUV-He and EUV-O. EUVCS provides global images of EUV light scattered from He+ at 30.4 nm (EUV-He, two cameras) and O+/O+ + at 83.4 nm (EUV-O, one camera). EUVCS images meridional ion distribution, orthogonal and complementary to the equatorial distribution obtained via radio tomography. The optical design shared by EUV-He and EUV-O is an evolution of the IMAGE EUV instrument (Sandel et al., 2000), with an expanded 40o field of view and improved 0.45o resolution (Davis et al., 2013; Goldstein et al., 2022) to image structures as small as 0.05 RE.
A discussion of inversion and forward modeling algorithms for EUV image deconvolution is given in Supplementary Appendix S2.
3.3.2 Spacecraft
PlasmaSat and PlasmaSatEUV spacecraft (Figure 5) are identical except for the EUVCS instrument. The bus design is driven by instrument power, mass, and accommodation requirements, the radiation environment, and propellant needed for disposal delta-V. PlasmaSat spacecraft spin at ∼5 RPM, and the spin axis is nearly orthogonal to the spacecraft orbital plane. Each PlasmaSat carries a high-gain omnidirectional X-band antenna and contacts Amazon Web Services ground station throughout the orbit to downlink data, and uplink commands once per day. Star trackers are used for attitude determination. Position knowledge is determined using single-way ranging. PlasmaSats are designed with avionics radiation tolerant to 100 krad, and use shielding to provide additional radiation mitigation.
[image: Figure 5]FIGURE 5 | PlasmaSatEUV spacecraft, with instruments indicated. The EFI booms are shown truncated. Their nominal base-to-tip length is 50 m each.
4 CONCLUSION
There are currently large gaps in our understanding of the physical processes that transport mass into, through, and out of the magnetosphere. These processes are fundamental to our understanding of the role that planetary magnetic fields may play in atmospheric retention at terrestrial planets. A comprehensive picture of mass flow dynamics is also critical to understanding how the evolving spatial distribution of magnetospheric plasma mass regulates the behavior of key magnetospheric subsystems, and binds these subsystems together into a coherent whole.
These considerations motivate the primary science goal of PILOT: to determine the primary pathways of mass and energy flow through the coupled systems of the terrestrial magnetosphere. Three science objectives flow from this goal: 1) Identify and quantify the key processes that govern mass and energy exchange between the ionosphere and the magnetosphere, 2) Discover the pathways and processes governing cold plasma mass transport through and out of the inner magnetosphere, and 3) Determine how, where, and when cold plasma mass acts most efficiently to regulate coupling between magnetospheric regions and between plasma populations. To address these science objectives, the PILOT mission concept ‘follows the mass’ through the magnetosphere, combining simultaneous measurements of the spatial distribution of total plasma density in the near-equatorial plane, the ion density distribution in the meridional plane, and ground-truth in-situ measurements of particles and fields.
The PILOT mission implementation concept leverages technological innovations to construct a fully realizable mission from 34 spacecraft: 30 RadioSats that create a radio tomographic mesh for plasma density images, and 4 PlasmaSats carrying comprehensive in-situ payloads, with 2 of those 4 also carrying EUV imaging payloads. These 34 spacecraft are arrayed in two co-precessing orbits to provide high spatial and temporal coverage of a large swath of the inner magnetosphere.
The PILOT mission concept is fully capable of making the transformational measurements needed to close fundamental and persistent knowledge gaps about mass and energy flow through the magnetosphere of a magnetized terrestrial planet.
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A leap forward in our understanding of particle energization in plasmas throughout the heliosphere is essential to answer longstanding questions in heliophysics, including the heating of the solar corona, acceleration of the solar wind, and energization of particles that lead to observable phenomena, such as the Earth’s aurora. The low densities and high temperatures of typical heliospheric environments lead to weakly collisional plasma conditions. Under these conditions, the energization of particles occurs primarily through collisionless interactions between the electromagnetic fields and the individual plasma particles with energies characteristic of a particular interaction. To understand how the plasma heating and particle acceleration impacts the macroscopic evolution of the heliosphere, impacting phenomena such as extreme space weather, it is critical to understand these collisionless wave-particle interactions on the characteristic ion and electron kinetic timescales. Such understanding requires high-cadence measurements of both the electromagnetic fields and the three-dimensional particle velocity distributions. Although existing instrument technology enables these measurements, a major challenge to maximize the scientific return from these measurements is the limited amount of data that can be transmitted to the ground due to telemetry constraints. A valuable, but underutilized, approach to overcome this limitation is to compute on-board correlations of the maximum-cadence field and particle measurements to improve the sampling time by several orders of magnitude. Here we review the fundamentals of the innovative field-particle correlation technique, present a formulation of the technique that can be implemented as an on-board wave-particle correlator, and estimate results that can be achieved with existing instrumental capabilities for particle velocity distribution measurements.
Keywords: plasma heating, particle acceleration, plasma turbulence, collisionless shocks, magnetic reconnection, kinetic instabilities, wave-particle correlator
1 INTRODUCTION
One of the key goals in heliophysics and astrophysics is to discover and characterize the processes controlling the flow of energy and the impact of that energy on the evolution of the space plasma environment. For example, although the source of energy in the heliosphere is nuclear fusion occurring at the heart of the Sun, the mechanisms which mediate the flow of some fraction of that energy into the solar corona—where it ultimately heats the coronal plasma to temperatures in excess of one million Kelvin—remain poorly understood. In particular, the fundamental plasma physics mechanisms of turbulence, magnetic reconnection, shocks, and instabilities (e.g., see Howes, 2017; Hesse and Cassak, 2020; Verscharen et al., 2019; Wilson et al., 2021b,Wilson et al., 2021a, and references therein) play crucial roles in mediating the transport of energy in space and astrophysical plasmas, and have been identified as grand challenge problems in the 2013–2022 Decadal Survey in Solar and Space Physics by the National Research Council.
Under the typically low-density and high-temperature conditions of turbulent plasmas in the heliosphere and planetary magnetospheres, the energization of particles occurs primarily through the collisionless interaction between the electromagnetic fields and the individual plasma particles (Howes, 2017; Wilson et al., 2018). To understand how the consequent plasma heating and particle acceleration impacts the macroscopic evolution of the heliosphere, driving phenomena such as extreme space weather, it is critical to understand these collisionless wave-particle interactions on their characteristic ion and electron kinetic timescales. Such understanding requires high-cadence measurements of both the electromagnetic fields and the three-dimensional particle velocity distributions. Although existing instrument technology enables these measurements, a major challenge to maximize the scientific return from these measurements is the limited amount of data that can be transmitted to the ground due to telemetry constraints. A valuable, but not widely used, approach to overcome this limitation is to compute on-board correlations of the maximum-cadence field and particle measurements. Here we propose a novel spacecraft mission concept focused on the coordinated operation of field and particle instruments that has the potential to achieve an improvement in sampling time by orders of magnitude, opening the door for transformative progress in our understanding of particle energization in the heliosphere.
Nonlinear plasma kinetic theory dictates that the collisionless interactions between the electromagnetic fields and charged particles in weakly collisional heliospheric plasmas necessarily lead to correlations between the fields and fluctuations in the particle velocity distributions. This fundamental insight lead to the recent develoment of the field-particle correlation technique (Klein and Howes, 2016; Howes et al., 2017; Klein et al., 2017), which employs single-point measurements of the electromagnetic fields and particle velocity distributions to determine not only the net energy transfer between the fields and particles, but also how that transferred energy is distributed in particle velocity space. A variation of this technique, denoted the Particle Arrival Time Correlation for Heliophysics (PATCH) method (Verniero et al., 2021b), was devised specificially for implementation with on-board wave-particle correlator instrumentation. These developments provide a solid theoretical foundation for the pursuit of a new mission based on novel wave-particle correlator instrumentation.
1.1 History of Wave-Particle Correlator Instrumentation
Several previous rocket and spacecraft missions have indeed sought to perform on-board mathematical correlations between field measurements and particle measurements at the same point in space, thereby preserving the valuable phase information needed to establish definitively an interaction between the fields and particles. The earliest attempts to identify wave-particle interactions in space plasmas sought to measure the phase bunching of resonant electrons predicted to occur in the presence of sufficiently large-amplitude Langmuir wave fluctuations (Melrose, 1986). On-board particle auto-correlator instruments were developed to detect electron phase bunching at f ∼ 106 Hz frequencies in the auroral ionosphere, even when electron count rates were ν ≲ 105 Hz (Spiger et al., 1974; 1976; Gough, 1980; Gough et al., 1980), providing a critical foundation for the subsequent development of wave-particle correlators.
The first conclusive wave-particle correlator, that performed a direct correlation of the arrival times of electrons with the phase of the high-frequency wave field, flew on a sounding rocket in the auroral zone (Ergun et al., 1991a; b). This experiment indeed detected electron phase bunching during periods of intense Langmuir waves, driving subsequent theoretical work to develop refined theoretical predictions for finite-size Langmuir wavepackets (Muschietti et al., 1994). A wave-particle correlator was attempted on the Wind spacecraft (Wilson et al., 2021a between the WAVES and 3DP instruments but it did not correctly trigger. Another wave-particle correlator was flown on the NASA Combined Release and Radiation Effects Satellite (CRRES), computing correlations onboard between the Low Energy Plasma Analyzer and the electric field/Langmuir probe instrument (Watkins et al., 1996), and later a refined wave-particle correlator was implemented as a component of the Fields instrument on the FAST spacecraft (Ergun et al., 1998, 2001). Subsequent development lead to an improved wave-particle correlator design with higher phase resolution than previous instruments, flown on an auroral sounding rocket, which measured the reactive component of the electron phase bunching in a Langmuir wave (Kletzing et al., 2005; Kletzing and Muschietti, 2006). Further developments in wave-particle correlator instrumentation have continued (Fukuhara et al., 2009), with the latest implementation of a Software-type Wave-Particle Interaction Analyzer (S-WPIA) on-board the Japanese Arase spacecraft (Miyoshi et al., 2018) to study the energy transfer process between energetic electrons and whistler-mode chorus emissions in the Earth’s inner magnetosphere (Katoh et al., 2013; Katoh et al., 2018).
All of these previous wave-particle correlator instruments were specially designed to explore the energy transfer to particles from waves that have frequencies at or above the particle detector counting rate, f ≳ ν, for example studying the interaction of electrons with whistler waves or Langmuir waves in the Earth’s magnetosphere. But the Alfvénic turbulent fluctuations in the magnetosheath, solar wind, and solar corona have a much lower frequency than the whistler and Langmuir wave fluctuations of interest in the magnetosphere. Furthermore, current spacecraft missions—such as the Magnetospheric Multiscale (MMS) (Burch et al., 2016), Parker Solar Probe (Bale et al., 2016; Fox et al., 2016; Kasper et al., 2016; Whittlesey et al., 2020; Livi et al., 2021), and Solar Orbiter (Müller et al., 2013) missions—boast fast, three-dimensional particle velocity measurements at a sampling rate approaching or surpassing the frequency of the fluctuations involved in the collisionless transfer of energy between fields and particles, f ≲ ν. These unprecedented measurement capabilities, coupled with recent advances in plasma kinetic theory for determining particle energization from single-point measurements of electromagnetic field and particle velocity distribution measurements (Klein and Howes, 2016; Howes et al., 2017; Klein et al., 2017), make possible an entirely new approach to understanding particle energization using an on-board field-particle correlator, providing a strong motivation for the mission concept proposed here.
2 MATERIALS AND EQUIPMENT
In this section, we describe the heritage Electrostatic Analyzer (ESA) particle instrumentation, electromagnetic fields instrumentation, and electronics digital processing units (DPUs) that comprise the base elements upon which an onboard wave-particle correlator instrument would be designed. The specific details arise from two of the key instrument suites on the Parker Solar Probe (PSP) mission: 1) the Solar Wind Electron Alphas and Protons (SWEAP) investigation (Kasper et al., 2016) that measures the core (thermal) plasma populations; and 2) the FIELDS investigation (Bale et al., 2016) that measures the two-dimensional electric and three-dimensional magnetic fields.
2.1 Electrostatic Analyzer Instruments
Three of the four SWEAP sensors on PSP are electrostatic analyzers (2 electron and 1 ion) that detect single particles and return total accumulated counts within a short ( ∼1 ms) time interval that represents only one point in phase space (Kasper et al., 2016; Whittlesey et al., 2020; Livi et al., 2021). Even though this intrinsic time resolution may seem short, it is long compared to the time duration of some field-particle interactions. The goal is to use on-board electronics to correlate the particle counts from the electrostatic analyzer instruments with measurements of the electromagnetic fields simultaneous with the particle detections, yielding a new instrument denoted an Integrated Field-Particle Correlator (IFPC) instrument.
Current heritage instrument operational parameters are listed in Table 1 compared to the predicted requirements for an IFPC ion and electron instruments. Note that the requirements for ions and electrons are different. Although the process for modifying the SPAN-E heritage sensor to perform onboard field-particle correlation measurements is identical for ions and electrons (excepting the micro-channel plate supply modification), the science requirements for the electron IFPC and the ion IFPC are different, with electron IFPC requiring a substantially faster measurement cadence. Increasing the measurement cadence of the heritage electron instrument is achievable with an increase in consumed instrument power (currently ∼2 W depending on the area of phase space being scanned at the time) and additional modifications to the Field-Programmable Gate Array (FPGA) design.
TABLE 1 | Heritage electrostatic analyzer for electrons (SPAN-E) measurement performance and predicted performance requirements of proposed ion and electron Integrated Field-Particle Correlator (IFPC) instruments.
[image: Table 1]In the heritage wave-particle correlator instrument on Parker Solar Probe, SPAN-E, the correlator subsection is located on another board: in the case of PSP, the SPAN-E particle counts from either one or many anodes are summed together into a single channel, and are sent to the FIELDS suite, where they are correlated onboard the Time Domain Sampler (TDS) board (Bale et al., 2016). Modifications to implement an IFPC require upgrading the heritage instrument’s digital board and FPGA to preserve the angular resolution from the individual separate anodes in the correlation with electric and magnetic fields signals. The optimal method of doing this is to modify the FPGA firmware to perform correlations onboard the heritage instrument, where all 16 anodes’ channels are preserved separately, instead of running 16 output signals to an external instrument, which would then need 16 dedicated channels to process the correlations separately. Thus, instead of conducting correlations on a summation of 16 channels’ worth of signal with fields externally, we propose to introduce new input channels to the SPAN-E Engineering Test Unit’s (ETU) digital board to perform correlations internally.
2.2 Electromagnetic Fields Instruments
The detailed specifications of the electromagnetic fields instruments on Parker Solar Probe are presented in Bale et al. (2016), and so we only briefly describe the relevant fields instruments to be incorporated into a proposed IFPC here.
The electric fields essential to the computing field-particle correlations that probe the rate of energization of particles (see Section 3.1) are measured using four voltage sensors deployed in nearly orthogonal, co-linear pairs slightly behind the plane of the spacecraft heat shield. These voltage sensors are implemented as a current-biased resistively-coupled double probe instrument. Providing measurements at 2M samples/s, this instrument returns two-component electric field measurements over a bandwidth from DC up to 1 MHz. A calibration procedure to process these voltage measurements and return 2D electric field data is detailed in Mozer et al. (2020).
The magnetic fields are measured using both fluxgate and search-coil (induction) magnetometers mounted on a deployable boom. The fluxgate magnetometers measure the 3D magnetic field at 293 samples/s, covering a bandwidth from DC up to 140 Hz, with dynamic range of ±65,536 nT and a resolution of 16 bits. The search-coil magnetometer measures all three components of the AC magnetic signature of solar wind fluctuations, from 10 Hz up to 50 kHz and a single component from 1 kHz to 1 MHz.
The wide bandwidth and dynamic range of these electric and magnetic field instruments allows FIELDS to investigate transients caused by interplanetary shocks and reconnection, the turbulent cascade beyond the electron kinetic scale, and also numerous plasma wave modes. Within different plasma environments in the heliosphere, these processes are predicted to play a role in the energization of particles. These heritage instruments are sufficiently capable that, when integrated with the particle instrumentation described in Section 2.1, an IFPC can be developed to provide high-cadence and long-time statistical sampling of the heliospheric plasma dynamics to discover and characterize the dominant mechanisms of particle energization.
2.3 Electronic Digital Processing Units
The FIELDS instrument on Parker Solar Probe includes a waveform capture instrument which is intended to capture voltage time-series waveform bursts, V(t), from the FIELDS detectors. The FIELDS Time Domain Sampler (TDS) samples five analog voltage channels at a sampling speed of [image: image]M samples/s. This can include sampling any of the five FIELDS voltage probes (V1, V2, V3, V4 or V5) or the dipoles formed by sampling V1-V2 or V3-V4. In addition, the TDS can sample one mid-frequency winding of the magnetic search coil sensor.
TDS bursts are triggered to allow the capture of waveforms using a peak triggering mechanism. Triggered bursts are saved to catalog of bursts in instrument memory. Evaluation of waveforms using a combination of waveform RMS amplitude and waveform frequency provide selection criteria for sending “interesting” waveforms to the ground.
The TDS also incorporates a single-channel wave-particle correlator on Parker Solar Probe, as depicted in the diagram in Figure 1. The additional of a single connection (red) directly between the SWEAP Electronics Module (SWEM) and the FIELDS Time Domain Sampler (TDS) enables a simple implementation of a wave-particle correlator. In addition to the five analog channels of the TDS described above, each sampled at 2M samples/s, or 500 ns/sample, the TDS simultaneously counts incoming particles from the SWEAP instrument in an accumulator. As the analog samples are acquired during each 500ns sampling period, the number of accumulated particle pulses are also sampled and stored in TDS instrument memory. In this way, complete TDS bursts are returned to the ground with high-time resolution waveforms of electric and magnetic field values obtained simultaneously with the corresponding particle count time series.
[image: Figure 1]FIGURE 1 | The SWEAP/FIELDS interface on PSP: the Wave-Particle Correlator (WPC). The additional hardware (mass resource) consists of a single cable (red) that allows the SWEAP and FIELDS instruments to communicate to each other without the need to pass through the spacecraft interface. Wires in this cable conduct a 200 ns long particle pulse signal every time a particle is detected in a SPAN. From Verniero et al. (2021b).
The wave-particle correlator implemented on Parker Solar Probe is rather limited in capability relative to the IFPC proposed here, and was included primarily as a proof-of-principle demonstration of a correlator instrument. Some of the shortcomings of this limited implementation are: 1) the duty cycle of selected events is extremely small; 2) correlations are not done on board, and thus there is no way to trigger on correlated events; 3) the on-board burst selection criteria is based only on wave amplitude, not on field-particle correlations; and 4) only a single point in phase space (1 of 16 anodes) can be correlated at a time.
3 METHODS
In this section, we explain how the field-particle correlation technique is derived from the Boltzmann equation for the evolution of a weakly collisional plasma, detail refinements of the implementation of the technique for application to the discrete phase-space measurements of the particle velocity distributions provided by modern electrostatic analyzer instruments, describe modifcations of the technique for application to on-board wave-particle correlator instrumentation, and finally present the proposed design of a multi-channel, dedicated On-Board Wave-Particle Correlator instrument.
3.1 The Field-Particle Correlation Technique
The nonlinear evolution of a kinetic plasma is governed by the Maxwell-Boltzmann equations. Under the weakly collisional conditions typical of heliospheric plasmas, we can drop the collision term in the Boltzmann equation, which is unnecessary to describe the collisionless transfer of energy between fields and particles, to obtain the Vlasov equation.
To explore the energy transfer between fields and particles, we define the phase-space energy density for a particle species s by ws (r, v, t) = msv2fs (r, v, t)/2. Multiplying the Vlasov equation by msv2/2, we obtain an expression for the rate of change of the phase-space energy density,
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Integrating over all velocity space and all physical space eliminates the first and third terms (Howes et al., 2017), yielding an equation for the rate of change of the energy Ws of a particle species s
[image: image]
where an integration by parts in velocity has been used between the second and third forms above. This expression shows that the change in species energy Ws is due to work done on that species by the electric field, js ⋅E. The two middle expressions also make clear the concept that measurements of the electric field E and particle velocity distribution fs(v) contain sufficient information to determine the rate of energy transfer between the fields and particle species s.
Unfortunately spacecraft measurements provide information on the fields and particle velocity distributions at only one (or, for multi-spacecraft missions, a few) points in space as a function of time, a spatial sampling that is insufficient to perform the spatial integration in Eq. 2. To determine the energy transfer between fields and particles at a single point in space, we return to Eq. 2 which provides the rate of change of phase-space energy density ∂ws (r0, v)/∂t at a single point in space r0.
From the previous analysis, we know that only the second term on the right-hand side of Eq. 1, − qs (v2/2)E ⋅ ∂fs/∂v, leads to a net change of particle energy when integrated over position and velocity. However, if the fields are oscillatory in time—for example, in the case of plasma turbulence—this term includes both contributions from the conservative oscillating energy transfer associated with undamped wave motion and from the secular energy transfer associated with the collisionless damping of the turbulent fluctuations (Klein and Howes, 2016; Howes et al., 2017). To eliminate the often larger amplitude oscillating energy transfer, we perform an unnormalized correlation (essentially a sliding time-average) between the particle and field measurements over a suitable correlation interval τ.
Note that the optimal choice of correlation interval τ depends on the physical mechanism under investigation. For turbulent fluctuations damped by collisionless wave-particle interactions (through resonant mechanisms such as Landau damping or ion cyclotron damping or other mechanisms such as stochastic ion heating, for example), it is generally necessary to choose an interval τ that is longer than several of the oscillation periods of the turbulent fluctuations at the scales suffering the collisionless damping (Klein and Howes, 2016; Howes et al., 2017; Klein et al., 2017).
To help diagnose the nature of the physical mechanism governing the energization of the particles, it is beneficial to separate out the contributions to the dot product in the second term on the right-hand side of Eq. 1 from the different components of E. For some cases, such as plasma turbulence, it can be beneficial to decompose E in a field-aligned coordinate (FAC) system, (E⊥1, E⊥2, E∥). Thus, the field-particle correlations for each of the components1 are given by
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Here, the unnormalized, time-centered correlation C (A, B) is essentially a sliding time average, and is defined at the discrete measurement time ti by
[image: image]
for quantities A and B, which together as a product represent a rate of change of energy density, measured at discrete times tj = jΔt, with their product averaged over n measurements over a correlation interval of duration τ ≡ nΔt (Klein et al., 2017). Applying this correlation to a time series of electric field and particle velocity distribution measurements at a single point yields the velocity-space signature of the secular energy transfer.
In general, each component Ej of the electric field yields a signature in three-dimensional velocity space (3V). To aid in visualization of the rate of energy transfer in velocity space, it is useful to reduce these 3V determinations to a two-dimensional form for ease of visualization. The optimal choice for such a two-dimensional reduction depends on the physical process under investigation. In the case of plasma turbulence, the typically low-frequency dynamics (relative to the cyclotron frequencies of the particle species) can be usefully represented in the 2V gyrotropic phase space (v∥, v⊥), where one integrates over the gyroangle about the magnetic field to obtain variations as a function of the perpendicular velocity coordinate [image: image]. For collisionless shocks, which generate decidedly agyrotropic distributions, one may integrate a general 3V velocity space (vx, vy, vz) over each velocity dimension separately, obtaining three 2V representations (vx, vy), (vy, vz), and (vz, vx).
The application of the field-particle correlation technique yields a velocity-space signature of the rate of particle energization as a function of velocity. The qualitative and quantitative features of this velocity-space signature can typically be used to identify the physical mechanism responsible for the particle energization. In Figure 2, we show the velocity-space signatures of six different kinetic particle energization mechanisms, all of which are sufficiently unique to distinguish one mechanism from another. From a simulation of weakly collisional electromagnetic turbulence in a βi = 1 and Ti/Te = 1 plasma using the Astrophysical Gyrokinetics Code (AstroGK) (Numata et al., 2010), we plot in 1) the velocity-space signature of ion Landau damping using a visualization of the standard parallel field-particle correlation [image: image] on the gyrotropic velocity-space (Klein et al., 2017). The characteristic signature of Landau damping shows a loss of energy (blue) below the resonant velocity (vertical dashed line at v∥/vtp ≃ 1) and a gain of energy (red) above, corresponding to the familiar quasi-linear flattening of the distribution function (Howes et al., 2017). In panel 2) is the velocity-space signature of transit-time damping (Barnes, 1966) of a linear kinetic Alfvén wave in a βi = 3 plasma due to the magnetic mirror force − μ∇∥|B| acting on the magnetic moment of the particle’s gyromotion [image: image], given by [image: image], where ∇∥ is the gradient along the magnetic field. In panel 3) is plotted the velocity-space signature of ion cyclotron damping [image: image] from a Hybrid Vlasov-Maxwell (HVM) (Valentini et al., 2007) simulation of high-frequency plasma turbulence (Klein et al., 2020). In panel 4) is plotted the total field-particle correlation CE (v∥, v⊥) for electron heating from a numerical model of magnetic pumping (Montag and Howes, 2022). In panel 5) is plotted the velocity-space signature of electron energization from a gyrokinetic simulation of magnetic reconnection in the strong-guide-field limit in a βi = 0.01 plasma (McCubbin et al., 2022) using the parallel field-particle correlation [image: image]. Finally, from a Gkeyll Vlasov simulation (Juno et al., 2018) of a perpendicular collisionless shock with Alfvén Mach number MA ≃ 5, we show the velocity-space signature of shock-drift acceleration [image: image] (Juno et al., 2021). Together, these results show that the velocity-space signatures of these different kinetic energization mechanisms are qualitatively and quantitatively unique, providing a “Rosetta stone” for the identification of the physical mechanisms of particle energization. The results also strongly motivate the development on a dedicated instrument to provide velocity-space signatures from onboard computations of high-cadence field-particle correlations.
[image: Figure 2]FIGURE 2 | Velocity-space signatures from the application of the field-particle correlation technique to numerous kinetic particle energization mechanisms: (A) gyrotropic velocity-space signature from the standard parallel field-particle correlation [image: image] for ion Landau damping in a gyrokinetic simulation of plasma turbulence (Klein et al., 2017); (B) parallel field-particle correlation for transit-time damping by the magnetic mirror force [image: image] for a linear kinetic Alfvén wave; (C) perpendicular field-particle correlation [image: image] for ion cyclotron damping from a hybrid Vlasov-Maxwell simulation of high-frequency plasma turbulence (Klein et al., 2020); (D) total field-particle correlation CE (v∥, v⊥) for electron heating from a numerical model of magnetic pumping (Montag and Howes, 2022); (E) parallel field-particle correlation [image: image] for electron energization from a strong-guide field reconnection simulation (McCubbin et al., 2022); and (F) velocity-space signature of shock-drift acceleration [image: image] from a Vlasov simulation of a perpendicular collisionless shock with Alfvén Mach number MA ≃5 (Juno et al., 2021).
3.2 Refinements of the Implementation for Analysis of Spacecraft Measurements
The application of the field-particle correlation technique to data from kinetic simulations codes using a continuum representation of velocity space—where a complete grid of velocity space points is known at each point r in configuration space—is relatively straightforward. Specifically, one can simply implement a finite difference, or other discrete representation, of the derivative in velocity space needed in the field-particle correlations Eqs. 3–5. But for kinetic simulations codes that employ a Monte-Carlo sampling of velocity-space at a disordered set of velocity points (Juno et al., 2022), or for spacecraft instruments where the velocity phase-space measurements may not be uniformly distributed (Chen et al., 2019; Afshari et al., 2021), the computation of the velocty-space derivative ∂fs/∂v represents a non-trivial exercise. Here we describe a specific implementation of the technique for these latter two cases that yields usable results.
First, we note that substituting for fs = 2ws/(msv2) in the Vlasov equation and solving for the evolution of the phase-space energy density ws along trajectories in 3D-3V phase space yields
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We define the right-hand side of Eq. 7 as the alternative field-particle correlation
[image: image]
for the electric field component Ej. Note that when integrated over all velocity space, this alternative form yields the same net rate of change of spatial energy density as the forms in Eqs. 3–5. The difference between the two forms of the field-particle correlation is that the standard correlation C(v) takes an Eulerian view of velocity space, showing which parts of velocity space are gaining or losing energy density, whereas the alternative correlation C′(v) takes a Lagrangian view of velocity space, showing how small volumes of phase space gain or lose energy along their Lagrangian particle trajectories in 3D-3V phase space. A key advantage of the alternative form Eq. 8 is that does not require velocity-space derivatives.
Here we describe specific choices for the implementation of the field-particle correlation technique to spacecraft measurements (Chen et al., 2019); the same choices can be used for an implementation with particle-based kinetic simulation codes, such as particle-in-cell (PIC) codes. First, the particle distribution measurements and electric field measurements are Lorentz transformed to the mean bulk flow velocity of species s over the interval to be analyzed. Second, it is also desirable to determine the mean velocity distribution fs0(v) averaged over the same interval and substract it to obtain the perturbed velocity distribution δfs(v, t) = fs(v, t) − fs0(v), computing the correlation with δfs instead of fs, although this is not strictly necessary. Third, the time-series of electric field measurements, which is usually sampled at a much higher cadence than the velocity distributions, is downsampled to the cadence of the velocity distribution measurements. With the δfs(v, t) and E(t) measurements now at the same cadence, the alternative field-particle correlation [image: image] is computed at each point in 3V velocity space vj for each timeslice tn. Next, the alternative correlation [image: image] is binned in velocity space, with the choice of bins tailored for investigation of a particular particle energization process—for the application to turbulence, it is binned into 2V gyrotropic phase space (v∥, v⊥). The velocity derivatives needed to obtain the standard field-particle correlation [image: image] can be computed at this point; for the parallel correlation in the 2V gyrotropic velocity space, it would take the form
[image: image]
For the analysis of particle energization by the dissipation of broadband plasma turbulence, it can be helpful to high-pass filter the electric field measurements to eliminate the large-amplitude contribution from the electric field fluctuations associated with large-scale, low-frequency waves—such waves typically have negligible net secular energy transfer associated with collisionless damping, so eliminating the often large-amplitude contribution to the rate of energy transfer due to undamped oscillations at large scales helps to expose the energy transfer due to smaller scale, higher frequency waves that dominate the collisionless damping of the turbulent fluctuations.
To demonstrate how these refinements of the implementation can yield a clear velocity-space signature, we present in Figure 3 the results from Chen et al. (2019) showing the 2D alternative field-particle correlation [image: image] and 1D standard field-particle correlation [image: image] for electrons measured using 70 s of data from the MMS spacecraft in the Earth’s magnetosheath. The 2D correlation shows velocity-space structure primarily in v‖ rather than v⊥, and the 1D correlation directly represents the energy transfer at each parallel velocity. Since the energy transfer is from fields to particles [image: image] at |v‖| > vth,e and from particles to fields [image: image] at |v‖| < vth,e, and the expected resonant velocity for which the kinetic Alfvén wave damping becomes strong is ∼ vth,e, this provides a clear signature that is consistent with the Landau damping of kinetic Alfvén turbulence in this region of space. Afshari et al. (2021) performed a follow-up study, applying this technique to 20 similar intervals, finding 95% displayed Landau-like signatures although most were more asymmetrical than in Figure 3, which is consistent with imbalanced turbulence, and is supported by kinetic numerical simulations (Horvath et al., 2020). Both Chen et al. (2019) and Afshari et al. (2021) noted that the total integrated transfer rate is comparable to the turbulent energy cascade rate, indicating that electron Landau damping plays a significant role in the dissipation of turbulence here. These results indicate that the field-particle correlation technique holds a lot of promise for answering important questions in space plasma physics.
[image: Figure 3]FIGURE 3 | Parallel alternative field-particle correlation for electrons, [image: image], measured in the Earth’s magnetosheath from MMS data (left). Same data integrated over v⊥ and converted to the standard field-particle correlation [image: image]. Both show a clear signature of electron Landau damping at v‖ ∼±vth, e. Figures from Chen et al. (2019).
3.3 The PATCH Algorithm
To take advantage of the high time resolution achievable with a Wave-Particle Correlator instrument that utilizes the particle arrival times, the field-particle correlation technique must be modified to exploit the arrival time information. Here we briefly describe the Particle Arrival Time Correlation for Heliophysics (PATCH) algorithm for determining the rate of energy transfer between electromagnetic fields and plasma particles using measurements at a single point in space; a detailed derivation of the PATCH algorithm from plasma kinetic theory is presented elsewhere (Verniero et al., 2021b).
An illustration of the concept of the PATCH algorithm for the correlation of field and particle measurements is shown in Figure 4, where we consider a single spatial dimension for simplicity, with a particle velocity distribution f (x, v, t) and an electric field E (x, t). Consider a single phase-space bin centered at velocity vp with bin width Δv measured by the particle instrumentation at position xp within a 1D spatial volume Δx. The distribution function at the 1D-1V phase-space position (xp, vp) is given by
[image: image]
where the number of particles within the 1D-1V phase-space volume ΔxΔv is given by N(t). In Figure 4, we plot electric field measured by the probe E (xp, t) (red) and the time-varying number of particles in the phase-space volume ΔxΔv, given by N(t) (blue). Note that the probability that a particle in this phase-space bin is counted by the instrument is proportional to N(t).
[image: Figure 4]FIGURE 4 | Demonstration of the concept underlying the PATCH algorithm: the variation of the particle number in a particular phase bin ΔxΔv is given by N(t) (blue) and the electric field E(t) (red). Individual particles, with a probability of detection proportional to N(t), arrive at discrete times tj (vertical green lines). The PATCH correlation, [image: image] gives the rate of work done by the electric field on the particles, and it is essentially the summed values of the electric field at the particle arrival times. From Verniero et al. (2021b).
The PATCH algorithm is based on the alternative correlation C′ given by Eq. 8, which essentially computes the rate of work done on a charged particle by the electric field. In Figure 4, we use Poisson statistics to determine whether a particle is counted by the detector based on the probabilities related to N(t), and each particle count is denoted as a green vertical line at the time of arrival at the bottom of figure. As detailed in Verniero et al. (2021b), the net rate of energy transfer to the particle distribution by the electric field E can be determined by the summing the rate of work done by the electric field on each particle that is counted, qEvp. The resulting sum yields a discrete sampling of the in-phase component between N(t) and E(t), which determines the net energy transfer between the electric field and the particles over the correlation interval τ. Note that the weighting by the particle phase-space density f (x, v) is naturally included when summing the electric field at each particle arrival time, capturing the relative phases of the perturbations to f (x, v, t) and E (x, t).
For a particle instrument, such as the electrostatic analyzers on the MMS or PSP missions (Pollock et al., 2016; Whittlesey et al., 2020), the PATCH algorithm is relatively easy to implement in the 3D-3V phase space of an astrophysical plasma. The PATCH correlation [image: image] over a correlation interval τ is defined by
[image: image]
where the measurement bin in 3D-3V phase space is given by ΔrpΔvp, the 3V velocity of the phase bin is vp, the number of particles counted in the phase bin over the correlation interval τ is Nτ, and the electric field at each particle arrival time is E (tj). Note that the contributions to the dot product vp ⋅E = vpxEx + vpyEy + vpzEz from each component of the electric field can be computed and saved separately, enabling a subsequent rotation of the coordinate system in post-processing, e.g., rotating to magnetic field aligned coordinates (FAC).
A demonstration of how the PATCH algorithm can be used to produce a velocity-space signature that can be used to identify a particular particle energization mechanism is shown in Figure 5. From a gyrokinetic simulation of strong plasma turbulence in a βi = 1 and Ti/Te = 1 plasma over the range 0.25 ≤ k⊥ρi ≤ 5.5 (Klein et al., 2017), we can compute the alternative correlation with the parallel component of the electric field [image: image]. The high velocity-space resolution simulation data has been downsampled to the PSP velocity-space resolution, and the pattern of [image: image] in Figure 5A shows a peak in the rate of change of the phase-space energy density at v∥/vti ≃ 1.1, indicative of ion Landau damping. The PATCH algorithm, with only 25 ions counted in the phase-space bin at the peak of the distribution, is used to compute the correlation [image: image], recovering most of the qualitative and quantitative details of the velocity-space signature, as shown in Figure 5B (Verniero et al., 2021b). This result shows that an on-board implementation of the field-particle correlation technique, specifically the PATCH algorithm, indeed is able to recover the velocity-space signature of the ion energization, opening up many new opportunities in understanding energy transfer in space plasmas.
[image: Figure 5]FIGURE 5 | (A) Example of the alternative parallel electric field correlation [image: image] computed at a single spatial point in a gyrokinetic simulation of plasma turbulence and downsampled to the phase-space resolution of the SPAN-I instrument on Parker Solar Probe (Verniero et al., 2021a), compared to (B) the signature determined from applying the PATCH algorithm [image: image], computed using N = 25 counts in the maximum density phase-space bin at the same phase-space resolution. From Verniero et al. (2021b).
3.4 A Multi-Channel, Integrated Field-Particle Correlator Instrument
Previous applications of the field-particle correlation technique to spacecraft measurements (Chen et al., 2019; Afshari et al., 2021) have relied on the downlink of burst-mode data for the electromagnetic field and particle velocity distribution measurements separately to implement later a ground-based computation of the field-particle correlations. Although this approach has indeed met with success—achieving the first definitive identification of electron Landau damping in a turbulent space plasma and assessing the importance of this particle energization channel to the total turbulent plasma heating—the limitations on telemetry of burst-mode data restricts such studies to a moderate sample size relative to the total sampling time in space. With the exception of the single-channel correlator connecting the FIELDS and SWEAP instrument suites on Parker Solar Probe, a dedicated, multi-channel Integrated Field-Particle Correlator (IFPC) instrument has never been developed. Here we describe a preliminary design concept for such an instrument.
Fortunately, the implementation of an IFPC can exploit the heritage instrumentation used on previous missions for the electromagnetic field and particle velocity distribution measurements, requiring only the development of the cables and firmware to interface these instruments with the digital processing unit (DPU) and the software to compute the correlations. In discussion below, let us consider the heritage instrumentation from the Parker Solar Probe mission, specifically the FIELDS (Bale et al., 2016) and SWEAP (Kasper et al., 2016) instrument suites as a specific example of modern instrumentation that could be incorporated into an IFPC.
The key principle of operation of the proposed IFPC follows. When the particle instrument detects a single particle (ion or electron) in a particular energy-angle bin (dictated by the energy sweep and deflector sweep voltages at that moment), it sends a δtp = 200 ns pulse to the DPU with only a few ns delay. In addition, the FIELDS instrument provides two-component electric field measurements (strictly, differential voltage measurements from the dipole antennas) to the DPU at a 2 MHz sampling frequency and three-component magnetic field measurements at a 100 kHz sampling frequency (Bale et al., 2016). The PATCH algorithm for computing on-board correlations, described in Section 3.3, simply requires the electric field measurement at the time of the particle arrival and the 3V velocity representative of the energy-angle bin (dictated by the table for energy sweep and deflector sweep voltages). In addition, the local magnetic field direction at the particle arrival time can also be saved for subsequent projection of the PATCH correlation into magnetic field aligned coordinates (FAC), if desired.
The single-channel correlator implemented on Parker Solar Probe can only correlate the fields with a single phase-space bin. But the SWEAP electrostatic analyzer instruments actually count particles in the 16 azimuthal anodes simultaneously, so in principle 16 phase-bins can be correlated simultaneously. With minor modifications to the digital electronics board and some significant reprogramming of the FPGA firmware, it would be possible to convert the existing single-channel implementation into a 16-channel correlator. Fortuitously, the design of the heritage digital electronic board on Parker Solar Probe already has two 12-bit Analog to Digital Converter (ADC) chips which can be repurposed to process FIELDS measurements from an external source.
In the development of a dedicated IFPC instrument, there is one key difference from the implmentation of the single-channel correlator implemented on Parker Solar Probe. The existing correlator sends to the particle counts from SWEAP to the digital processing unit in the FIELDS suite, so to implement separate channels from multiple anodes would require multiple dedicated cables to transmit the signal from each anode. Instead, for a dedicated IFPC instrument, the measurements of the electric and magnetic fields would be transmitted to the electronic firmware for the particle instrument, enabling the correlation to be processed locally within the processing unit for the particle instrument.
The data products returned from the high-TRL, heritage electrostatic analyzer instruments are formatted by 16 discrete anodes and 256 energy times deflector bins. These three dimensions (anode, deflector, energy) can be summed in any direction to make smaller dimension products, but the primary data product from the heritage instrument is a 4,116 byte (16 Anodes x 8 Deflections x 32 Energies x 1 byte each +20 bytes of packet header) Low Voltage Differential Signal (LVDS) formatted packet that is produced every 0.218 s. After modification of the digital board and FPGA, we anticipate producing correlation plots such as those seen from previous work (see Figure 3) in addition to the same 4,116 byte science packets.
4 ANTICIPATED RESULTS
4.1 Laboratory Tests of a Wave-Particle Correlator
In order to test the PSP correlator system in the laboratory, our team devised a method to modulate the particle flux impinging on the PSP ion analyzer (SPAN-I) using an experimental setup with an ion source. An oscillating voltage applied to Vgate of the ion source resulted in a modulated ion flux while the ion beam energy remained constant in time. The same signal that controls the ion flux was also fed into the FIELDS instrument Time Domain Sampler (TDS), where it was digitized and recorded.
The top panel in Figure 6 (left) shows 2 cycles of a 200 Hz signal of the voltage that controlled the particle flux. The middle panel shows the number of particles detected within each 0.5μs time bin, where one 5 ms wave period contains 10,000 of these high-resolution time bins. Most bins have zero counts and the probability of obtaining more than 1 count is very low, indicating Poisson statistics are applicable for this implementation. The bottom panel of Figure 6 (left) shows the counts binned at the intrinsic time resolution of a single phase-space bin the PSP/SPAN instrument, δt = 0.85 ms. At this field modulation frequency, much faster than the fastest full SPAN energy-angle sweep of Δt = 0.218 s, the variation in the particle count rate can be resolved.
[image: Figure 6]FIGURE 6 | (Left top) Waveform of the oscillating voltage applied to modulate the ion source (red) at f = 200 Hz frequency. (Left middle) Particles counted within 0.5μs time bins, showing mostly 0 or 1 counts, indicating Poisson counting statistics. (Left bottom) At the SPAN phase-space bin time resolution of δt = 0.85 ms, the modulation in the number of detected ions at the f = 200 Hz frequency. (Right) Photograph of the SPAN-E digital electronics board.
Note that an implementation of a wave-particle correlator which bins all of the counts within each δt = 0.85 ms measurements for a particular energy-angle phase bin cannot access signals at frequencies f ≳ 588 Hz, but the implementation of the PATCH algorithm, because it uses the time of arrival of the particle, should in principle be able to probe physics at kHz frequencies and higher, such as Type III bursts. Note also that the current PSP flight software burst selection is based on the product of the root mean square wave amplitude and the frequency in one of the analog channels. This produces a nice sampling of, for example, Langmuir wave packets. It would be possible to include some aspects of the simultaneous particle count time series which could enhance the returned wave-particle correlator bursts. Finally, correlating with 16 channels of particle data would be possible with only minor modifications to the SPAN digital electronics board, shown in Figure 6 (right), along with some significant reprogramming of the Field-Programmable Gate Array (FPGA) firmware.
4.2 Predicted Capabilities of an Integrated Field-Particle Correlator
The energy transfer governed by the physics of particle energization in space plasmas—whether through the dissipation of plasma turbulence, through the release of magnetic energy via magnetic reconnection, or through the compression of the plasma and the acceleration of particles at plasma shocks—generally occurs on the characteristic kinetic timescales. Although a recent analysis has shown clearly that, with a sufficiently long correlation interval, the field-particle correlation technique can indeed recover the physics of particle occuring on frequencies above the Nyquist frequency of the sampling (Horvath et al., 2022), to resolve fully the details of the particle energization, one must generally sample the plasma at a faster cadence than the timescale of the process. For example, at a heliocentric distance of 1 AU in the solar wind, the frequency associated with fluctuations at ion length scales convected past a spacecraft at the solar wind velocity is typically fi ∼ 1 Hz. For the frequency of the convected ion gyroradius, for example, this frequency scales as [image: image]. Estimates of the changes in solar wind flow velocity, magnetic field, and ion temperature enable predictions of these characteristic frequencies at different heliocentric distances (Bale et al., 2016). For example, at the heliocentric distance of the first perihelion of Parker Solar Probe at r ≃ 36R⊙, this frequency rises to fi ≳ 5 Hz; near the predicted Alfvén radius of the Sun at r ≃ 10R⊙, the frequency may rise to fi ≳ 30 Hz. Additional collisionless energy transfer with electrons occurs at yet higher frequencies.
The most significant obstacles to investigating the particle energization in space plasmas are 1) the limited cadence of particle instrumentation, such as electrostatic analyzers and 2) telemetry limitations that constrain the amount of measured data that can be transmitted back to the Earth for analysis. An on-board wave-particle correlator, such as the Integrated Field-Particle Correlator (IFPC) described in Section 3.4, is a potential approach to overcome both of these obstacles. Here we estimate the capabilities of an IFPC incorporating electromagnetic field and plasma instruments equivalent to those on the Parker Solar Probe mission.
The SPAN-E electrostatic analyzer instrument for electrons on PSP (Whittlesey et al., 2020) is capable of performing a full energy sweep of 32 steps in energy E and 8 steps in deflector angle θ over a sampling interval of Δt = 0.218 s. All 16 anodes covered the azimuthal angles ϕ are measured simultaneously, for a total of 4,096 (E, θ, ϕ) phase-space bins sampled in that interval. Each phase-bin is therefore measured in a time δt = Δt/(32 × 8) = 0.85 ms, equivalent to a sampling frequency greater than 1 kHz. The electric field components necessary to determine the rate of particle energization are measured by the FIELDS instrument at sampling frequency of 2 MHz (Bale et al., 2016). By combining the electric field and particle counts on-board using the PATCH algorithm, the effective sampling time is reduced from Δt = 0.218 s to δt = 0.85 ms, an improvement by a factor of 256, with a corresponding Nyquist frequency of the measurements of f ≃ 587 Hz.
The improvement in sampling cadence is actually even larger using the PATCH algorithm, since one of its key features is that the electric field used in the calculation is measured at the time of the arrival of the particle in the detector. For the δtp = 200 ns pulse sent from the detector to the digital processing unit (DPU) when a particle arrives, the effective sampling frequency is 2.5 MHz, actually faster than the electric field measurement cadence. So within the δt = 0.85 ms measurement interval for a single phase-space bin, one obtains a Nyquist frequency of 1.25 MHz. Therefore, the improvement in time resolution from existing particle instrumentation could be up to a factor of Δt/δtp ∼ 106.
One significant caveat is that each individual phase-bin is only sampled once over an interval δt = 0.85 ms every Δt = 0.218 s. Therefore, one must interpret the correlated measurements carefully. For example, for the PATCH correlation of the parallel electric field [image: image] over the full velocity-space sweep interval of Δt = 0.218 s, which would appear similar to the right panel of Figure 5, each individual phase bin measurement over δt = 0.85 ms would be measured at a different time during the sweep. So, a plot of a single entire velocity-space sweep combines these measurements at different times, but the electric field and particle measurements in each of the phase bins would use a time accurate to approximately 200 ns. Significant modeling efforts would be needed to ensure that the results returned by the implementation of the PATCH algorithm can be interpreted accurately to reflect the underlying kinetic physics of particle energization.
Another potential capability of an IFPC is to enable alternative operating modes that are designed to sweep over a reduced region of 3V velocity-space on a much faster cadence. For example, one could select a single deflector angle θ and perform a sweep over all 32 energies with a sampling interval of Δt = 0.0273 s, improving time resolution by a factor of 8 by eliminating the deflector angle sweep; alternatively, one could select a single energy and sweep over only deflector angles with a sampling interval of Δt = 0.00068 s, improving time resolution by a factor of 32 by eliminating the energy sweep. This is not dissimilar from the existing alternating full and targeted sweeps that are already used by the SPAN-E electrostatic analyzer instrument. With scientific insight guiding the selection of a reduced sampling region in 3V velocity-space, one would potentially be able to tailor different operating modes to tackle different science questions.
5 DISCUSSION
5.1 Improvements in Understanding Plasma Heating and Particle Acceleration in Space Plasmas
A spacecraft mission including an Integrated Field-Particle Correlator (IFPC) instrument, as described in Section 3.4, would enable significant advances in our understanding of particle energization in space plasmas, including plasma heating and particle acceleration. Note that, unlike previous applications of a wave-particle correlator that sorted the particle counts by wave phase (see Section 1.1), and therefore required a dominant single wave mode, because the IFPC correlates each particle count with the instantaneous field measurements, no single wave is necessary. The successful application of the ground-based FPC method on measurements of broadband turbulence in Earth’s magnetosheath to identify for the first time electron Landau damping in a space plasma is a proof of principle of the field-particle correlation technique (Chen et al., 2019; Afshari et al., 2021).
For key science questions, such as how the solar corona is heated and the solar wind accelerated—two of the primary science questions of both the Parker Solar Probe and Solar Orbiter missions—the vast improvement in the cadence of measurements using an IFPC would enable the kinetic physics of both ion and electron energization to be investigated in detail. Within the outer boundary of the solar corona, inside the Alfvén point, the frequencies of ion energization are likely tens of Hz, and the electron frequencies are up to [image: image] times higher, or approaching kHz frequencies. The much lower sampling frequency of existing particle velocity distribution instruments, with measurement cadences of Δt = 0.218 s, constitutes a significant obstacle in illuminating the kinetic physics involved. But with an IFPC, one can achieve sampling at or above the frequencies of these physical energy transfer mechanisms. In addition, kinetic instabilities may play an important role in the energetics of the solar wind (Bale et al., 2009), and since the energy transfer from the particle velocity distributions to unstable electromagnetic fluctuations can equally be explored with the field-particle correlation technique (Klein, 2017), an IFPC would be a valuable tool to explore this avenue of energy flow in the heliospheric plasma.
The higher effective cadence of an IFPC also enables new science investigations of collisionless field-particle interactions that simply cannot be considered using existing instrumentation. For example, Type III radio bursts with frequencies in the few MHz range can be scattered from density fluctuations in the solar wind turbulence (Krupar et al., 2020), so an IFPC could potentially explore the physics of this scattering using in situ measurements of the electrons and the electric field of these bursts. Furthermore, in the investigation of collisionless shocks, such as Earth’s bow shock or interplanetary shocks, a spacecraft passes through the ramp of the shock in a very short time interval. Being able to correlate the detection of particles with the electric fields at the time of detection will likely open up new avenues for the observational analysis of particle acceleration mechanisms, such as shock drift acceleration (Paschmann et al., 1982; Sckopke et al., 1983; Juno et al., 2021). For some of these new science targets, alternative operating modes may be utilized to focus on the regions of interest in phase-space for a given process, as described in Section 4.2, further increasing the time resolution of the observations.
In addition to new science targets enabled by the development and implementation of an IFPC instrument on an upcoming spacecraft mission, the on-board correlations can improve the statistics of sampling by orders of magnitude. For example, the MMS S-band downlink of 4 Gb/day allows only about 20 min of full-cadence, burst-mode data to be transmitted to the ground for analysis per day, even though the instruments are always sampling at burst-mode cadence. This leads to an effective duty cycle of 1.4%. In principle, on-board correlations could utilize the full 24 h of burst-mode measurements per day in computing correlations, leading to a factor of 72 improvement in total sampling time. For more distant spacecraft that are limited to lower downlink rates, such as Parker Solar Probe and Solar Orbiter, the improvement factor can be even larger. With the potential for the velocity-space signatures generated by the PATCH algorithm to be used to identify different physical mechanisms of particle energization and to quantify the rate of energization, this major improvement in sampling time would enable statistical studies of the fraction of turbulent energy dissipation via different mechanisms, a long term goal of the heliophysics community.
Additional opportunities are made possible by an IFPC, such as event-based triggering. Existing spacecraft can implement triggering based on the amplitude of field fluctuations or rapid changes in field direction, but these events do not necessarily correlate with significant energy transfer between particles and fields. By triggering on the amplitude of the PATCH correlation (possibly averaged over some suitably chosen time interval to eliminate large amplitude oscillatory energy transfer that yields little net particle energization), the operators can be alerted intervals of interest for deeper investigation, or the spacecraft can switch into an appropriate alternative operating mode. Overall, the development of an IFPC using heritage field and particle instrumentation opens up potentially transformative new avenues for investigating the physics of space plasmas.
5.2 Caveats and Challenges
The development of an IFPC instrument for the exploration of the kinetic physics of particle energization in space plasmas faces certain challenges that will need to be addressed before such an instrument can incorporated into a future spacecraft mission. Specific issues include performing the instrument calibration, transformation of electromagnetic fields and velocity coordinates to the frame of the plasma bulk flow, filtering in frequency, potential instrumental limitations of electric field measurements to only two of the three spatial dimensions, and developing the foundation of knowledge needed to interpret the velocity-space signatures of particle energization returned by the correlator measurements.
Data on-board spacecraft are stored in raw format, which does not include calibration factors that are typically determined on the ground. This impacts all of the measurements that PATCH, or any wave-particle correlation method, requires: magnetic field vector, electric field vector, velocity space values of particle measurements, and particle distribution functions. Magnetometers require an absolute calibration, often provided by rotating the spacecraft, to remove background fields caused by the spacecraft and remove drift of the sensor with time. Electric fields measurements by dipole antennas often require extensive calibration to convert the differential voltage measurements into electric field measurements, using cross-instrument calibration to determine DC offsets, effective antenna length, and an angular correction, all as a function of frequency (Mozer et al., 2020).
For ions, the common calibration issue is sensor efficiency (e.g., as set by micro-channel plate gain and threshold voltages) which will change in time as the sensor material ages and settings change to compensate (Lavraud and Larson, 2016). For electrons, the spacecraft charging environment strongly affects the low energy electrons. Most spacecraft charge up to approximately 10 V depending on size, orientation and surface material properties. The thermal energy of electrons in the solar wind is of order 10 eV and in the magnetosheath of order 100 eV and so the spacecraft potential magnitude and structure is frequently important for thermal electron calibration (Scime et al., 1994; Szita et al., 2001). The spacecraft potential accelerates the ambient electrons, both the space plasma populations, changing both energy and direction, and also photoelectrons generated from the spacecraft body, creating a high-density low energy contaminating population. This matters for the PATCH method because photoelectrons will contaminate the triggering events and the velocity of the particles being measured must be corrected for the spacecraft potential, and so the absolute value of correlation [image: image] will have a systematic error based on the magnitude of the spacecraft potential (Lewis et al., 2010).
Typically, correction to the electron energy is performed on the ground, which removes photoelectrons at low energies and shifts the energy of the observed distribution to remove the spacecraft contribution. For most past and existing missions the spacecraft potential is estimated on the ground from the electron distribution and the DC electric field measurements, if they are available. One method to include the calibration factors in on-board data processing for field-particle correlators is to perform regular in flight calibrations on the ground and up-link calculated correction factors to the spacecraft to be included in calculations on board. This has the advantage that the calibration can be performed by a person on the ground, but the disadvantage that the calibration factors would be determined for a typical case and would not change with ambient conditions, as spacecraft potential does. A mission that includes electric potential measurements can provide an on-board estimate of spacecraft potential that can be included in the calibration of the energy of the electrons, but this requires accurate calibration of the spacecraft potential measurement on-board. The spacecraft potential environment can be modelled before launch (Guillemant et al., 2017), but the calibration of the electron distribution for this effect must be done in flight and so this leads to a necessary mission requirement of a time period for instrument calibration in space that is perhaps more extensive than usual in order to update on-board calibrations and not rely on the ground processing.
A significant challenge for the operation of an on-board field-particle correlator is how to implement the field-particle correlations in the appropriate frame of reference for the investigation of particle energization. The standard application to spacecraft measurements is to shift the measurements into the frame of the bulk flow of the plasma species (Chen et al., 2019; Afshari et al., 2021), taking care to perform the appropriate Lorentz transform of the electromagnetic fields. Consider transforming from the spacecraft rest frame [image: image] (primed) to the plasma species rest frame [image: image] (unprimed) moving at velocity U relative to the spacecraft frame. The particle velocity transforms as v = v′ − U, and for typical non-relativistic conditions in the heliosphere, the electromagnetic fields transform by E = E′ + U ×B′ and B = B′ (Howes et al., 2014). The PATCH correlation in the plasma frame can be expressed in terms of the spacecraft frame measurements by
[image: image]
To implement this transformation on-board requires saving at each particle arrival time tj the instantaneous (spacecraft frame) electric and magnetic field measurements E′(tj) and B′(tj) over the correlation time τ. Note that [image: image] is the spacecraft frame velocity for each phase-bin, and is known from the applied operating voltages of the instrument at tj. Over the correlation time, the average bulk fluid velocity of plasma species p is given by [image: image], where the angle brackets indicate the time-average over the correlation interval τ. At the end of each correlation interval τ, the PATCH correlation [image: image] can be computed on-board using the known U and measurements E′(tj) and B′(tj). Another complication of an on-board implementation of the field-particle correlation technique is how to high-pass filter the electric field measurements to eliminate large-amplitude, low frequency oscillations that yield zero net energy transfer (Chen et al., 2019; Afshari et al., 2021). One could, of course, design a high-pass electronic circuit to eliminate the low-frequency components, but since transformation to the plasma rest frame requires storage of data and on-board processing, a preferred approach is to perform on-board high-pass filtering of the high-cadence electric field measurements in flight software. To do so, one again uses a chosen correlation interval τ over which to save the highest cadence electric field time series E′(t), performs a Fourier transform in time E′(f), applies the appropriate filtering in frequency [image: image], and then inverse transforms back to a time series [image: image]. One then simply replaces the E′(tj) values in Eq. 12 with the filtered values [image: image]. Such a software-based filtering approach would enable high-pass, band-pass, or low-pass filtering, potentially enabling energy transfers at different frequencies to be isolated. Determining the appropriate correlation intervals τ (likely numerous operating modes with different τ will be designed to tackle different science targets) and the optimal algorithms for on-board frequency filtering will require substantial design work.
A final complication with the implementation of an IFPC instrument is that many spinning spacecraft obtain high-quality electric field measurements in the 2D spin-plane, but poor quality or no electric field measurements along the spin axis. Without full 3D electric field measurements, it is not possible to determine the rate of particle energization due to the unmeasured component of the electric field. But, one can still determine the energization by the two in-plane components of the electric field. Whether the missing component yields an important contribution to the total particle energization depends on the physical mechanism of energy transfer and the orientation of the magnetic field relative to the unmeasured direction, so the limitation must be assessed on a case-by-case basis. In general, selecting an electric field instrument that can provide reliable 3D electric field measurements should be prioritized highly for a proposed mission based on an IFPC instrument to ensure that all aspects of the particle energization can be probed.
In addition to these significant instrumental challenges with calibration, understanding and interpreting the velocity-space signatures generated by the correlated field and particle measurements represents a significant challenge for theory and computation. Significant progress has already been made using the field-particle correlation technique, from its initial conception in 2016 (Klein and Howes, 2016) to the first successful identification of electron Landau damping in a turbulent space plasma using MMS measurements in 2019 (Chen et al., 2019), to a moderate statistical sample demonstrating the relative contribution of electron Landau damping to the total dissipation in 2021 (Afshari et al., 2021). Nonetheless, theoretical and numerical investigations to identify new velocity-space signatures of different proposed particle energization mechanisms are ongoing, identifying electrostatic counterstreaming beam instabilities (Klein, 2017), ion Landau damping (Klein et al., 2017), ion cyclotron damping (Klein et al., 2020), magnetic pumping (Montag and Howes, 2022), electron energization in strong-guide-field collisionless magnetic reconnection (McCubbin et al., 2022), shock-drift acceleration of ions at a perpendicular collisionless shock (Juno et al., 2021), and adiabatic electron heating through the ramp of a perpendicular collisionless shock (Juno et al., 2021). But many more particle energization mechansisms are expected to play a role in space plasmas, and much more work to identify qualitatively their unique velocity-space signatures and to characterize quantitatively the energization rates of all of these mechanisms is necessary to exploit fully the promise of an IFPC instrument.
Furthermore, to take full advantage of the 100% duty cycle of correlated burst-mode measurements, it would be ideal to be able to automatically identify the signatures of different energization mechanisms to compile large statistical studies. Machine learning, and in particular the proven capabilities of Convolutional Neural Networks (CCNs) to learn geometric patterns in images (LeCun and Bengio, 1995, 2015), provide a potentially powerful avenue for classifying and identifying different mechanisms in the investigation of the physics of plasma heating and particle acceleration in space plasmas.
Finally, particle detector design can also be refined to employ more efficient representation of velocity distribution functions (VDFs), where the quest to optimize the scientific return of a mission based on the tragedy of insufficient downlink capabilities is universal among the astrophysical community. Ongoing efforts for tackling this hurdle show promise. For example, a wavelet-based compression for particle count data was explored on MMS data (Barrie et al., 2019). In addition, optimization of VDF basis functions using neural networks was performed to mitigate lossy compression artifacts (da Silva et al., 2020). Representation of the electron VDF using Legendre polynomials has shown to be useful in diagnosing anisotropies signifying net energy transfer (Carcaboso et al., 2020). In a similar vein, a spherical expansion of the ion VDF has been applied to Cluster data to show that only the coefficients of the expansion are needed to obtain the plasma moment information (Viñas and Gurgiolo, 2009). Based on these recent findings regarding optimal spacecraft data compression techniques, it is apparent the physical geometry of the detector is crucial for extracting the most optimal information. Further onboard methodologies considering optimal basis functions (such as polynomial expansion coefficients) for transmitting back both the particle and wave data will be developed in future work toward enhancement of scientific data return.
5.3 Future Mission Concepts
Due to the requirement for simultaneous and triggered measurements of multiple variables, the most effective way to perform the most accurate measurements of field-particle correlations is with a dedicated and specifically designed sensor payload. Future missions dedicated to plasma physics and the role of field-particle correlations are currently proposed, for example the Debye mission (Verscharen et al., 2021) with the European Space Agency, that could include such an Integrated Field-Particle Correlator (IFPC) instrument. As well as a coordinated payload, there are potentially changes to the design of the particle detectors themselves that can improve, or at least change, the performance of an IFPC.
Electrostatic analysers cycle through energy and look-direction by changing voltages in time. This means that different energies and different directions in elevation are not seen simultaneously, although different azimuths are. It is not clear that this kind of operation is optimized for a dedicated field-particle correlation mission. There are two different options that can change this set-up. First, there are novel designs of electrostatic sensors that use multiple entry apertures with distinct electrostatic deflection voltages to sample half of the sky simultaneously at one energy (Skoug et al., 2016; Morel et al., 2017). Thus field-particle correlations could be measured simultaneously in different directions but with different energies separated in time. The second option is to sample multiple energies simultaneously. This is possible using a magnetic field to deflect incoming particles and then separate energies using anodes on a micro-channel plate (MCP) at different distances from the entry aperture (Criton et al., 2020). Different look directions could then be sampled in time, but the energy distribution of the correlation could be measured very rapidly. Both of these ideas offer the opportunity to increase the speed of the particle observations by removing one dimension of the two-dimensional voltage sweeping in traditional ESAs. An alternative is that the time resolution can be kept as it is, but the count-rate will be increased due to the reduction in instrument dead time and increase in geometric factor for these designs, which will increase the accuracy and number of observations made by the instrument.
As highlighted above, the IFPC concept requires a dedicated data processing unit that links particle and field sensors. This has become more common in recent missions, for example the Solar Orbiter mission has shared DPU for the Solar Wind Analyser (SWA) (Owen et al., 2020) in-situ plasma detectors and a similar approach is proposed for Debye. However, these designs do not take into account the specialised needs of correlation measurements, such as the rapid pulse required for individual particle arrival time measurement.
The Debye mission has science goals to measure the energy transfer between fields and particles at electron scales. This requires high time-resolution measurements of fields and electron velocity distributions, so the application of the field-particle correlation techniques described here are of fundamental importance to this question. There is the potential to enhance the Debye mission with the integration of field-particle correlation measurements as a central feature of the mission. The payload includes all of the instruments required and a dedicated DPU—only the harnessing to provide the connections between the instruments and the firmware on the DPU is required to make the Debye proposal the first dedicated design for a field-particle correlation mission (Verscharen et al., 2021).
In conclusion, innovative wave-particle correlator instrumentation, in particular the proposal here for the design of a new Integrated Field-Particle Correlator (IFPC) instrument, show significant promise in overcoming the limits of telemetry to maximize the scientific return from upcoming spacecraft missions. Concerted efforts to develop such new instrumentation for onboard correlations are ongoing, with the potential for transformative progress in our understanding of particle energization mechanisms, leading to plasma heating and particle acceleration, operating in the heliosphere.
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To obtain measurements that will address some outstanding questions about the properties and origin of the magnetic and plasma structure of the heliosphere a simple single-spacecraft mission at one AU is outlined. By focusing on large-geometric-factor measurements of particles (protons, alphas, heavy ions, and electrons) several longstanding questions can be answered. The key objectives of the large-geometric-factor measurements are lower noise and faster time resolution. Much of the focus is on critical measurements associated with the ubiquitous current sheets (directional discontinuities) of the solar wind that provide information about the origin and evolution of the current sheets and about the origin and evolution of the magnetic and plasma structures that they define.
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1 INTRODUCTION
A simple single-spacecraft mission at one AU that focuses on large-geometric-factor (effective large collecting area) ion and electron measurements could greatly advance the understanding of the heliosphere, specifically on two outstanding questions in heliospheric physics: (A) What is the magnetic and plasma structure of the heliosphere? and (B) Where does that structure come from?
It is critical to unambiguously detect subtle changes in the particle properties (protons, alphas, heavy ions, electrons) across solar-wind directional discontinuities (current sheets). Focusing on obtaining accurate measurements of the changes in the ion and electron properties across solar-wind discontinuities, the mission would determine 1) which discontinuities are fossils from the Sun and which discontinuities could have been created in the solar wind away from the Sun, 2) which discontinuities in the solar wind are rotational discontinuities (propagating Alfvénic field kinks) and which are tangential discontinuities (plasma boundaries), and 3) the fingerprints of discontinuity-evolution processes acting in the solar wind away from the Sun.
Making these determinations about solar-wind discontinuities is important because these determinations 1) provide remote information about processes acting in the solar corona, 2) provide information about the nature and origin of the magnetic ductwork that transports energetic particles and solar heat flux, 3) provide an assessment as to the impact of turbulence on the evolution of the solar wind and the heliospheric structure, 4) provide information about the origin and evolution of the solar wind from an individual-flux-tube point of view, and 5) connect the intermittent driving of the Earth’s magnetosphere-ionosphere system to structure in the corona and to processes occurring in the solar wind.
In this note we will make the case for lower-noise and higher-time-resolution measurements of ions and electrons in the solar wind at one AU. Basically, the push will be to field instruments with larger geometric factors to obtain improved particle count rates resulting in lower statistical noise for ion and electron measurements. Of particular interest will be heavy-ion spectrometers that can measure ion-charge-state ratios with higher time resolution than present spectrometers can.
2 THE MEASUREMENTS OF INTEREST
The measurements of interest are high-time-resolution and low-noise measurements of particle boundaries and their association with current sheets. The particle populations of interest are protons, alphas, heavy-ion charge states, core electrons, and the electron strahl.
2.1 Crossing Current Sheets
Vital information about the structure of the heliosphere and the origin of that structure comes from comparing the plasmas on the two sides of a directional discontinuity (current sheet). Note that there are common thin current sheets and there are rarer thick current sheets in the solar wind, the thick current sheets being for example the heliospheric current sheet that separates magnetic sectors of the heliosphere (Smith, 2001) and current sheets associated with the corotating-interaction-region stream interfaces (Borovsky, 2006). The focus here is not on these thick current-sheet structures, but on the ubiquitous thin current sheets of the solar wind. At 1 AU these current sheets have thicknesses on the order of 1,000 km (Siscoe et al., 1968; Vasquez et al., 2007; Borovsky and Steinberg, 2014) as determined using the Taylor hypothesis with each current sheet passing a spacecraft in 1–4 s. The current sheet thicknesses are much larger than the plasma kinetic scales ion gyroradii and ion inertial lengths (Vasquez et al., 2007) so they tend to be stable against Petschek-type collisionless-plasma reconnection. Additionally, the solar wind plasma is everywhere expanding (except across interplanetary shocks), so the strong current sheets will not thin by compression. (But see Lazarian and Vishniac (1999), Artemyev (2008), Zelenyi et al. (2011), Zelenyi et al. (2021), Lazarian et al. (2020) for other ideas about current-sheet reconnection). Solar-wind current sheets pass a spacecraft at a rate of a few per hour, which is about 30,000 per year. (The current sheet collection of Borovsky (2008) was about 10,000 per year, but that collection only selected very strong current sheets). Each current sheet spatially separates two plasmas. A current sheet is characterized by a sudden large change in the direction of the magnetic field from the one plasma to the other. Examination of the spacings and orientations of the current sheets in the solar wind leads to a “flux-tube spaghetti” picture of the heliospheric magnetic structure with the magnetic flux tubes meandering along the Parker-spiral direction (McCracken and Ness, 1966; Michel, 1967; Bruno et al., 2001; Borovsky, 2008, Borovsky, 2010a; Greco et al., 2008; Pecora et al., 2019). The spacings and orientations of the current sheets in the solar wind are consistent with a flux-tube spaghetti picture of the heliospheric magnetic structure and this will be the picture used in this manuscript. A depiction of the background flux-tube heliosphere appears in Figure 1. In the spaghetti, large temporal changes in the magnetic-field direction are seen when a spacecraft crosses a current sheet and smaller angular wiggles of the magnetic-field direction are seen within the flux tubes (Bruno et al., 2001; Borovsky, 2008).
[image: Figure 1]FIGURE 1 | A simple sketch (to scale) of the background heliospheric structure that forms a magnetic ductwork for the transport of energetic particles and that produces the intermittent driving of the Earth’s magnetosphere. In the sketch no fast-versus-slow wind is depicted and no ejecta is depicted.
Besides the flux-tube-spaghetti depiction, there are other depictions of the magnetic structure of the solar wind, e.g., an admixture of flux tubes, plasmoids (flux ropes), magnetic islands, and localized magnetic structures (e.g., Tamano, 1991; Khabarova et al., 2015; Khabarova et al., 2016; Adhikari et al., 2019; Malandraki et al., 2019; Khabarova et al., 2020), depicted in Figure 24c of Khabarova et al. (2021). Flux ropes and plasma blobs are important constituents of the very slow sector-reversal-region plasma originating from coronal streamer stalks (Wang et al., 1999; Sheeley and Rouillard, 2010; Viall et al., 2010; Viall and Vourlidas, 2015; Kepko et al., 2016; Di Matteo et al., 2019). Relatedly, sector-reversal-region plasma at one AU tends to have magnetic fields that are not Parker-spiral oriented (Borovsky, 2020a) and tends to have a weak electron strahl (Borovsky, 2021b), both being indicative of impulsive emission of plasma from the Sun with poor magnetic connections back to the Sun.
The origin of this flux-tube magnetic structure (and the intermittent driving of the Earth) is still an outstanding issue (Neugebauer and Giacalone, 2010, Neugebauer and Giacalone, 2015; Li and Qin, 2011; Owens et al., 2011; Telloni et al., 2016; Tu et al., 2016; Viall and Borovsky, 2020). The origins might involve fossil magnetic flux tubes from the corona (McCracken and Ness, 1966; Borovsky, 2008, Borovsky, 2016), current sheets created by MHD turbulence in the solar wind (Greco et al., 2009; Zhdankin et al., 2012; Vasquez et al., 2013), evolving Alfvén waves propagating out from the Sun (Tsurutani and Ho, 1999; Vasquez and Hollweg, 1999), or advected pressure-balance structures (Riazantseva et al., 2005a; Zhang et al., 2008; Tu et al., 2016).
Current sheets (directional discontinuities) dominate the magnetic structure of the heliosphere, cellularizing the field and plasma into a spaghetti of tubes, as indicated by the common plasma-property jumps seen when crossing current sheets [cf. Figures 3, 5 of Borovsky (2008)]. These tubes form the magnetic ductwork of the heliosphere that enables the long-distance transport of energetic particles and solar heat flux along magnetic-field lines. This transport ductwork is readily seen in the changes of strahl intensity across current sheets (Gosling et al., 2004a,b; Borovsky, 2020b) and the changes in SEP flux from tube to tube (Trenchi et al., 2013). The current sheets that separate the tubes dominate the Fourier power of the solar wind (Siscoe et al., 1968; Borovsky, 2010b) and current-sheet properties (occurrence distribution, thicknesses, and profiles) determine the details of the Fourier magnetic power spectral density that has been analyzed for decades (Borovsky and Podesta, 2015; Borovsky and Burkholder, 2020). As the spaghetti of flux tubes passes the Earth, the Earth sees sudden changes in the orientation of the solar-wind magnetic field from flux tube to flux tube. The driving of the Earth’s magnetosphere by the solar wind is very sensitive to the orientation (“clock angle”) of the solar wind magnetic field (Komar and Cassak, 2016) so flux tube to flux tube the rate of driving changes, resulting in an temporally on-off driving of the Earth (Borovsky, 2020a). The ultimate cause of this intermittent driving of the Earth is unknown: it could be solar-wind turbulence or it could be coronal magnetic structure.
Early analysis of the background heliospheric magnetic structure and its origin focused on the question of whether current sheets (directional discontinuities) are tangential discontinuities (plasma boundaries) versus rotational discontinuities (propagating field kinks) (e.g., Burlaga and Ness, 1969; Turner and Siscoe, 1971; Neugebauer et al., 1984; Lepping and Behannon, 1986; Soding et al., 2001). To discern whether a directional discontinuity is a rotational discontinuity versus a tangential discontinuity, the focus historically has been 1) to determine the orientation of the current sheet, 2) to determine the local magnetic-field direction, and then 3) to discern by the orientation whether or not the magnetic-field lines are crossing the current sheet. Field lines crossing a current sheet indicates that it is a rotational discontinuity. [Another possibility that could be considered for field lines crossing the current sheet is a “contact discontinuity” (e.g., Burlaga, 1971), however indications are that contact discontinuities cannot persist in collisionless plasmas such as the solar wind (cf. Lapenta and Brackbill, 1996)]. When current sheets are highly oblique to the magnetic-field direction [which multispacecraft measurements indicate that they tend to be (Horbury et al., 2001; Knetter et al., 2003,2004; Riazantseva et al., 2005b,c)] this rotational-versus-tangential determination is difficult and tends to yield ambiguous classifications about rotational versus tangential discontinuities (Neugebauer, 2006; Paschmann et al., 2013; Artemyev et al., 2019; Sonnerup, 2022).
When a spacecraft crosses a current sheet from the plasma on one side of the sheet into the plasma on the other side, often changes other than the direction of the magnetic field can be seen. Current-sheet crossings can exhibit “jumps” in the value of the magnetic-field strength |B|, in the value of the proton and electron number densities np and ne, in the proton temperature Tp, in the proton specific entropy Sp = Tp/np2/3, in the proton-beta βp = 8πnpkBTp/B2, in the core electron temperature Te core, in the intensity of the electron strahl, and in the alpha-to-proton number-density ratio α/p (helium abundance).
An example of this appears in Figure 2 where jumps in the α/p time series at one AU are statistically examined from measurements onboard ACE and separately from measurements onboard WIND (cf. Borovsky, 2020b). The measurements utilized for the α/p number-density ratio were 64-s resolution measurements from ACE SWEPAM (McComas et al., 1998) and 97-s resolution measurements from WIND SWE (Ogilvie et al., 1995; Kasper et al., 2006). Times when distinct changes in the α/p value are seen are collected: to be collected, the changes in α/p must be clearly larger than the “shot noise” of the α/p measurements in the time series. Then the temporal changes Δθ in the direction of the solar wind magnetic field at each spacecraft are calculated in the time series. Figure 2 shows superposed-epoch averages of the temporal-field-change angle Δθ for the two collections of α/p jumps with the zero epoch (t = 0) at the time of each α/p jump. The large values of Δθ at the times of the α/p jumps indicate that these α/p jumps are occurring across current sheets in the solar wind. α/p ion-composition boundaries cannot be created in the solar wind away from the Sun. If the plasma has a uniform ion composition, there are no in situ processes that can change that composition. Hence the observed α/p boundary seen at one AU must have been created in the corona and survived intact advected to one AU. It follows that the current sheets observed at one AU that have α/p jumps across them are fossil current sheets from the corona. These particular current sheets are inconsistent with current-sheet formation by MHD turbulence or by other in situ processes in the solar wind. The current sheets being fossils from the Sun implies also that the magnetic-flux tubes adjacent to the current sheets are magnetic fossils from the corona.
[image: Figure 2]FIGURE 2 | Superposed epoch averages of change in the direction of the solar-wind magnetic field with the zero epoch being an ion-composition boundary as identified by a sudden change in the α/p value. The green curve plots the 64-s change in the field direction for 315 α/p boundaries identified with the ACE spacecraft and the red curve plots the 97-s change in the field direction 322 for α/p boundaries identified with the WIND spacecraft.
Note that aside from identifying individual fossil current sheets via α/p boundaries, there are statistical methods that indicate that most of the current sheets of the solar wind are fossils (Borovsky, 2021a): these methods examine the statistical properties of the current-sheet orientations and compare those properties with estimates of the unidirectional compression or rarefaction of the solar-wind plasma (Borovsky and Denton, 2016; Borovsky, 2020e).
The association of jumps in ion and electron parameters at current sheets are in general demonstrated in Figure 3 of Borovsky (2008). The association of proton-specific-entropy jumps with current sheets is shown in Figure 5A of Borovsky (2008). The associations of jumps in the proton number density, the proton specific entropy, and the proton beta with current sheets is shown in Figure 6 of Borovsky (2012). The association of α/p ion-composition boundaries with current sheets is shown in Figure 5B of Borovsky (2008) and examined extensively in Borovsky (2020b). The association of strahl-intensity boundaries with current sheets is discussed in Gosling et al. (2004a,b) and Borovsky (2021b) and studied extensively in Borovsky (2020b). The association of jumps in the electron number density and core-electron temperature with current sheets was studied extensively in Borovsky et al. (2021).
2.2 What the Tube-To-Tube Jumps Indicate
Observing changes in different quantities when crossing a current sheet from one flux tube into another flux tube provides information about the heliospheric magnetic structure and its origins: specifically about the current sheet and about the two adjacent flux tubes. For structure that can be identified as fossil, information about coronal processes might be obtainable. Table 1 summarizes some of the information that is obtained by observing jumps in specific quantities across the solar-wind current sheets.
TABLE 1 | Information that is obtained by observing a jump in a specific quantity when crossing a current sheet from flux tube A into flux tube B. (TD = tangential discontinuity and RD = rotational discontinuity).
[image: Table 1]As noted above, an observable jump in the alpha-to-proton number-density ratio α/p (helium abundance) across a current sheet indicates that current sheet is a fossil (relic) from the solar corona (first row of Table 1). A jump in a heavy-ion charge-state ratio would also indicate a fossil current sheet, however the time resolution of present-day heavy-ion spectrometers is too slow to perform such a measurement across a current sheet. Charge-state-ratio measurements across a current sheet would provide unique insight into the differences in magnetic mapping of the two adjacent flux tubes into the corona and provide information about the magnetic mapping of the corona out into the heliosphere. As noted in Table 1, a change of α/p or the charge-state ratio across a current sheet also indicates that current sheet is a tangential discontinuity, not a rotational discontinuity.
The electron strahl at one AU is a field-aligned population of energetic electrons that are the coronal hot electrons escaping along magnetic field lines out into the heliosphere (Feldman et al., 1976; Pilipp et al., 1987; Maksimovic et al., 2005). This standard picture of the origin of the strahl emanating from the corona is supported by statistical observations of the strahl evolving into the halo-electron population with distance from the Sun (e.g., Stverak et al., 2009), although there are suggestions that strahl-electron populations can be created in situ away from the Sun by whistler waves (Vocks et al., 2005) or by reconnection (Khabarova et al., 2020). Electron-strahl-intensity jumps across current sheets indicate either 1) that the plasma on the two sides of the current sheet magnetically connect to two different regions of the corona (e.g., Gosling et al., 2004a,b; Borovsky, 2021b) or 2) that physical processes in the plasmas on the two sides of the current sheet produce different amounts of scattering of the strahl electrons. Either indication implies that the current sheet is coherent back to the Sun. As noted in the second row of Table 1, a clear conclusion of a current sheet exhibiting a jump in the strahl intensity is that current sheet is not a rotational discontinuity, rather it is a tangential discontinuity (plasma boundary).
Jumps in the core electron temperature Te core from flux tube to flux tube were examined by Borovsky et al. (2021). In exobase models of the solar wind the local value of the core-electron temperature Te core is a direct measure of the local value of the interplanetary electrical potential ϕ with respect to infinity (Feldman et al., 1975; Boldyrev et al., 2020; Moncuquet et al., 2020). As noted in Table 1, differences in Te core across a current sheet imply differences in ϕ in the two flux tubes. Differences in ϕ from tube to tube imply that the exobase model operates independently from one flux tube to another. This leads to a system-science picture of flux tubes (Borovsky, 2021c), each flux tube being an independent system wherein its particle populations (protons, proton beam, alpha particles, heavy ions, core electrons, strahl electrons, and halo electrons) evolve with distance from the Sun independently from the particle populations in adjacent flux tubes. In that picture a spacecraft making measurements from flux tube to flux tube at one AU is seeing independent realizations of system evolution.
General plasma and field variations across current sheets are commonly seen [cf. Figure 3 of Borovsky (2008)]. As noted in the fourth row of Table 1 these jumps are a clear indication that the current sheet is a tangential discontinuity (plasma boundary) and not a rotational discontinuity (propagating Alfvénic kink in the field). These plasma variations often fall into the categorization of “pressure balanced structures” that advect out from the Sun in the solar wind flow (Tu and Marsch, 1993; Riazantseva et al., 2005a; Zhang et al., 2008; Tu et al., 2016). Note that Fourier analysis of variations in the solar-wind magnetic-field strength Bmag and plasma number density n are often interpreted as evidence that there are dynamic fluctuations in the solar wind that have a “compressible” aspect: however, an interpretation that the solar-wind plasma is “inhomogeneous” or “lumpy” is more physically accurate (cf. Borovsky, 2020c).
For understanding the magnetic structure of the heliosphere it is important to discuss the Chandrasekhar dynamical equilibrium (CDE). In the Alfvénic fast wind and in the Alfvénic slow wind the magnetic structure of the heliosphere moves out from the Sun faster than the proton solar wind plasma. The relative speed between the magnetic structure and the proton plasma is about 0.7 vA in the outward-Parker-spiral direction (Borovsky, 2020d; Nemecek et al., 2020). In a temporal block of solar-wind data a single reference frame can be found (the reference frame moving with the magnetic structure) wherein the proton flow has v⊥ ≈ 0 and essentially all flow is parallel to the local magnetic-field direction. [In Borovsky, 2020d this reference frame is found using a genetic algorithm in the data analysis that finds the vector reference frame minimizing arccos (vproton•B)]. Hence, with v⊥ ≈ 0 the magnetic structure moves outward from the Sun without discernable time evolution. This case is discussed in Sect. 7.2 of Parker (1979) with an illustration in Figure 7.1 of Parker (1979) where Parker referred to it as Chandrasekhar’s “dynamical equilibrium solution” (Chandrasekhar, 1961). (See also Birn (1991), Tenerani et al. (2020) for nonlinear V parallel to B equilibrium solutions). Essentially, a nonlinear tangle of magnetic field will propagate through a plasma without evolution. For flux tubes in a CDE spaghetti, a vector jump in the proton flow velocity Δv is seen across each current sheet owing to the sudden rotation of the magnetic-field direction and the proton flow being everywhere parallel to the local field direction. As noted in the last row of Table 1, for those vector velocity jumps Δv and vector magnetic-field jumps ΔB in a CDE it is the case that (Δv•ΔB)/(|Δv||ΔB|) ≈ 1 and (Δv × ΔB)/(|Δv||ΔB|) ≈ 0.
3 WHAT LEVEL OF JUMPS CAN BE UNAMBIGUOUSLY IDENTIFIED TODAY AT 1 AU IN THE DATA
Owing to “shot noise” in the measurement time series, only jumps in the values of measured quantities that are larger than the measurement noise level can be confidently identified. Three examples of the sizes of changes in the solar wind particle properties that can be confidently identified have appeared in the literature.
For the study of α/p number-density-ratio changes in the solar wind at one AU (Borovsky, 2020b) only changes in the ratio that were larger than about 25% of the α/p value could be identified in either the ACE SWEPAM measurements or the WIND SWE measurements (cf. Figure 1 of Borovsky (2020b)). With the faster, multi-head BMSW instrument on the Spektr-R spacecraft jumps in the α/p ratio that are smaller than 25% could probably be identified (e.g., Safrankova et al., 2013; Zastenker et al., 2013), however the Spektr-R spacecraft does not have a magnetometer to correlate the α/p ion-composition jumps with current sheets.
For the study of core-electron-temperature changes in the solar wind, changes of Te core that were larger than about 1 eV could be confidently identified (cf. Figure 5B of Borovsky et al., 2021).
In the study of electron-strahl-intensity changes in the solar wind, changes in the flux of the electron strahl that were greater than about 25% of the flux value could be identified with confidence (cf. Figure 2 of Borovsky, 2020b).
Faster and lower-noise measurements can be obtained with improved particle instrumentation aimed at higher particle count rates via 1) larger geometric factors and 2) multi-head instruments that eliminate energy sweeps. This would enable smaller changes in the ion and electron properties of the solar wind to be confidently identified, enabling the analysis of a much larger fraction of the current sheets of the solar wind to be analyzed and assessed according to Table 1.
The need for larger-geometric-factor heavy-ion spectrometers is particularly acute. Present-day spectrometers with time resolutions of a fraction of an hour have proven very useful for studying the large-scale structure of the solar wind and its origin from the various large-scale regions of the solar corona like coronal holes versus streamer belts versus ejecta (e.g., Geiss et al., 1995; Wimmer-Schweingruber et al., 1997; Zurbuchen et al., 1999; Burton et al., 1999; von Steiger et al., 2001; Zhao et al., 2009) and for studying the heliospheric-plasma-sheet region (Simunac et al., 2012) and large-scale “microstreams” and plumes in coronal-hole-origin plasma (von Steiger et al., 1999; Neugebauer, 2012). Here, with higher time resolution we are calling for heavy-ion spectrometers to be used to study the finer-scale magnetic structure of the heliosphere and the coronal physical processes creating that structure: i.e., flux-tube to flux-tube measurements in the solar wind at one AU that may correspond to loop-to-loop variations in the solar corona. For heavy-ion spectrometers to be useful for this, time resolutions of 1 min or better are critical.
For particle-counting instruments the combination of lower noise and higher time resolution is difficult, with poorer counting statistics being a consequence of shorter measuring intervals. For the solar wind there is an argument that higher-frequency fluctuations have smaller amplitudes than lower-frequency fluctuations, making the higher-time-resolution measurements need even more accuracy and lower noise. That argument is likely false, and it is addressed in the Appendix.
4 THE FUTURE WITH IMPROVED MEASUREMENTS
Some specific measurement needs to better evaluate Table 1 are discussed and the resulting improvements to our knowledge are outlined. In all cases lower-noise measurements are needed to be able to locate subtle but distinct changes in the levels of the measurements and measure tube-to-tube variations in particle properties. For this lower-noise measurements with cadences of a fraction of a minute will suffice.
Note that any measurement improvement will lead to progress and lower-noise measurements will enable the exploration of solar wind features that were hidden in the shot noise of the present-day measurements.
Heavy-Ion Charge States: As stated above, time resolutions of about 1 min or better are needed for heavy-ion charge-state ratios. To confidently locate a boundary, several data points are needed on each side of a jump in the charge-state ratio, and of course the jump must be larger than the measurement shot noise. Perhaps designing spectrometers than concentrate their measurement time on specific heavy-ion charge states (e.g., O7+/O6+ or C6+/C5+ or C6+/C4+) would enable the needed faster-yet-low-noise measurements. The proper charge-state measurements would not only identify what is a magnetic fossil at one AU, but perhaps where in the corona it came from and how it was made.
Alpha-to-Proton Number-Density Ratios: α/p ratios (helium abundance) are available at present with fast time resolution at one AU, but in the present data sets the measurement shot noise is very large. Improved geometric factors to lower the shot noise would greatly enhance the ability to identify current sheets that are definitely fossils from the corona. In the count-rate data analysis, sacrificing the time resolution to integrate the count-rates longer to lower the shot noise is also a clear option for the analysis of jumps across current sheets. Reading the changes in α/p from one fossil flux tube to the next might provide information about the coronal origins of the two flux tubes, if the physics driving the solar-wind α/p helium abundance can be sorted out (e.g., Wang, 2008, 2016; Byhring, 2011; McIntosh et al., 2011; Rakowski and Laming, 2012; Fu et al., 2018).
Proton Flow-Velocity Vectors: In analyzing the evolution (or not) of CDEs, it is critical to be able to measure the proton-flow vector relative to the magnetic-field direction. We are looking for cases where v⊥ ≈ 0 in the reference frame of the magnetic structure in the presence of a large value of v|| in that reference frame. The main source of error in v⊥ is the fact that the magnetic-field direction at the spacecraft changes during the time interval when a flow measurement is made. An analysis of a CDE in Figure 3 of Borovsky (2020d) found that the rms change in the field direction during a 3-s proton measurement was 4.8o; if this 4.8o is taken as the uncertainty in the magnetic-field direction then the rms v⊥ value of 5.2 km/s for that CDE is entirely consistent with perpendicular-versus-parallel orientation uncertainty for the observed v|| of 75 km/s. Hence, the v⊥ measurements in the CDE in Borovsky (2020d) were consistent with the noise level in the velocity measurements. To fix this difficulty, either 1) accurate proton measurements that are much faster than 3 s must be made or 2) the moving magnetic-field orientation during the proton measurement interval must be accounted for in the proton-count-rate data analysis. More accurate measurements of the proton flow vector will also yield more-accurate third-order moment calculations of solar-wind heating rates (e.g., Sorriso-Valvo et al., 2007; MacBride et al., 2008; Podesta et al., 2009; Smith et al., 2009). Third-order moments are products of inward- and outward-propagating Elsässer modes: if in the reference frame moving outward with the magnetic structure v⊥ = 0 then the inward-propagating Elsässer mode has an amplitude of zero and the third-order moment vanishes. (See also Wang et al. (2018) for arguments that observed inward Elsässer modes may be measurement noise).
General Plasma Parameters: Lower-noise measurements of general plasma parameters like number density, temperature, and specific entropy would enable the identification of more tangential discontinuities. Higher-time-resolution (and lower-noise) measurements of typical plasma parameters such as number density, temperature, particle pressure, and proton flow velocity would enable current sheets to be well resolved in quantities other than B. Current sheets are typically ∼1,000 km thick, and so resolution considerably better than 1-s is desirable. If current sheets and the co-located plasma boundaries could both be well resolved so that their spatial profiles could be compared, then the door would be opened to the study of evolutionary processes such as particle diffusion, resistivity, and viscosity to learn how and why current-sheet and plasma-boundary thicknesses evolve with distance from the Sun. There are also evolutionary processes for current sheets related to plasma expansion and compression (e.g., Schindler and Birn, 2002; Schindler and Hesse, 2008, Schindler and Hesse, 2010): these result in fine-scale structuring of the current sheet profile. Higher-resolution plasma measurements may open the way to investigating the fine-scale fingerprints of such processes. The higher-resolution plasma measurements would also make possible new studies about the processes that create and evolve magnetic holes in the solar wind (Turner et al., 1977; Winterhalter et al., 2000; Neugebauer et al., 2001).
Total Particle Pressures: Accurate fast measures of ion and electron total particle pressures would enable new studies of the true compressibility in the solar wind and new studies about pressure-balance structures in the solar wind.
Strahl Intensities: Faster and lower-noise measurements of strahl intensities at one AU would enable the identification of more tangential discontinuities and of more current sheets that are coherent back to the Sun. The energetic-electron strahl moving out from the Sun (and the backscattered strahl moving back toward the Sun) both provide very unique information about the structure of the heliosphere. Whereas the proton plasma and the magnetic-field structure seen at one AU left the corona ∼100 h ago, the strahl measured at one AU left the Sun only a few hours ago: in that time difference there could be changes in the magnetic connection of one AU into the corona that the strahl can uncover. Note that strahl measurements suffer from the same magnetic-field-direction changes during a measurement interval of the electron distribution function as do the proton-velocity-vector measurements.
5 INSTRUMENTATION: LARGE GEOMETRIC FACTORS
To make progress analyzing the heliospheric, structure measurements of ion and electron properties that are low noise with appropriate time resolutions are needed. For evaluating current sheets (as in Table 1) lower-noise measurements with time resolutions of a fraction of a minute will suffice. If time resolutions of less than 1-s with low noise can be obtained, then the fingerprints of current-sheet evolutionary processes can be obtained.
An overview of the state of the art of particle instruments appears in Table 2. For some desired measurement quantities (e.g., heavy-ion charge-state ratios) the state of the art will need to be exceeded.
TABLE 2 | The current state of the art in ion and electron instrumentation. All are ESA based except the faraday cups of BMSW.
[image: Table 2]To simultaneously satisfy the need for higher time resolution and high signal to noise, instruments must have higher effective collecting areas, typically called geometric factors. In instruments with curved plate electrostatic analyzers (ESAs), the geometric factor includes effects from both the physical size of the instrument and detectors, as well as electrostatic effects, known as ion optics. These include steering, focusing, and transmission through the instrument much in the same way as photons through a telescope, hence the use of the word “optics”. Increasing the geometric factor is as simple as increasing the size of the instrument aperture and ion optical flight path through the instrument. However, there is a key trade off: the energy resolution of the instrument is reduced as the spacing between ESA plates is increased. Energy resolution fundamentally determines the accuracy of the energy spectrum measured by any ion instrument since if effectively determines the uncertainty in the measurement. For ion composition instruments, energy resolution propagates into time of flight (TOF) uncertainty. For charge-resolving composition (TOF-energy) instruments, it also propagates into the uncertainly in the residual energy measurement (ESSD) on the solid-state detectors (SSDs), the intrinsic uncertainty in the SSD energy measurement typically makes the ESA energy resolution negligible. Larger TOF uncertainty affects the ability to identify individual charge states, which is typically done from peaks in TOF-ESSD, as well as suitability for addressing more general problems in plasma physics. As such, general purpose instruments typically need high energy resolutions, ideally 5%–10% for ion instruments and 10%–15% for electron instruments, fundamentally limiting ability to increase geometric factor.
There are several approaches to remove this limitation. The first is to simply add ESA duplicate ESA channels either through multiple copies of full sensor heads or through sensors that incorporate multiple ESAs. The current standard in high time resolution and high signal to noise is the Fast Plasma Investigation (FPI) instrument suite on MMS (Pollock et al., 2016). It employs 8 sensors heads per spacecraft for both ions and electrons, 16 total. There are 4 instruments for each species as each has dual sensor heads. For this primarily magnetospheric instrument, this arrangement allows sampling of many directions simultaneously, at a much higher cadence than would be possible by relying on spacecraft spin alone. While designed primarily for high time resolution, this design also increases the effective geometric factor for each species by a factor of 8. This represents one extreme, applicable only where resources (e.g., mass, power and budget) are abundant. The other extreme is also very straightforward: simply accept lower energy resolutions to increase geometric factor. For example, decreasing the energy resolution by two gives a two-fold increase in geometric factor due to the increase in the energy pass band. For science questions that can be addressed primarily through moments of the particle velocity distribution, i.e., density, velocity and temperature, this might not be a serious limitation. Additional improvements in time resolution can be achieved by limiting the energy range of the instrument. For solar wind heavy ions, limiting the speed range to 1,100 km/s and mass per charge (m/q) to a maximum of Fe6+ (9.33) requires E/q stepping only up to 15 keV/e. The current state of the art Heavy Ion Sensor (HIS) on Solar Orbiter (Owen et al., 2020) goes to much higher E/q, 78 keV/e. The proton instruments in Table 2 go up to 30 keV/e. Limiting the energy range reduces the high voltages that must be applied as well as possibly the number of E/q steps in an energy scan. There are trade offs of a more limited energy range of course. For composition instruments limiting to 15 keV/e greatly limits the usefulness of the instrument for suprathermal or pick-up ion studies, as well as extreme CME analysis.
There are a few other factors can affect time resolution and signal to noise, but they are typically more minor. The analyzer constant, the ratio of the E/q passband peak to the voltage applied to the ESA plates, can affect time resolution. Designs with higher ratios require less voltage which often leads to shorter ramp up times and smaller voltage settling times. For spinning spacecraft, the top hat design, originally described by Carlson et al. (1982) and refined by Young et al. (1988), is an excellent choice at it has a high analyzer constant (∼12–15). For 3-axis stabilized spacecraft, the choice is less clear. A top hat design requires additional deflector plates, causing the uniformity of response across the FOV to suffer. Other designs, such as MESSENGER/FIPS (Andrews et al., 2007), have more uniform response but low analyzer constants (e.g., 1.33 for FIPS) which may limit the maximum speed achievable to 5–10 s scans. In principle, the speed at which the ESA power supplies can be switched through voltages is an important consideration, but in practice very fast designs are available so that these are not limiting factors.
6 HELIOSPHERIC STRUCTURE ANALYZER
Heliospheric Structure Analyzer (HSA) is envisioned as a single spacecraft that takes low-noise measurements of ions and electrons in the solar wind at one AU. Low-noise particle measurements means instrumentation with large geometric factors. In this report the motivation is given for those measurements, which will help to answer outstanding questions about the magnetic structure of the heliosphere and the origins of that structure. Much of the measurement strategy is collected in Table 1.
The objective of HSA would be to collect low-noise solar-wind measurements, but the data set need not be continuous. Hence a single Earth-orbiting spacecraft that makes excursions into the solar wind (out of the Earth’s foreshock) could suffice.
A pathway forward would be to form a team of scientists 1) to quantify the needed measurement parameters and 2) to explore possible instrument designs to attain those measurement objectives.
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APPENDIX: A FALSE ARGUMENT
As stated in Section 3, for particle-counting instruments the combination of lower noise and higher time resolution is difficult, with poorer counting statistics being a consequence of shorter measuring intervals. For the solar wind there is an argument that presents a further difficulty, concluding that higher-frequency fluctuations in the solar wind have smaller amplitudes, making the higher-time-resolution measurements need even more accuracy and lower noise. But that “extra difficulty” argument may be wrong. Looking at a Fourier power spectral density of the solar wind it is very noticeable that the power amplitude decrease with increasing frequency f. A natural interpretation of this is that higher-frequency fluctuations in the solar wind have smaller amplitudes (hence the extra measurement difficulty). In terms of the needed accuracy of high-frequency solar-wind measurements, that argument is made in Podesta et al. (2012). That interpretation of the power spectral density would be correct if the solar-wind time series was comprised of randomly-phased fluctuations: however, the solar-wind time series is highly intermittent and is not comprised of random-phase fluctuations. The counter example to the argument comes from an examination of the high-frequency breakpoint in the solar-wind magnetic power spectral density at a breakpoint frequency of fbreak ∼ 0.5 Hz: analysis shows that the power spectral density break at fbreak is owed to the temporal thicknesses τcs of strong current sheets in the solar-wind time series, thicknesses τcs ∼ 1/fbreak (Borovsky and Podesta, 2015; Podesta and Borovsky, 2016). Instead of the solar-wind time series containing constant low-amplitude random-phased fluctuations with frequency fbreak, a spacecraft occasionally crosses a large-amplitude current-sheet signal with a transition time of 1/fbreak. The measured signals of interest at high frequency need not be of small amplitude, they can be of large amplitude and the “extra difficulty” requiring extra accuracy when measuring signals at high time resolution may not be real.
In conclusion, to study jump properties across current sheets the “even higher accuracy and lower noise” is probably not necessary. However, for survey purposes the exploration of small signals with high time resolution is still desirable, if possible.
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Accurate knowledge of the full, three-dimensional electric field vector is of fundamental importance in understanding electrodynamics of a vast variety of space plasmas. However, heliophysics research still lacks access to the reliable parallel electric field measurements required to close many significant science questions. This uncertainty represents a significant barrier to progress in the field. The only way to close this major observational gap is a profound change in electric field instrument design. A new electric field instrument called Grotifer is now being designed to address the need for highly accurate three-dimensional electric field measurements while enabling lower cost missions and constellation missions in deep space. Grotifer (Giant rotifer) is a reference to the rotifer, also known as the “wheel animalcule.” Similarly, Grotifer consists of mounting detectors on two rotating plates, orthogonal to each other, on a non-rotating central body. The two rotating plates provide continuous high-accuracy three-dimensional measurements of both electric fields and magnetic fields. The Grotifer design leverages more than 50 years of expertise in delivering highly accurate spin plane electric field measurements, while overcoming inaccuracies generated by spin axis electric field measurements. Our current efforts focus on designing Grotifer as a SmallSat (27U CubeSat). That said, Grotifer could also become part of the payload on a much larger platform. In the future, one could imagine fleets of Grotifers studying electrodynamics at many points, facilitating differentiation between spatial and temporal dynamics. Plasma detectors could also be added to the rotating plates to cover the full phase space better than is done on spinning spacecraft, leading to more complete correlation studies of the fields and plasmas.
Keywords: electric fields, double probes, parallel electric field, instrument design, CubeSat
1 MOTIVATION
Complete and accurate understanding of the electrodynamics of space plasmas requires a complete and accurate measurement of the three-dimensional electric and magnetic fields, as well as the velocity distribution functions of the charged particles that interact with those fields. While one can often infer the presence and magnitude of poorly measured components of the electromagnetic fields, such inference is model-dependent and can obscure the true physics that are active in a given region or phenomenon. In this paper, we describe the current state of the art in three-dimensional electric field measurements and make the case that current designs and methods are inadequate to achieve the accuracies required to solve the remaining fundamental questions of space plasma electrodynamics. We then describe a new design for electric field measurements, Grotifer, which easily addresses the current issues, and represents a path forward towards resolving these questions.
1.1 Current electric field instrument design limits measurement accuracy
Electric field (E-field) measurements in the heliosphere are usually made on spinning spacecraft equipped with two disparate types of double probe antennas: 1) long wire booms in the spin plane, and 2) ∼10 times shorter rigid booms along the spin axis. These designs, with current-biased antennas, were invented and first flown on a sounding rocket 55 years ago (Mozer and Bruston, 1967). Since then, this detector design has flown on many missions, either with or without a rigid pair of booms along the spin axis, such as: S3-3 (Mozer et al., 1977), ISEE-1 (Mozer et al., 1978), CRRES (Wygant et al., 1992), Polar (Harvey et al., 1995), FAST (Ergun R. et al., 2001), the four Cluster spacecraft (Gustafsson et al., 1997), the five THEMIS satellites (Bonnell et al., 2009), the two Van Allen Probes (Wygant et al., 2013), and the four MMS satellites (Ergun et al., 2016a; Lindqvist et al., 2016).
On such systems, the potential difference (signal + noise) is divided by the boom length to produce a resultant E-field. Because the spacecraft-associated errors are larger nearer the spacecraft, the spin plane components of the E-field are well measured while the spin axis component is either not measured or poorly measured. This asymmetry in measurement quality is also due to the fact that measuring electric fields using spinning antennas rather than rigid booms presents additional advantages such as the possibility to use thin wire booms, thereby minimizing the detrimental aspect of support structures, and the possibility to remove DC offsets in the electronics via spin fits. As a result, the accuracy of 2D E-field measurements in the spin plane is routinely better than the larger of ±1% or a fraction of a mV/m (Mozer et al., 1978; Gustafsson et al., 2001; Mozer, 2016). On the other hand, the short axial antennas see offsets 1 to 2 orders of magnitude larger than the relevant field strengths (several to tens of mV/m). A similar situation exists for magnetic field (B-field) measurements, where stray B-fields from the spacecraft (∼10 nT or larger) create offsets and noise that are larger nearer the spacecraft.
An example of the failure to make useful E-field measurements along the spin axis is provided in Figure 1, where 60 s of E-field components measured by the Polar satellite are displayed. The top two panels (Figures 1A,B) give the spin plane measurements of a 5 mV/m DC E-field, producing a sinusoidal signal at the satellite spin rate. The bottom plot (Figure 1C) presents the spin axis data: It should be a DC signal having no power at the spin frequency, yet spin dependent variations of the spacecraft potential are felt by the short on-axis sensors as different elements of the spacecraft rotate in and out of sunlight. Due to the non-rotating short antennas and spacecraft generated electrical signals, there is no useful data in this component of the measurement.
[image: Figure 1]FIGURE 1 | (A,B) Spin plane and (C) Spin axis E-field components measured by Polar. While the signal in the spin plane corresponds to a geophysical signal, the signal along the spin axis presents a large error, leading to a large uncertainty in the 3D E-field measurement.
An example of the current state of the art is provided in Figure 2 (Adapted from (Øieroset et al., 2016)). It displays the estimated DC uncertainty in the parallel E-field measured by MMS during a 9 s crossing of the magnetopause reconnection region. The estimated error in the parallel E-field measurement is a data product of MMS E-field data. Figure 2 shows that the estimated DC uncertainty in the parallel E-field (in green) is usually greater than its measured value. This significant uncertainty in the parallel E-field restricts the analysis of the associated electrodynamics to the largest-amplitude events.
[image: Figure 2]FIGURE 2 | MMS (A) perpendicular E-field, (B) parallel E-field (C) zoom-in. The estimated DC uncertainty in the parallel E-field (in green) is usually greater than its measured value. Adapted from (Øieroset et al., 2016).
Because of these limitations, no existing instrument is capable of measuring all three components of the DC and low frequency E-field throughout the heliosphere with sufficient accuracy to determine the smallest and most consequential component: the E-field component parallel to the background B-field.
1.2 The closure of many significant science questions from various heliophysics research areas is hampered by the lack of accurate 3D E-Fields
Parallel E-fields exist in a multitude of plasma regimes in the heliosphere. These regions include such important loci of plasma acceleration and heating as reconnection sites (e.g., Egedal et al., 2012; Argall et al., 2015; Fox et al., 2018; Phan et al., 2018; Wilder et al., 2018), shocks (e.g., Goodrich and Scudder, 1984; Bale and Mozer, 2007; Mozer and Sundkvist, 2013; Schwartz et al., 2021), the auroral acceleration region (e.g., Mozer and Fahleson, 1970; Knight, 1973; Mozer et al., 1977; Gorney et al., 1985; Hultqvist and Lundin, 1987; Koskinen et al., 1996; Ergun R. E. et al., 2001; Andersson, 2002; Williams et al., 2006; Vedin and Ronnmark, 2007), the magnetosphere (e.g., Stark et al., 2011; Kropotkin, 2018; Arnold et al., 2019), the solar wind and corona (e.g., Hesse et al., 2005, Halekas et al., 2012, Mozer and Chen, 2013). Parallel E-fields have been observed at Earth and at other planets, including in the ionosphere of Mars (e.g., Dubinin et al., 2008; Akbari et al., 2019), and in the Jovian magnetosphere (e.g., Ergun et al., 2009; Underwood, 2017). They have been measured in standing waves (e.g., Damiano et al., 2019), in Alfvén waves and turbulence (e.g., Rankin et al., 1999; Ergun et al., 2005; Bian et al., 2010; Chaston, 2021), and in time domain structures (e.g, Mozer et al., 2015). Because parallel E-fields are essential components of the electrodynamics in all these regions, their measurement is required for understanding the acceleration and heating of the plasma that occupies these regions and that plays a significant role in the coupling of momentum and transport of mass and energy between and within the heliosphere, magnetosphere and ionosphere. This demonstrates the urgent need to accurately measure the three-dimensional (3D) E-field that is vital to a complete understanding of plasma dynamics. Instances of science questions that illustrate the need for a profound change in E-field instrument design are provided in the following.
1.2.1 Shock studies—Terrestrial bow shock, interplanetary shocks

1. Do quasi-DC fields or fluctuations dominate the electrodynamics of energy conversion in shock acceleration, reflection, and heating of electrons and ions?
2. Do the two sorts of processes produce significant quantitative or qualitative differences in energy partition?
3. Under what conditions does each mechanism dominate?
Recent studies utilizing MMS have begun to address these questions, but they have also suffered from significant uncertainties in the cross-calibration of 3D E-fields (e.g., Mozer and Sundkvist, 2013; Mozer and Sundkvist, 2014; Schwartz, 2014; Goodrich et al., 2018; Cohen et al., 2019; Hanson et al., 2019; Schwartz et al., 2021).
1.2.2 Reconnection studies—Terrestrial magnetopause

1. What is the partition of energy conversion between processes that are perpendicular and parallel to the B-field?
2. What is the partition of acceleration, scattering, and heating between quasi-DC fields and fluctuations?
Various MMS studies have shown how E-field uncertainties obscure the science, or restrict detailed analysis to the largest-amplitude events (Ergun et al., 2016b; Torbert et al., 2016; Øieroset et al., 2016; Gao et al., 2021). Cluster’s 2D ecliptic normal attitude allowed the inference of Electron Diffusion Regions (EDR) at the magnetopause, but not direct measurement of parallel vs. perpendicular electrodynamics. Similarly, the THEMIS E-field instrument allowed investigation of Ion Diffusion Region (IDR) scale electrodynamics (perpendicular E-field), but not the 3D electrodynamics of the EDR (Mozer et al., 2005; Mozer et al., 2008).
1.2.3 Auroral acceleration region studies—Parallel potential drops and small-scale perpendicular structures in the upward and downward current regions

1. What is the partition of parallel acceleration into localized and distributed structures (Debye-scale double layers vs. ambipolar fields)?
2. What is the local development and dynamics of small-scale perpendicular structure in parallel potential drops?
The need for particular spacecraft orientation has limited the depth and breadth of studies on the occurrence and properties of the quasi-DC parallel potential drops associated with auroral electron and ion acceleration (Hull et al., 2003a; Hull et al., 2003b; Ergun et al., 2004; Andersson and Ergun, 2006; Chaston et al., 2007). Large parallel E-fields have been measured at higher altitudes on auroral field lines (Mozer et al., 1977) but their extension to lower altitudes is unknown. Theoretical and observational studies (e.g., Chaston and Seki, 2010; Chaston et al., 2011) show that small-scale structures in the perpendicular component of the E-field and the development of a parallel E-field component and significant parallel potential drops are intimately linked, further demonstrating the need for simultaneous highly accurate 3D E-field measurements in the auroral acceleration region.
2 SOLUTION: GROTIFER, THE FUTURE OF ELECTRIC FIELD INSTRUMENTS
2.1 Proposed design
We propose a new E-field instrument design that addresses the need for highly accurate 3D E-field measurements while enabling lower cost missions and constellation missions in deep space. That is why we aim to develop a new E-field instrument that fits in a 27U (0.3 × 0.3 × 0.3 m3) CubeSat to provide accurate 3D E-field measurements in all environments of the heliosphere.
Grotifer (Giant rotifer) is a reference to the rotifer, also known as the “wheel animalcule,” which has antenna-like cilia that appear to rotate in all directions. Grotifer’s design consists of mounting detectors on two rotating plates, oriented at 90° with respect to each other, on a non-rotating central body. An illustration is provided in Figure 3. Each rotating plate has two component measurements of the E-field such that the Twin Orthogonal Rotating Platforms (TORPs) provide four instantaneous measurements of the E-field. That way, the three components are well-measured by the rotating detectors and redundant E-field measurements in the direction sampled by both TORPs can be used to estimate the time-varying measurement uncertainty. Grotifer’s main requirements are described below, together with current design choices.
[image: Figure 3]FIGURE 3 | An illustration of the Twin Orthogonal Rotating Platforms (TORPs) on a non-rotating central body. The TORPs are oriented at 90° degrees with respect to each other, and they are both equipped with crossed double probes (only partially shown).
2.1.1 Minimum boom length
The accuracy of the double probe E-field measurement increases with the boom length because the signal increases and the spacecraft noise decreases with distance. In addition, the spacecraft noise at a fixed distance from the spacecraft increases with spacecraft size. Thus, a reasonable starting point for the characterization of E-field measurement accuracy is the dimensionless ratio between the single boom length, L, and the spacecraft diameter, D, i.e., L/D (see Figure 4 for an illustration of these definitions). Even though E-field measurement accuracy is ultimately determined by a variety of factors, highly accurate E-field measurements are facilitated by the instrument design when L/D is large, as is the case for spin plane wire booms. On the other hand, when the ratio is small, as is the case for axial rigid booms, spacecraft noise likely dominates in most situations of interest. For instance, L/D for the E-field component along the spin axis of Polar is 2.5, while it is 27 in the spin plane (Figure 1). The minimum length requirement for each Grotifer antenna is determined by scaling the L/D of Grotifer to that of other spacecraft that made successful spin plane E-field measurements. We find that a single boom length of L = 6.75 m from the center of the TORP to the sphere, compared to Grotifer’s 0.3 m diameter, provides antennas that are long enough to favor high-quality E-field measurements.
[image: Figure 4]FIGURE 4 | Definition of a single boom length, L, and spacecraft diameter, D. The components of each boom (root stacer, wire boom and sphere) are also defined.
2.1.2 Boom design and deployment
The booms on the rotating platforms consist of 5 m stacers with spheres connected to wires that extend through the stacers in what is known as a wire boom plus root stacer design. The stacers are cold-formed from spring-grade metal strip material to produce a constant helix angle and free coil diameter. They are then stowed in a canister with no helix. When released the coils progressively stack on an attached tip piece to produce a slight taper. This stacking provides significant inter-coil friction such that this formed tube compares favorably in stiffness and strength to the equivalent (solid) thin wall tube. An important characteristic of the device is the observation that the boom forms one coil at a time, such that a fully formed tubular element emerges from the housing. A picture of a deployed stacer is provided in Figure 5.
[image: Figure 5]FIGURE 5 | A deployed stacer.
Once the stowed stacer is released, it expands to its 5 m length along with the sphere. After the stacer has fully deployed, and the TORP is spun up to its initial spin rate, the wire boom is then played out with a motor another 1.75 m for a total deployed single boom length of 6.75 m. The wire booms are kept short enough that they cannot entangle under any circumstance. The spheres become the E-field sensor, held radially outward by the centrifugal force of the rotating platform.
An antenna system made from a boom plus wire has two important advantages over a boom alone: First, the antenna length is greater than with a boom alone. Second, the extended wire allows separation of the boom, at the spacecraft potential, from the spherical sensor, which greatly decreases its sensitivity to spacecraft noise.
2.1.3 Proposed boom mounting
The mounting of the boom systems on the rotating platforms is illustrated in Figure 6. Each rotating platform has two levels on which the boom systems are mounted, and each level holds two antennas. The stacers are mounted inside the cylinders and their wire spools and spheres are mounted at their ends. The rotating plates are nested at launch and they swing out and latch to make the angle between the plates equal to 90°. In Figure 6, the upper 2/3 of the bus is mostly occupied by the stowed TORPs while the lower third is reserved for bus avionics.
[image: Figure 6]FIGURE 6 | 27U bus concept.
2.1.4 Angular momentum balance
Once the stacers are deployed on the rotors, the rotors are spun up using the motors between each rotor and the spacecraft bus. The torque required to spin up the rotors and maintain their spin rate against friction produces a counter-torque on the spacecraft bus. If uncompensated, the counter-torque would spin up the spacecraft bus to unacceptably large spin rates and complicate operations significantly. In order to counteract that spin up, the Grotifer bus will carry two orthogonal air core torque coils. The spin period for the TORPs is 5 s (12 RPM). The central body attitude control will maintain pointing towards the Sun for the side of the satellite with the primary solar array and with sufficient stability that the boom wires do not oscillate through more than a few degrees. It will also stabilize the platform against torques generated in the control of the rotating booms. The design and control problems for Grotifer are already under study: Mao et al. (2015) developed an initial model of the Grotifer attitude determination and control system; and a NASA Instrument Technology Development award supports the current development and testing of prototype versions of the root-stacer/wire-boom system and the TORP drive and control systems from a start TRL of 3 to an anticipated end TRL of 5. All this past and current work serves to mature our knowledge of the Grotifer design as a direct prelude to a flight test model within the next 5 years.
2.2 Proposed applications
Some of the benefits of the Grotifer development are the following:
1. Grotifer will measure the parallel E-field to an accuracy comparable to that of the perpendicular E-field, enabling a significant increase in science return (see also Section 1.2)
2. Fleets of Grotifers can study electrodynamics at many points, facilitating differentiation between spatial and temporal dynamics.
3. The current-biased, spherical, double probe E-field measurement is proven to work at reconnection sites, in the auroral acceleration region, at shocks, in the solar wind (see Section 1.2 and references therein) and at low L-values in the magnetosphere (e.g., Lejosne et al., 2022). Thus, Grotifer can become an important component of future space missions throughout the heliosphere.
4. TORPs easily allows accommodation of spinning and despun-preferring instrumentation on the same spacecraft (e.g., remote sensing limb/nadir/zenith looking imagers and charged particle detectors).
5. TORPs may also host plasma detectors so as to cover the full phase space more completely and continuously than on current spinning spacecraft. This would lead to more complete correlation studies of the fields and plasmas.
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5 001 002 003 116,63 170.57 25285 3207 4134 49.00 0.00 006 027
6 129 149 1.65 164.41 21464 260.16 4165 4474 4656 030 043 060
7 0.08 0.10 0.13 669.64 882.30 1217.77 5.42 17.16 25.95 3.69 9.05 128.11

AC, agglomerative clustering. The AC labels 0, 1, 2, 4, 6, and 7 belong to the plasma sheet, according to ECLAT, three belongs to the plasma sheet boundary layer, and five belongs to

the Iohes.
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Instrument

Proton ESA

Electron ESA

Heavy-ion charge-state spectrometer

Magnetometer

Heritage

Specktr-R BMSW
MMS FPI
PSP SPAN-I

MMS FPI
PSP SPAN-Ae

Solar orbiter SWA-HIS
MMS

Factor
(cm? sr eV/eV)

1-2x107°
6x 107

1-7 x 10°°
6x 107"

1x10°

Time resolution normal
(burst)

0.031s
0.030's (7.5 ms)
0.435s

0.030s (7.5 ms)
04375

30s/4s

7.8 msec

References

Zastenker et al. (2013)
Pollock et al. (2016)
Livi et al. (2021)

Pollock et al. (2016)
Whittlesey et al. (2020)

Owen et al. (2020)
Russel et al. (2016)
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Current sheet in a CDE

Implication about adjacent
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Tube A and Tube B map to different spots in corona
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Acronym

EMF FGM

EMF SCM

EMF EFI

EMF APPS
PIMS

EPS

EUVCS EUV-He
EUVCS EUV-O

Instrument type

Fluxgate magnetometer
Search coil magnetometer
Electric field double probes
Relaxation sounder

lon mass spectrometer
Energetic particle spectrometer
He* imager

0*/0** imager

Measurement

DC magnetic fields
AC magnetic fields

AC and DC electric fields

In-situ e- density

Cold and warm, e, p+, He*, O* PADs
Energetic e /p + PADs

He* from 30.4 nm intensity

0/0"* from 83.4 nm intensity

Heritage

sT5
Van Allen Probes EMFISIS

Van Allen Probes EFW

MAVEN LPW

Van Allen Probes HOPE

GTOsat REMS

IMAGE EUV (sensor) JUNO UVS (electronics)
IMAGE ELV (sensor) JUNO UVS (electronics)
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Acronym Instrument type Measurement Heritage

RT Radio Tomography, relaxation sounder Total e- content, in-situ e- density N/A (radio tomography), MAVEN LPW (sounder)
EED Energetic electron detector Energetic e- flux AeroCube10 yCPT
FGM Fluxgate Magnetometer Vector DG magnetic fieids ST-5, GTOsat
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Subsystem

Chassis

Solar panels

Attitude control

Propulsion

Inter-spacecraft
communications

Magnetometer

Description

Modified 6U CubeSat

Two, custom, trifold panels
Nominal power output: 18 W each

Commercial star tracker
Commercial reaction wheels

Muitiple (= 4), CO-propelled thrusters
Nominal thrust: 3mN each

Three, custom, deployable, stacer antennas
Chip-scale atomic clock for radio ranging
Nominal frequency: 20 MHz

Estimated data rate: ~ 20kpbs

Miniaturized, low-noize fluxgate sensor
Foldable boom

Heritage/
Vendor

CURIE

Spectrolab,
CURIE

Blue Canyon
Technologies

CURIE

CURIE,
Microsemi

Ex-Alta 1, ICI-
5, TRACERS
ACES-I,
BLAZE
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Science objectives

Objective 1: Determine the 3-D
morphology and topology of mesoscale
IMF structures

Objective 2: Determine how time
variations affect the mesoscale IMF

Science questions

Whatis the static and dynamic
structure of the mesocale IMF?

Investigation objective requirements

Objective 3: Determine how the
mesoscale IMF varies with solar wind
conditions

How does the nature of
mesocale IMF structure vary?

Measurement Requirement  Projected
performance
Magnetic field
Locations 222 points | 24 points
Range +200nT +1000nT
Resolution <30pT 10pT
Noise (at 1Hz) >10sps >165ps
Sample rate <30pT/VHz | 10pT/VHz
Proton distributions
Maximum energy 40006V 60006V
Energy resolution <10% <6%
Cadence 05Hz 1Hz

Magnetic field

No requirements beyond those above

Mission requirements

In-situ solar-wind
measurements

Many magnetometers over
1,000's of km

Single, ion Faraday cup or
electrostatic analyzer

Many intervals =1 h over
>1year
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Turbulence theory

Isotropic turbulence: Kolmogorov
(1941)

Slab + 2-D: Matthaeus et a. (1990); Zank
et al. (2017)

Critical balance: Goldreich and Sridhar
(1996); Schekochinin et al. (2000)

Reduced MHD: Montgomery (1982);
Shalchi and Hussein (2014); Oughton
et al. (2017)

3-D structures

Mutti-scale eddies without preferred
direction

Mutti-scale eddies elongated along Bo;
waves propagating along Bo

Anisotropic fluctuations with wave-ike
polarization and propagation properties

Elongated flux tubes including non-
propagating structures
and propagating waves
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Energy Range Cadence # Of phase Space Bins AE/E A0 x A Field of View

5eV - 30 keV 0.218s 3D VDF 256 7% 6°x 3.75° 247" x 120°
10eV-2 keV 0.3s 3D VDF A <10% 16" x 10" 180" x 30"
IFPC &~ 5eV-5 keV' 0.06s 3D VDF - <10% 10" x 10" 200" x 90"
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