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Editorial on the Research Topic 
Atmospheric Electricity

Atmospheric electricity is related to a broad range of disciplines, including the global atmospheric electric circuit (GEC), energetic radiation and electrification of the atmosphere, aerosol and cloud microphysics, thunderstorms, lightning physics, high-energy processes, as well as relations to solar-terrestrial phenomena and the evolution of the Earth’s climate and atmospheric chemistry. Studies in many areas of atmospheric electricity are rapidly advanced by ground-based, satellite and airborne measurements, laboratory investigations at various scales and chemistry-climate modelling.
Solar-terrestrial influences are explored in several papers. Chum et al. examined the influence of the solar wind on secondary cosmic rays and atmospheric electricity. A relationship between the heliospheric magnetic field, atmospheric electric field, lightning activity, and secondary cosmic rays is investigated with a focus on variations related to the solar rotation. It was found that fluctuations of lightning activity are in phase and in antiphase with the Bx and By components of the heliospheric/interplanetary magnetic field, respectively, in agreement with previous studies. On the other hand, the ∼27-day solar rotation was not significant in the atmospheric electric field measured in Slovakia and Czechia and therefore, no significant influence of Bx and By on the atmospheric electric field was observed at these middle-latitude stations. Pilipenko et al. used GLOCAEM data and modeling to address the long-standing problem of the coupling between space weather disturbances and atmospheric electricity. The model predicts that the excitation rate of the E-mode by magnetospheric disturbances is low, such that only a weak Ez response with a magnitude of ∼several V/m will be produced by ∼100 nT geomagnetic disturbances. However, at heights ∼30 km, the electric field of the E-mode becomes dominant. Bozóki et al. examine the solar cycle modulation of the Earth–Ionosphere Cavity resonator, which encloses electromagnetic radiation of lightning continuing current [image: image]100 Hz, a phenomenon known as Schumann resonances. It is shown that to explain all observations, the effect of solar X-rays and energetic electron precipitation need to be considered, as they modify the quality factor of the cavity mainly over high latitudes.
Kuo et al. verified experimentally the ISUAL array photometer (AP) measured N2 emission ratio 2P/1P and compared it with the theoretically predicted sprite emission ratio using numerical results on sprite streamers. AP-measured ratios in sprite halo events are consistent with predicted ratios for streamer head electric fields of 3.7 Ek and 4.6 Ek, where Ek is breakdown electric field. Most carrot sprite events initiated at altitudes 67.4 ± 7.6 km with smaller estimated electric fields 1∼4 Ek. Below 60 km, AP-measured ratios fell below the predicted ratio ∼1 Ek.
Disturbances to the atmospheric electric field due to large volcanic eruptions, nuclear accidents, nuclear weapons tests, and the presence of desert dust in the atmosphere is examined in three papers. Xie et al. use an aerosol coupled chemistry-climate model to develop a new global electric circuit model. Their results show that due to the Brewer-Dobson circulation, there are significant seasonal variations in the ion loss due to variations in the volcanic aerosol layer. In the winter hemisphere at high latitudes, the column resistance will be larger than the column resistance in the summer hemisphere. With a volcanic aerosol layer in the decreasing phase of solar activity, the column resistance would be more sensitive to fluctuations of the electron flux of precipitating electrons from low to medium energies. Coupling this model with a global circuit sub-model including accurate ion pair production by relativistic electron precipitation could clarify the link between space weather and the troposphere. Kubicki et al. analyze atmospheric electricity parameters measured at the Geophysical Observatory in Świder, Poland, during major events that resulted in the release of a significant amount of artificial radioactive substances in the Earth’s atmosphere. Namely, nuclear weapons testing 1958–1965, the Chernobyl disaster in 1986 and the Fukushima accident in 2011. Mallios et al. studied the attachment of ions to settling spherical dust particles iusing a 1D numerical model that estimates the acquired electrical charge on dust particles and calculates the electrical force that is applied to them. Using observed dust size distributions, the authors find that the particles acquire charge in the range of 1–1,000 elementary charges depending on their size and number density. The particles become mainly negatively charged, but under certain conditions particles [image: image]100 μm can be positive. The large-scale electric field can increase up to 20 times when compared to average fair-weather values. The results show that the electrical force is not enough to significantly influence the gravitational settling of the particles. This indicates that the process of ion attachment alone is not sufficient to modify particle dynamics and points to the need to include triboelectric effects and updrafts to fully represent the impact of electricity on particle dynamics in the model.
Hunting et al. assess theoretically how trees alter their surrounding electric fields and empirically compare the influence of trees on the dynamics of the atmospheric potential gradient, positive ions the ground level and electrochemical properties of the soil. It is shown that a substantial increase in atmospheric potential gradient only marginally affects the electric field under the tree canopy, and that soil electrochemical properties are tied to the temporal dynamics of positive ions near the ground level atmosphere. Trees reduce the temporal variability in both, ground level positive ion concentrations and soil redox potential. The results suggest that a tree can alter the temporal variability of the atmospheric electric field at the ground and soil electro-chemistry, and it is therefore possible that soil microorganisms, processes and electro-sensitive organisms are indirectly influenced by atmospheric electric fields.
Tacza et al. present potential gradient measurements from five remote stations at high latitudes in the Southern and Northern Hemisphere, to minimize the influence of local effects. They present a first description of new datasets from Halley, Antarctica, and Sodankylä, Finland, along with new criteria for the determination of fair-weather conditions at snow covered sites. It is shown that wind speeds as low as 3 m/s can loft snow particles, and that the fetch of the measurement site is an important factor in determining this threshold wind speed. The daily and seasonal analysis of the potential gradient in fair weather conditions shows an excellent agreement with the Carnegie curve of the global electric circuit. This demonstrates that high latitude sites, at which magnetic and solar influences are occasionally present, can also provide globally representative measurements for global electric circuit studies.
Rusz et al. use a large aperture array of microbarometers to calculate the source locations of infrasound emissions from lightning discharges by using the time delays between rapid changes of the electrostatic field and the arrival of the infrasound signals. For most of the analyzed cases, the calculated infrasound source location corresponds to the lightning location determined by the European lightning detection network EUCLID. The method allows for the calculation of the height of the infrasound source, which is typically found ∼3–5 km. Tritakis et al. created artificial disturbances such as rifle firings, car engine operation, car radio, and apparatus shaking, near ELF recording stations to identify the impact of such radio frequency interference on the recordings of electromagnetic waves in the Schumann resonance band [image: image]100 Hz. Such disturbances simulate anthropogenic noises from hunters, hikers and campers, which may occur near remote ELF recording stations. The work can assist the differentiation between artificial signals created from anthropogenic activity and natural signals attributed to geophysical phenomena.
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Variations of vertical atmospheric electric field Ez have been attributed mainly to meteorological processes. On the other hand, the theory of electromagnetic waves in the atmosphere, between the bottom ionosphere and earth’s surface, predicts two modes, magnetic H (TE) and electric E (TH) modes, where the E-mode has a vertical electric field component, Ez. Past attempts to find signatures of ULF (periods from fractions to tens of minutes) disturbances in Ez gave contradictory results. Recently, study of ULF disturbances of atmospheric electric field became feasible thanks to project GLOCAEM, which united stations with 1 sec measurements of potential gradient. These data enable us to address the long-standing problem of the coupling between atmospheric electricity and space weather disturbances at ULF time scales. Also, we have reexamined results of earlier balloon-born electric field and ground magnetic field measurements in Antarctica. Transmission of storm sudden commencement (SSC) impulses to lower latitudes was often interpreted as excitation of the electric TH0 mode, instantly propagating along the ionosphere–ground waveguide. According to this theoretical estimate, even a weak magnetic signature of the E-mode ∼1 nT must be accompanied by a burst of Ez well exceeding the atmospheric potential gradient. We have examined simultaneous records of magnetometers and electric field-mills during >50 SSC events in 2007–2019 in search for signatures of E-mode. However, the observed Ez disturbance never exceeded background fluctuations ∼10 V/m, much less than expected for the TH0 mode. We constructed a model of the electromagnetic ULF response to an oscillating magnetospheric field-aligned current incident onto the realistic ionosphere and atmosphere. The model is based on numerical solution of the full-wave equations in the atmospheric-ionospheric collisional plasma, using parameters that were reconstructed using the IRI model. We have calculated the vertical and horizontal distributions of magnetic and electric fields of both H- and E-modes excited by magnetospheric field-aligned currents. The model predicts that the excitation rate of the E-mode by magnetospheric disturbances is low, so only a weak Ez response with a magnitude of ∼several V/m will be produced by ∼100 nT geomagnetic disturbance. However, at balloon heights (∼30 km), electric field of the E-mode becomes dominating. Predicted amplitudes of horizontal electric field in the atmosphere induced by Pc5 pulsations and travelling convection vortices, about tens of mV/m, are in good agreement with balloon electric field and ground magnetometer observations.
Keywords: atmosphere, ionosphere, ultra-low-frequency waves, magnetic and electric modes, balloon observations, ssc
INTRODUCTION: ARE THERE ULTRA-LOW-FREQUENCY SIGNATURES IN ATMOSPHERIC ELECTRIC FIELD?
The mutual fertilization of two geophysical disciplines—space physics and atmospheric electricity, has been rather low so far. This neglect is related to the fact that variations of the atmospheric electric field are commonly considered to be totally influenced by local meteorological processes. As a result, the magnetospheric community and atmospheric electricity community practically do not interact. In particular, in studies of waves and transients in the ultra-low-frequency (ULF) band (from mHz to Hz), the impact of magnetospheric disturbances on gradient of atmospheric potential (i.e., vertical electric field Ez) was commonly neglected, besides a few studies mentioned below.
Electromagnetic waves in the atmosphere, between the conductive layers of the bottom ionosphere and earth’s surface, can be decomposed into the magnetic H-mode (TE or THM mode) and electric E-mode (TH or TEM mode). Each mode has a specific partial impedance characterizing its interaction with the earth’s crust (Berdichevsky et al., 1971). The H-mode carries a vertical magnetic field disturbance, Bz, while the E-mode carries a vertical electric field disturbance, Ez. Upon modeling of magnetospheric MHD wave (Alfven (Hughes and Southwood, 1976) and fast compressional (Hamieri and Kivelson, 1991) modes) interaction with the ionosphere-atmosphere-ground system, the contribution of the E-mode is commonly neglected, so the ground response is believed to be produced by the H-mode only (Alperovich and Fedorov, 2007).
The E-modes are effectively excited in the ELF-VLF bands (e.g., Schumann resonances and sferics) by lightning electric discharges. Does the E-mode contribute also in the electromagnetic field of ULF waves? So far, there is no definitive answer to this question.
Apart from space physics applications, this problem is of key importance for magnetotelluric sounding (MTS) fundamentals. On the assumption that the incident ULF field is composed of a superposition of partial E- and H-modes, a new method of MTS, directional analysis, was developed by Chetaev (1970). This method is based on the premise that the spatial structure of ULF pulsations above a high-resistive crust does not meet the plane wave approximation and should be modeled as a horizontally propagating inhomogeneous plane wave with a complex wave vector (Dmitriev, 1970; Chetaev, 1985). According to this concept, the electric mode carrying a large vertical electric field/current in the air is a part of a primary wave. In this regard, verification of possible occurrences of Ez in the atmosphere in the ULF range is of fundamental importance for adequate MTS.
Attempts to detect ULF signatures in atmospheric Ez field have given contradictory results. Multicomponent magnetic and telluric observations provided seemingly promising results on the existence of the E-mode (Vinogradov, 1960; Savin et al., 1991). However, these studies used measurements of vertical telluric field in boreholes. Therefore, it is not clear whether the ULF signature in Ez was indeed caused by an incident partial E-mode, or by mode conversion owing to crust conductivity inhomogeneities. Direct measurements of the vertical electric field in the atmosphere seemingly indicated the possibility of the E-mode existence in the Pc3 (Chetaev et al., 1975) and Pc1 (Chetaev et al., 1977) frequency bands.
On the other hand, Anisimov et al. (1993) found no systematic pulsations in atmospheric Ez field coherent with geomagnetic Pc3 pulsations at middle latitude. Rare events with quasiperiodic variations of Ez were possibly the result of advection by wind of spatially inhomogeneous aero electric structures. At high latitude, the coherence between Ez fluctuations and simultaneous geomagnetic pulsations was low, though they both sometimes demonstrated periodic variations in the same period range 5–30 min (Kleimenova et al., 1996).
The problem is further complicated by the sporadic occurrence on the ground of periodic long-lasting variations of Ez owing to small-scale meteorological processes in the ULF band. Upon the upward transmission, the near-surface electric field noise attenuates exponentially and becomes negligible at the typical balloon heights (∼30 km). The electric field as observed by balloon platform is actually a local ohmic response to current, because a balloon is drifting with the wind, so space charge structures are not moving past balloon. Therefore, the balloon experiments are more promising than the ground observations for the study of magnetospheric effects in atmospheric electric field.
The ideal observational conditions in Antarctica (more than 30% days at the surface and >90% of the days at balloon altitude match the “fair weather” condition) enabled Bering et al. (1987) to address the long-standing problem of coupling between atmospheric electricity and space weather disturbances at ULF time scales using the coordinated balloon-born electric and ground magnetic observations. Several electric and magnetic field events were recorded during the 1985–86 Balloon Campaign at South Pole Station (Bering et al., 1988, Bering et al., 1990, Bering et al., 1995; Lin et al., 1995). However, no detailed theoretical analysis of these events was performed, so in Simultaneous Geomagnetic and Ez Variations During Storm Sudden Commencement Events, we will reexamine the results of the early balloon campaigns.
Another remaining controversy is related to the possibility of excitation of the electric THo mode (fundamental mode of the atmosphere–ground waveguide) by a magnetic storm sudden commencement (SSC). Kikuchi and Araki (1979) interpreted the propagation of SSC impulse from polar to low latitudes as “instantaneous” propagation of electromagnetic disturbance in TH0 mode in the ionosphere-ground waveguide. This E-mode should carry a significant Ez disturbance, which can be detected by a sensor with a sufficient sampling rate (Yumoto et al., 1997). However, this predicted feature of SSC impulse was never validated.
In contrast to ubiquity of geomagnetic high-sampling observations, until recently there was no regular monitoring of the atmospheric electric field with a high time resolution. The previously mentioned results on occurrence of ULF pulsations in Ez field near the earth’s surface were obtained from short-term observational campaigns, and these data were mostly lost completely, so the results cannot be verified. Recently, the study of short-period disturbances of the atmospheric electric field became feasible thanks to the project GLOCAEM (GLObal Coordination of Atmospheric Electricity Measurements), which united the high-resolution (up to 1 sec) measurements of potential gradient worldwide (Nicoll et al., 2019). The GloCAEM atmospheric electricity database for potential gradient measurements provided insights into a number of meteorological processes. Here, this database is used to examine the influence of geomagnetic disturbances on atmospheric electric field and to resolve a controversy about the possibility of the E-mode excitation by SSC. Also, we reexamine the results of coordinated balloon-born electric and ground magnetic observations in Antarctica.
To interpret the results of the SSC observations and earlier balloon experiments in Antarctica, we have developed a numerical model of electromagnetic ULF response to the incidence of oscillating magnetospheric field-aligned currents onto a realistic ionosphere–atmosphere system.
DATABASE OF GEOMAGNETIC AND ATMOSPHERIC MEASUREMENTS
To examine the impact of an interplanetary shock on the atmospheric electric field Ez as well, we used the list of observed SSC provided by International Index Service (http://isgi.unistra.fr and http://www.obsebre.es). The occurrence of IP shocks can also be seen in the plasma pressure p from the 1 min OMNI database (https://omniweb.gsfc.nasa.gov). We have examined all SSC events during the period 2007–2019.
As a source of information on disturbances of atmospheric electric field, we used the data provided by the project GloCAEM (GloCAEM.wordpress.com), which provides a portal to freely access potential gradient data from 17 sites worldwide. From available long-term 1 sec observations of atmospheric potential gradient (Ez), we have chosen data from the following sites:
-Reading (United Kingdom) 2011–2019, geographical coordinates 51.44°N, 0.94°W
-Hermon (Israel) 2015–2017, geographical coordinates 33°18′ N, 35°47′E
- CAS2 (Argentina) 2016–2019, geographical coordinates 31.80°S, 69.29°W
Available 1 sec data from some stations (e.g., Nycenk and Tripura) are low-quality, with too much interference, and have been omitted.
For magnetic field variations, we use the 1 min data from the INTERMAGNET array (https://intermagnet.github.io) from the following stations: near-equatorial stations MBO and AAE; midlatitude European stations ESK, LER, BFE, and CLF in the same region as atmospheric electricity sites. An SSC is a global phenomenon of a planetary scale, thus very close colocation of magnetometer and electric field sensor is not a crucial necessity. The map with location of selected stations is shown in Figure 1.
[image: Figure 1]FIGURE 1 | The map with location of selected atmospheric electricity stations (blue empty squares) and magnetometers (red dots). Solid lines denote geomagnetic coordinates, and dotted lines correspond to geographic coordinates.
An ideal place for monitoring the fine characteristics of atmospheric electricity is the Antarctic plateau, because of the lack of anthropogenic influences, weak and stable winds, and lack of low-altitude clouds. A large database of 10 sec atmospheric Ez and Jz observations with high-sensitive field-mill and current collector has been collected at South Pole, Vostok, and Concordia stations (Byrne et al., 1991; Few et al., 1992; Burns at al., 1998). With the use of these data, relationships between variations of the atmospheric electricity and IMF parameters (Frank-Kamenetsky et al., 1999), and the ionospheric electric potential (Corney et al., 2003) were found. The Antarctic atmospheric electricity data are available via website (http://globalcircuit.phys.uh.edu). From available 10 sec magnetometer data from South Pole observatory and atmospheric electric field and current measurements during the period 1991–1993, we have analyzed 18 SSC events.
The balloon experimenters have stored their data and made them available online (https://uh.edu/research/spg/data.html). Payloads at an altitude of ∼32 km carried 3-axis double probe electric field detectors and provided 15-s averaged 3-axis electric field data. We have re-analyzed the results of the 1985–86 Balloon Campaign at South Pole Station (Bering et al., 1987; Bering et al., 1995).
ESTIMATE OF EZ PERTURBATIONS ACCOMPANYING STORM SUDDEN COMMENCEMENT EVENTS
Among a large variety of MHD disturbances in the near-earth environment, special attention has been paid to the study of SSC’s caused by interaction of an interplanetary shock with the magnetosphere (Araki, 1977). The impulsive impact of a shock can bring a significant amount of energy and momentum into the magnetosphere in a very short time (Curto et al., 2007). Despite the seeming simplicity of such impact, the complexity of geomagnetic and plasma phenomena stimulated by an interplanetary shock turns out to be surprisingly large (Pilipenko et al., 2018). SSC transmission from high to low latitudes was often associated with the electric mode in the ionosphere–ground waveguide, instantly propagating along the earth’s surface (Kikuchi and Araki, 1979). Among possible electric modes in the atmospheric waveguide, the fundamental TH0 mode without a cutoff frequency is excited most effectively by a magnetospheric Alfven wave. Distinctive features of TH0 mode are the propagation velocity just somewhat less than the light speed, and weak attenuation, which is due to the geometrical factor, not due to dissipation in the ionosphere (Kikuchi, 2014). Therefore, it seems that the TH0 mode may contribute to geomagnetic response far from the MHD disturbance incident on the ionosphere (Kikuchi and Hashimoto, 2016). This notion about the TH0 mode has been applied to interpret prompt SSC transmission from auroral to low latitudes (Kikuchi, 1986; Chi et al., 2001).
However, in the original papers on the THo mode, the excitation rate of this mode by magnetospheric sources was not considered. Simple scaling shows that a vertical current Jz penetrating into the atmosphere resulting from the magnetospheric field-aligned current [image: image] with a transverse scale L is determined by the ratio between the resistance of the ionospheric E-layer (which is inversely proportional to the height-integrated Pedersen conductance ΣP) and the resistance of the atmospheric column between the ground and height of the ionospheric conductive layer:
[image: image]
In the atmosphere with exponential height-increasing conductivity [image: image] and negligible displacement current [image: image] (that is for frequencies less than ∼1 Hz), the parameter [image: image] is [image: image]. For typical values ΣP = 20 S, Σ0 = 2*10−14 S/m, and α = 10 km [image: image]∼104 km. This simple estimate shows that a somewhat significant part of the magnetospheric current would penetrate to the low-conductive atmosphere only for extremely large-scale disturbances. Thus, SSC seems to be a very promising source of E-mode excitation, because the scale of an SSC-associated source is the distance between the dawn and dusk ionospheric vortices, which is about several thousand km.
Let us estimate the expected magnitude of the vertical electric component Ez of the TH0 mode. From the subsystem of Maxwell’s equations for the E-mode, one can obtain the relationship between the components Ez and By of a wave propagating with the horizontal wave vector [image: image]:
[image: image]
Here, the dielectric permittivity is [image: image], and k0 = ω/c is the vacuum wave number. Assuming that [image: image], Eq. 2 yields in the case [image: image]:
[image: image]
From the relationship (Eq. 3), it follows that a TH0 mode with magnetic component By∼1 nT in the atmosphere with σ0 = 10−13 S/m must be accompanied by a spike of atmospheric electric field Ez at the earth’s surface with amplitude ∼103 V/m. Thus, even a weak magnetic signature of the E-mode must be accompanied by a burst of Ez exceeding the atmospheric potential gradient. More rigorous treatment of the problem of magnetospheric field-aligned current interaction with the multilayered ionosphere-atmosphere-ground system will be provided in Modeling of E-Mode Excitation by Magnetospheric FAC.
SIMULTANEOUS GEOMAGNETIC AND EZ VARIATIONS DURING STORM SUDDEN COMMENCEMENT EVENTS
We compare the above theoretical estimate with simultaneous observations of the atmospheric Ez field and geomagnetic variations (X-component). We have identified >50 events with simultaneous variations of Ez and ΔX. We examine the time intervals in the ±10 min vicinity of SSC events. The plots in Figure 2 present examples, showing vertical electric field Ez (mV/m) from available stations and magnetic field ΔX (nT) component from selected stations. The data on the solar wind dynamic pressure has too many missing values for these events and are not shown. The moment of each SSC is marked by vertical lines in Figure 2.
[image: Figure 2]FIGURE 2 | Four events with seemingly bursts of Ez during SSC. Upper panels show variations of the atmospheric potential gradient, Ez, and bottom panel shows magnetograms (X component) from magnetometers in the same LT sector.
In a majority of the events, no response of Ez on SSC was seen. The lack of Ez response imposes a limit on a possible amplitude of an expected electric mode—it is at least less than sensor sensitivity and background noise level. In none of >50 SSC events during 2007–2019 recorded by magnetometers and atmospheric electricity stations from the GLOCAEM array or Antarctica was a similar disturbance noticed.
However, in some events, a burst of Ez during an SSC can be seen. Figure 2 presents several promising events. Let us exclude for a moment the possibility that the geomagnetic and Ez disturbances were just mere coincidences. In any case, the amplitudes of Ez disturbance occurring simultaneously with SSC do not exceed ∼10 V/m. A similar negative result was obtained using Ez and Jz observations at the South Pole station (not shown). Therefore, SSC cannot be exciting or associated with the TH0 mode.
MODELING OF E-MODE EXCITATION BY MAGNETOSPHERIC FAC
Basic features of electric field transmission from the ionosphere into the near-earth atmosphere in the DC approximation (when the time scale is larger than the relaxation time τ > ε0/σ0 ∼ 20 min) can be understood in a simple 1D model (Park, 1976). This model predicts that a potential difference Φ between the ionosphere and ground supports Ez varying with altitude z as follows:
[image: image]
Here, ΣA is the total conductance of the atmospheric column [image: image]. Typical values are [image: image], σ0 ∼ 10−14 S/m, and Φ ∼ 250 kV. This relationship shows that a modification of the atmospheric conductivity profile [image: image] by precipitation of high-energy solar particles (Kokorowski et al., 2006) or emanation of radioactive gas (Harrison et al., 2010) can modify [image: image] structure.
Penetration of nonsteady field, e.g., in the ULF band, is different and seldom studied. We have elaborated a model of the electromagnetic ULF response to an incidence of oscillating magnetospheric azimuthally symmetric FAC field-aligned current onto the realistic ionosphere and atmosphere. A similar multilayer model of the ionosphere-atmosphere-ground system has been used to examine the transmission of Pc1 waves through the ionosphere to the ground (Fedorov et al., 2018). The geomagnetic field B0 at high latitudes may be assumed to be vertical. The problem is azimuthally symmetric, so a cylindrical coordinate system [image: image] is used, with ρ = 0 in the axis of the current tube.
The model is based on a numerical solution of the full-wave equations in the realistic ionosphere. At the ground-atmosphere interface, the impedance boundary condition is imposed [image: image], where Zg is the surface impedance. The ground conductivity is assumed to be σg = 10−4 S/m. The parameters of the ionospheric collisional plasma were reconstructed using the IRI model (http://irimodel.org). The IRI parameters were chosen to correspond to day 2009, 06/21, 02 UT (premidnight) at auroral latitude (geographic latitude 56.5° and latitude 280.8°). According to the IRI model, the ionospheric conductances would be ΣP = 0.95 S and ΣH = 1.40 S.
The vertical profile of atmospheric conductivity is modeled by exponential dependence [image: image] that merges the IRI-predicted conductivity at z = 80 km. The choice of a more realistic conductivity profile will not change the results noticeably. The complex atmospheric conductivity that includes displacement current is given by [image: image] (where [image: image] is the vacuum permittivity). Figure 3 shows the altitude dependence of the absolute magnitude of the complex conductivity (black line). The magnitude of the displacement current for frequencies from 2 mHz to 1 Hz is denoted by vertical lines. Evidently, at low altitudes, [image: image] is determined by the displacement current, while at higher z, it is determined by the conductivity current. The height where [image: image] is denoted z = z* (ω).
[image: Figure 3]FIGURE 3 | The altitude dependence of the absolute magnitude of the atmospheric conductivity |σA (z)| (black line). The magnitude of the displacement current [image: image] for frequencies from 2 mHz to 1 Hz is denoted by vertical lines.
We have calculated both the vertical and horizontal distributions of magnetic and electric field components, including the vertical electric field in the atmosphere. The 6-component electromagnetic field is excited by an incident Alfven wave (that is, oscillatory field-aligned current) with horizontal radius R = 350 km. The amplitudes of all field components are normalized in such a way as to have the unit magnetic disturbance on the ground Bρ (z = 0) = 1 nT for all frequencies in the region of spatial maximum ρ = ρmax. The magnetic mode in the atmosphere is excited by ionospheric Hall currents. These eddy currents produce a magnetic response in the atmosphere in the radial direction, that is, in the Bρ component. The electric mode in the atmosphere is associated with vertical current. This current produces a magnetic disturbance in the azimuthal direction, that is, in the Bϕ component. Thus, Bρ and Eϕ components are associated with H-mode, while Bϕ and Eρ components are associated with the E-mode.
The radial distribution of the amplitudes of the magnetic components on the ground for various frequencies is shown in Figure 4. The maximum of Bρ (ρ) is reached at [image: image] km (Figure 4, upper panel). The distribution of Bϕ (ρ) component is rather similar (Figure 4, middle panel). This component is associated with the E-mode in the atmosphere, and it is about four orders of magnitude weaker than the radial component, associated with the H-mode. The occurrence of the vertical magnetic component Bz is due to inhomogeneity of an initial field, and its magnitude is determined by the ratio between the skin-depth and horizontal wave scale (Pilipenko et al., 1998). In contrast to horizontal components, the vertical component Bz(ρ) has spatial maximum beneath the current center ρ = 0 (Figure 4, bottom panel).
[image: Figure 4]FIGURE 4 | The radial distribution of the magnetic component amplitudes (in nT), from top to bottom - Bρ (ρ), Bϕ (ρ), and Bz (ρ), on the ground for various frequencies.
The radial distribution of the electric component amplitudes on the ground for various frequencies is shown in Figure 5. The electric field of the H-mode is revealed in the Eϕ component, whereas the E-mode has Eρ and Ez components. The distribution of horizontal electric components is similar to that of horizontal magnetic components (Figure 5, upper and middle panels). However, the vertical electric component Ez, associated with the E-mode, has maximum beneath the source at ρ = 0 (Figure 5, bottom panel). Amplitude of Eρ component, ∼3 10−5 mV/m, is about four orders of magnitude less than amplitude of Eϕ component, ∼0.2 mV/m. As expected for the electric field structure near the surface of a conductor, the normal to the surface electric field component Ez, ∼80 mV/m is much larger than the transverse component.
[image: Figure 5]FIGURE 5 | The radial distribution on the ground of the electric component amplitudes, Eρ (ρ), Eϕ (ρ), and Ez (ρ) (in V/m), for various frequencies (shown in legend).
The altitude profile of the horizontal magnetic components at the distance ρmax is presented in Figure 6. The steep variation at z∼90 km is related to a π/2 rotation of the polarization ellipse in the Е-layer. The Bρ component is nearly the same at all altitudes in the atmosphere. The Bϕ component is many orders of magnitude less than the Bρ component. The vertical magnetic component Bz is comparable in amplitude with the Bρ component and just weakly increases with altitude.
[image: Figure 6]FIGURE 6 | The altitudinal profiles of the horizontal magnetic components (in nT) Bρ (z), Bϕ (z) at ρ = ρmax and the vertical component [image: image] at ρ = 0.
The altitude profiles of the horizontal electric field components at ρmax and vertical component Ez (z) at ρ = 0 are presented in Figure 7. The Eϕ (z) component only weakly depends on altitude for low frequencies, but for higher frequencies, it grows with altitude up to the E-layer, as expected from Faraday’s law [image: image]. The altitude dependence of the Eρ (z) component changes drastically at height z = z*, where the Ohmic current equals the displacement current. This component is nearly constant in the more conductive upper atmosphere (z > z*), but it drops in the less conductive lower atmosphere (z < z*). For the vertical electric component, the modeling results can be understood, remembering that the altitude distribution of Ez (z) is proportional to the total complex conductivity Σ (z). The Ez perturbation at higher altitudes, z > z*, decays exponentially [image: image], whereas at lower altitudes, z < z*, Ez (z) is nearly constant. In the ionosphere (>80 km), the Ez component vanishes owing to the high field-aligned conductivity of the ionospheric plasma.
[image: Figure 7]FIGURE 7 | The altitudinal profiles of the horizontal electric components Eρ (z), Eϕ (z) at ρ = ρmax and the vertical component [image: image] at ρ = 0.
The relative magnitude of the atmospheric electric field disturbances owing to magnetospheric ULF variations may be seen in Figure 8. This figure compares the altitude structure of all three electric field components. At the ground, the horizontal components drop to very low magnitudes prescribed by the boundary impedance relationship. On the ground, the electric field of H-mode is dominating, Eρ << Eϕ. However, because Eρ increases fast until z ∼ z*, at the balloon height (∼30 km), the electric field of the E-mode becomes much larger, Eρ >> Eϕ.
[image: Figure 8]FIGURE 8 | The altitudinal structure of all three electric field components Eρ (z), Eϕ (z), and Ez (z) (in V/m).
This behavior can be comprehended from the following consideration. At the earth’s surface, electric E(g) and magnetic B(g) components of the E-mode are about five orders of magnitude less than those of the H-mode. Magnetic components of both modes slowly vary with altitude: Bϕ is practically constant till ∼40 km and Bρ increases about 1.5 times only till 80 km. The behavior of electric components is more complicated. From Faraday’s law, it follows that the electric field of the H-mode varies with altitude as [image: image]. So, this electric field component is nearly constant throughout the atmosphere. The electric field of the E-mode strongly varies with altitude [image: image]. As a result, the ratio of electric fields of both modes varies with altitude as [image: image]. Therefore, starting from ground values [image: image], for k = 10−3 1/km, and T = 500 s, this ratio will grow linearly with altitude as [image: image]. Thus, at balloon heights, electric field of the E-mode becomes much larger than that of the H-mode, whereas, on the other hand, the magnetic field of the E-mode (Bϕ) is much less than that of the H-mode (Bρ) in the entire atmosphere (up to the E-layer).
OBSERVATIONS OF EZ PERTURBATIONS DURING TRAVELLING CONVECTION VORTICE AND PC3-5 EVENTS IN ANTARCTICA
Responses of the atmospheric electric field associated with impulsive and wave magnetospheric disturbances were observed during the balloon campaigns. The reported events include travelling convection vortices (TCVs) and Pc5 pulsations.
TCVs in the high latitude ionosphere are revealed on the ground as magnetic impulsive events with duration ∼5–10 min. These localized daytime disturbances are thought to be responses to transients in the solar wind or magnetosheath. A survey of the campaign data looked for unipolar magnetic pulses above background in the vertical component BZ on the ground and electric field perturbations ≥10 mV/m at balloon altitude (Lin et al., 1995). From total of 112 events found, electric field responses were observed for 90% of the events with the average Ez amplitude ∼15 mV/m.
For example, the TCV event on January 3, 1986, was recorded by both the South Pole magnetometer and the balloon electric field sensor (Bering et al., 1990). This TCV was estimated to have a radius ∼350 km and moved antisunward along the oval at a speed of ∼4 km/s. The magnetometer observed a unipolar impulse in the magnetic vertical Bz component of ∼80 nT and a bipolar impulse in the horizontal Bx component of ∼100 nT. The accompanying atmospheric electric field pulse was less than 10 mV/m in the Ez component (at the noise level), and ∼40 mV/m in the eastward Ey and ∼25 mV/m in the poleward Ex components. In another event on Jan. 14, 1986, the TCV impulse amplitudes were ∼20 nT in the horizontal magnetic and ∼15 mV/m in the electric fields. The spike in the vertical Ez field reached ∼40 mV/m.
As an example of Pc5 pulsations, the event on July 9, 1975, may be presented (Maclennan et al., 1978). During this event coincident magnetic field, transverse electric field and electron precipitation fluctuations with 5 min period were measured around ∼06 LT by ground magnetometer and balloon-borne double-probe and scintillation counter. The balloon reached a ceiling altitude of ∼35 km. The experiment recorded magnetic variations with a peak-to-peak amplitude in the Bx component of ∼6 nT and in the By component of ∼8 nT, which were coherent with horizontal electric field variations with peak-to-peak amplitudes in the N-S component Ex of ∼20 mV/m and in the E-W component Ey of ∼15 mV/m.
Thus, the normalized transverse electric field response to TCV magnetic pulses is [image: image] ∼ (0.4–0.8) (mV/m)/nT and to Pc5 waves is [image: image] ∼ 2.5 (mV/m)/nT. The normalized response of vertical electric field to TCV magnetic pulses is [image: image] ∼ 2 (mV/m)/nT.
The expected model magnitude of an atmospheric electric field disturbance may be estimated from Figure 5 for a 1 nT magnetic disturbance. The horizontal electric field disturbance at typical balloon altitude (32 km) is about 1.5 mV/m, depending on frequency. Thus, for a typical ground magnetic amplitude (20 nT), the balloon measurements should reveal an E perturbation of about 30 mV/m. This value is in a good agreement with the results of balloon observations discussed above (e.g., Bering et al., 1990). At the same time, the inductive electric field produced by the H-mode Eϕ at balloon height would be ∼1 mV/m only.
Amplitudes of the vertical and horizontal components become comparable at an altitude of ∼30 km. For the ground magnetic disturbance with B = 1 nT and f ∼ 10 mHz, the predicted vertical electric field disturbance is ∼0.02 V/m. Thus, for intense ULF disturbances of the geomagnetic field ∼100 nT, the disturbance of the ground level atmospheric field must be ∼2 V/m. This value is small, and it can be detected by modern electric field sensors only under extremely quiet weather conditions.
APPARENT IMPEDANCES OF H- AND E-MODES
Simultaneous measurements of the wave electric and magnetic components gives one the possibility to determine the apparent wave impedance in order to obtain additional information about the wave mode. This method was applied by Pilipenko et al. (2012) to the radar-measured electric field and ground geomagnetic field of Pc5 waves and by Bering et al. (1998) to the analysis of coordinated balloon-born electric and ground magnetometer measurements. More importantly, a preliminary knowledge of the atmosphere–ionosphere impedance gives one the possibility to estimate the wave electric field amplitude in the ionosphere from ground magnetometer observations.
Here, we first provide simple analytical estimates and then support them with numerical modeling. For the H-mode excited by a toroidal Alfvenic-type magnetospheric disturbance, the ratio between the dominant components of the electric field in the ionosphere, Ex, and ground magnetic response, Bx, follows from the thin ionosphere theory (Pilipenko et al., 2012):
[image: image]
For the E-mode, the relationship between electric field in the ionosphere and ground magnetic disturbance was derived by Hughes, (1974). Here, we present a similar relationship for a wave infinite in the E-W direction (ky = 0) and localized in N-S direction ([image: image]). The ratio between the meridional electric field Ex and the azimuthal component of the magnetic field By on the ground is given by
[image: image]
This ratio is altitude-dependent and does not depend on the ionospheric conductivity. At altitudes [image: image], the ratio coincides with the equation from Hughes, (1974) (transformed into SI units):
[image: image]
Liu and Berkey, (1994) and Yizengaw et al. (2018) used the relationship between ionospheric electric field and magnetic field fluctuations from Hughes, (1974) to estimate the amplitude of the ionospheric electric field fluctuations driven by geomagnetic pulsations. However, the relationships they have used were incorrect choices. Moreover, it is wrong to model ULF pulsations as an E-mode.
The numerically calculated apparent impedances for both electric (E) and magnetic (H) modes (that is, the ratio E (z = 120 km)/B (z = 0) is shown in Figure 9. For the H-mode, the ratio Eρ/Bρ ∼ 0.6 (mV/m)/nT. This value is very close to the theoretical estimate (4) for ΣH∼1.4 S. For the E-mode, the ratio Eρ/Bϕ is frequency dependent, slowly decreasing from ∼102 (V/m)/nT at f ∼ 3 mHz to ∼10 (V/m)/nT at f ∼ 1 Hz. Therefore, the E-mode impedance is at least four to five orders of magnitude larger that the impedance of the H-mode. Interpretation of ULF waves as E-mode would provide unrealistically high magnitudes of the wave electric field in the ionosphere.
[image: Figure 9]FIGURE 9 | The frequency dependence of the apparent impedances (that is E (f)/B (f) amplitude ratios) for magnetic and electric modes.
An attempt to compare Pc1-3 pulsations using the South Pole search-coil magnetometer and balloon E-field data was made by Bering et al. (1998). While magnetic component was clearly observed as narrow-band emissions with power spectral densities (PSDs) [image: image] ∼ 0.1 (nT)2/Hz in Pc1 band and ∼9 (nT)2/Hz in Pc3 band, the balloon-borne detector observed broadband emission without prominent features in the electric field spectra. During these events, the noise power spectral densities (PSDs) in the Pc1 and Pc3 bands were Pf ∼ 2 103 and ∼4 102 (mV/m)2/Hz, correspondingly. According to the modeling results, E/B ∼ 2 (mV/m)/nT at f = 0.01–0.3 Hz (Figure 7), so at balloon heights, the PSD of the electric component could be [image: image] ∼0.4 (mV/m)2/Hz in the Pc1 band and ∼30 (mV/m)2/Hz in Pc3 band. Thus, the PSD of theoretically possible electric components of geomagnetic Pc1 and Pc3 pulsations was below the noise level.
DISCUSSION
The conclusion in Estimate of EzPerturbations Accompanying Storm Sudden Commencement Events about the occurrence of large Ez in the ULF electric mode was made earlier in Zybin et al. (1974) from other considerations. The ULF field in the atmosphere can be locally approximated as an inhomogeneous plane wave with a horizontal wave vector k. In this approximation, the vertical component Ez in the field of Pc3-5 pulsations must appear. The expected magnitude of Ez must be coupled with magnetic component magnitude as follows: [image: image]. For the commonly observed horizonal velocity of Pc3-5 pulsations ω/k ∼ 20 km/s, pulsations with a magnetic component amplitude B⊥ = 1 nT should be accompanied by disturbances of Ez ∼60 V/m. To put it another way, the Ez component in the air can be estimated from the continuity of vertical current at the interface earth’s crust—air [image: image]. According to this estimate, the amplitude components of Ez in the air should be a few tens of V/m according to borehole observations of Jz for σg ∼ 10−4 S/m and ω∼0.01 s−1.
Our search for an Ez signature in disturbances from magnetospheric sources has given negative results. Even for the most promising source—large-scale intense SSC impulses, observations show that the excitation of the E-mode is negligible. Therefore, the assumption of the directional analysis (Chetaev et al., 1975; Chetaev et al., 1977; Chetaev, 1985) on the occurrence of the E-mode in the incident ULF wave field is not supported by observations. Nonetheless, the mathematical formalism developed in the frameworks of the directional analysis may be applied for MTS in the ELF band (e.g., Schumann resonance).
Our numerical modeling has resulted in a rather paradoxical conclusion. Excitation of the E-mode by magnetospheric sources is very weak, and this mode practically does not contribute into the ULF wave magnetic field. The E-mode contribution into the horizontal telluric field produced by ULF pulsations is also negligible. However, in the atmosphere, at the balloon heights, the electric field of this mode becomes dominant. Thus, an adequate interpretation of coordinated balloon-ground observations of Pc5 waves and TCVs is possible only with account of multimode structure of ULF disturbance in the atmosphere comprising both H- and E-modes. The important aspect of this problem is the polarization structure of H- and E-modes (Nenovski, 1999). The pertinent theoretical modeling and comparison with data from coordinated balloon-ground observations will be considered elsewhere.
At the same time, periodic fluctuations of the atmospheric electric field Ez in the ULF range that are not associated with geomagnetic disturbances are quite common. These fluctuations may confuse and mislead a researcher upon a search of simultaneous geomagnetic and atmospheric electricity pulsations. Periodic fluctuations of the atmospheric potential gradient and vertical atmospheric current Jz in the range of Pc4-5 frequencies were observed by Yerg and Johnson, (1974) and in the Pc1 and Pc3 bands by Anisimov et al. (1984). These fluctuations were not coherent with geomagnetic pulsations, so authors suggested that they may be caused by nonmagnetospheric sources, e.g., infrasound emissions from distant meteorological sources. Pc5 pulsations of atmospheric electric field were observed near local midnight under very clear weather by balloon campaign (altitude ∼32 km) (Liao et al., 1994). Both transverse and vertical electric field components of pulsations had amplitudes of 20–30 mV/m, but no similar signal was observed in magnetometer or riometer data. Narrow-band wave packets in the Pc1 band in both horizontal and vertical components of the atmospheric electric field without a ground magnetic response were detected during the 1985–86 South Pole Balloon Campaign (Bering and Benbrook, 1995). The driving mechanisms of such “electrostatic” ULF pulsations are very speculative and have not been established.
The model implicitly assumes that a single cylindrical FAC is spread along the ionosphere out to infinity. In realistic magnetosphere–ionosphere disturbances, coupled incident and return FACs of opposite polarity are formed at various distances from each other, from about ten thousand km in SSC events to few hundred km in TCV or Pc5 events. If the geometry of the magnetosphere–ionosphere current system is known, the modeled electromagnetic fields due to each isolated FAC are to be summed up.
We have considered a simple geometry with the plane ionosphere and ground and vertical geomagnetic field B0. This assumption is well justified for the consideration of local structure of electromagnetic disturbance at distances less than 103 km from an incident FAC. At larger distances upon propagation to low latitudes, additional factors become noticeable: ionosphere/ground curvature, inclination of geomagnetic field, and lateral inhomogeneity of ionospheric parameters. However, the magnetic field decreases with distance as ∼r−2, so at large distances, the response would be too weak to observe. Probably, there is no need to advance theory to interpret very weak signatures at large distances from a source.
CONCLUSION
We have addressed the long-standing problem of coupling between atmospheric electricity and space weather disturbances at ULF time scales (from fractions minutes to tens of mins). The generation of ULF impulses and noises by atmospheric electric discharges is a more or less well-known aspect of the problem (see Pilipenko, 2012). The inverse aspect, the influence of magnetospheric magnetic disturbances on the atmospheric electric field is much less studied.
The GloCAEM atmospheric electricity field-mill measurements with 1 sec cadence have been used to examine the influence of geomagnetic SSC disturbances on atmospheric electricity. The predicted mechanism of SSC transmission by the electric-type TH0 mode along the earth–ionosphere waveguide was not confirmed. Observations with field-mills and current collectors in Antarctica also have not found any signature of the E-mode accompanying SSC magnetic pulses. Therefore, the model of prompt transmission of disturbances from auroral latitudes to low latitudes by the atmospheric TH0 mode is not supported by observations and should be rejected.
We have advanced the theory of ULF disturbance transmission though the ionosphere and atmosphere to the ground by considering the possible role of the electric mode. The constructed model of electromagnetic ULF response to an incidence of oscillating magnetospheric field-aligned current onto the realistic ionosphere is based on a numerical solution of the full-wave equations in the atmospheric-ionospheric collisional plasma whose parameters were reconstructed using the IRI model and a realistic vertical profile of atmospheric conductivity. The modeling strictly proved that excitation of the electric mode is weak and its contribution into the field of ULF waves on the ground is very small. In a most favorable situation, only a weak Ez disturbance with a magnitude of ∼several V/m could be produced by a large-scale intense (∼100 nT) geomagnetic disturbance. At the same time, the predicted amplitudes of electric field at balloon heights, ∼few tens of mV/m, induced by Pc5 pulsations and travelling convection vortices are in good agreement with coordinated balloon—ground magnetometer observations. Therefore, E-mode excitation by magnetospheric ULF disturbances cannot be completely ignored, because an adequate interpretation of balloon observations is possible only on the basis of a model comprising both H- and E-modes.
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Previous research has shown that the study of the global electrical circuit can be relevant to climate change studies, and this can be done through measurements of the potential gradient near the surface in fair weather conditions. However, potential gradient measurements can be highly variable due to different local effects (e.g., pollution, convective processes). In order to try to minimize these effects, potential gradient measurements can be performed at remote locations where anthropogenic influences are small. In this work we present potential gradient measurements from five stations at high latitudes in the Southern and Northern Hemisphere. This is the first description of new datasets from Halley, Antarctica; and Sodankyla, Finland. The effect of the polar cap ionospheric potential can be significant at some polar stations and detailed analysis performed here demonstrates a negligible effect on the surface potential gradient at Halley and Sodankyla. New criteria for determination of fair weather conditions at snow covered sites is also reported, demonstrating that wind speeds as low as 3 m/s can loft snow particles, and that the fetch of the measurement site is an important factor in determining this threshold wind speed. Daily and seasonal analysis of the potential gradient in fair weather conditions shows great agreement with the “universal” Carnegie curve of the global electric circuit, particularly at Halley. This demonstrates that high latitude sites, at which the magnetic and solar influences can be present, can also provide globally representative measurement sites for study of the global electric circuit.
Keywords: potential gradient, carnegie curve, global electric circuit, polar cap potential, arctic, antarctica
INTRODUCTION
The global electric circuit (GEC) was proposed by Wilson (1921). In this circuit, the Earth is considered as a spherical capacitor where the conducting plates are the Earth’s surface and the electrosphere (see e.g., Haldoupis et al., 2017). Upward flowing electric currents move from the top of thunderstorms (and electrical shower clouds) to the highly conducting ionosphere, and flow back down again in fair weather regions, with a current density of ∼2 pA/m2. These currents flow freely through the Earth’s surface, closing the circuit (Rycroft et al., 2000; Rycroft et al., 2008). Analysis of the GEC behavior is important due to its relationship with several phenomena. In an extensive review, Williams and Mareev (2014) reported several works associated with the GEC, such as the role of lightning as a generator for the circuit, nuclear weapon test effects in the circuit, the impact of the tropical “El Nino Southern Oscillation” on the circuit, influence of aerosol and impact of a gamma ray flare, amongst others. Additionally, Rycroft et al. (2012) reported the influence of space weather on the GEC, arising from the influence of cosmic rays and energetic electrons precipitating from the magnetosphere to the lower atmosphere. Furthermore, the study of the GEC has been suggested as an indicator of global warming (Markson, 1986; Williams, 1992; Price, 1993; Williams, 2009) and its connections to clouds (Tinsley et al., 2007; Nicoll and Harrison, 2016).
The above-mentioned effects motivates the continuous monitoring of the GEC, and this can be indirectly performed through atmospheric electric field (or potential gradient, PG1) measurements in fair weather regions. In order to identify a global effect of the GEC on the PG measurements, a comparison can be made with the “universal” Carnegie curve, which is the average daily variation in PG in fair weather conditions2 (Harrison, 2013; Tacza et al., 2020). It was obtained from the hourly average of PG measurements made over the world’s ocean and represents the global daily contribution of the electrical activity in disturbed regions (Whipple, 1929; Peterson et al., 2017). However, PG measurements on the ground are highly variable due to different local factors, such as pollution (Harrison and Aplin, 2002; Silva et al., 2014), precipitation, convective processes in the planetary boundary layer (Anisimov et al., 2018), and changes in ionisation rate from the ambient radioactivity of the Earth’s surface (Barbosa, 2020). Some of these local effects can be reduced by making PG measurements at high latitudes, where the measurement sites are far from large human populations, and the low surface temperatures, and lack of daylight conditions during certain months, inhibit daytime convection.
Early daily PG measurements performed at high latitudes (Arctic and Antarctic) contributed to the discovery of the diurnal universal variation of the potential gradient in universal Time, later adopted in the form of the Carnegie curve when it had been established (Odzimek, 2019). For example, Simpson (1905) performed PG measurements at Karasjok, Norway (69.1°N) and found a typical daily variation. The shape of this curve was very similar to the Carnegie curve but a proper comparison was not possible because at this time the Carnegie curve had not yet been discovered. Fisk and Fleming (1928) reported a good similarity with the Carnegie curve for PG measurements at Arctic stations located between 70° and 80°N. For PG measurements in the Antarctic, Park (1976a) reported a great similarity in the daily variation of PG for Vostok station (78°S) for the period March-November of 1974. In the same way, Cobb (1977) reported a great similarity with the Carnegie curve for air-earth current density and PG daily variation for the Amundsen-Scott station (90°S) for the period November 1972 through March 1974. Additionally, early comparison studies showed similarities between PG measurements performed in the Arctic and Antarctic. Simpson (1919) reported a great agreement in phase for PG daily values measured at Karasjok station (69.1°N, performed between 1903–1904) compared with Cape Evans station (77.6°S, performed between 1910–1913). In the same way, Kasemir (1972) found a very similar shape of the air-Earth current daily curve recorded in Thule, Greenland (78°N, performed between 1958 and 1959) compared with the PG daily curve recorded in Amundsen-Scott station (90°S, performed in 1964). He reported a great agreement in shape for both stations compared with the Carnegie curve but with a difference in the relative amplitude. More recently, in Antarctica, Burns et al. (2017) found a great agreement in the PG daily variation between Vostok and Concordia (75.1°S, 123°E) stations (distance between stations is 560 km).
PG measurements recorded at high latitudes must be approached with caution due to the fact that the ionosphere is not an equipotential in these regions. This occurs due to the additional influence of the interaction of the solar wind with the Earth’s magnetic field, which generates a potential difference across the polar cap (Park, 1976b) and, therefore, influences PG measurement on the ground. There have been several models to describe this potential difference at high latitude (Hairston and Heelis, 1990; Papitashvili et al., 1994; Papitashvili et al., 1995; Weimer, 1995;Weimer, 2005). Tinsley et al. (1998) investigated the influence of the magnetosphere-ionosphere coupling processes on PG for the South Pole station using the Hairston-Heelis model and found a positive correlation for 27 days between 1982 through 1986. Frank-Kamenetsky et al. (1999) found a similar influence using the Papitashvili model for Vostok station for 115 days during 1979–1980. Corney et al. (2003) analyzed the effect of the cross-polar-cap potential difference above PG recorded at Vostok station using the models of Papitashvili and Weimer. The authors found a better representation using the Weimer model for 134 fair weather days during 1998. Furthermore, Burns et al. (2005) reported an excellent agreement in shape and the relative amplitude between the daily variation in PG recorded at Vostok station and the Carnegie curve after removing the polar-cap potential difference (using the Weimer model) for a five year interval (1998–2002).
In addition to the influence of the cross-polar-cap potential difference on PG measurements, the effect of local meteorological influences must also be taken into account. Measurements in the early 1990s by Burns et al. (1995) reported the influence of high wind speed and relative humidity on PG values at Davis station (68.6°S, 78°E). There was however good agreement between the Davis PG daily mean curve and the Carnegie curve, when the wind speed and the relative humidity were low (∼3 m/s and 45%, respectively). Burns et al. (2012) found global signatures in the daily and seasonal variation in PG at Vostok when meteorological disturbances related to temperature and wind speed effects were removed. Furthermore, PG measurements were performed at Maitri station (70.76°S, 11.74°E), reported by Jeeva et al. (2016), who found that local katabatic winds could also produce substantial local effects on PG.
This paper presents the first detailed analysis of two new high latitude PG datasets, made in opposite hemispheres—Sodankyla in the Arctic, and Halley in the Antarctic. These new datasets are compared with existing datasets in high latitude regions to evaluate whether the sites are globally representative and suitable for studying the thunderstorm generator of the GEC. High Latitude Datasets describes the details of the datasets and their locations. Summary of PG Data from New Sites and Fair Weather Definitions presents a summary of the data from the new sites at Halley and Sodankyla. Ionospheric Potential Contributions evaluates the influence of the polar cap potential difference at each station. In Diurnal Variations and Spectral Analysis, a temporal and spectral analysis is performed for Halley and Sodankyla stations, respectively. Global Electric Circuit Representation analyses how globally representative each of the sites is, and Conclusions are presented in the last section.
HIGH LATITUDE DATASETS
This paper presents two new PG datasets made at high latitudes (Sodankyla, Finland; and Halley, Antarctica), and compares them with data from three other high latitude stations previously reported in the literature [Arctowski, Antarctica (Kubicki et al., 2016); Hornsund, Norway (Kubicki et al., 2016); Vostok, Antarctica (Burns et al., 2013)]. The PG data discussed here is all measured using electric field mills, mounted on cylindrical metal masts at 2–3 m above the surface. PG measurements were not calibrated for the form factor associated with the mounting of the field mill, thus, the PG values are relative, not absolute values. Table 1 describes the electric field mill setup at each of the locations discussed, as well as the duration of each of the PG datasets (which range from 2006 to present). The surface cover of the sites varies from continuous snow cover at all times (Halley and Vostok), to the forest location of Sodankyla, where snow is only present for half of the year.
TABLE 1 | Details of the high latitude stations and instrumentation used to measure PG.
[image: Table 1]Figure 1A shows a map of the measurement sites discussed in this paper, demonstrating the high latitude nature of the locations. Examples of the electric field mill sensors used to make the PG measurements are shown in Figures 1B,C for Halley and Sodankyla stations, respectively.
[image: Figure 1]FIGURE 1 | (A) Map showing location of high latitude measurement sites described in the paper (denoted by blue diamonds). HOR, Hornsund, SOD, Sodankyla Geophysical Observatory, ARC, Arctowski, HAL, Halley, VOS, Vostok. Photo showing electric field mill at (B) Halley, and (C) Sodankyla.
Details of the various sites are now discussed, with a particular focus on Halley and Sodankyla, as these are not discussed elsewhere in the literature. The British Antarctic Survey Research station Halley VI (75°34′S, 25°30′W) is located on the Brunt Ice Shelf, in Antarctica, approximately 50 km from the coast. Halley is snow covered all year round, with a temperature range from −56° to +1°C, and annual snowfall of approximately 1.2 m. From January 2015 to January 2017 a JCI 131 electric field mill was installed on a 3 m mast approximately 1 km to the south west of the main station buildings. The only structure within 300 m of the field mill was a metal staging caboose (10 × 5 × 8 m high and 30 m from the field mill), which provided shelter for a logging PC and mains power infrastructure. The range of operation of the field mill was restricted to ±1200 V/m to focus on the fair weather range. A full array of meteorological sensors (including temperature, wind, RH, pressure, visibility, ceilometer, solar radiation) were operated at the main research base, ∼1 km from the field mill.
The Sodankyla Geophysical Observatory (67° 22′N, 26° 38′E) is located in northern Finland, within the Arctic circle. The site is in a remote area within a forest, with the town of Sodankyla (population 9,000) being the only inhabited area at about 7 km from the observatory. The lack of human activity in the surrounding area means that sources of man-made pollution at Sodankyla are very low. Temperatures range from −32°C during winter (with snow cover from October to May) to +32°C in summer. A Campbell Scientific CS110 electric field mill was installed on a 3 m mast within a 50 m clearing in the forest from June 2017 to present. A full array of meteorological sensors (including temperature, wind, RH, pressure, visibility, ceilometer, solar radiation) are operated in the meteorological enclosure (near the sounding station), 350 m from the field mill.
A detailed description of site locations for Vostok, Hornsund and Arctowski stations are described in previous works, therefore we only provide a brief description here. Vostok station (78° 30′S, 107°E) is located on the Antarctic plateau, at a height of 3,489 m above sea level (Burns et al., 2005). Hornsund station (77°N, 15° 32′E) is located in the Svalbard archipelago in Norway. It is surrounded by tundra vegetation (Kubicki et al., 2016). Arctowski station (62° 09′S, 58° 25′W) is located in the Southern Shetland Islands, on King George Island. The weather conditions are modulated by the maritime climate zone of the Antarctic (Kubicki et al., 2016).
SUMMARY OF PG DATA FROM NEW SITES AND FAIR WEATHER DEFINITIONS
Figure 2 shows the time series of PG hourly measurements for Sodankyla (SOD, Figure 2A) and Halley (HAL, Figure 2C) stations. Additionally, the distribution of PG hourly values for both stations is shown in Figures 2B,D for Sodankyla and Halley, respectively. The median PG values are similar between the two sites (SOD = 69 V/m and HAL = 67 V/m), however, the PG variability is very different. This difference in variability is associated with the different meteorological conditions at each site. At Sodankyla, the highest variability is during spring and summer months, when liquid precipitation is common, causing large negative spikes in PG. During the winter, precipitation is mostly snowfall, which tends to produce mainly positive spikes in PG, hence the variability is smallest during these months. At Halley, the variability is quite different, with no obvious seasonal dependence. The extremely low temperatures at Halley all year round mean that there is very little (if any) liquid precipitation, only snowfall, hence the lack of negative spikes in PG at Halley. The few negative PG values here are likely related to blowing snow events. The source of the high variability in PG at Halley is mostly due to high wind speeds and freezing fog events.
[image: Figure 2]FIGURE 2 | Times series of PG for (A) Sodankyla, SOD, and (C) Halley, HAL, stations. PG histogram for (B) SOD and (D) HAL stations, for hourly mean values and plotted within a range of ±1000 V/m.
In order to study GEC signals, it is first necessary to remove any unwanted local effects, such as from meteorological influences, so that only “fair weather” conditions are studied. Although publications exist in the literature regarding the typical definition of fair weather conditions, (e.g., Harrison and Nicoll, 2018) these are generally only for measurement sites where suspended material (such as dust or snow) is unlikely. The criteria specified in Harrison and Nicoll (2018) for fair weather is as follows: absence of hydrometeors, aerosol and haze (with visibility >2 km), negligible cumuliform cloud and no extensive stratus cloud with cloud base below 1,500 m, and surface wind speed between 1 and 8 m/s. Here we briefly examine whether these visibility and wind speed definitions of fair weather are applicable to sites with considerable snow cover, which is typically the case at high latitude sites. Previous research (eg, Simpson, 1921; Currie and Pearce, 1949) has demonstrated that blowing snow particles can become highly charged, thought to be from tribolelectrification and contact charging. Observations have demonstrated that larger particles charge positively and smaller ones negatively (Latham and Stow, 1965), and the movement of these oppositely charged particles can give rise to large PGs of order kV/m.
It is generally accepted (as is the case for sand and dust), that there is a threshold value of wind speed above which snow particles become lifted (e.g., Bagnold, 1941). This is a function of how tightly bonded to the surface the snow particles are, and can depend on snow surface temperature, age of snow, length of duration of high wind speed before the wind event, and many other factors (Li and Pomeroy, 1997). The variability associated with defining a threshold wind speed for blowing snow is demonstrated by Burns et al. (1995) who observed an erratic relationship between PG and wind speed at Davis, Antarctica, where the threshold wind speed value varied between 2 and 14 m/s during individual blowing snow events, and was found to depend on near surface relative humidity (RH). Other values quoted in the literature include 6 m/s for Hornsund and Arctowski (Kubicki et al., 2016), and 10 m/s for Maitri (Panneerselvam et al., 2007). To examine the threshold wind speed for Halley, Figure 3A shows PG plotted against wind speed for 10 min average data for the entire duration of the dataset (31 months). A clear relationship exists between positive values of PG and wind speed for wind speeds above ∼3 m/s, where the PG increases approximately linearly as wind speed increases. The PG is primarily positive until the wind speed reaches 5 m/s, when negative values also start to occur. At wind speeds lower than 3 m/s, the PG is typically <300 V/m, indicating mostly fair weather values. The cluster of large PG values at very low wind speeds (<1 m/s) is likely to be indicative of fog conditions. It should be noted that the maximum range of the field mill at Halley was only ± 1200 V/m, therefore it is very likely that much larger values of PG existed, but were not measured. Figure 3B shows a similar analysis for Sodankyla during months when snow was present on the ground (defined here as snow depth > 2 cm). Very different behavior is apparent, with no clear relationship between PG and wind speed, other than the PG values are mostly fair weather values at wind speeds <2 m/s. The difference in behavior between the two sites is likely related to the fetch of the sites (i.e., the distance upstream of a measurement site that is relatively uniform). At Sodankyla the fetch is small due to the forest location and presence of trees, limiting the transport of snow when it is lofted, whereas Halley is a completely open site, on a smooth, uniform ice sheet, with a long undisturbed fetch. We therefore conclude that the threshold wind speed for blowing snow electrification effects on PG is very much site dependent. At snow covered sites where there is a long fetch, blowing snow has a significant impact on PG, which is likely to start at wind speeds as low as ∼3 m/s.
[image: Figure 3]FIGURE 3 | Relationship between PG and wind speed at (A) Halley, for the entire duration of the data set, and at (B) Sodankyla when snow depth was >2 cm. Each point is a 10 min average value and the red line represents a lowess fit to the data.
The second fair weather criterion which warrants detailed investigation at high latitude sites is visibility. PG is incredibly sensitive to the presence of aerosol particles or droplets in the air, which generally act to decrease the conductivity. Under conditions of constant vertical conduction current, this leads to an increase in PG, through Ohm’s law. Visibility measurements provide a simple way to detect the presence of such particles by optical means, and can be made automatically using a transmissometer or present weather sensor. Harrison and Nicoll (2018) define fair weather as conditions of “no aerosol or haze, with visibility >2 km”. The 2 km visibility comes from theoretical considerations (Harrison, 2012) which suggest that when aerosol particles are present in low concentration there are large visibilities and little effect on the ambient PG.
Figure 4A shows the relationship between PG and visibility measured at Halley for the entire dataset, which demonstrates that there are obvious clusters of data points in certain areas of the plot. Figure 4B demonstrates that the reason for the clustering in Figure 4A, is that the relationship between PG and visibility is highly dependent on the wind speed, where Figure 4B classifies the data according to low (<2 m/s, gray), medium (between 2 and 7 m/s, blue) and high (>7 m/s, red) wind speeds. From Figure 4B, the red points demonstrate that the highest wind speeds produce the lowest visibility values, and largest magnitude of PG values (including both positive and negative polarities), which are likely to be associated with blowing snow events and snow storms. Low wind speeds (gray points) tend to produce a narrow distribution of PG values, generally between 0–300 V/m (i.e., fair weather values), particularly for visibility >40 km, therefore a combination of wind speed and visibility measurements can assist in the determination of electrically quiescent conditions in snow covered environments. At Halley we therefore use the combination of wind speed <5 m/s (which is increased from the very strict threshold value of 3 m/s to allow more possible PG values), and visibility >40 km to define fair weather periods. The fair weather criteria implemented at each of the other high latitude sites discussed in this paper, as well as the number of fair weather days produced using these criteria is summarised in Table 2. At Sodankyla, the visibility is much more dependent on weather conditions rather than wind speed, so we use the more “traditional” fair weather criteria of cloud cover amount <3/8, wind speed 1 > 6 m/s, no rain precipitation, and visibility range >40 km. For Hornsund and Arctowski stations, fair weather days were chosen with low cloudiness (<4/8), no rain precipitation, drizzle, snow, hail, fog, and wind speed less than 6 m/s (as stated in Kubicki et al., 2016). On the other hand, for Vostok station, where the meteorological data is not easily available, we base our criteria for fair weather days only on the hourly PG variation, which should be between 0–300 V/m. For Hornsund, Arctowski and Vostok, a fair weather day consists of all 24 h PG values meeting the fair weather criteria; whilst for Halley and Sodankyla, at least 20 h must satisfy the criteria. The location of these high latitude sites also means that there is a possibility of unwanted solar effects on the fair weather PG days, therefore we exclude fair weather days where the geomagnetic Kp index was ≥5.
[image: Figure 4]FIGURE 4 | (A) Relationship between PG and visibility at Halley (B) colored according to high wind speed conditions (red, wind speed >7 m/s), medium wind speed (blue, wind speed between 2 and 7 m/s), and low wind speed conditions (gray, wind speed <2 m/s). Each point is a 10 min average value.
TABLE 2 | Summary of criteria used to define fair weather conditions at each of the high latitude sites, and the total number of days on which fair weather was detected. Days on which the geomagnetic Kp index was ≥5 were excluded.
[image: Table 2]IONOSPHERIC POTENTIAL CONTRIBUTIONS
PG measurements performed at high latitudes (above 60° magnetic latitude) are influenced by the cross-polar-cap potential difference (Park, 1976b; Burns et al., 2012). When looking at diurnal variations in PG, this manifests itself as a superimposed signal on top of the expected Carnegie diurnal variation, and can be removed by careful analysis. From Table 1, all stations analyzed in this work are above 60° magnetic latitude (except Arctowski station), therefore, if GEC signals are to be considered, it is important to calculate the influence of the polar cap for each site. Following the results from Corney et al. (2003) and Burns et al. (2005), here we use the Weimer model to estimate the cross-polar-cap potential difference. The Weimer model derives the cross-polar-cap potential difference from the combination of the interplanetary magnetic field magnitude (Bz and By), solar wind velocity, proton number density and dipole tilt angle (Weimer, 1996; Weimer, 2005). Figure 5 shows the potential difference above Vostok (VOS), Halley (HAL), Hornsund (HOR), and Sodankyla (SOD) stations calculated using the Weimer model (Weimer, 2019). The solid black line represents the mean daily variation and the points are the individual daily hours. The data period used was according to the availability of the PG data (eg, for Halley station the data period was between January 2015 and December 2016). Figure 5 demonstrates that there is a significant effect of the cross-polar-cap potential difference above Vostok (MLAT: 83.6°S) and Hornsund (MLAT: 74°N) stations. There is a variation of 0 to −15 kV above Vostok station with a minimum peak at 19–20 UT. This is in agreement with previous results (Corney et al., 2003; Burns et al., 2005). For Hornsund station, there is a mean daily variation of about ±20 kV where the maximum peak is about 23–02 UT and the minimum peak around 16–17 UT. For the lower magnetic latitude stations of Halley (MLAT: 62.3°S) and Sodankyla (MLAT: 64.1°N) stations, there is much less of an effect of the cross-polar cap potential. For Halley station there is a potential difference in the mean average of less than ±5 kV between 1–4 UT and between 20–24 UT. For the rest of the day, this value is almost zero. In the same way, for Sodankyla station a variation of less than ±5 kV is observed between 16–24 UT. For other hours the values are almost zero.
[image: Figure 5]FIGURE 5 | Weimer model predictions of the high-latitude electric potentials for VOS (MLAT: 83.6°S; period: 2006–2008), HAL (MLAT: 62.3°S; period: 2015–2016), HOR (MLAT: 74.0°N; period: 2017–2019) and SOD (MLAT: 64.1°N; period: 2017–2019). The points are the individual hours and the solid line is the average value.
To examine what magnitude of effect the cross-polar-cap potential difference has on the measured PG values at the surface, the methodology described by Burns et al. (2005) is employed. First, the average diurnal variation must be removed from the PG, and ionospheric potential values separately. This is done as follows: ΔPG = PG (h) − PGmean (h); and ΔPotential = Potential (h) − Potentialmean (h). PG (h) and Potential (h) are the hourly averaged PG and the potential difference, respectively, and PGmean (h) and Potentialmean (h) are the monthly averages for each hour. For Hornsund station, the annual averages were used instead of the monthly averages, due to too few fair weather days to calculate the monthly averages (see Table 2). Following this process, linear regressions were calculated between ΔPG and ΔPotential to determine how closely linked the two variables were. For Vostok and Hornsund stations, all 24 hourly values were used. However, for Halley and Sodankyla stations we consider only 1–4 and 20–24 UT and 15–24 UT, respectively, since Figure 5 indicates a relationship between ΔPG and ΔPotential for only those certain hours of the day. The results are shown in Figure 6 for each station. The scatter in the plots could be associated with the hour to hour variability in the global electric circuit and/or movement of space charge influencing the surface electric conductivity (and therefore the ΔPG), which should not be correlated with the ionospheric potential (ΔPotential). Thus, we observe very low correlation coefficients. A similar effect is mentioned in more detail in Burns et al. (2005).
[image: Figure 6]FIGURE 6 | Linear regression analysis of the variation from the mean of the vertical electrical field values and the Weimer model inferred cross polar cap potential difference above VOS, HAL, HOR, and SOD. Here, R indicates the Pearson correlation coefficient.
The ratios of ΔPG/ΔPotential for each of the sites are presented in Table 3, and range from 0.24 ± 0.13 V/m per kV for Halley, to 0.60 ± 0.03 V/m per kV for Vostok. Note that the ratio increases as the magnetic latitude of each station increases, as expected due to the influence of the interplanetary magnetic field and the solar wind (important parameters for the Weimer model) that is larger at higher magnetic latitudes. The above calculated ratios from Figure 6 can now be applied to the expected variation in ΔPotential shown in Figure 5, to give final estimates of the effect of the cross-polar-cap potential on the surface PG at the various sites. Applying the maximum calculated variation in ΔPotential of ± 5 kV (from Figure 5) expected at Halley, produces only a very small variation in surface PG of 1.2 V/m. For a similar ΔPotential of ± 5 kV at Sodankyla, this produces a variation of 1.6 V/m. This is comparable to the error in the electric field mill measurements (which is typically ± 1 V/m), and therefore we conclude that on average, cross-polar-cap potential effects are negligible at Halley and Sodankyla. It is noted that the linear fit applied in Figure 6 is not particularly valid for Halley or Sodankyla, but it is included here to demonstrate that there is little effect of ΔPotential on ΔPG. In contrast to the small effects observed at Halley and Sodankyla, for Hornsund and Vostok stations, a potential difference of ∼20 kV should produce a variation of 9.6 and 12 V/m, respectively. These are an order of magnitude larger than those values at lower magnetic latitude stations and approximately 3% of the mean value of PG at Hornsund, and 6% at Vostok. Therefore cross-polar-cap potential effects should be taken into account when analyzing GEC signals at Hornsund and Vostok locations. It should be noted that the analysis performed here is only representative of the average magnetic field conditions. During periods of high magnetic activity there may well be noticeable effects of ΔPotential on the surface PG at Halley and Sodankyla, but this analysis of such effects is out with the scope of the present paper.
TABLE 3 | Summary of effect of cross-polar-cap potential differences at various high latitude sites.
[image: Table 3]DIURNAL VARIATIONS
Once the effect of local meteorological influences and ionospheric potential changes has been taken into account it then becomes possible to examine global signals in surface PG data. Figure 7 shows the mean diurnal variation in PG during fair weather at Halley and Sodankyla, separated according to season of the year. At both sites, the characteristic “Carnegie” curve, which represents the total global electrically active generators of the GEC, is apparent, with a minimum in the early morning hours (∼03 UT), and maximum in the evening (∼20 UT). At Sodankyla, Figure 7A, there is a second morning peak around 09 UT during the summer and autumn months. This is consistent with other sites [e g., Mitzpe Ramon, Israel (Yaniv et al., 2016); Reading, United Kingdom (Nicoll et al., 2019)], which display a second morning peak during the convectively active months. The more quiescent meteorological conditions during the winter months (particularly during the polar night) results in a more regular diurnal variation in PG, and the disappearance of the morning maximum peak. At Halley, Figure 7B, there is no morning peak during any of the seasons.
[image: Figure 7]FIGURE 7 | Mean diurnal variation in PG for fair weather conditions as a function of season for (A) SOD and (B) HAL stations. The error bars are one standard deviation, and the legend gives the months as well as the number of points included for each season of the year.
At Halley, the average magnitude of the PG variation is similar during all seasons, but markedly lower at Sodankyla during the winter months compared to summer. This seasonal cycle in PG at Sodankyla can also be observed in the time series of PG measurements in Figure 8A. The winter minimum in PG at Sodankyla is likely to be a combination of two factors which can influence the near surface air conductivity, and thus the PG—a minimum in aerosol concentration, and maximum in radon concentration during the winter months. The existence of a seasonal cycle in aerosol at Sodankyla is evidenced by measurements of the columnar property of Aerosol Optical Depth (AOD). Although the AOD is very low at Sodankyla (typically <0.1 at 500 nm, meaning that this an effectively “clean” site), the AOD does minimize during the winter months, and maximize in the summer (Toledano et al., 2012). This seasonality is also observed in surface measurements of aerosol particle concentration from the relatively nearby site at Pallas, Finland, where in spring and summer the daily averages can exceed over 3,000 cm−3, but in winter the daily averages decrease to 100 cm−3 (Hattaka et al., 2003). The higher aerosol concentrations in the summer months may act to decrease the conductivity, and increase the PG. At Halley, there is also a seasonal cycle in aerosol, which maximizes during the summer months, but even during this maximum period, aerosol concentrations are extremely low (121–179 cm−3 during the year 2015) (Lachlan-Cope et al., 2020), and therefore unlikely to have any noticeable effect on the conductivity and PG. The second factor contributing to lower PG values at Sodankyla in the winter months is the increased ionisation due to a seasonal variation in radon concentration. Radon emission depends on properties of the soil (such as temperature, moisture content), as well as meteorological variables controlling mixing processes in the boundary layer (e.g., Singh et al., 1988). Surface measurements of radon concentration from Pallas (Hattaka et al., 2003) demonstrate that radon emission maximizes in November and December, primarily due to stable boundary layer conditions. As the snow depth increases in late winter/early spring, this decreases the radon exhalation rate. The minimum in radon occurs during the summer months when convective mixing is active. We therefore conclude that the combination of low aerosol concentration, and increased ionisation from the high radon concentrations is therefore likely to reduce the PG at Sodankyla during the winter months. It therefore follows that, of the two new high latitude sites presented here, Halley provides more consistently globally representative PG data for GEC studies.
[image: Figure 8]FIGURE 8 | Wavelet analysis for SOD and HAL stations. (A,D) Hourly average of the PG amplitude. Gaps are missing data. (B,E) Contours in the time–period domain of the real part of the wavelet power spectra of PG. The contour colors indicate the minimum and maximum magnitude, from blue to red, of the matches between the phases of the time series and the wavelet. The white shadowed lateral edges are values within the cone of influence. (C,F) The global wavelet power spectrum. The horizontal lines indicate the most significant oscillations and the dashed curve is the 98% confidence.
SPECTRAL ANALYSIS
In order to determine whether any regular short term oscillations are present in the new datasets from Halley and Sodankyla, spectral analysis methods are now employed. Wavelet analysis is one of the tools used to retrieve from a time series both the dominant modes and how those modes vary in time (Torrence and Compo, 1998). This study employs the continuous wavelet transform toolbox for MATLAB package (Grinsted et al., 2004), together with a Morlet mother function with frequency w0 = 6 and a number of voices per power of two equal to 8. Figure 8 shows the wavelet analysis for Sodankyla (A, B, C) and Halley (D, E, F) using PG hourly amplitudes for their entire dataset duration. Figures 8A,D show the time series, where data gaps correspond to periods of no power supply or when there are no fair weather days. To apply the wavelet analysis, constant time steps between samples is required. Such gaps were filled using the moving average of the original time series with a time window length of 3,072 h for both Sodankyla and Halley. This procedure minimizes the introduction of artifacts in the wavelet analysis (Macotela et al., 2019).
Figures 8B,E show the continuous wavelet power spectra corrected by their scales. This correction is employed to rectify the wavelet spectrum, which is biased in favor of larger periods (Liu et al., 2007). The contours represent the magnitude of the matches between the phases of the time series and the wavelet. The color bar indicates the amplitude of those contours that changes from blue to red. The black curves are the cone of influence. The values below this curve must be evaluated with caution. Figures 8C,F show the global wavelet power spectra for Sodankyla and Halley, respectively. The dashed line is their 98% confidence level for a white noise background level. Powers above this line are regarded as significant, whose maxima are indicated by horizontal lines.
Figure 8 shows that the significant oscillations are 1-, 9–11-, 44–52-, and 114-days oscillations. In this study we concentrate on the common periods found for Sodankyla and Halley. Thus, we disregard the 114-day period since it was only observed for Sodankyla, and the resolution at this timescale is low due to the short length of the datasets. The 1-day oscillation can be interpreted as the diurnal Carnegie oscillation and is the most significant oscillation in both time series (Figures 8C,F). This oscillation is much better observed in the periodogram for Sodankyla (Figure 8B), where it is clearest during the winter months. This observation is consistent with Figure 7A, which demonstrates that the strongest link with the single peak Carnegie curve is during the winter season.
In order to confirm our findings, we also performed the Lomb-Scargle periodogram, which allows the analysis of a time series with irregular time steps between samples. Figure 9 shows the Lomb-Scargle periodogram of PG hourly values for Sodankyla (black dotted curve) and Halley (red continuous curve) with normalized power with respect to its value for the 1-day period. The 98% confidence levels are indicated by the red and black horizontal lines for Halley and Sodankyla, respectively. The most significant oscillations found by the wavelet analysis are also indicated by the blue and magenta vertical lines. The 0.5- and 1-day periods are significant in both time series in Figure 9, despite the 0.5 day period not being significant in the wavelet analysis at Halley. This 0.5-day periodicity in PG has been observed at other, more populated mid latitude sites (e.g., Silva et al., 2014), and is generally attributed to diurnal changes in boundary layer conditions, coupled with variations in local sources of pollution (such as traffic), which is more likely to be the case at Sodankyla than Halley.
[image: Figure 9]FIGURE 9 | Normalized Lomb-Scargle periodogram of PG hourly values for SOD (black dotted curve) and HAL (red continuous curve) stations. The black and red horizontal lines are the 98% significant levels, and the blue and magenta vertical lines are the significant oscillations found by the wavelet analysis for SOD and HAL, respectively. For the 0.5- and 1-day periods the blue and magenta curve are superposed.
The 1-day period is the well-known diurnal oscillation and its observation is expected. The 9–11 and 44–52-days oscillations are not well reported in the literature in PG, if at all. Bennett (2007) reports an 11-day periodicity in PG, air-Earth conduction current (Jc) and near surface conductivity at Reading, United Kingdom, from 14 months of data during 2006–2007, but does not conclude the origin of the periodicity. However, detailed spectral analysis of PG data from Argentina (Tacza et al., 2021) and Portugal (Silva et al., 2014), do not find evidence of these additional periodicities. To further test whether such periodicities are more common at high latitude sites, wavelet analysis was also performed on the PG data from Vostok station (figure not shown here), and 10- and 48-days oscillations were observed, as for Halley and Sodankyla.
It is likely that the sources of the 9–11- and 44–52-days oscillations are related to either local meteorological influences, or variations in ionisation rates [either from oscillations in radon concentration, or Galactic Cosmic Rays (GCRs)]. As there is effectively no radon emission at Halley (as the site location is on a ∼1 km thick ice sheet), this is an unlikely explanation for the observed periodicities. We therefore investigate whether a relationship in the time-period domain exists between the PG and local meteorological measurements (for SOD), as indicated by Macotela et al. (2019). This involves employing the wavelet coherence and cross-wavelet transform. The wavelet coherence is used to measure the degree of local correlation of two series in the time-period domain, while the cross-wavelet transform is employed to find regions in the time-period domain where two time series show common power. The meteorological measurements used included temperature, relative humidity, horizontal visibility, wind direction, and wind speed. Results indicated that, as expected, horizontal visibility, wind direction and wind speed are related to the PG variability, but it is unclear what the source of such periodicities in meteorological phenomenon is. The remaining possibility which may explain the 9–11 days periodicity in PG is a solar influence. 9-day periodicities have been reported in a variety of solar parameters, including the Interplanetary Magnetic Field (IMF), solar wind speed, and also neutron monitors which detect the nucleonic component of Galactic Cosmic Rays (GCRs) (Singh et al., 2012). The 9-days oscillation is a harmonic of the 27-days solar rotation periodicity (Sabbah and Kudela, 2011). The existence of a 9-day periodicity in PG at Halley, Sodankyla and Vostok may therefore also demonstrate the suitability of high latitude sites for studying solar influences on the GEC, but further work on the source of this periodicity is required. This will be examined more closely in a further publication.
GLOBAL ELECTRIC CIRCUIT REPRESENTATION
Figure 10 shows the average diurnal variation in fair weather PG measured by the Carnegie research ship (plotted as a percentage of the mean) and the fair weather PG data from the five high latitude sites discussed in this paper, in order to investigate their suitability for GEC analysis. According to the discussion in Ionospheric Potential Contributions, polar cap contributions to the ionospheric potential have been removed from the data at Vostok and Hornsund, but not from Sodankyla, Halley or Arctowski. Figure 10 shows remarkably good agreement between the benchmark of the Carnegie data and most of the high latitude sites in terms of their percentage variations. At Hornsund the peak to peak variation is considerably smaller than at the other sites, but at Vostok (as reported by Burns et al., 2012) and Halley, it is almost identical to the Carnegie variation. This is in contrast to many mid latitude sites which often exhibit a much smaller variation around the time of the primary maximum, and also have secondary maxima related to local aerosol effects (e.g., Yaniv et al., 2016; Nicoll et al., 2019). The timing of the minima of the curves are all similar (to within an hour of 3 UT), with a slight difference in the timings of the maxima of the curves. At the two northern hemisphere sites of Sodankyla and Hornsund, the maxima is approximately 1 h earlier than the Carnegie maximum (at 20 UT), but similar at Vostok and Halley. This may be related to the geographical position of the sites in relation to the location of most of the thunderstorm generators, with the Antarctic sites being closest to the South American generator.
[image: Figure 10]FIGURE 10 | Comparison of the PG annual daily variation, in fair weather conditions, between Sodankyla, SOD (red solid line), Hornsund, HOR (red dashed line), Halley, HAL (blue solid line), Arctowski, ARC (blue dashed line), Vostok, VOS (black dashed line) and the Carnegie curve, plotted as percent of the mean. The influence of the cross polar cap potential has been removed for Vostok and Hornsund stations in accordance with the methodology in Ionospheric Potential Contributions.
In terms of the suitability of the various high latitude sites for GEC studies, from those summarised here, the Antarctic sites of Vostok (as previously reported in the literature in various papers by Burns et al.), and Halley are sufficiently unaffected by aerosol sources, and possess a reasonably high proportion of fair weather days to be best suited to GEC research. The influence of the cross-polar-cap potential does affect the PG measurements at Vostok, however, and must be removed, unlike at Halley. The low number of fair weather days at Arctowski on the far northern tip of the Antarctic Peninsula, makes it difficult to assess the suitability of this site, hence further measurements are required. For the Arctic sites, Sodankyla provides a good proportion of fair weather days, but is still subject to local meteorological influences during the spring and summer months. Winter periods do, however, provide good agreement with the GEC oscillation. Finally, Hornsund, with its low number of fair weather days (max. 15–20% in year), and influence of the cross polar cap potential suggests that this is not the easiest of sites to obtain PG measurements for studying global thunderstorm activity, but GEC measurements are possible on individual days.
CONCLUSION
This paper presents the first analysis of PG data from two new high latitude sites at opposite ends of the Earth - Sodankyla in the Arctic, and Halley in the Antarctic. These new datasets are compared with other existing PG datasets from high latitudes in order to assess their suitability for Global Electric Circuit (GEC) measurements. Detailed analysis of meteorological data at Halley demonstrates the usefulness of visibility data for determination of fair weather conditions at snow covered sites, which is required to indicate globally representative data. A clear relationship between PG and wind speed at Halley is also demonstrated, which shows that snow can be lofted at wind speeds as low as 3 m/s, but also, for the first time, that the threshold wind speed for blowing snow effects on the PG is dependent on the fetch of the measurement site. Spectral analysis of the PG demonstrates 1 day, as well as 9–11 days and 44–52 day periodicities at both sites. Although the 1 day periodicity is expected, the others are less understood, and may be related to variations in local meteorological influences or solar parameters. The influence of cross-polar-cap variations in ionospheric potential is also investigated, and found to be negligible at the two new measurement sites. Comparison of the diurnal variations in PG data from Sodankyla and Halley, with the universal Carnegie curve of the GEC, shows good agreement in terms of the peak to peak oscillations, and timings of the minima and maxima of the curves. Sodankyla displays a secondary morning peak during the summer months, likely related to convective activity, but is in close agreement with the Carnegie GEC variation during the winter months. Comparison of the new data PG from Sodankyla and Halley with other existing high latitude PG datasets from Hornsund (Arctic), Arctowski (Antarctic), and Vostok (Antarctic), confirms the suitability of the continental Antarctic sites, in particular, for GEC measurements. Despite the difficulties associated with maintaining instrumentation in such harsh climatic conditions, the lack of aerosol contamination, and relatively high proportion of fair weather days means that of the high latitude stations studied here, Halley and Vostok provide the most suitable sites for GEC analysis.
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FOOTNOTES
1Potential gradient = −Ez (where Ez is the vertical electric field).
2Fair weather conditions are those in which there is absence of hydrometeors, aerosol and haze, negligible cumuliform cloud and not extensive stratus cloud with cloud base below 1.5 km, and surface wind speed between 1 and 8 m/s (Harrison and Nicoll, 2018).
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Lightning generates sound waves across a wide range of frequencies, including infrasonic waves below 20 Hz. Source mechanism for these low frequency pulses is still area for debate. Infrasound pulses detected after rapid changes of electrostatic field during the thunderstorm activity were analyzed. The measurements were done by large aperture array of absolute microbarometers located in the Western part of the Czech Republic. Distances between four measuring sites are in the range of 4–10 km. The infrasound source position was calculated from time delays between the rapid change of electrostatic field and infrasound signal arrival to the individual microbarometers assuming propagation of spherical waves from the source. Only cases with a sufficient signal-to-noise ratio on all four microbarometers were analyzed. The variation of sound speed with height due to temperature height profile was taken into account. For most of the analyzed cases, the calculated infrasound source position corresponds to the lightning location determined by European lightning detection network (EUCLID). The calculated height of infrasound source is most often 3–5 km.

Keywords: infrasound, lightning, thunder, acoustic, spherical, waves


INTRODUCTION

Thunderstorms and lightning are known from the dawn of mankind. They represent an important natural hazard for human beings, animals and technological systems. Despite of that many physical mechanisms that occur during thunderstorms, such as lightning initiation, generation of X-ray and gamma emissions during thunderstorms etc. have been poorly understood and are a subject of intense research (Dwyer and Uman, 2014). One of the not fully explained phenomena is also the generation of acoustic pulses in the infrasound frequency range that are observed in addition to the audible thunderclap. According to recent works, the source of infrasound is fast adiabatic expansion of the hot lightning channel as it is generally accepted for audible frequency range (Few, 1969; Assink et al., 2008; Lacroix et al., 2019). Another mechanism could be the pressure change caused by ohmic air heating by currents flowing from the charged area into the lightning channel (Few, 1985). The third possible explanation might be an electrostatic pressure in the charged parts of the storm clouds. This possibility was originally suggested by Wilson (1920) and was later elaborated and discussed by Dessler (1973), Pasko (2009), and Chum et al. (2013). The infrasound pulse is generated, according to this hypothesis, after removal of electric charge to the lightning channel, which leads to a sudden change of pressure.

It should also be noted that it is not only lightning that generate infrasound in thunderstorms. Infrasound over wide frequency range is also generated via convective forces, vortex motion of air masses or turbulence inside the thunderclouds (Goerke and Woodward, 1966; Bedard, 2005; Akhalkatsi and Gogoberidze, 2009). These processes, together with local wind around microbarometers, enhance infrasound noise background and complicate detection of individual thunders. Thunderstorm-induced infrasound waves might experience a stratospheric refraction and can be detected by ground infrasound stations over distances of several hundreds of kilometers (Campus and Christie, 2010; Šindelářová et al., 2015), Moreover, continuous very low-frequency infrasound produced by large convective system can propagate to ionospheric heights and be detected remotely by radio sounding at altitudes around 200 km (Georges, 1973; Chum et al., 2018). On the other hand, a reliable detection and association of thunders to individual lightning is only possible at relatively small distances from lightning, on the order of several kilometers or few tens of kilometers (Fleagle, 1949).

Several authors reported that distinct infrasound pressure pulses that significantly exceeded the background noise originated from IC discharges (Holmes et al., 1971; Johnson et al., 2011; Chum et al., 2013; Arechiga et al., 2014). The previous studies that located lightning and thunderstorm activity from infrasound signals recorded by an array of infrasound/acoustic sensors used an assumption of plane acoustic waves. In other words, it was considered that infrasound thunder was generated at much larger distances than is the size of the array (Assink et al., 2008; Farges and Blanc, 2010; Chum et al., 2013; Arechiga et al., 2014; Lacroix et al., 2018 among others) and the direction of arrival was determined from phase (time) shifts between signals recorded by different sensors.

The aim of this study is to present an alternative approach. It is based on data obtained by large-scale (aperture) array formed by four infrasound sensors (microbarometers) located in the western part of the Czech Republic. The array is originally intended for detection of very long period infrasound and atmospheric gravity waves. It is shown in this study that it is also possible to use this array for location of sources of impulsive infrasound produced by lightning. As the size of the array (∼10 km) cannot be neglected with respect to the distances of nearby discharges, an assumption of spherical wave propagation from the source is used. The paper focuses on distinct pulses from nearby lightning and describes the method of calculation of the infrasound source location using spherical wave-fronts. Next, it presents the obtained results and discusses the uncertainties. It also uses data from collocated electrostatic field sensor and European lightning detection network (EUCLID) for detection of lightning and determination of its time, location, type and peak current, and for comparison with thunder source position obtained by the analysis of infrasound signals.



MATERIALS AND METHODS


Experiment


EUCLID

EUCLID provides information about the discharge location, time, peak current and its polarity. Intracloud (IC) and cloud-to-ground (CG) lightning are distinguished. It consists of about 164 sensors which detect the electromagnetic field generated by lightning at frequencies from 10 to 350 kHz. For the CG strokes, the location accuracy in the Czech Republic is about 100–200 m and detection efficiency is greater than 98% (Schulz et al., 2016). As for the IC discharges, the location accuracy is undefined because of their spatial extent. The accuracy is generally considered between 1 and 10 km, but strongly depends on spatial extent of the IC discharges. Detection efficiency for IC flashes was roughly estimated to be in the range from about 70 to 80% (Chum et al., 2013).



Large Aperture Array of Absolute Micro-Barometers (Western Bohemia Czech Infrasound)

The array is designed for detection of very long period infrasound and atmospheric gravity waves. Microbarometers are located in the Westernmost part of the Czech Republic. Measuring points use available facilities of small seismic stations operated by the Institute of Geophysics and form a tetragon with sides within the range of 4–10 km. The array configuration is shown in Figure 1. The geographical location and altitude for each site is given in Table 1. The sites are equipped with absolute microbarometers (Paroscientific, Inc.) with parts-per-billion resolution. Sampling frequency is 50 Hz and a GPS receiver is used for time stamping. The microbarometers are located in simple wooden huts that shield the sensors against winds. No additional spatial filtering for noise reduction by a system of branching hoses is used. The sensitivity of the sensors is sufficient to clearly record microbaroms, especially in winter when eastward stratospheric winds support propagation of microbarom signals from Atlantic Ocean (Landes et al., 2012).


[image: image]

FIGURE 1. Locations of microbarometers in Western Czechia.



TABLE 1. Coordinates and altitude of microbarometers.

[image: Table 1]


Electrostatic Field Measurement

An electric field mill (Boltek, Electric Field Monitor EFM-100) is used to record vertical component Ez of atmospheric electrostatic field. More precisely, potential gradient, PG = −Ez is measured and presented further. It means that positive values are measured for downward—pointing electric field. The device is located in Studenec (location 3 in Figure 1) near the microbarometer. It has response time of ∼0.1 s, the sampling rate of data is 25 Hz. The absolute values of electric field (PG) did not exceed several kV/m in Studenec during thunderstorms, which is different from measurements performed on high and sharp mounting peaks, where values reaching ∼100 kV/m were observed (Chum et al., 2020).



Data and Analysis Methods

Data from storms that occurred near the microbarometer array in spring and summer of 2018 were processed. Three thunderstorms that occurred on 23.5.2018, 24.5.2018, and 16.7.2018, with a moderate occurrence frequency of lightning were selected. The moderate frequency of lightning flashes is important for the unambiguous assignment of infrasound pulses to a particular flash.

Using EUCLID data together with electric field measurements, 175 flashes were detected at a distance of less than 30 km from the microbarometer array. For further processing, only 92 cases with a sufficient signal-to-noise ratio on all four micro-barometers were selected.

Identification of exact moments of lightning strokes is based on an analysis of the rapid, step-like changes of the electric field. In addition, the information about lightning locations by EUCLID within 30 km from EFM-100 is used for comparison.

Significant infrasound pulses were searched in the time interval of 70 s after each detected lightning flash. The time interval was set according to the experience with the evaluation of infrasound pulses. Choosing a longer interval would not provide any new results, pulses from a distance of more than 20 km were too weak and the assignment to a specific lightning was uncertain. Moreover, a step-like change of electric field is usually not observed for discharges occurring at larger distances. The event was only studied if the distinct signal was found on all four microbarometer records.

The infrasound source position was calculated from the time delays between the lightning and acoustic (infrasound) signal arrival to the individual microbarometers assuming propagation of spherical waves from the source. In the case of an ideal point source, the following system of equations is satisfied:

[image: image]

where xn, yn, and zn are Cartesian coordinates of the n-th array element (microbarometer), x0, y0, and z0 are coordinates of the source, cavg_n average speed of sound from the source to n-th sensor, and Δtn are the measured time delays of the signal arrival to the n-th sensor. The relations (1) represent a set of four equations for three unknown coordinates x0, y0, and z0 of the source that are solved by the weighted least square method described later.


Determining the Time Delay

The source of infrasound is actually a volume source rather than a point source. Also, the medium through which the signal propagates is inhomogeneous. Consequently, the infrasound thunder is usually observed as intense multiple pressure fluctuation rather than as an isolated pressure pulse. Examples of such pulses can be seen in Figure 2, indicated by colored ellipses. To find the exact time of arrival, a 2 Hz high-pass filter was first used to remove long—period fluctuations and noise background as much as possible. Then the signal variances of filtered signals over the time intervals of 0.2 s were calculated. We consider the maxima of these functions to be the times of signal arrival. The use of one specific time of each signal is limiting, leading to the determination of only single point source for each flash. However, the use of the entire pulse (longer pressure fluctuation) to reconstruct the spatial configuration of the infrasound source was not possible. Due to the large size of the microbarometer array, the infrasound signals propagating to the individual microbarometers are affected by different atmospheric conditions, are not well correlated at the microbarometer sites and cannot therefore be used to determine the source. Figure 3 shows an example of the time evolution of the pressure variances with maxima marked by cross—symbols for each microbarometer. Time zero in Figure 3 corresponds to the time of lightning stroke at 14:53:30 UT.


[image: image]

FIGURE 2. Positive step—like change of potential gradient followed by little less clear oscillations on pressure curves.



[image: image]

FIGURE 3. Time evolution of HP-filtered pressure variations after the lightning stroke at 14:53:30.




The Speed of Sound

The calculation of the average sound velocity according to the source altitude was performed similarly as in Arechiga et al. (2014). We use an approximation of sound propagation along the straight line. We calculate speed of sound individually for each flash depending on its height and current temperature in the field area. The speed of sound depends mainly on the ambient temperature. For ideal gas, it is given by Eq. 2:

[image: image]

The speed of sound in real air is also affected by its humidity. Compared to the effect of temperature and wind, the effect of humidity is small and can be neglected in this calculation. The value of the heat capacity ratio γ for gas with for diatomic molecules is 1.4 and the specific gas constant R for dry air is R = 287.058Jkg−1K−1. The variation of temperature with altitude z was modeled by a linear function with temperature lapse rate k = −6.5Kkm−1.
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The temperature T3 for each lightning is obtained from the meteorological station collocated with EFM-100 (site 3 in Figure 1). The height z and the altitudes of the other measuring stations are related to the altitude of the site 3. Assuming propagation along a straight line at elevation angle α for simplicity, the average speed of sound propagation from the source height z0 to the height of n-th sensor zn can be expressed as follows:

[image: image]

Using Eqs (2) and (3), the time of the straight-line propagation from the source to the n-th detector is expressed by the integral:
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After substituting into the Eq. 4:

[image: image]

Therefore, in this approximation of propagation along the straight line, the average value of the sound speed is not dependent on the elevation angle αn.



Finding the Solution

The weighted least squares method is used to solve the overdetermined set of Eq. 1 for the unknown coordinates x0, y0, and z0. Specifically, the term [image: image] defined in Eq. 7 is minimized.

[image: image]

Where [image: image] is dimensionless goodness-of-fit parameter that corresponds to a chi-square distribution with one degree of freedom for correctly estimated weights [image: image]. Note that the temperature dependence of sound speed on the source height enters in the solution—minimization of [image: image] via cavg_n, which is specified in Eq. 6.



Uncertainties Estimation

The uncertainties [image: image] are given by the uncertainties in determining speed of sound and of signal propagation time. We assume that the coordinates of the microbarometers xn, yn, zn are determined precisely. The uncertainty of determining time delay △tn is based on infrasound thunder pulse width on the pressure variation (Figure 3). The width of the pulse is determined by the points where the variance of fast pressure variations drops to one half of its maximum. The correct assignment of the audio signals to the individual lightning bolts was ensured by selecting suitable sections of the storm with a relatively low frequency of lightning so that the assignment was unambiguous.

The accuracy of the sound speed is dependent on the knowledge of temperature and its altitude profile. Exact temperature measurement is only available at one location at the ground level. The highest recorded temperature change in the observed storms was 2°C. Thus, it is assumed that the maximum error in determining the temperature at different points on the ground should not exceed this value. The uncertainties in determining the average sound speeds cavg_n are then obtained by substituting the expected temperatures for the temperatures changed by their maximum uncertainties into Eq. 6. The third parameter significantly affecting the uncertainty of the cavg_n△tn product is the wind speed. It is again measured in one place only. The calculation (7) assumes zero wind speed. To estimate the uncertainty, we take the maximum speed value measured during the thunderstorm.

The total uncertainties used in Eq. 7 can be expressed as:

[image: image]

Where ∂△tn, ∂c, ∂v are uncertainties in determining time delays, speed of sound and wind speed. For the studied storms, values for ∂v were in range 2–5 m/s and ∂c was around 1.2 m/s for temperature uncertainty of 2°C.

Obviously, the closer is the source to the specific sensor, the smaller is the uncertainty as [image: image] increases with the propagation time △tn. Thus, the measurements obtained by microbarometers that are closer to the source have usually larger weights in Eq. 7.

The total error in determining the position of the infrasound thunder source is determined as follows. We add subsequently to the terms (cavg_n△tn)2 in Eq. 7 the values of their uncertainties with positive or negative sign, [image: image][image: image] or 0. Because we have four measuring sites, altogether 34 = 81 different combinations to solve Eq. 7 are obtained. After solving them, we get 81 different source positions. We will then consider the largest positive and negative deviations of each component (x, y, z) from positions calculated for zero added to all (cavg_n△tn) terms as the errors of the obtained source positions.



RESULTS

Data from three periods of storm activity on 23–24.5.2018 and 16.7.2018 were examined. In total, 92 lightning with complete data and sufficient data quality on all measuring channels were selected from a large number of flashes.

Three illustrative cases are described in detail further. The first example is a simple single-stroke IC flash detected southeast of the microbarometer array. The next two examples describe flashes composed of several return strokes. In the second case the flash was only composed of IC discharges, whereas in the third case both IC and CG return strokes were present in the multiple stroke discharge.


Example 1: Single Stroke Flash

The flash was observed during the storm activity on 16.7.2018 at 15:28:55.6, which can be seen as a rapid decrease of the potential gradient by about 0.25 kV in Figure 4A. EUCLID network detected one negative IC stroke with a peak current of −6.43 kA at 15:28:55.573. The location of the flash from the EUCLID network is marked by the red cross in Figure 4D and red lines in Figures 4B,C. Significant oscillations on the pressure curves with a maximum amplitude on the order of units of Pa are observed 20–40 s after the lightning flash. It is clearly visible that the intensity of the oscillations decreases with increasing time of arrival, i.e., with increasing distance from the lightning. Determination of the time of maximum oscillation is more reliable and accurate after applying the 2 Hz high pass filter (Figure 4A). The infrasound source position determined from the time delays of the infrasound signals is indicated by the yellow crosses in Figures 4B–D. The size of these crosses corresponds to the total positioning error. The determined horizontal position of the infrasound source corresponds well to the lightning location given by EUCLID.


[image: image]

FIGURE 4. (A) A rapid change in potential gradient followed by pressure fluctuations recorded by individual microbarometers. Pressure curves are high pass filtered and for clarity shifted from each other by 3Pa, (B–D) position of the infrasound source and lightning location in the three orthogonal planes. The position of the infrasound source (with a tolerance of σ) is indicated by a yellow cross. The position of the flash detected from the EUCLID is indicated by red cross on (D). On (B,C) red lines are used, due to a missing altitude information. Background displays the χ2(x,y) in Eq. 7.




Example 2: Multiple Stroke Flash

A multiple stroke discharge composed of five IC discharges was observed during the storm activity on 16.7.2018, recorded in Figure 5A as a sudden increase in potential gradient by about 0.2 kV at 14:53:30.04. EUCLID detected five IC discharges in the time interval 14:53:30.005–14:53:30.075. Their locations are indicated by red crosses and lines in Figures 5B–D. The strongest of the discharges (−11.01 kA) is highlighted by bold. The oscillations on the pressure curves last longer than in the previous case, they consist of several separate groups of oscillations. However, the maximum is still clearly visible. The position of the infrasound source, indicated by yellow crosses in Figures 5B–D, is again close to the locations of the individual discharges detected by EUCLID.


[image: image]

FIGURE 5. An example of a multiple flash of five IC discharges. (A) A rapid change in potential gradient followed by pressure fluctuations recorded by individual microbarometers. Pressure curves are high pass filtered and for clarity shifted from each other by 3Pa, (B–D) position of the infrasound source and lightning location in the three orthogonal planes. The position of the flashes detected from the EUCLID are indicated by red. The strongest discharge is marked by bold. The position of the infrasound source (with a tolerance of σ) is indicated by a yellow cross. Colorful background displays the χ2(x,y) in Eq. 7.




Example 3: Close Lightning Strike

A multiple flash was detected during the storm activity on 23.5.2018 at 14:29:39.4 is seen in Figure 6A as fast approximately 1.2 kV bidirectional change of potential gradient at this time. According to the EUCLID data, it consisted of three strokes. The strongest of them was CG discharge with the peak current of −34.14 kA. It was detected in close proximity to the measuring point 3 (Figure 1). The other two IC discharges were weaker and their distance from the measuring point was greater. Figure 6A show a sharp and distinct pressure variations at the measuring point 3 (marked yellow and with the STC code) observed about 2–3 s after the lightning flash. The maximum amplitude of this pulse exceeds 20 Pa, which is several times higher than the intensity of the oscillations measured by the other microbarometers. Figures 6B–D shows the position of the infrasound source near the measuring point 3, marked by yellow crosses. Again, the position of infrasound source is relatively close to the location of the strongest lightning discharge.


[image: image]

FIGURE 6. (A) high passed filtered pressure fluctuations recorded by individual microbarometers follow quick bidirectional change in electrical potencial, (B–D) position of the infrasound source and lightning location in the three orthogonal planes. The calculated flash position indicated by a yellow cross is near to the STC measuring point, and comparatively close is also the strongest lightning stroke identified by the Euclid network (marked by bold red crosses and lines).




Statistical Results

Statistical investigation of altitudes of infrasound sources is presented. Since there were no pure CG flashes among the 92 processed flashes, we divide the events into two categories: pure IC flashes and mixed flashes, composed of both CG and IC discharges. Figure 7A shows the calculated altitudes of the infrasound sources and Figure 7B their uncertainties as a function of the distance from the center of the measuring array. It is clearly visible that the uncertainties increase with increasing distance from the array center. At a distance larger than 10 km from the center of the microbarometers, the detected altitudes are no longer reliable. The maximum distance of analyzed events did not exceed 17 km. The mean altitude and other basic statistical parameters are given in Table 2. Histogram presenting distribution of altitudes is shown in Figure 8. Red bars mark pure IC discharges whereas blue bars depict mixed flashes. As expected, the altitude range (variance) of pure IC discharges is less than that of the mixed ones.
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FIGURE 7. (A) Calculated altitude of the of the infrasound source as a function of distance from the center of the microbarometer array. Purely IC discharges are colored in red. (B) Calculated altitude uncertainties as a function of distance from the center of the microbarometer array. Purely IC discharges are colored in red.



TABLE 2. Altitudes of the infrasound source.

[image: Table 2]
[image: image]

FIGURE 8. Distribution of calculated altitudes of infrasound source. Purely IC discharges are colored in red.




DISCUSSION AND CONCLUSION

The infrasound source position was successfully calculated from the measured time delays between the lightning and acoustic signal arrival to the individual infrasound sensors of the large aperture microbarometer array assuming propagation of spherical waves from the source. The reliable detection of individual infrasound signals is only possible for thunderstorms with a low to moderate frequency of lightning. In the case of a time interval containing a number of multiple flashes, the infrasound signals are mixed or overlapped. Consequently, they cannot be properly detected and assigned to the causative lightning flash.

The weather conditions, especially temperature, wind speed and direction, and their altitude profiles could strongly affect the infrasound propagation. The infrasound signals propagating to the individual microbarometers might be affected by different atmospheric conditions. In some cases, the determination of the source position was not possible. More precisely, minimizing Eq. 7 did not lead to reasonably low [image: image] values. The error caused by the weather conditions was greater than the estimated uncertainty according to Eq. 8 in these cases. Such events were not included in the results.

The requirement of sufficient signal to noise ratio of the lightning - induced infrasound signal on all four microbarometers and partly also the requirement that the lightning has to be detected both by EUCLID and electric field mill limited a maximum distance of lightning that could be analyzed. Thus, mostly lightning detected within a distance of 14 km from the center of the microbarometer array were analyzed. The farthest usable flash was detected at the distance of 17 km.

The uncertainties in determining the infrasound source positions in the horizontal plane are usually less than 1 km and the calculated positions of the infrasound sources correspond to the horizontal locations of the lightning flashes indicated by EUCLID for most of the selected cases.

The calculated uncertainties of the altitudes are more sensitive to the lightning distances from microbarometers. Up to the distances of about 5 km from the center of the array, the vertical uncertainties of the infrasound sources are comparable with the uncertainties in the horizontal plane. The vertical uncertainties, however, increase for larger distances. For distances larger than about 10 km, the calculated altitude is no longer reliable and/or informative. It should also be noted that the simplified assumption of the point infrasound source, on which the calculation is based, might not always be representative, especially for the multiple—stroke discharges. This simplification also contributes to the observed uncertainties.

The calculated altitudes of infrasound thunder sources are typically 2–6 km. The calculated altitudes of pure IC flashes are usually higher than those mixed IC + CG flashes. The usual altitude range of pure IC flashes (3–5 km) is also narrower than the range obtained for mixed flashes. There are no pure CG flashes among the analyzed cases. Based on the evaluated data, it can be hypothesized that the source of infrasound pulses are IC discharges in most cases or the upper parts of CG discharges. It should be, however, noted in this respect that the analysis was limited on the localization of the region (point) from which the highest infrasound power was generated to different directions because only time instants of the most distinct pressure fluctuations were used for the calculations of source positions. As mentioned previously, the pressure fluctuations at different microbarometer sites were not sufficiently correlated to imagine the whole lightning channel as was done by Lacroix et al. (2019) who used the small-scale array. Nevertheless, the localizations of the highest infrasound source power mostly to altitudes 3–5 km in this study are consistent with some previous studies that used small scale arrays and focused on the analysis of distinct short infrasound pulses (Chum et al., 2013; Arechiga et al., 2014). Note that the studies used different methods of analysis (plane wave versus spherical wave assumptions). We assume that several small-scale arrays distributed over the area of large-scale array would make it possible to investigate sources of infrasound thunders in more detail and complexity.
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In this work we present an analysis of selected atmospheric electricity parameters, measured at the Geophysical Observatory in Świder (near Warsaw, Poland), in a review of the major events that resulted in the release of a significant amount of artificial radioactive substances in the Earth’s atmosphere: the radioactive accident in Fukushima, Japan, beginning 12 March 2011, followed by the 9.0 earthquake and tsunami; Chernobyl disaster (27 April 1986); and nuclear weapons testing (1958–1965). The physical mechanisms of the impact of radioactive sources on the electrical parameters of the atmosphere are analyzed. The formation of free charge (small ions, represented by electric air conductivity) and bound-induced charges (measured vertical electric field and current) by radioactive aerosol and cloud nuclei were taken into account. The values of electric field Ez, atmospheric air conductivity λ, and aerosol concentrations measured at a certain site depend on the time and space location of the released radioactive materials in relation to the measurement site and the meteorological situation. A frontal inflow of air masses containing radioactive substances may be noticeable at a large distance from the atmospheric electricity measuring site in fair weather conditions (Chernobyl disaster). Atmospheric precipitation plays a very important role in the transport of radioactive substances to the ground level (nuclear weapons testing). The relationship between the ionospheric potential Vi and the electric field near ground level Ez resulting from the Global Electric Circuit (GEC) concept for the presence of a strongly ionized air layer in the lower stratosphere and the ground level was disturbed in nuclear weapons testing time. The aim of this work is a qualitative characterization of discussed events. Future modeling works are needed to investigate the dependence of quantitative GEC parameters in situations of global or regional high air ionization. For this purpose, available measurements of recorded atmospheric electricity parameters will be used.
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INTRODUCTION

Most of the issues discussed while analyzing the electricity of the atmosphere in connection with air radioactivity can be divided into the following groups: (1) experiments with nuclear weapons carried out in the high atmosphere in the years 1950–1965, (2) incidents of failure of nuclear power plants, Chernobyl, Fukushima, and regular releases from nuclear fuel reprocessing plants, (3) natural radioactivity of the Earth’s surface, resulting from the presence of radioactive elements in the rocks and the emanation of radon, thoron and progeny, and (4) cosmic radiation having a significant impact on ionization of air in the atmosphere (Williams and Mareev, 2014).

In the case of the first group, radioactive substances were accumulated in the stratosphere (e.g., Alvarado et al., 2014), being a source of radioactive radiation related to GEC. For the second type of events, radioactive substances were released in the bottom troposphere and transported by movements of the air masses in the planetary boundary layer; the range can be determined as regional or local. In this group, one can also distinguish re-suspended radioactive dust and gamma rays from the ground fallout (Pierce, 1972; Yamauchi et al., 2012; Yamauchi, 2012). The third group is the local specificity of the measurement area associated with the geological structure of the Earth’s crust.

Based on measurements of atmospheric electricity, meteorology, and air pollution carried out at the Geophysical Observatory at Świder during the above-mentioned events, the mechanism of the influence of high radioactivity on the parameters of atmospheric electricity is assessed. It may result from the phenomenon of inducing a surface charge (bound) due to changes in the ionosphere charge (and potential) or free and bound charge generation through a radioactive cloud, or air mass that overcomes the measurement site.

The induced charge arises as a result of electrostatic induction. The bound charge is related to the effect of the polarization vector (e.g., Griffiths, 2017). It is the charge accumulated on the surface conductor or dielectric. Any charge that is not a result of polarization (e.g., small ions in the atmosphere) is a free charge.

The ionization source generates free charges, which are measured by the Gardien counter, located in the proximity of the source. Radioactive cloud and aerosol can be detected from a considerable distance based on changes in the electric field (e.g., field mill, radioactive collector) and current (e.g., Wilson plate) near the Earth’s surface (Israel, 1973b). These sensors work by measuring the induced (bonded) charge on a measuring electrode. According to Gauss’s law, free and bound charges are the source of the electric field (e.g., Griffiths, 2017). The ionizing phenomena in the ground-level air which contribute to the atmospheric electricity are mainly related to the presence of radioactive substances of natural and anthropogenic origins.

An important factor is also the atmospheric radioactive fallout (i.e., precipitations and dry depositions) causing the transport and descents of radioactive substances to the surface of the earth. During of the Chernobyl nuclear power plant accident, the parameters of the atmospheric electricity reacted with rapid and sudden changes only when the air mass transported the radioactive material over Poland. During many years of testing and using nuclear weapons, changes in the parameters of atmospheric electricity were recorded in the Świder Observatory.

In this discussion, one should also take into account the adaptation of the measurement technique, i.e., the selection of an appropriate sensor or the correct interpretation of the measured waveforms to assess the role of high radioactivity in the GEC.

The electric air conductivity is a product of the ion concentration (small, intermediate, and large), the ion mobility, and electric charge. The mobility of small ions is about three times that of large ions, hence (Chalmers, 1967) the small ions are mainly responsible for the conductivity in the air. Small ions are created by the ionization caused by the emanation of radioactive radon and thoron from the ground, and ionization by other radioactive elements in the air and by cosmic rays (Chamberline, 1991). The cosmic rays contain alpha particles (e.g., Mironova et al., 2015) that can be of great importance for the electric air conductivity.

The rate at which ions are produced at the Earth’s surface is about 10 ion pairs of positive and negative in 1 cubic centimeter per 1 s (Israel, 1973a; Mysłek-Laurikainen et al., 2011).

Blicard (1965) reports that when there is no strong radiation, α-rays have the greatest influence on air ionization a few meters from the ground surface (α-4.4, β-0.03, γ-0.15 ion pairs cm–1s–1). Radioactive substances in the surface soil mainly emit the γ (3.2 ion pairs cm–1s–1) and β (0.3 ion pairs cm–1s–1) radiation. Gamma radiation plays a significant role in the radiation from the ground (Blicard, 1965).

In the steady state and with a constant aerosol concentration, an increase in air ionization, e.g., as a result of a nuclear accident, causes an increase in the number of small ions. An increase in the aerosol concentration at a constant ion production causes a decrease in the ion concentration. The electric conductivity of the air is responsible for the support of conduction currents flowing in the Earth’s atmosphere. The conduction current density, electric air conductivity, and atmospheric electric field are related by Ohm’s law. The air conductivity, electric current density, and electric field are the main parameters of atmospheric electricity (AE).

According to the ionization equation (Chalmers, 1967, pp. 104–107), the small ion concentration in the surface layer depends mostly on the ion production and aerosol concentration.

Radioactive aerosol has specific properties: it is highly electrically charged. The process of attachment of radioactive substances to aerosol particles depends mainly on aerosol size, radioactivity decay rates, and mean free path of radioactive species in the atmosphere, and the electric field affects the mobility of the ions produced. Air ionization is a result of β and α emission and the formation of radioactive aerosol (Reed et al., 1977; Clement and Harrison, 2000; Tripathi and Harrison, 2003). Gamma radiation is also produced during the beta and alpha decay of radioactive substances. Cosmic rays and natural and cosmogenic radionuclides are air ionizing factors due to gamma emission. Small ions, especially in the situation of artificial radioactivity, can be produced as a result of simultaneous radiation of different types.

The radioactive elements carried into the atmosphere are due to the numerous natural and anthropogenic phenomena. Natural are volcano eruption, radon and thoron exhalation from the ground, or radioactive dust particles coming as salt particles from the oceans or dust of radioactive rocks.

Since the discovery of radioactivity, the continuous increase of the number of pollution sources, like industrial use of radioactive materials or development of nuclear industry, fuel reprocessing, nuclear weapon tests in the air or underground explosions, and nuclear accidents (even if they have limited local range only) contribute to the registered electricity parameters.

The present study aims at explaining the role of artificial radioactivity in GEC using atmospheric electricity sensors and electrostatic analyzes. Simultaneous measurements of atmospheric electric parameters: electric field and air conductivity, radioactive fallout, precipitations, aerosol concentrations and meteorological parameters are presented. Variations of electric field and air conductivity in the presence of artificial ionization sources of various parameters are discussed. We proposed several scenarios of the atmosphere electric state, based on the relative locations of the ionization source.

Section “Instrumentation and Measurements” provides information on our instrumentations and measurement methods. Section “Analysis and Results” describes the electrical state of the atmosphere during global strong ionization incidents and analysis methods. Results are discussed and compiled in sections “Discussion” and “Conclusions.”



INSTRUMENTATION AND MEASUREMENTS

Atmospheric electricity parameters have been measured at the Geophysical Observatory at Świder, located in central Poland (52.12 N, 21.24 E) since 1958 (Kubicki et al., 2007).

The atmospheric air conductivity (positive and negative) at the Świder Observatory has been measured at 1 m over the surface with a Gardien counter. The critical mobility of the counter is 1.5 × 10–4 m2V–1s–1. The density of the air-Earth electric current was measured by Wilson antenna with a 0.5 m2 metal plate. Electric field Ez has been measured by a radioactive collector and rotating dipole field mill at a height of 2 m. The radioactive collector (the activity of about 30 μCi) is placed on a metal rod seated in a heated insulator. The height of the collector above the ground is 2 m. The time constant is 7 s. Comprehensive meteorological observations are also carried out (Kubicki et al., 2016).

The time resolution of atmospheric electricity measurements is now 1 s. At the time of the weapons tests and the Chernobyl accident, continuous measurements were recorded on a paper tape. The condensation nuclei in size range from 5 × 10–9m to 1 × 10–5m have been measured with a photoelectric condensation nuclei counter at 6, 12, and 18 UT.

From 2011 at the Świder Observatory the aerosol concentrations in the particle range from 3 nm to 3 μm were measured by ultra-fine condensation counter.

The atmospheric fallout is collected into a steel container with a surface of 0.5 m2. The time of depositions is 1 week. For dry depositions, a container is rinsed several times with distilled water, which then constitutes the measuring sample. The sample is vaporized and after the evaporation of water the damp remnant is transferred with the help of filter-paper and burned at a temperature not exceeding 500°C. To measure the global beta activity, the total ash mass is taken. Two Geiger-Müller (G-M) counters are used.



ANALYSIS AND RESULTS


Radon and Background Gamma Radiation in Świder Geophysical Observatory

The knowledge of the background radioactive radiation in the place where the electricity of the atmosphere is measured makes it possible to evaluate the global and regional effects.

Based on periodic measurements of the background of gamma and radon radiation, it can be stated that these values are small. The average value of radon concentration measured in May 2017 was 4.7 Bq m–3. No diurnal variability was noticed. The lack of radon variability was supported by the fact that the electric air conductivity measurements showed a minimum in the evening hours. The influence of radon after the decay of the mixed layer would increase the electric air conductivity.

The gamma background radiation from soil and atmosphere is on the level of 2.7 × 10–6 R h–1 (1970–1972) (Michnowski et al., 1976; Peñsko et al., 1976). In general, the radon potential in central and northern Poland is very low. There are fine-grained sands, tills and clays in the region of the Świder Observatory. The additional soil permeability is very low (Złotoszewska-Niedziałek, 2012).

The gamma background radiation originates mainly from rocks and soil. Cosmic radiation for gamma rays adds to ionization rate about 2 ion pairs cm–3s–1 (Hoppel et al., 1986). Measurements in Świder Observatory do not indicate any significant correlation between gamma radiation dose rate and the electric field, air conductivity and concentrations of condensation nuclei (Peñsko et al., 1976). On the basis of 2 years of measurement of the background gamma radiation, a very low level was found. Short-term incidents of increased gamma radiation have been observed during heavy rain.

Relations between soil emitted γ-rays and the electric field have not been established by us, neither was it done in studies of Lopes et al. (2015) and Barbosa (2020).



Nuclear Weapons Testing

In the years 1958–1965, intensive tests on nuclear weapons were carried out at numerous places in the world. As a result, a significant portion of radioactive debris was injected into the upper troposphere and lower stratosphere. For many years this was a source of radioactivity with a changing intensity with time. The air layer at a height of 15–20 km was strongly ionized in the areas of nuclear weapons tests and a large area of the globe (Machta et al., 1962; Alvarado et al., 2014). One can distinguish two important physical mechanisms of transporting radioactive species to the surface of the earth; atmospheric turbulent mixing in the planetary boundary layer and radioactive fallout at ground level (wet and dry contaminations deposited at ground level). Horizontal transport of radioactive species in the stratosphere is due to jet streams. Depending on the latitude, radioactive contamination can reach thousands kilometers away from the source. The global circulation of the atmosphere causes that the highest concentration of aerosol in the lower stratosphere occurs in low latitudes, and the radioactive material falls into the air at the middle latitudes, i.e., above 30 degrees (Seinfeld and Pandis, 2016). Radioactive pollutants are transported in the stratosphere where jet streams occur. Therefore, the Świder Observatory, due to its geographical location (52 N°), can monitor these processes.

The exchange of air between the stratosphere and troposphere is a slow process. The temperature gradient causes the radioactive molecules to coagulate to aerosol particles. From the theory of coagulation, it follows that the radioactive aerosol has a size of 15–500 nm (Reed et al., 1977; Tripathi and Harrison, 2003). The attachment of radioactive particles to the aerosol of different size and structure is an important physical process that influenced the further transport of radioactive substances to the troposphere and their removal. About 50% of the radioactive products were attached to aerosol particles with a diameter of more than 100 nm (Reed et al., 1977; Grundel and Porstendorfer, 2004). The fallout of a radioactive aerosol from the stratosphere to the troposphere was seasonal, with a maximum in spring due to rainfall.

Figure 1 shows the long-term variations in yearly average of: electric field Ez or potential gradient PG = −Ez, electric air conductivity λ+, radioactive fallout, aerosol (nuclei) concentrations, precipitation, and the number or thunderstorms. Long-term series of Ez measurements take into account the local measurement conditions related to the forest surroundings of the measurement site.
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FIGURE 1. Long term (1958–2014) variations: (A) electric field Ez or potential gradient (PG = –Ez), (B) electric air conductivity λ+, (C) radioactive fallout, (D) aerosol concentrations, (E) precipitation, (F) number of thunderstorms. We use the convention that the downward directed, i.e., fair weather, atmospheric electric field is positive (z-axis is directed downward) (Krehbiel et al., 2014).


In the years 1958–1965/70, the field Ez was significantly lower (Figure 1A) compared to the long-term (1958–2000) average (216 Vm–1). The annual changes of Ez were not that large (100–150 Vm–1), with large changes in electric air conductivity (4–12 × 10–15 Ohm–1m–1) (Figure 1B).

Radioactive fallout (Figure 1C) caused an increase in ground layer ionization. The generation of ions (free charge) has enhanced electric air conductivity. The precipitation (Figure 1E) compared to the aerosol concentrations (Figure 1D) was the main transport factor of the radioactive debris from the stratosphere to the ground level. Huzita (1969), reported an increase in ion generation due to an increase in the dry radioactive fallout component, based on observations in Osaka during 1960–1962. The geology of the local measurement site is also important in the analysis of the relationship between artificial air ionization and electric air conductivity.

The electric field Ez in 1958–1968 did not represent changes in the ionosphere potential (Markson, 2007) due to the strong ionization at the ground level. The electric charge at the ionosphere should be demonstrated due to induction in Ez at ground level. From 1968 the fallout was small and almost constant. Electric air conductivity is approximately constant because the additional ionization source (fallout) has ceased. This caused a partial increase in Ez (1968–1978/80) but at the same time Ez response to Vi changes resulting from radioactive substances in the upper troposphere. The high level of air conductivity in the troposphere unlocked changes in the electric field Ez to induction through an electric charge and potential in the ionosphere. This appears to be a global effect, even if not supported by quantitative estimates.



Chernobyl Accident

On 1986 April 27 and 28 there was no cloud cover in the Świder Observatory. These were days with strong thermal convection. On the 26th of April 1986, a nuclear accident happened at about 01:23 UT in Chernobyl, Belarus, about 600 km from the Świder Observatory located in central Poland (52.12 N, 21.24 E).

On the next day, April 27, a sharp increase in the electric positive and negative conductivity was observed around 15 UT (Figure 2), and a maximum was reached at approximately 21 UT. During this period, the ground-level electric field significantly decreased and remained at a low level. The ratio of the positive to negative conductivity (Figure 3) was smaller than 1 (Warzecha, 1987). Similar effects have been observed in other locations over Europe (Israelsson and Knudsen, 1986; Sheftel et al., 1994). From April 27 to May 7 (Table 1) higher values of the electric air conductivity were observed at noon, due to convective exchange of the air and vertical transport of radioactive material from higher layers of the atmosphere to the ground. Due to the low wind speed and low dust concentration, the re-suspension of the radioactive material did not occur at that time. The mass of air contained very large amounts of radioactive elements: Cs-137, Cs-134, Sr-90, I-131, which emit β and γ radiation. This could be the reason for the change in the occurrence of a lower value of positive air conductivity as compared to the negative one, with their simultaneous increase (Sheftel et al., 1994). Such a situation has never been observed before. The increase in ionization causes a simultaneous increase in positive and negative air conductivity. Based on previous observations, the following changes in air conductivity can be distinguished. An increase in the aerosol concentration causes a simultaneous decrease in positive and negative air conductivity. During the occurrence of electrified clouds or precipitation, the changes in positive and negative air conductivity may have opposite directions.
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FIGURE 2. Curves of the electric conductivity negative λ– and positive λ+ polarity and electric field strength Ez on April 27, 1986 (in UT). There was no precipitation, no low clouds. The convection in the boundary layer of the atmosphere vanishes about 19 UT. Adapted from Warzecha (1987).
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FIGURE 3. Electric field Ez, positive λ+ and negative λ– air conductivity and ratio λ+/λ– from 22 April to 7 May 1986 measured in Świder Observatory. Daily average values are presented. The arrows indicate that the real value was greater than the presented value. It results from the adopted average method for measurement data processing in a situation where the course of the measured parameter was greater (for a time less than 20 min) than the range of the measuring instrument.



TABLE 1. Daily values of electric parameters and meteorological observations from April 22 through May 7, 1986, at Świder Observatory: λ+ – positive electric air conductivity, λ– – negative electric air conductivity, Ez – electric field strength, N – number of concentration nuclei, D – air dust; S – cloudiness; C – type of clouds; Ws – wind speed; P – precipitation.

[image: Table 1]During most of the days in May 1986, the variations of the electric field and air conductivity had large fluctuations in time and amplitude. Such a character of variations was absent before the accident. The average electric air conductivity in May 1986 was three times its normal May value (in 1981–1985), and the electric field in May 1986 was four times lower than the May average, and still three times lower than the average in August 1986 (Warzecha, 1991). These abnormal variations have been a result of the Chernobyl accident. The atmospheric electricity at Świder Observatory began returning to its pre-accident values in September 1986 (Kubicki et al., 2013).

The air mass containing radioactive substances passed over the measuring site around 19 UT (Figure 2). A simultaneous increase in the positive and negative electrical air conductivity indicates the presence of ionization sources. Free electric charges have been generated. The field dropped below 100 Vm–1. At the time of the Chernobyl accident, the main factor affecting the atmospheric electricity is not the precipitation but the presence of a strong ionization source in dry contamination of air.

An interesting incident was the occurrence of the distant thunderstorm on April 30, when the ground surface ionization was very strong. Electric field registration showed the occurrence of lightning discharges. Low time recording resolution, appropriate for fair weather measurements (paper tape speed) did not allow for the analysis of the nature of the discharges and the electrical structure of the thundercloud to determine a possible influence of the high air conductivity of the surface layer. Nuclear lightning issues have been widely discussed, e.g., by Williams et al. (1988).



Fukushima Accident

The nuclear accident in Fukushima, Japan, happened on 12 March 2011 as a result of damage by a 9.0 earthquake and tsunami (Newsletter on Atmospheric Electricity, 2011). Figure 4 shows the trajectories of air masses that reached Poland on March 22 and 23. The Polish National Central Laboratory for Radiological Protection (CLOR)1, informed that the radioactive material arrived over Poland on 23 March and the level of concentrations of some radioactive isotopes was insignificantly increasing until 1st April and then their level decreased rapidly. The detailed situation in Europe has been presented e.g., by Bossewa et al. (2012); Kirchner et al. (2012).
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FIGURE 4. Backward trajectory arrived at the Świder Observatory area on the (A) 22nd and (B) 23th of March (https://www.ready.noaa.gov/HYSPLIT.php).


By the end of March, Fukushima radionuclides have been identified in various locations in the Northern Hemisphere, but they did not significantly affect the electrical parameters of the atmosphere measured in remote locations (Comprehensive Nuclear-Test-Ban Treaty Organization [CTBTO], 2011; Dragović et al., 2020). In Poland, the concentration of radionuclides was very low. I–131 was detected, its concentration being around several hundred μBq m–3. The backward trajectories were calculated for heights of 0, 1, and 5 km (Figure 4) and 1.5, 2, 4 km (not presented). On this basis, it can be concluded that on March 22–23, air masses on an altitude of 4–5 km from the regions of Fukushima reached the Świder Observatory at an altitude of 1–4 km. The air mass came into the planetary boundary layer. At that time, the influence of radioactive contaminations on the atmospheric electricity was possible.

Indeed, significant effects of radiations on atmospheric electricity have been observed at Kakioka, Japan (Takeda et al., 2011; Dragović et al., 2020). A reliable estimate of such effects requires atmospheric electricity parameters observed during fair weather.

There were more than 10 fair weather days in March 2011 at the Świder Observatory, seven before the accident (1–4, 7, 9, 11) and seven after the accident (12, 21, 22, 23, 27, 30, and 31).

The fair weather conditions used in our analysis mean there is no rain, drizzle, snow, hail, fog, no local or distant thunderstorms, the lower cloudiness is less than 4/8 (8/8 is overcast), and when the wind velocity is less than 6 m/s, the electric field value was not negative (Kubicki et al., 2016). Additionally, fair weather days were selected in terms of eliminating the influence of aerosol. This criterion concerned: aerosol concentration (<20–25 × 103 particles cm–3), electric field strength (<1,000 Vm–1), analysis of simultaneous variability of electric field and air conductivity.

The daily averages of the field observed on all fair weather days in March 2011 are shown in Figure 5. The days with very low aerosol concentration were selected. The Ez data have been normalized (blue line) to the values of the daily average, to select artifacts caused by the Fukushima accident.
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FIGURE 5. Fair weather electric field Ez in March 2011. The daily averages of the field observed on all fair weather days in March 2011 (black lines). Ez normalized, mean-(blue line), represents norm, to compare with selected daily changes of Ez. The convention that the downward directed, i.e., fair weather, atmospheric electric field is positive was used (z-axis is directed downward).


Diurnal variations of the electric field and the positive and negative air conductivity observed at Świder Observatory on fair weather days, 22nd and 23rd of March, when radioactive air masses reached Poland are shown in Figures 6, 7.
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FIGURE 6. Diurnal variation of the (A) electric field Ez in fair weather and (B) positive λ+and negativeλ- conductivity measured at Świder Observatory on 22 March 2011. The decrease in the conductivity between 3 and 4 UT is due to instrument calibration. The 1-min values of Ez and air conductivity have been smoothed using a 15-min. high-pass Butterworth filter. Short rainfall (3 min) appeared at 3:09 UT, the average wind speed was 1.7 m s–1, aerosol measured at 6, 12, and 18 UT was 8, 6, and 8 × 103 particles cm–3.
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FIGURE 7. Diurnal variation of the (A) electric field Ez in fair weather and (B) positive λ+ and negative λ– conductivity measured at Świder Observatory on 23 March 2011. The decrease in the conductivity between 3 and 4 UT is due to instrument calibration. The 1-min values of Ez and air conductivity have been smoothed using a 15-min. high-pass Butterworth filter. There was no rainfall, the average wind speed was 2.0 m s–1, aerosol concentration measured at 6, 12, and 18 UT was 8, 48, 29 × 103 particles cm–3.


Long-term average of positive conductivity of March is 2.44 × 10–15 Ohm–1m–1 (std, 0.97) and for April it is 3.16 × 10–15 Ohm–1m–1 (std, 1.39). In 2011, the air conductivity averages for March and April were 1.79 and 2.5 × 10–15 Ohm–1m–1, respectively.

Long term average (1965–2000) of electric field of March is 300 Vm–1 (std, 85 Vm–1), and for April it is 217 Vm–1 (std, 61 Vm–1) (Kubicki et al., 2007). In 2011, the electric field averages for March and April were 320 and 231 Vm–1, respectively. All monthly averages given above have been calculated for fair weather conditions.

On the basis of the presented values of positive electric air conductivity and electric field intensity it can be stated that the Fukushima accident was not reflected in the monthly statistics recorded at the Świder Observatory. Diurnal variation of the electric field Ez and air conductivity were also not disturbed (Figures 6, 7).

After the Chernobyl incident, the elevated monthly averages continued for 3 months and caused an increase in the annual average value in 1986 in comparison with the previous year, i.e., 1985 and the next year 1987 (Figure 1).

Based on the report of the Central Laboratory for Radiological Protection in Warsaw, it can be concluded that recorded concentrations of radioactive debris in Poland were tens of thousands times lower in Fukushima than in the Chernobyl accident (see text footnote 1).

The Fukushima accident did not affect the fair weather atmospheric electricity parameters measured at the ground surface at the Świder Observatory, despite the presence of a small concentration of radioactive substances.



DISCUSSION

Small positive and negative ions are the main factor determining the electrical conductivity of air. Alpha, beta, and gamma rays can produce ion-pairs. In situations of artificially increased radiation, radioactive electric charging of aerosols occurs (Clement and Harrison, 1992). Radioactive pollutants are ionizing the air primarily through beta and indirectly gamma decays. The most efficient radioactive sources that affect the electric air conductivity are radioactive elements that emit alpha radiation, e.g., Am-241 and Ra-226. Due to their size, energy and electric charge, the alpha particles can be considered an important source of air ionization (e.g., Seran et al., 2017). They induce a significant increase in the electrical conductivity of air but are unlikely to be a component of artificial radioactive releases.

Negative ions have higher mobility than positive ions (Gunn, 1954). The beta minus radiation that occurred during the Chernobyl incident could have caused a significant increase in the concentration of negative small ions compared to positive small ions. As a result, the negative electric air conductivity was greater than the positive air conductivity (Figure 3).

Charged aerosol through electrostatic interactions can influence microphysical processes in clouds and air (e.g., Clement and Harrison, 1995). The most important parameters that represent the cloud or radioactive aerosol are: particle concentrations and size, type of ionizing radiation, disintegration rate and height of the cloud base, particle properties and cloud lifetime. The charging mechanism of radioactive cloud or radioactive aerosol particles is very complicated (e.g., Greenfield, 1956; Reed et al., 1977; Clement and Harrison, 1995).

The presence of a radioactive cloud or aerosol is associated with the formation of a region of very high electric air conductivity in a less conductive atmosphere. However, the space charge of the radioactive cloud or air mass may be zero (Holzer, 1972; Greenfield, 1956), and the electric field and air conductivity changes in the lower atmosphere may also be insignificant (Harris, 1955). In a long time (several minutes), the electric charge is not accumulated in the radioactive cloud or air mass. There is also no separation of positive and negative electric charges. The electric dipole (negative charge on top) moment in the cloud is very small and occurs for a few minutes. During this time perturbations of the air-Earth current may occur (Holzer, 1972).

Depending on the location of the ionizing radiation source in relation to the measuring sensors, several classes of the description of ionizing radiation impact on electric field, current and electric air conductivity measured at the earth’s surface can be distinguished:


1.The ionization source is located at the atmospheric electricity measuring site or a short distance from it. The mechanism of interaction of radioactive substances is based on the direct ionization of the ground layer in which the sensors are located. Small ions are produced, radioactive particles attach to the aerosol particles, and a free electrical charge is created.



The precipitation causes the radioactive substance to be transported to the ground surface, and locally significantly affects the parameters of the atmospheric electricity. This is presented on long-term courses in 1960–1967 (Figure 1).


2.The radiation source is initially located at a considerable distance from the measuring site. There is a cloud of radioactive aerosol moving with air masses. A space charge associated with a mass of cloud or an aerosol may cause a change in the electric field at ground level due to electrostatic induction (bound charge) in distant site measurements. This mechanism can be similar, e.g., to the changes in the electric field as a thunderstorm and electrified cloud [e.g., cumulonimbus (Cb), nimbostratus (Ns), stratus (St)] approaches. The influence of a radioactive source on the electric air conductivity is detected when small ions (free charge) reach the Gardien counter.



Based on the measurements on 27 April 1986 (Chernobyl accident), it can be concluded that the approaching radioactive aerosol had its signal in the course of the electric field from about 09 UT (Figure 2). The Ez fluctuations may indicate a change in the space charge of a moving air mass. Between 15 and 16 UT, the cloud already covered the measurement site at the Świder Observatory, Ez dropped significantly and remained at a low level for the next several hours. The appearance of the air mass has been well detected by Ez. Radioactive fallout (dry depositions) by mixing the atmosphere will increase the electric air conductivity in air column.

The electric field was very small and remained in this state even after the cloud had passed. Increasing ionization in the entire boundary layer of the atmosphere (e.g., 0–2,000 m) increases the electric air conductivity and significantly reduces the column resistance (unit resistance column of air). The resistance of the 2 km high air column is 60% of that of the earth-ionosphere air column (e.g., Chalmers, 1967). The ionized air layer reduced the electric field (was a short circuit).

Radioactive contaminations can affect the Ez distribution in fair weather areas. Around 17 UT, April 27 (Figure 2), there was a significant decrease followed by an increase in the electric air conductivity, probably caused by an increase in aerosol concentration (at 18 UT it was 20.4 × 103 particles cm–3, while at 12 UT it was 9.8 × 103 particles cm–3), the decline of vertical air mixing, and perhaps also a change in the wind direction from SSE to ESE. The aerosol in comparison with ionization as the main factor producing changes in the electrical air conductivity.

From 09 to 16 UT the relationship between Ez and λ it was not inversely proportional. A similar mechanism was described by Holzer (1972) during nuclear explosions.


3.The ionizing source is located very high, i.e., on the border of the troposphere and the stratosphere, in areas of high air conductivity. Also, this conductivity has been significantly increased by the presence of radioactive substances. This probably caused an increase in the electric charge and the potential Vi of the higher layers, i.e., the ionosphere. Markson (2007) shows that the increase of Vi was due to nuclear weapons testing. The Vi change did not manifest itself in the electric field Ez (Figure 1A) in an annual time scale. The main reason for the increase in Vi was the enhancement in global thunderstorm activity and an increase in the electric current between the top of the thunderstorm cloud and the ionosphere (Markson, 2007). Radioactive fallout increased the conductivity at the ground level, causing Ez to fall. The presence of two highly conductive air layers (separated by a layer of small conductivity) in the upper troposphere and surface layer may have caused the GEC to be not synchronized, i.e., global Vi and Ez in the Świder Observatory have not corresponded to each other. A detailed description of the presented dependencies would require the use of modeling for the establishment of a vertical air conductivity profile for nuclear weapons testing.



During movement of the contaminated air mass in the form of an aerosol or a cloud to the measuring site, the induced charge in the measuring sensor of the electric field or current density (field mill, Wilson antenna) will appear earlier than the ions (free charge) represented by the electric air conductivity and measured by a Gardien counter.

At the time of the Chernobyl accident, when the air mass of radioactive substances with advection transport reached the vicinity of the Świder Observatory, it caused a mild increase in electric air conductivity and a decrease in the electric field. There was no rain, and strong vertical turbulent exchange disappeared in the evening. Maximum values of conductivity were reached between 21 and 22 UT when the vertical turbulent air exchange vanishes. On this basis, it can be concluded that the radioactive aerosol has generated small ions in the entire planetary boundary layer. The forming stable boundary could additionally increase the concentration of small ions at the earth’s surface. The ionization source was the homogeneous air mass with significant space dimensions; therefore, the electric field did not have a spike that had been described by Yamauchi et al. (2012).

The resultant electrical structure of the cloud with the radioactive material should not show any separation areas of electric charges. Analyzing the ionization mechanism for this case, it can be concluded that the electrification processes are intermittent and last very short compared to the disintegration rate (Greenfield, 1956). Based on measurements of the electric field near the ground, it is possible to detect the front of a radioactive cloud or aerosol air mass. If the air-Earth current measurements were carried out, one would expect bipolar pulses related to the time change in space charge radioactive cloud. The model of the radioactive cloud or aerosol with polarized electric charges (positive at the top, negative at the bottom) was proposed by Yamauchi et al. (2018) to analyze spikes in the course of an electric field during the Fukushima accident. During nuclear explosions, nuclear lightning can occur on the electric charge distribution in a strong electric field (Holzer, 1972; Williams et al., 1988). There may be a negative charge at the top of the thundercloud (Holzer, 1972), unlike the proposed model of Yamauchi et al. (2018).

When considering air ionization processes, the role of atmospheric aerosol should be taken into account. The condensation nuclei CN measured in the Świder Observatory include solid and liquid particles; gas form was not detected. The concentration nuclei during nuclear tests changed little in the years 1960–1965 and amounted to about 20 × 103 particles cm–3. At the time of the Chernobyl accident, the concentration of condensation nuclei between April 25 and May 7 varied from 26 to 19 × 103 particles cm–3. The effect of the aerosol on the electric field and air conductivity was not significant (Figure 3), as its concentration has not exceeded the critical value.

Radioactive substances attach to small aerosol particles, <500 nm (Tripathi and Harrison, 2003). Based on the measurements of the aerosol concentration, it can be concluded that there was no important increase in the number of condensation nuclei.

From 1986 April 27 to May 7 there was no precipitation, no low-level cloud, the wind was low, 1–3 ms–1. The radioactivity contaminated aerosol was transported to the surface level in turbulent mixing. Particle re-suspension was rather absent, due to the low wind speed and the small dust concentration. On May1–3, the electric air conductivity was maximum (15–27 × 10–15 Ohm–1m–1) and Ez was very low, 25–47 Vm–1. The aerosol concentration was 7–20 × 103 cm–3. Ionization of the ground level would be much higher if atmospheric precipitation occurred. The ion effect on aerosol formation with nuclei is complicated for the high ionization conditions. Pulinets (2009) suggested that the ionization enhancement first increases ion concentrations but after several days it activates to increase small-size aerosol and decreases the electric air conductivity. This physical mechanism was not confirmed based on measurements carried out at the Świder Geophysical Observatory.

Enhanced conductivity in the upper troposphere and stratosphere as a result of a nuclear test, caused an increase of ionosphere potential, Vi. Markson (2007) reported the enhancement of ionosphere potential Vi by approximately 40% in the 1960–1965 period in nuclear weapons testing. The measured values of Vi have achieved maximum, 500 kV. By 1966, Vi has decreased to the value before nuclear testing and changed + −10% of the mean.

Markson (2007) suggested that the enhanced lightning activity due to increased ionization in the upper troposphere and stratosphere caused enhanced GEC source current between upper thundercloud and the ionosphere. Israelsson et al. (1987) has not reported an increased occurrence of lightning flashes in Sweden after the Chernobyl accident. The number of thunderstorms in the Świder Observatory in 1960–1967 is shown in Figure 1F. The maximum number of thunderstorms occurred in the same years (1962–1963) as the maximum of radioactive fallout. Finding a physical connection between the increased thunderstorm activity in 1963 and the radioactive fallout, would require additional studies on a monthly time scale, including comprehensive meteorological data.

The role of high ionization in the formation of atmospheric discharges was analyzed by Israelsson et al. (1987), and Williams et al. (1988). Indeed, the enhanced GEC source current could elevate the value of ionospheric potential and also enhance the lightning activity.

The global reach of the nuclear tests, Chernobyl, and Fukushima accident, is difficult to establish based on measurements in one location. However, it is possible to analyze the mechanism of the interaction of radioactive substances on the electrical state of the atmosphere. Nuclear testing could be considered a global phenomenon due to the location of the source of the radioactive substances in the stratosphere.

Related to natural ionization, the impact of these incidents may only be significant in some sites around the globe (e.g., Hoppel et al., 1986; Harrison et al., 2020).

It should also be noted that the interpretation of the parameters of atmospheric electricity based on direct measurements nearby a strong ionization source zone can be very difficult (e.g., accident in Fukushima, highly ionized air mass at the Świder Observatory). The application of Ohm’s law may be limited due to the non-linear electrical properties of the atmosphere.



CONCLUSION

In the analysis of the mechanism of interaction of high radioactive contamination with the atmospheric electricity, parameters of the ionization source and its location in relation to the measuring site play an important role. The formation and charging of radioactive aerosols is an important issue for the presented studies. The properties of the aerosol at the measurement site may modify the level of air ionization and electricity.

The particles of the radioactive aerosol can have a significant electric charge. The beta and gamma radiation produced by radioactive substances generates most of the space charge in the form of small ions (free charge). The most effective transport of radioactive substances to the earth’s surface is provided by atmospheric precipitation (wet component of radioactive fallout).

Relations between Vi and Ez for the conditions of occurrence of highly ionized layer at the ground level (due to radioactive fallout) and the border of the atmosphere and stratosphere (the case nuclear tests) require studies using models. Measurements of atmospheric electricity parameters Ez and λ are necessary and air-Earth current Jz is also useful to analyze the impact of air radioactivity during significant incidents (accident, nuclear tests, nuclear power failures, and release from fuel reprocessing plants), as these parameters allow a comprehensive electrostatic interpretation.
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A set of various short artificial disturbances from rifle firings, car engine operation, car radio, shakings of the apparatus, etc., were generated deliberately near our ELF recording stations in order to identify their footprint on the recordings of atmospheric electromagnetic radiation in the Schumann resonance (SR) band (from about 2–50 Hz). Such disturbances simulate anthropogenic noises from hunters, hikers, campers, etc., which may occur in a remote-isolated ELF recording station. We expect that our work will assist fellow scientists to differentiate between artificial signals created from anthropogenic activity and real signals attributable to geophysical phenomena.
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INTRODUCTION

Schumann resonances (SRs) have gained great interest in the last 20 years. The reason is the recent identification of several correlations between SR activity and geophysical, even biological phenomena. For readers who are not familiar with SR, we briefly mention that these are extremely low frequency (ELF) atmospheric electromagnetic waves in the frequency band of 2–50 Hz. They are characterized by a set of spectral modes centered around 7.8, 14, 21, 28, and 35 Hz. SRs are quasi-stationary electromagnetic waves created in the spherical cavity between the earth’s surface and the lower layers of the ionosphere. This spherical cavity is a natural waveguide that acts as an electromagnetic resonance cavity in the ELF band. The primary sources of SR are lightning discharges which emit electromagnetic radiation in a very wide range of frequencies. These signals are, in turn, amplified by the natural waveguide between the surface of the earth and the lower layers of the ionosphere, creating the resonances that were studied theoretically for the first time by the German physicist W. Schumann (1952) and confirmed experimentally by Balser and Wagner (1960, 1962).

Since the beginning of the 21st century, the important publications of Williams (1992, 2005) triggered a great shift in the interest of the scientific community toward the practical applications of SR. Williams reported how SR variations could be a sensitive measure of temperature fluctuations in the tropical atmosphere related to the lightning flash rate.

A strong correlation between SR intensity and the global surface temperature at latitude intervals that exceed ± 45° was also found by Sekiguchi et al. (2006). Concerning the local conditions in the greater geographic area of Greece, the work of Nastos et al. (2014) stands out.

They studied the spatiotemporal analysis of lightning activity over Greece for 1 year using data from the Greek meteorological service. Furthermore, Proestakis et al. (2016) studied the association between lightning activity and aerosols in the Mediterranean region. Tatsis et al. (2016, 2020a) also studied SR correlations with local and global lightning centers.

Several other articles relating SR with earthquakes, biology, and other applied sciences have also appeared. An increase in SR intensity was observed before the 2004 Mid-Niigata Prefecture earthquake and the 2007 Noto Hantou earthquake which was followed by a decrease after the occurrence of the earthquakes, implying a connection between SR and earthquake activity (Ohta et al., 2009). Extreme electromagnetic events (EEEs) that may be described as an increase of intensity in the frequency range around 20–25 Hz, as well as a shift of its peak frequency, have been detected before and after several medium-magnitude earthquakes in Northern Greece (Christofilakis et al., 2019; Florios et al., 2019, 2020). Similar results were observed during the 1999 Taiwan earthquake (Hayakawa et al., 2005, 2008; Xinyang et al., 2013).

Informative wide range reviews about this new branch of Seismo-electromagnetism have been published by Hayakawa and Molchanov (2007); Petraki et al. (2015), and Pulinets and Ouzounov (2016).

The main point of this article is to describe common incidental “noises” that may be introduced by anthropogenic activities in order to identify and exclude them from the raw recordings. For this reason, we performed tests during two different dates, in two different places, under different environmental conditions. We hope that our work will contribute to the diagnosis and rejection of incident ELF signals, thus assisting fellow scientists with the collection of reliable, good-quality SR data.



OBSERVATION SITES AND HARDWARE

There are two SR recording sites in Greece. The first one is located in the North close to the Greek-Albanian border (39∘ 54′ 49,8′′N/20∘ 35′ 26,1′′ E) [hereafter North Observational Site (NOS)] and the second one in the South on top of Mount Parnon (37∘ 13′18,33′′ N/22∘ 36′ 42,12′′E) [hereafter South Observational Site (SOS)] in the district of Laconia (Figure 1). The technical characteristics and details of the hardware operating at the two sites have been described in detail in previous publications (Tatsis et al., 2015, 2020b; Votis et al., 2018).
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FIGURE 1. North and South Observational Sites in Greece connected with a yellow line. An extra site is also shown in Mount Penteli close to Athens where a set of tests were performed.


The NOS operates since 2016 in a small country-chapel and contains two coils orientated along the N-S and E-W directions, respectively. The SOS operates from the beginning of 2020 near the top of Mount Parnon in a shelter of the Greek Forest Services and contains, for the time being, only one N-S coil. The generation and recording of incidental “noises” were performed with one N-S coil in two places in two different time periods. The first test took place in an inhabited area outside Athens (Mount Penteli, near Drafi), and the second one in the SOS (Figure 2).
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FIGURE 2. Photos of the North (left) and South (middle) SR installations. Also shown is the testing site on Mount Penteli near suburb of Athens Drafi (right).


The components that were used during the tests were a single 60-cm long coil with 80,000 turns of 0.24 mm copper wire and a logger for digitizing recordings and storing them in 10-min files on a simple SD card. In Figure 3, two 10-min files of measurements received under two quite different conditions are depicted. In the left panel, the observation was recorded in the SOS under ideal conditions in a pristine environment without electromagnetic interference (the closest electromagnetic source of disturbance is located 5 km away). The main four SR modes stand out very clearly, thus denoting a high-quality recording. The second observation (right panel) was recorded in a densely inhabited urban area where a very strong signal extending to the limits of the amplifier was received. The two measurements may be considered as reference observations denoting the quality extremes (best and worst) of SR measurements.
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FIGURE 3. Measurements recorded under quite different conditions. A “clean” typical SR spectrum received under ideal conditions (left), and a spectrum received under improper conditions with strong electromagnetic interference in the ELF band (right).




GENERATION AND RECORDING OF COMMON ANTHROPOGENIC NOISES


First Test in Drafi

The first systematic recording of various anthropogenic “noises” was performed on the 13th of March 2019 in an inhabited area of Mount Penteli near the suburb of Drafi outside Athens. The closest electric power line was 1 km away from the recording site. Descriptive samples of these recordings are shown below.

In Figure 4, we present two successive 10-min recordings of the effect of turning on and off a car engine shown in the right panel. The engine was running at high RPMs for several seconds. The left panel corresponds to a “peaceful” recording in which, however, the SR modes do not appear. The main feature of the right panel is a wide strip of a very intense signal that yields a spectrum concentrated in a sharp peak around the first SR mode (lower panel).
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FIGURE 4. Car engine footprint on the raw data (right panel), and recording with the engine not running (left panel).


In Figure 5, we present the effect of the operation of a car radio on the SR recording. A spike in the left panel indicates the turning on/off the radio.
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FIGURE 5. Radio on (left panel) and radio off (right panel).


In Figure 6, we show the effect of vibrating the coil by hand in two perpendicular directions, N-S and E-W (left panel) as well as in the clock and anti-clock direction (right panel). Two characteristic narrow stripes appear on the left panel, while stripes in the right panel are wider. These are very interesting recordings because similar stripes have been recorded before in relation to nearby seismic activity (see Figure 7). An important difference between Figures 6, 7 is that the stripes of Figure 6 do not correspond to a particular spectrum with enhancement in the frequency range of 20–30 Hz like in Figure 7. This is a very important detail which allows us to separate preseismic recordings from simple coil vibrations due to other reasons.
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FIGURE 6. Left panel: two vibrations of the coil by hand in the N-S and E-W directions (narrow stripes). Right panel: two additional intensive vibrations in clock and anti-clock directions by hand made 20 min later.
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FIGURE 7. Possible preseismic signals received a few hours before a medium size earthquake at Kalpaki (very close to the NOS site; left panel) and Kilkis (about 200 km away; right panel).


A synthetic but very interesting signal is presented is Figure 8. In the left panel, we see a clear enhancement of the spectrum in the frequency area 20–25 Hz range similar to those in Figure 7. This is the typical form of a possible preseismic signal identified in several cases (Christofilakis et al., 2019; Florios et al., 2019, 2020).
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FIGURE 8. Possible preseismic signal (left) and signal due to shooting by a two-barrel hunting rifle (right).


During the next 10 min, we fired a two barrel hunting rifle, as is evident from another enhancement in the range 10–20 Hz. It is very interesting that the first enhancement in the range 20–30 Hz stayed almost unchanged after firing. Six days later, a weak earthquake of magnitude 2.7 in the Richter scale occurred 6 km away from the place of observations. This was a serious candidate of preseismic recording in the raw SR data during the measurements shown in Figure 8.

In closing this section, we would like to note that a distance of only 1 km is not sufficient to avoid interference from electric power lines. The typical SR modes that appeared during the test performed in Drafi were very weak. This is an indication that SR observations must be performed in more isolated areas.



Second Test in the South Greek Site (SOS)

A second test was performed on the 2nd of September 2020 near the top of Mount Parnon where the measurement conditions are ideal. No electromagnetic source is present within at least 5 km around the site. In Figure 9, we present two successive recordings that correspond to a car engine turning on and off. In the left panel, a normal SR recording with four main modes around 7.8, 14, 21, and 28 Hz is evident. In the right panel, which is the next 10-min recording, the measurement was severely disturbed by the running car engine. The turning on and running of the car engine are obvious in the upper picture of the right panel.
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FIGURE 9. Right panel: the peculiar features are due to a running car engine. Left panel: undisturbed SR spectrum 10 min before the car engine ignition.


In Figure 10, we demonstrate the consequence of firing a two-barrel hunting gun near the SR coil. The left panel of Figure 10 is the undisturbed period immediately before the shooting. This is a normal recording where the four main modes are present. The next right panel is a disturbed recording after two successive shootings by the hunting gun. Figures 9, 10 represent very important tests because passing cars and hunters are very common around SR recording sites which are usually operating in isolated areas like forests and mountains.
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FIGURE 10. Right panel: the effect of shooting with a hunting rifle. Left panel: undisturbed spectrum 10 min after shooting.


In the left panel of Figure 11, we present a recording during which we hit the metal door and window of the observation site five times with the butt-end of our hunting gun. In the right panel, we present the successive undisturbed file recorded after knocking. We see the immediate recovery of the recording after the disturbance.
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FIGURE 11. Left panel: peculiar features due to five strong knocks on the door and five more on the window of the building in the south site. Right panel: spectrum recovery 10 min later.


In Figure 12, we present very interesting details of Figure 11. This is a magnified snapshot of the left upper panel of Figure 11. It is very impressive how clearly all the action was recorded. At the beginning till the first 100 s, we see a set of five low intensity spikes. They represent the five knocks on the metallic door of the building from which the coil is located several meters away. Between 120 and 130 s, there is another set of five high intensity spikes which represent the five knocks on the metal window of the building exactly above the coil. The intensity difference in the two sets may be justified by the distance difference. The second set of knocks is bounded by short spikes that are due to our moving from one point to another around the site.
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FIGURE 12. Magnified snapshot of Figure 11. The short five knocks on the door and the five strong knocks on the window are evident.




Interesting Signals Obtained in Extra Tests

Before closing the experimental part of this article, it is interesting to present two additional recordings that were obtained at times different from the two main tests described above. They represent an example of how easy it is to misinterpret the recorded signals.

In Figure 13, we present two recordings collected in different times at a different place. The initial interpretation was that the signal had something to do with nearby operating machinery (pump or something similar). However, after additional indications, we realized that it was due to the fading of the energy supply of the logger. The batteries were almost exhausted, and this made the logger to malfunction.
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FIGURE 13. Characteristic recordings when the logger’s electrical supply is insufficient due to the exhaustion of batteries.


In Figure 14, we present an additional case of coil vibration by hand similar to Figure 6 because of the importance of these signals for the determination of preseismic activity. The lack of enhancements in the frequency range of 20–30 Hz is again evident.
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FIGURE 14. Additional vibration by hand.





DISCUSSION

The main benefit gained from the above tests is that the most important and at the same time the most difficult action is to select the proper location for the establishment of an SR observation site. We confirmed something already known, namely, that SR observation sites closer than 1–2 km away from urban areas are inadequate for the recording of good-quality data. In contrast, isolated sites as far away as possible from electromagnetic sources can provide very good quality data. However, two conflicting requirements arise from the above confirmation, which are hard to satisfy simultaneously. The first is that the station must be in a very isolated location as far as possible from anthropogenic activities, urban areas, transportation, and any electromagnetic source like electric power lines, antennas for mobile communication, windmill generators, etc. The above tests showed how sensitive SR signals are to all kinds of electrical and mechanical “noises.” The second requirement is safety. A station in an inhabited area without continuous safekeeping is an easy victim to people looking for valuable things or just metals sold by the kilo. The above conflicting requirements of isolation and safety introduce a series of risks which must be considered. One difficulty related to the isolation requirement is ease of access. A station located in an isolated place under the above requirements has, in most cases, difficult access, requires driving for several hours on sometimes dangerous country roads on the sides of mountains, etc. Uninterrupted access to an SR station is necessary because the batteries that provide energy need replacement every 1–2 months, while data stored in memory cards must be collected. Unfortunately, wanton vandalism prohibits the installation of, e.g., exterior solar panels to recharge the batteries, or radio antennas to transmit data in real time. Even the most isolated stations are often accessible by farmers and their agriculture machinery, trucks, hunters, picnickers, pilgrims who visit a nearby country chapel, and other types of visitors and passers-by.

Consequently, it is very important for the data quality of a certain observational site to track down anthropogenic or other “noises” created by animals, strong winds, electric induction on metallic objects, etc.



CONCLUSION

The main conclusion from this work is that SR recordings are very sensitive to parasitic noise caused from anthropogenic activities. Experience on recognizing dummy signals is necessary to reject and remove them from the raw data time series. From this point of view, it is necessary, due to different local physical conditions among sites, to generate templates of common anthropogenic incidental “noises” in each observational site. Nowadays, there is an effort to construct coils with proper filters that would allow to obtain measurements close to urban areas. If successful, this would be a serious advantage that will remove the necessity of establishing isolated stations on mountains and other hard to access locations. For the moment, however, the further the site from anthropogenic activities, the better the quality of the recorded data. The comparison of measurements taken on top of Mount Parnon and in the suburbs of Athens makes clear how important distance from urban areas is for the quality of SR data recordings. A last but not least conclusion coming from the above tests is the confirmation that movements of the coils, by any reason, do not simulate preseismic signals like in Figure 8 or signals described in previous publications (Christofilakis et al., 2019; Florios et al., 2019, 2020).



DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.



AUTHOR CONTRIBUTIONS

VT and CR made field experiments and data collection. IC and CF made the evaluation of data. GT, VC, and GB made hardware and software. All authors contributed to the article and approved the submitted version.



ACKNOWLEDGMENTS

We would like to thank the forest service of the Lakonia prefecture, in the town of Sparta, especially the director G. Zakkas and the forest personnel, K. Petrakos, K. Samartzis, N. Sourlis, and K. Tsagaroulis for their valuable contribution in the establishment and the service of our South Observation Site near the village of Vamvakou. We would also like to thank the residents and the ecclesiastical committee of the little town of Doliana in Northern Greece for offering the necessary accommodation needed for the establishment of our North Observation Site. Finally, we would like to address a warm thank you to the Mariolopoulos–Kanaginis Foundation for Environmental Research for its unending support of our activities.



REFERENCES

Balser, M., and Wagner, C. (1960). Observations of earth–ionosphere cavity resonances. Nature 188, 638–641. doi: 10.1038/188638a0

Balser, M., and Wagner, C. A. (1962). Diurnal power variations of the Earth-ionosphere cavity modes and their relationship to worldwide thunderstorm activity. J. Geophys. Res. 67, 619–625. doi: 10.1029/JZ067i002p00619

Christofilakis, V., Tatsis, G., Votis, G., Contopoulos, I., Repapis, C., and Tritakis, V. (2019). Significant ELF perturbations in the schumann resonance band before and during a shallow mid-magnitude seismic activity in the Greek area (Kalpaki). J. Atmospheric Solar-Terrestrial Phys. 182, 138–146. doi: 10.1016/j.jastp.2018.11.009

Florios, K., Contopoulos, I., Christofilakis, V., Tatsis, G., Chronopoulos, S., Repapis, C., et al. (2019). Pre-seismic electromagnetic perturbations in two earthquakes in northern greece. Pure Appl. Geophys. 177, 787–799. doi: 10.1007/s00024-019-02362-6

Florios, K., Contopoulos, I., Tatsis, G., Christofilakis, V., Chronopoulos, S., Repapis, C., et al. (2020). Possible earthquake forecasting in a narrow space-time-magnitude window. Earth Sci. Inform. 14, 349–364. doi: 10.1007/s12145-020-00535-9

Hayakawa, M., and Molchanov, O. A. (2007). eismo-Electromagnetics as a new field of Radiophysics: electromagnetic phenomena associated with earthquakes. U.R.S.I. Radio Sci. Bull. 320, 8–17.

Hayakawa, M., Nickolaenko, A. P., Sekiguchi, M., Yamashita, K., Ida, Y., and Yano, M. (2008). Anomalous ELF phenomena in the Schumann resonance band as observed at Moshiri (Japan) in possible association with an earthquake in Taiwan. Nat. Hazards Earth Syst. Sci. 8, 1309–1316. doi: 10.5194/nhess-8-1309-2008

Hayakawa, M., Ohta, K., Nickolaenko, A. P., and Ando, Y. (2005). Anomalous effect in Schumann resonance phenomena observed in Japan, possibly associated with the Chi-chi earthquake in Taiwan. Annales Geophys. 23, 1335–1346. doi: 10.5194/angeo-23-1335-2005

Nastos, P. T., Matsangouras, I. T., and Chronis, T. G. (2014). Spatio-temporal analysis of lightning activity over Greece — Preliminary results derived from the recent state precision lightning network. Atmospheric Res. 144, 207–217. doi: 10.1016/j.atmosres.2013.10.021

Ohta, K., Izutsu, J., and Hayakawa, M. (2009). Anomalous excitation of Schumann resonances and additional anomalous resonances before the 2004 Mid-Niigata prefecture earthquake and the 2007 Noto Hantou Earthquake. Phys. Chem. Earth Parts A/B/C 34, 441–448. doi: 10.1016/j.pce.2008.07.008

Petraki, E., Nikolopoulos, D., Nomicos, C., Stonham, J., Cantzos, D., Yannakopoulos, P., et al. (2015). Electromagnetic pre-earthquake precursors: mechanisms, data and models -a review. Earth Sci. Climate Change 6:1000250.

Proestakis, E., Kazadzis, S., Lagouvardos, K., Kotroni, V., and Kazantzidis, A. (2016). Lightning activity and aerosols in the Mediterranean region. Atmospheric Res. 170, 66–75. doi: 10.1016/j.atmosres.2015.11.010

Pulinets, S., and Ouzounov, D. (2016). “Earthquake precursors in atmosphere and ionosphere. A review and future prospects,” in Geophysical Research conference Abstracts, 18. 2016 EGU General Assembly. (Vienna: Chapman University).

Schumann, W. O. (1952). On the free oscillations of a conducting sphere which is surrounded by an air layer and an ionosphere shell. Z. Naturforschaftung 7A, 149–154.

Sekiguchi, M., Hayakawa, M., Nickolaenko, A. P., and Hobara, Y. (2006). Evidence on a link between the intensity of Schumann resonance and global surface temperature. Annales Geophys. 24, 1809–1817. doi: 10.5194/angeo-24-1809-2006

Tatsis, G., Christofilakis, V., Chronopoulos, S. K., Kostarakis, P., Nistazakis, H. E., Repapis, C., et al. (2020b). Design and implementation of a test fixture for elf schumann resonance magnetic antenna receiver and magnetic permeability measurements. Electronics 9:171. doi: 10.3390/electronics9010171

Tatsis, G., Christofilakis, V., Chronopoulos, S. K., Baldoumas, G., Sakkas, A., Paschalidou, A. K., et al. (2020a). Study of the variations in the Schumann resonances parameters measured in a Southern Mediterranean environment. Sci. Tot. Env. 715:136926. doi: 10.1016/j.scitotenv.2020.136926

Tatsis, G., Votis, C., Christofilakis, V., Kostarakis, P., Tritakis, V., and Repapis, C. (2015). A prototype data acquisition and processing system for Schumann resonance measurements. J. Atmospheric Solar-Terrestrial Phys. 135, 152–160. doi: 10.1016/j.jastp.2015.11.001

Tatsis, G., Votis, C., Christofilakis, V., Kostarakis, P., Tritakis, V., Repapis, C., et al. (2016). Preliminary measurements of Schumann’s Resonances (SR) in the Greek. J. Eng. Sci. Technol. Rev. 9, 61–64.

Votis, C. I., Tatsis, G., Christofilakis, V., Chronopoulos, S. K., Kostarakis, P., Tritakis, V., et al. (2018). A new portable ELF Schumann resonance receiver: design and detailed analysis of the antenna and the analog front-end. J. Wireless Com. Netw. 2018:155.

Williams, E. (1992). The schumann resonance: a global tropical thermometer. Science 256, 1184–1187. doi: 10.1126/science.256.5060.1184

Williams, E. (2005). Lightning, and climate: a review. Atmospheric Res. 76, 272–287. doi: 10.1016/j.atmosres.2004.11.014

Xinyang, O., Xuemin, Z., Nickolaenko, A. P., Hayakawa, M., Xuhui, S., and Yuanqin, M. (2013). Schumann resonance observation in China and anomalous disturbance possibly associated with Tohoku M9.0 earthquake. Earth Sci. 26, 137–145. doi: 10.1007/s11589-013-0009-0


Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Tritakis, Contopoulos, Florios, Tatsis, Christofilakis, Baldoumas and Repapis. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.


		ORIGINAL RESEARCH
published: 16 June 2021
doi: 10.3389/feart.2021.673808


[image: image2]
Evaluating the Response of Global Column Resistance to a Large Volcanic Eruption by an Aerosol-Coupled Chemistry Climate Model
Yushan Xie1, Ruyi Zhang1, Zhipeng Zhu1 and Limin Zhou1,2*
1Key Laboratory of Geographic Information Science, Ministry of Education, East China Normal University, Shanghai, China
2Key Laboratory of Numerical Modeling for Atmospheric Science and Geophysical Fluid Dynamics, Institute of Atmospheric Physics, CAS, Beijing, China
Edited by:
Irina Alexandrovna Mironova, Saint Petersburg State University, Russia
Reviewed by:
Arseniy Karagodin-Doyennel, Physikalisch-Meteorologisches Observatorium Davos, Switzerland
Ziniu Xiao, Chinese Academy of Sciences (CAS), China
* Correspondence: Limin Zhou, lmzhou@geo.ecnu.edu.cn
Specialty section: This article was submitted to Atmospheric Science, a section of the journal Frontiers in Earth Science
Received: 28 February 2021
Accepted: 04 May 2021
Published: 16 June 2021
Citation: Xie Y, Zhang R, Zhu Z and Zhou L (2021) Evaluating the Response of Global Column Resistance to a Large Volcanic Eruption by an Aerosol-Coupled Chemistry Climate Model. Front. Earth Sci. 9:673808. doi: 10.3389/feart.2021.673808

Global electric circuits could be the key link between space weather and lower atmosphere climate. It has been suggested that the ultrafine erosol layer in the middle to upper stratosphere could greatly contribute to local column resistance and return current density. In previous work by Tinsley, Zhou, and Plemmons (Atmos. Res., 2006, 79 (3–4), 266–295), the artificial ultrafine layer was addressed and caused a significant symmetric effect on column resistance at high latitudes. In this work, we use an updated erosol coupled chemistry-climate model to establish a new global electric circuit model. The results show that the ultrafine aerosol layer exits the middle stratosphere, but due to the Brewer-Dobson circulation, there are significant seasonal variations in the ion loss due to variations in the ultrafine aerosol layer. In the winter hemisphere in the high latitude region, the column resistance will consequently be higher than that in the summer hemisphere. With an ultrafine aerosol layer in the decreasing phase of solar activity, the column resistance would be more sensitive to fluctuations in the low-energy electron precipitation (LEE) and middle-energy electron precipitation (MEE) particle fluxes.
Keywords: global electric circuit, ultrafine aerosol, column resistance, brewer-dobson circulation, solar activity
INTRODUCTION
The global atmospheric electric circuit could be important not only as a product of global thunderstorm activity (Bering et al., 1998) but also because it may cause climate change and weather itself via electrical effects on cloud microphysics, with external and internal drivers (Tinsley and Yu, 2004; Tinsley, 2008), which depend on the current density Jz flowing downwards from the ionosphere to the surface through clouds. This hypothesis has been reviewed in detail by Tinsley (2008).
The ionosphere forms a conducting shell, which is charged by highly electrified clouds, including thunderclouds in low latitude regions and air fronts at middle and high latitudes. The diurnal variations in the global upward current of approximately 1000 A create a diurnally varying ionospheric potential (Vi) that averages approximately 250 kV, which is essentially an equipotential out to approximately 50° geomagnetic latitudes. At any location away from the generators, the downward return current density (Jz) is 1–6 pA m-2, depending on the atmospheric resistance R of the column of the unit cross section there. The vertical column resistance R at any location is mainly determined by the altitude of the surface, the aerosol, the cloud and radioactive radon concentrations near the surface, and the flux of galactic cosmic rays (GCRs) at that latitude (Tinsley et al., 2006). The GCR flux creates ion pairs throughout the air column, increasing ion pairs cause the increase of conduct, leading to stronger Jz. There are two additional sources of ion pair production in the upper atmosphere: one is the relativistic electron flux and associated X-ray bremsstrahlung that penetrates down to approximately 30 km in sub-auroral latitudes (Tinsley, 1996; Frahm et al., 1997; Li et al., 2001a, b), and the other is solar energetic particle (SEP) events (Holzworth et al., 1987) that produce stratospheric ionization, excess positive charge, and occasionally a small amount of tropospheric ionization in the polar cap regions. We denote the stratospheric and tropospheric contributions to the column resistance at any location as S and T, respectively. Then Jz at that location is given by Ohm’s Law: [image: image]. Therefore, any input that modulates Vi, T, or S will also modulate Jz. There are several quasi-static numerical models to evaluate the global distribution of column resistance, such as Hays and Roble (1979), Makino and Ogawa (1985—herein M085), Sapkota and Varshneya (1990—herein SV90), Tinsley et al. (2006—herein TZ06), Zhou and Tinlsey (2010—herein ZT09), and there are comprehensive models with the whole atmospheric dynamics and chemical components to calculate the column resistance to provide a full description of the response of the global air conductivity to internal drivers (tropospheric and stratospheric aerosols, radon gas concentrations, clouds) and external drivers (galactic cosmic rays, comet aerosols, clouds), such as Baumgaertner et al. (2013—herein BTNL 2013) and Lucas et al. (2015—herein LBT 2015).
It was proposed that the reduction in Jz due to the Forbush decrease in GCRs could be attributed to the latitudinal variations in the low atmospheric dynamics, represented by the vorticity area index (VAI), and the amplitude of the response was proportional to the amplitude of the Forbush decrease (Tinsley and Deen, 1991). Other studies claimed that the relationship between Jz and VAI was due to the internal variation of the thunderstorm (Hebert et al., 2012) or interplanetary magnetic field (IMF) (Wilcox et al., 1973; Lam and Tinsley, 2016; Zhou et al., 2018). Responses of cloud cover to heliospheric current sheet (HCS) crossings have been found by Kniveton et al. (2008) and to Forbush decreases by Veretenenko and Pudovkin (1997), and responses of global cloud cover to global Jz changes inferred from the electric field (Ez) measurements at Vostok have been found by Kniveton et al. (2008). On longer time scales, the relation between the relativistic electron flux and the pressure fluctuation in the winter ice island pressure center is important (Zhou et al., 2014). These responses between space weather and atmospheric parameters were more significant two or three years after large volcanic eruptions, such as the eruption of Mt. Aguge, Mt. El Chikon, and Mt. Pinatubo, which was proposed to be due to additional resistance by the ultrafine aerosol layer in the stratosphere (Tinsley and Yu, 2004; Zhou et al., 2014). It has been suggested that after a large volcanic eruption, the gaseous H2SO4 in the descending branch of the Brewer-Dobson circulation could be condensed by ion media nucleation and form large concentrations of ultrafine aerosols with radii of a few nanometers or tens of nanometers at mid-high latitudes, which could significantly increase the column resistance in the stratosphere.
The initial evaluation of this effect was performed by the global circuit model of TZ06 (Tinsley et al., 2006). In the TZ06 model, an ultrafine aerosol layer was modeled by Tinsley et al. (2006), where column resistance is mainly shown in situations with and without the estimated stratospheric ultrafine volcanic aerosol layer. The layer is located poleward of ±40° geographic latitudes, where the layer column resistance becomes the dominant part of the stratosphere and is calculated for the absence of ionization due to electron precipitation, such as relativistic electron flux. This ionization is considered to be present most of the time and to make the ultrafine layer a good conductor so that the column resistance in the stratosphere (S) is negligible with respect to that in the troposphere (T). It is only for periods of a few days when the slow solar wind at the HCS crosses the earth that the precipitating relativistic electron flux decreases by an order of magnitude; R increases and Jz decreases at higher latitudes during a few years following large explosive volcanic eruptions. The concentration and spatial distribution of stratospheric ultrafine aerosols in TZ06 are artificial and static with no temporal variation, which provides only a rough estimation of their effects. The improved comprehensive model of BTNL 2013, based on CESM1, where the sulfate aerosol process in the stratosphere is from English et al. (2011), includes all types of aerosols, including ultrafine aerosols due to ion media nucleation in the stratosphere, and provides a more realistic picture of the global circuit. However, the lack of heating as aerosol radiative feedback in English et al. (2011) causes a large bias in the aerosol burden between simulations and observations. The improved aerosol-chemistry-climate model SOCOL-AERv2 by Feinberg et al. (2019) can already provide a more accurate treatment of stratosphere aerosols for low and high volcanic periods with aerosol radiative heating, sedimentation schemes, and coagulation efficiency. The purpose of this work is to investigate the effect of the stratospheric aerosol layer on the column resistance with the comprehensive global electric circuit model, which is based on SOCOL-AERv2 coupled with the global electric model of TZ06, where ultrafine aerosols due to ion media nucleation are involved to more accurately evaluate the effect of ultrafine aerosols and the temporal variation in this effect. In addition, the effects of ionization due to galactic cosmic rays and high-energy electron precipitation are addressed.
DESCRIPTION OF THE MODEL
The chemistry-climate model (CCM) SOCOL (SOlar Climate Ozone Links) version three is a three-dimensional model developed by the research group at the Physical-Meteorological Observatory and World Radiation Center (PMOD/WRC) in collaboration with the Institute for Atmospheric and Climate Science, ETHZ Switzerland (Stenke et al., 2013). The effects of external drivers, such as galactic cosmic rays and solar protons, on the ozone layer and climate were investigated by the SOCOL model (Egorova et al., 2011; Mironova et al., 2021). A detailed description of the model can be found in Rozanov et al. (1999).
SOCOL is developed based on the Middle Atmosphere version of the European Center/Hamburg Model version 5 (MA-ECHAM5). MA-ECHAM5 (Roeckner et al., 2003) is the dynamical core of the model responsible for atmospheric physics and dynamics in SOCOL, with a hybrid sigma-pressure coordinate system spanning from the surface to 0.01 hPa. The horizontal spatial resolution of the model in this work is 3.75 × 3.75°. The model has 39 vertical levels from the surface to a height of approximately 80 km in a hybrid sigma-pressure coordinate system, and the vertical resolution decreases with altitude and is 2 km in the stratosphere. The dynamic frame in the model is solved with a semi-implicit time stepping scheme with a time resolution of 15 min. The advection of water vapor, cloud water, and trace constituents is calculated by a flux-based 25 mass-conserving and shape-preserving transport scheme (Lin and Rood, 1996). Full radiation calculations, chemistry, and transport calculations are performed every 2 h. The shortwave radiation scheme is based on the ECMWF model (Morcrette, 1991) with a modified parameterization for the water vapor continuum and corrected spectral Voigt line shape considering Doppler broadening at low pressure as well as with added aerosols, greenhouse gases, and clouds (Roeckner, 1995). The longwave radiation is based on the Rapid Radiative Transfer Model (RRTM) scheme (Mlawer et al., 1997).
The chemistry-transport module Model for the Evaluation of OZONe Trends (MEZON) (Egorova et al., 2003) shares the MA-ECHAM5 horizontal and vertical grids and treats 41 atmospheric species of hydrogen, oxygen, nitrogen, carbon, chlorine, and bromine groups treated with 140 gas-phase reactions, 46 photolysis reactions, and 16 heterogeneous reactions in/on liquid sulfate aerosols, water ice, and nitric acid trihydrate (NAT) (Stenke et al., 2013).
The ion pair production rate due to galactic cosmic rays is calculated by the CRAC (Cosmic Ray Atmospheric Cascade) model (Usoskin et al., 2010), which is based on a Monte Carlo simulation of the atmospheric cascade; in the troposphere and stratosphere, the accuracy is within 10% compared to the observation results. In the present work, we also add the ion pair due to low- and middle-energy electron precipitation (herein EEP, including LEE and MEE). The semi-empirical parameterization for LEE suggested by Funke et al. (2016) is involved, and the ionization rate due to MEE is based on Fang et al. (2010).
In the troposphere, 13 types of aerosols based on the GADS database and Hess et al. (1998) are involved, which is the same as the treatment in the TZ06 model. We use an analytical expression for the tropospheric aerosol size distribution given by Hess et al. (1998).
For the sulfate aerosol in the model, instead of the rough estimation that was used in TZ06, a detailed 2D sulfate aerosol model is coupled based on the updated size-resolved AER sulfate aerosol model, which was established in SOCOL by Sheng et al. (2015), Sukhodolov et al. (2018), and Feinberg et al. (2019). In this sulfate aerosol model, the particle distribution is resolved by 40 size bins spanning wet radii from 0.39 nm to 3.2 µm by volume doubling, which also provides the size distribution of the sulfate aerosol. In addition, the microphysical processes of homogeneous nucleation, condensation/evaporation, coagulation, and sedimentation, which were suggested by Sheng et al. (2015), are also included. In the upper stratosphere at altitudes over 30 km, the coagulation rate due to ion media nucleation is addressed in this new model, which is based on the INM model suggested by Yu and Turco (2001).
The column resistance (R) varies with latitude and longitude, and with the upper boundary of 60 km in our model, R is given by
[image: image]
where Zs is the elevation of the surface and σ(z) is air conductivity. The current density Jz throughout the column is then
[image: image]
where Vi is the overhead ionospheric potential. The most complex problem for this global circuit model is in evaluating σ(z) globally as a function of altitude, latitude, longitude, and time.
In this model, the first step is the evaluation of the ion pair production rate; the next step is the evaluation of the aerosol particle concentrations. Then, using the approximation that the concentrations of positive and negative ions in the air are equal, the ion pair concentration (n) is obtained by solving the equation
[image: image]
for the steady state condition where dN/dt = 0, where t is the time. Then, the conductivity is given by
[image: image]
where e is the elementary charge, and [image: image] and [image: image] are the ion mobilities of the positive and negative ions.
We use a set of expressions for α that closely fit the results of Bates (1982). The expression for βr as a function of aerosol particle radius, r, that we use is given by Hoppel (1985).
The present global electric circuit model calculates the atmospheric resistivity from the surface up to 60 km height with 335 bins. We took only 32 vertical bins below 60 km in the SOCOL-AERv2 model, all the outputs from the SOCOL-AERv2 model are linearly interpolated, and the sulfate gas concentration and sulfate aerosol surface area index (surface area density, SAD) are interpolated with the e power function.
RESULTS
Comparison of the SO2 Mixing Ratio
Figure 1 compares the simulation results of the SO2 mixing ratio from SOCOL-AER at 26–32°N in April to May 1985 with MIPAS and ATMOS observed data (Höpfner et al., 2013; Rinsland et al., 1995). There are a number of similarities between the simulation results and satellite measurements. The estimated instrumental uncertainty of MIPAS is 5–10 pptv (Höpfner et al., 2013). Differences between observed data and simulation data below 45 km are less than 10°pptv. This result is similar to Sheng et al. (2015), who found that SOCOL-AER could successfully simulate aerosol features.
[image: Figure 1]FIGURE 1 | Comparison of the SO2 mixing ratio at 26–32°N in april to May 1985 simulated by SOCOL-AER (orange solid line), from ATMOS observations (purple squares) and from MIPAS measurements (gray dashes).
Brewer-Dobson Circulation Seasonal Variations
As shown in Figure 2, during 1990–1993, the Brewer-Dobson circulation exhibited significant seasonal variations. The top half of the figure shows circulation characteristics during summer; at nearly 30 km, the residual velocity at high latitudes decelerated in 1990 and 1992 but accelerated in 1991. The bottom half of Figure 2 shows that near 30 km, the residual velocity at high latitudes accelerated the upper polar region during the 1990–1992 winter but decelerated in 1993.
[image: Figure 2]FIGURE 2 | The residual speed and acceleration in the summer (first row) and winter (second row) from 1990 to 1993. The colored diagram is acceleration, and the vector arrow is the composite of vertical wind and meridional wind ([image: image]).
Comparison of the Ion Production Rate by GCRs and EPP
Figures 3A–D show the ion pair production rate at standard temperature and pressure (STP) for particles with different energies during solar maxima and solar minima: 1) is for ion pair production rate due to GCRs during the solar minimum, 2) is for the ion pair production rate due to GCRs during the solar maximum, 3) is for the ion production rate due to GCRs + EEP during the solar minimum, and 4) is for the ion production rate due to GCRs + EEP during the solar maximum. This shows that the ion production rate during solar minima at an altitude of 60 km in the polar region due to ionization of GCRs and EEP could be twice that during solar maxima, and at 30 km, the ion production rate is enhanced by an additional 1.15 due to EEP. During solar maxima, the difference at an altitude of 60 km is less than 10%. Therefore, additional EEP ionization was significantly attributed to ion production above a height of 30 km in the polar region.
[image: Figure 3]FIGURE 3 | The ion pair production rate due to GCRs and EEP. (A) shows the ion pair production rate due to GCRs during the solar minimum, (B) shows the ion pair production rate due to GCRs during the solar maximum, (C) shows the ion production rate due to GCRs + EEP during the solar minimum, and (D) shows the ion production rate due to GCRs + EEP during the solar maximum.
Sulfate Aerosol in the Middle Stratosphere
With the SOCOL-AERv2 model, a more accurate simulation of sulfate aerosol concentration was achieved. In general, there are two sulfate aerosol layers after a volcanic eruption: one is in the troposphere, and the other is in the low stratosphere layer, which is well known as the “Junge layer” (Junge and Manson, 1961). Yu and Turco (2001) and Tinsley (2005) suggested that there was a third layer in the middle to upper stratosphere due to ultrafine sulfate aerosols. Therefore, Figure 4 shows the sulfate aerosol-related parameters in the middle to upper stratosphere. Figure 4 shows the zonal mean SAD (panels a and b) and sulfate mass concentration (panels c and d) as a function of altitude above 23 km. Figures 4A,C show the results in December-January-February (DJF) 1992–1993 after the eruption of Mt. Pinatubo, and Figures 4B,D show the results in DJF 1990–1991 just before the eruption of Mt. Pinatubo. The results show that there is significant enhancement of SAD and sulfate mass concentration in the middle stratosphere after the eruption of Mt. Pinatubo compared with the results in DJF 1990–1991 before the eruption. The most interesting aspect of Figures 4A,C is that the maxima of SAD and sulfate mass concentration over the high latitudes of the Northern hemisphere are in the region of Brewer-Dobson circulation in the descending branch. In Figures 2D,E there is a clear trend of residual velocity descent over the high latitudes of the Northern hemisphere at 30 km during the 1990–1992 winter. Compared to the estimation by Tinsley (2005) and Tinsley et al. (2006), the maximum SAD and sulfate mass concentrations are lower. They are centered at a height of approximately 30 km.
[image: Figure 4]FIGURE 4 | The characteristics of sulfate aerosols in the middle and upper stratosphere (panels (A) and (B)) and sulfate mass concentration (panels (C) and (D)) as a function of altitude above 23 km.
The Ion-Aerosol Attachment Efficiency
In the global electricity circuit model, ion loss due to ion-aerosol attachment is the main part of the whole ion loss. Figure 5 shows the profile of the ion-aerosol attachment rate (β) in two different regions (Antarctic 1) and Indian Ocean 2)) under different volcanic eruptions. In these two plots, the gray lines are the results from the TZ06 model, the gray solid line is the value in DJF with high volcanic aerosol loading, and the gray dashed line is the value in DJF with low volcanic aerosol loading. The black solid line is for DJF in 1990–1991, the black dashed line is for DJF in 1991–1992, and the red solid line is for June-July-August (JJA) in 1991. The results show that the ultrafine aerosol layer appears in only the high latitude region, which is consistent with previous studies. The ion loss due to attachment to ultrafine aerosols at low volcanic activity in the new model is approximately 20 times larger than that in the TZ06 model. The maximum ion loss due to attachment to sulfate aerosols exists at a height of 35 km, which is consistent with the vertical distribution of sulfate aerosols in Figure 4. After the large volcanic eruption, β is enhanced by approximately 3–4 times due to seasonal variations, which is not addressed in TZ06, ZT09, or other models. The ion loss due to attachment to aerosols in the Junge layer is also increased by a factor of approximately 10 compared with the TZ06 model. Although aerosol in the Junge layer also exhibited a peak value in polar and tropical regions after volcanic eruption, it was only 100 times less than the effect due to surface aerosols and ultrafine aerosols.
[image: Figure 5]FIGURE 5 | "Vertical profile of the ion-aerosol attachment rate (β) in two different regions (Antarctic (A) and Indian Ocean (B)) under different volcanic eruptions. In these two plots, the gray lines are the results from the TZ06 model, the gray solid line is the value in DJF with high volcanic aerosol loading, and the gray dashed line is the value in DJF with low volcanic aerosol loading. The black solid line is for DJF in 1990–1991, the black dashed line is for DJF in 1991–1992, and the red solid line is for JJA in 1991.
Figure 6 shows the ion-aerosol attachment rate at a height of 35 km in JJA 1993 and DJF 1993–1994. In the high-latitude region, there is a significant seasonal fluctuation in β, and the maximum variation is over 10 times.
[image: Figure 6]FIGURE 6 | Global ion-aerosol attachment rate at a height of 35 km, (A) for JJA in 1993 and (A) for DJF in 1993–1994.
Profile of Resistivity
Figure 7 shows the vertical profiles of atmospheric resistivity in DJF in the 1) Antarctic and 2) Indian Ocean. The solid lines are for the 1990–1991 period, dotted lines are for the 1992–1993 period, and dashed lines are for the 1993–1994 period. In the high-latitude/Antarctic region, the effect of the Junge layer could not be detected, and ultrafine volcanic eruptions and resistivity at a 35 km height significantly contributed to the whole column resistance, especially after volcanic eruptions. The sulfate aerosol effect weakens with time. In the tropical Indian Ocean region, the peak resistivity was found at a height of 20 km, which is due to the Junge layer. However, the resistivity of the Junge layer is not large and does not significantly affect the whole column resistance value. It is apparent from Figure 8B that above the Indian Ocean air resistivity for the 1993–1994 period became almost the same as in pre-eruption time, a possible explanation for this might be that the effect and lifetime of ultrafine sulfate aerosols in the Junge layer was shorter than a year.
[image: Figure 7]FIGURE 7 | Vertical profile of atmospheric resistivity in DJF in the (A) Antarctic and (B) Indian Ocean. The solid lines are for 1990–1991, dotted lines are for 1992–1993, and dashed lines are for 1993–1994.
[image: Figure 8]FIGURE 8 | The gridded global column resistance in DJF (A) 1990–1991, (B) 1991–1992, and (C) 1993–1994.
Global Distribution of Column Resistance
Figure 8 shows the gridded global column resistance in DJF: 1) 1990–1991, 2) 1991–1992, and 3) 1993–1994. In panel (a), a low column resistance appears in regions with high elevations or low geomagnetic latitudes, such as East Asia, where the column resistance is controlled by surface aerosols. After the eruption of Mt. Pinatubo, due to ultrafine aerosols, the column resistance at high latitudes significantly increases, and the maximum increase could be 2.8 times. In DJF, the greatest enhancement of column resistance exists in the Northern Hemisphere. Two years after the eruption, in panel (c), the effect of ultrafine aerosols declines.
Seasonal Effect
Figure 9 shows the percentage of column resistance enhancement between JJA 1993 and DJF 1993–1994. With simultaneous seasonal shifts in the column resistance, the column resistance at high latitudes undergoes large changes, and in the high latitudes of the winter hemisphere, the column resistance increases, while in the summer hemisphere, it decreases.
[image: Figure 9]FIGURE 9 | The percentage increase in column resistance between JJA 1993 and DJF 1993–1994.
EEP Effect
Figures 10A–C show the percentage increases ((RGCR—RGCR+EEP)/RGCR)×100%, of the column resistances in DJF 1) 1990–1991, 2) 1991–1992, and 3) 1993–1994. In Figure 10A and Figure 10B, the maximum increase in the percentage of column resistance is less than 1.5%, and in Figure 10C, the maximum percentage is over 7.2% in both the northern and southern polar regions, which indicates that two years after the eruption of Mt. Pinatubo, there would be a significant effect due to the absence of EEP ionization on the column resistance. In 1990–1991 and 1991–1992, during the solar maxima, high solar activity prevented the energetic electrons from penetrating into the middle stratosphere. In 1993–1994, during the decreasing phase of solar activity, more energetic electrons reached the upper and even middle stratosphere. With ultrafine aerosols, the column resistance becomes sensitive to fluctuations in the energy particle flux.
[image: Figure 10]FIGURE 10 | The percentage increases ((RGCR—RGCR+EEP)/RGCR)×100%, of column resistance due to different external ionization sources in DJF (A) 1990–1991, (B) 1991–1992, and (C) 1993–1994.
DISCUSSION
Although the contribution of atmospheric resistivity from the sulfate aerosol layer in the lower stratosphere, called the Junge layer, is larger in the present simulation than in the previous TZ06 model (Tinsley et al., 2006), the aerosols in the upper stratosphere still seem to have a main effect on the column resistance at high latitudes. The ultrafine aerosol layer has a significant effect on the column resistance after the volcanic eruption. Tinsley (2005) claimed that there was an ultrafine aerosol layer in the upper stratosphere formed by ion media nucleation, as suggested by Yu and Turco(2001), which could be consistent with the unexplained variability on all time scales in measured stratospheric conductivity (Tinsley, 2005; Bering et al., 2005), especially in the descending branch of the Brewer-Dobson circulation at high latitudes. In the GEC model of the TZ06 model, the artificial ultrafine aerosol layer centered at 40 km was modeled based on the numerical simulation by Yu and Turco (2001) for an H2SO4 mass concentration of 6.35 × 102 μg m−3, which corresponds to a mass mixing ratio of 16 ppbm for the liquid droplets. In the TZ06 model, the sensitivity simulation showed that in the high volcanic eruption period, the column resistance in the high geomagnetic latitude region would be more sensitive to fluctuations in GCRs than in the low volcanic eruption period by a factor of two times due to the attribution of ultrafine aerosols and the high sensitivity of the polar region (Tinsley et al., 2006). Tinsley (2008) expected that the ultrafine aerosol concentration would have a maximum effect on the column resistance two years after a large volcanic eruption. However, in the present simulation, based on the chemical-climate model, the SAD in the ultrafine sulfate aerosol layer first appears in the descending branch of the Brewer-Dobson circulation at high latitudes soon after the eruption of Mt. Pinatubo, which significantly affects the regional column resistance. Different from previous models (TZ06, Tinsley et al., 2006), the column resistance response to volcanic eruptions shows a significant asymmetric structure in different hemispheres, and the column resistance in the high latitudes of the Northern Hemisphere has a larger response than that of the Southern Hemisphere. Two years after the volcanic eruption, the effect of ultrafine aerosols appears in only the North Atlantic region. This asymmetric structure might explain why more significant connections on day-to-day or annual time scales between space weather events and tropospheric responses, such as dynamic responses (Lam et al., 2014), cloud cover (Voiculescu et al., 2013) and cloud radiation (Frederick et al., 2019), appeared in the Northern Hemisphere than in the Southern Hemisphere.
It has been claimed that the Brewer-Dobson circulation is strengthened in the winter hemisphere (Butchart, 2014). Then, in the winter hemisphere, the transport rate of sulfate in the stratosphere is accelerated, and more ultrafine aerosols can be produced, which causes higher column resistance in the high latitude region of the winter hemisphere than in that of the summer hemisphere. In previous work, the main seasonal variation in the column resistance was mainly due to variations in the aerosol concentration in the troposphere due to changes in the boundary layer or emissions (Tinsley et al., 2006).
Many studies based on satellite observations and weather monitoring data have shown a significant connection between the fluctuations of space particles, such as GCRs, EEP, relativistic electron precipitation (REP), and the troposphere. The hypothesis suggested by Tinsley (2008) claimed that the return atmosphere current density (Jz) from the ionosphere to the land surface, which is partly controlled by atmospheric column resistance, could significantly affect the dynamic and thermal character in the troposphere through cloud electric microphysics, called the electri-scavenging or electri-anti-scavenging effect. The shorting out of the resistance of the ultrafine layer appears to be essentially when it occurs with REP, which produces bremsstrahlung X-rays that can dominate ion pair production in the middle stratosphere (Frahm et al., 1997). On the basis of SAMPEX measurements, this is likely to be most of the time at sub-auroral latitudes (Li et al., 2001a; Li et al., 2001b). However, for a few days around the times of HCS crossings, the REP decreases by up to an order of magnitude (Tinsley et al., 2000; Kirkland et al., 1996; Kniveton and Tinsley, 2004). Then, the column resistance in the sub-auroral region could increase to a high value, as calculated for the high volcanic aerosol situation, and Jz would decrease. This scenario for a decrease in Jz around the times of HCS crossings, when there is a high concentration of stratospheric aerosols, is in accordance with the sparse and noisy Jz observations for those times (Reiter, 1977; Fischer and Miihelisen, 1980; Tinsley et al., 1994). Because of the lack of a detailed model to simulate the global ion production rate due to REP, the effect of EEP is considered in the present model. The treatment of ultrafine aerosol concentrations and stratospheric ion mobility in the model confirms the essential contribution of ultrafine aerosols to column resistance. Even two years after a large volcanic eruption, the column resistance could still be sensitive to fluctuations in electron precipitation.
When the EEP effect was coupled with the seasonal effect, it could be predicted that the column resistance would be more sensitive to EEP changes in the winter hemisphere, which is consistent with most of the data analysis results.
Clouds seems to play an important role in local column resistance. The ZT09 model claimed that the variation in clouds caused less than 10% of the global atmospheric resistance, while the BTNL2013 model claimed that the effect of clouds was underestimated by the ZT09 model. Clouds are also a highly variable factor in atmospheric systems, in addition to total cloud coverage and cloud microphysics. While clouds are unstable and most cloud effects appear at low and middle latitudes, in high latitudes, ultrafine aerosols seem to be more important. Therefore, in the next step of the global circuit model, involving accurate clouds could be an important direction.
CONCLUSION
An updated global circuit model based on a chemistry-climate model (SOCOL-AERv2) with an accurate aerosol formation process is set up. The results provide a more accurate evaluation of the layer of ultrafine aerosols on global column resistance. The asymmetric distribution of ultrafine aerosols causes different responses of local column resistance to fluctuations in energetic particle precipitation. Column resistance in the high latitudes of the winter hemisphere would be more sensitive to energetic particle precipitation than that of the summer hemisphere. Since the EEP flux could contribute more relativistic electrons in the middle stratosphere, with the apparent ultrafine aerosol layer, the column resistance in the winter hemisphere would be more sensitive to fluctuations in the flux of REP. The whole atmosphere chemistry-climate model coupled with the global circuit sub-model including accurate ion pair production by REP could provide a clearer picture of the link between space weather and the troposphere.
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Static electric fields in the atmosphere are increasingly recognized as interacting with various organisms over several levels of biological organization. Recently, a link between atmospheric electrical variations and biogeochemical processes has been established in the context of open fields, yet biological structures like trees produce substantial alterations in atmospheric electric properties. Here, we assess whether these structural changes affect the dynamics of the electrical landscape and its relation to geochemical processes. To this end, we theoretically assess how trees alter their surrounding electric fields and empirically compare the temporal dynamics of atmospheric potential gradients, positive ions in the near-ground level atmosphere and soil electrochemical properties in an open field and under a tree. The developed model of electric fields around trees provides insight into the extent to which trees shield the underlying electric landscape, revealing that a substantial increase in atmospheric potential gradient only marginally affects the electric field under the canopy. We further show that soil electrochemical properties are tied to the temporal dynamics of positive ion in the near-ground level atmosphere, and that the presence of a tree reduces the temporal variability in both ground level positive ion concentrations and soil redox potential. This suggests that a tree can alter the temporal variability in atmospheric electricity and soil electro-chemistry, thereby likely indirectly influencing soil microorganisms and processes as well as electro-sensitive organisms that perceive and utilize atmospheric electric fields.
Keywords: atmospheric electricity, ions, wavelet variance, potential gradient, redox potential - Eh
INTRODUCTION
The ground level atmosphere is host to various distributions of electrical charges and associated static electric fields (Rycroft et al., 2008) and it becomes increasingly apparent that electrostatic interactions form the basis of the electric ecology of various organisms over several levels of biological organization (e.g., molecules, cells, organisms, communities) (Clarke et al., 2013; Greggers et al., 2013; Morley and Robert, 2018; Hunting et al., 2021). Atmospheric charge distributions and electric fields are dynamic and can show variations over hours to seasons which are mainly driven by two sources. First, there is a build-up of mainly positive ions near the surface of the ground (Adkins, 1959; Crozier, 1965; Reiter, 1985) that results from a complex interplay of soil radon exhalation and decay, the charging of aerosols and atmospheric pollution (Kubicki et al., 2016). These largely elusive sources of charge result in hourly and daily variations in ground level (<2 m) atmospheric charges that are important at near surface layers of continental soils. Second, thunderstorm regions around the globe drive positive charges at higher altitudes (approx. 8–13 km) towards fair weather regions as part of the global electric circuit (Wilson, 1903; Rycroft et al., 2008; Fdez-Arroyabe et al., 2021). This results in diel and seasonal variations in atmospheric potential gradients that, although sometimes measureable over continental soils, are far more prevalent in clean oceanic air. Consequently, atmospheric charge distributions and associated electrical fields and charge flow operate at local and global spatial scales and various temporal (hours to seasons) scales.
Atmospheric electric fields—as well as their dynamics—have recently been linked to biogeochemical processes below the Earth’s surface by means of a charge separation between relatively negative charges in the Earth’s interior and positive charge sources in the atmosphere (Hunting et al., 2019). Changes in atmospheric charges were observed to drive a subsurface migration of nutrients that are essential to microbial metabolism, thereby affecting efficiency and dynamics of microbial processes (Hunting et al., 2019). The conceptual and empirical foundation underlying the link between atmospheric electrical variations and biogeochemical processes has been established in the context of open fields (e.g., grasslands) and freshwater systems. However, both empirical data and mathematical models have shown that trees produce substantial alterations in the electric landscape, in particular the electric field strength in the surrounding air (Arnold et al., 1965; Borra et al., 1997; Bowker and Crenshaw 2007; Williams and Mareev, 2014; Clarke et al., 2017; Morley and Robert, 2018). In this, positive charges in the atmosphere draw a negative mirror charge to surfaces of trees with high curvatures (e.g., branches, needles) and thereby produce larger fields compared to surfaces that have a smaller degree of curvature or are flat (Feynman et al., 1964; Rowland et al., 2015; Clarke et al., 2017). Thus, as plants display some mobility in their surface electric charge carriers (electrons, charged molecules and ions), the electric field surrounding them will take up geometries that are influenced by the strength of atmospheric potential gradients as well as the plants’ height and morphology. Likewise, large plants, such as trees, have been reported to contribute substantially to local variations in ground level atmospheric ions (e.g., Jayaratne et al., 2011) that are generated largely by transpiration. It thus becomes apparent that trees and their canopies present both an abiotic modifier as well as biogenic source of atmospheric electricity (See Figure 1 for a conceptual and mathematical representation of electric fields and ions around trees).
[image: Figure 1]FIGURE 1 | Conceptual impression of the electric landscape around trees.
In light of the largely uncharacterised and empirically elusive near-ground (0–2 m) electric landscape and its unsuspected roles in geochemical changes in both near-ground and subsurface environments, questions are thus arising whether structural changes within the landscape such as trees also affect the dynamics of atmospheric electricity and its relation to geochemical processes. Here, we theoretically assess how the structural and physical properties of trees are relevant in shaping their surrounding electric fields, and empirically compare the temporal dynamics of atmospheric potential gradients, positive ions in the near-ground level atmosphere and soil electrochemical properties in an open field and under a tree.
METHODS
Model of Atmospheric Electric Fields
Since modelling approaches with two-dimensional geometries published to date are potentially prone to exaggerating the electrical shielding effect of most structures, we modelled a three-dimensional geometry to assess the effect of a tree on local atmospheric electric fields. Modelling was performed using finite element analysis within COMSOL Multiphysics® v. 5.4 (COMSOL AB, Stockholm, Sweden) utilising the “Electric Currents” interface within the “AC/DC” module. The three-dimensional geometry consisted of a 300 m × 300 m x 300 m cube within which the model operated. The model ground level was occupied by a 300 m × 300 m x 2 m block of soil. At its centre, an approximate representation of a 30 m tall deciduous tree, with a 2 m wide trunk, and a canopy spanning roughly 30 m was positioned. This tree could be regarded as a model of an oak or an alder tree. The remainder of the geometry was assigned as air. The upper surface of this air column was given an electrical potential typical of a 300 m altitude in various meteorological conditions, representative of the atmospheric potential gradient (Wilson 1903; Bennett and Harrison 2007). The electrical ground was defined 2 m below the upper surface of the soil (a typical groundwater table depth). Meshing of this geometry was physics-controlled, set to “extremely fine” (Supplementary Figure S1). Electrical properties of all materials were obtained from measurements or estimates from primary literature. The electrical conductivity, σ, and relative permittivity, εr, were defined as: for soil, σ = 0.05 S/m, εr = 15 (Rhebergen et al., 2002; Brovelli and Cassiani, 2011); for living trees, σ = 2 × 10−4 S/m, εr = 12 (Suojanen et al., 2001; Gora and Yanoviak, 2015); and for air, σ = 1 × 10−14 S/m, εr = 1 (Hogg 1939; Higazi and Chalmers, 1966). Model outputs presented for this study were produced by plotting data from two-dimensional slices or one-dimensional cut lines through areas of interest within the three-dimensional geometry. An identical model, except with no tree present, was constructed as a reference. To test for the sensitivity of the results to parameter value selection, parametric sweeps were performed across a wide range of possible values for all of the included electrical material properties except for the relative permittivity of air as this is a well-known quantity that is unlikely to vary substantially.
Experimental Approach
Atmospheric Drivers of Soil Redox Potential
Soil redox potential was previously linked to ground level ion concentrations, yet it is necessary to assess whether local soil redox potential is potentially coupled to atmospheric potential gradients as well as other meteorological variables. Due to technical issues it was impossible to measure atmospheric potential gradients, atmospheric ions and other meteorological variables simultaneously in relation to soil redox potential. Two separate time-series where therefore measured to assess the relative importance of both atmospheric potential gradients and ions as a driver of soil redox potential. These time series measurements and subsequent experiments were performed at the University of Bristol, School of Veterinary Sciences, Langford United Kingdom, between October 2018 and February 2019, in which measurements took place during fair weather with occassional cloud cover (fair weather conditions as defined in Harrison and Nicoll, 2018).
The first time-series was recorded between 24-10-2018 and 31-10-2018 in open field conditions to assess whether local soil redox potential is potentially coupled to atmospheric potential gradients as well as other meteorological variables. To this end, the atmospheric potential gradients was continuously measured on site using a field mill (Boltek EFM 100 Field Mill) that consists of a horizontal electrode connected to an electrometer that is alternately exposed and shielded from the atmospheric electric field in which a charge is induced on the electrode that is proportional to the field. The field mill was positioned with its rotor facing up on top of a single vertical aluminium pole at 1.8 m above the top layer of the soil to assess variations in the atmospheric potential gradient above the first 2 m of the ground level atmosphere. Meteorological parameters where continuously measured on site using a Maximet (GMX501) weather station, and included temperature (°C), humidity (RH), air pressure (mB), solar radiation (W/m2), windspeed (m/s) and precipitation (mm/min). Redox potentials (Eh) in soils were measured simultaneously every 20 min using a permanently installed platinum electrode at 10 cm depth connected to a Hypnos three data logger and corrected for a calomel reference electrode and measured pH. Details on the Eh monitoring devices and electrodes are described elsewhere (Vorenhout et al., 2011).
A second time-series was measured between 13-11-2018 and 17-11-2018 to assess the relation between soil redox potential and concentration of positive ions in the atmosphere just above (<0.2 m) the soil. This was simultaneously measured in an open field and next to the trunk of a grey alder (Alnus incana) in which the tree did not carry leaves and the top soil layer was covered with short (<10 cm) grass during the measurement period. Atmospheric cation concentrations were measured every second using two cylindrical capacitor-based ion-counters operating on the “Gerdien-tube” principle (Alpha-lab Inc., Salt Lake City, UT, United States), calibrated in open field conditions and recorded onto a PC using a National Instruments (Austin, Texas) DAQ system. Redox potentials (Eh) in soils were measured as described above.
Influence of Tree Canopy on Soil Redox Potential and Atmospheric Ions
Initial time-series measurements revealed that local soil redox potential was primarily governed by atmospheric cation concentrations (see results section for details). Therefore, to further quantify the influence of canopies on ground level variations of both redox potential and atmospheric ions, a series of measurements in time were performed during the day in an open field and next to the trunk of a grey alder (Alnus incana) in February 2019. This focussed on the period between 10:00 am and 20:00 pm to avoid large influences of diel fluctuations typically observed in ground level atmospheric ion concentrations (e.g. Jayaratne et al., 2011). We used standardized soil microcosms to assure soils were comparable between both tree and open field conditions (i.e., sufficient water content, exclusion of ground water flow). To this end, 400 ml glass beakers were filled with a pre-wetted standardized soil mixture (quartz and turf, 3:1). Positive ground level atmospheric ions and soil redox potential were measured simultaneously in soil microcosms at 1 cm depth in which the microcosms were positioned at the base of a stand-alone tree and an open field, 5 m away from the margin of the canopy of the tree. This was repeated six times (n = 6) at six different fair weather days with freshly prepared microcosms. In this, soil redox potentials (Eh) were measured as described above, yet using two permanently installed gold-plated PCB electrodes (Vorenhout et al., 2011). Temporal variability of the measurements of the six individual days were subsequently assessed with a Wavelet transform spectral analysis in PAST (Hammer et al., 2001). This form of spectral analysis proved a valuable approach in evaluating spatial and temporal patterns in ecological research by creating a composite measure of temporal variance for each treatment or spatially separated samples over time (Bradshaw and Spies, 1992; Ibarra-Junquera et al., 2006; Escalante-Minakata et al., 2009). As applied here, we followed the procedures described in detail by Hunting et al. (2015). Amplitude of temporal variation were thus characterised, allowing the comparison between simultaneous or spatially separated measurements by quantifying the variance of the wavelet transform for each day and individual microcosms. Finally, differences between trees and open-field wavelet variances were assessed using a small sample-corrected Epps-Singleton test for equal distributions (Epps and Singleton, 1986).
RESULTS
Modelling using finite element analysis demonstrates that the presence of a tree has a marked impact on the surrounding electric field (Figures 2A,B,C). Beneath the tree, electric field strengths are reduced by more than an order of magnitude, supporting the hypothesis that trees act as electrical shields, greatly diminishing variability in electrical conditions beneath their canopies. A horizontal transect taken through the model (Figure 2B) shows that for a large tree in an open field, this shielding effect persists beyond the immediate vicinity of the tree, with the electric field strength continuing to be reduced in excess of 100 m away from the trunk in comparison to no tree being present. In contrast to this arboreal suppression of electric fields beneath the canopy, we conversely find that the electric field strength immediately above the tree is amplified above levels expected if no tree were present. Examining the vertical transect through the model, positioned 5 m away from the trunk (Figure 2C), emphasises this effect, whereby significant amplification takes place near the treetop, persisting over significant distances, with some visible elevation of electric field strength even at 100 m above the tree canopy. Under a fair-weather atmospheric potential gradient of 100 V/m, or unstable conditions presenting 1 kV/m, the electric field in the immediate vicinity of the treetop can reach 450 V/m and 4.5 kV/m, respectively.
[image: Figure 2]FIGURE 2 | Outputs from a three-dimensional finite element analysis model of the electric fields surrounding a tree stood in open ground, exposed to various vertical atmospheric potential gradients (APGs). (A) two-dimensional slice through the centre of the tree in two different APG strengths, 100 V/m (left) and 500 V/m (right), showing the resultant electric landscape. (B) cutline horizontal transects taken through the model travelling from the centre of the tree outwards for 150 m, at an altitude of 2 m, for various APG strengths, exemplifying the electrical shielding effect of the tree both immediately underneath the tree and for large distances away from the canopy. Model outputs with a tree present (solid) are compared with identical models with no tree present (dashed) (C) cutline vertical transects taken through the model, travelling from the soil surface upwards for 200 m, 5 m horizontally from the centre of the tree, for various APG strengths, showing both the shielding effect beneath the canopy and the amplification of the APG above the tree. Again, model outputs with a tree present (solid) are compared with identical models with no tree present (dashed).
The results of the model were found to be insensitive to parameter value selection in most cases (Supplementary Figure S3), suggesting the results of this model hold for all realistic values of the included parameters. Specifically, within the wide-ranging but still potentially possible bounds tested, the permittivity of the soil and tree had no marked effect at all on the shielding ability of the tree. Likewise, within realistic ranges of air conductivity, the tree continues to act as an electrical shield. Some variation in the results is seen when the conductivity of the tree approaches that of the air. This is to be expected because it is largely the elevated conductivity of the tree, relative to the air, that allows it to act as an electrical shield. However, it is highly unlikely that a living tree would have a conductivity this low, and it can be seen that within a more realistic range of tree conductivities, the tree continues to be an effective electrical shield. Similarly, some increase in electric field strength is seen as the soil conductivity approaches that of air. This is again a very unlikely physical situation, but even at these extreme values, the tree continues to reduce the APG by an order of magnitude.
While differences is sampling frequencies prevented a statistical analysis of correlation between the measured variables, it becomes apparent that soil redox potential did not visibly co-vary with any of the measured atmospheric meteorological variables (Supplementary Figure S1). An increase in redox potential and subsequent emergence of a diel cycle coincided with a period of prolonged precipitation on the 27th of October, suggesting the soil was not necessarily saturated with water throughout the measurement period (e.g., Cusell et al., 2015). Diel cycles in soil redox potential between 29th and October 31, 2018 did not seem to be directly governed by changes in the atmospheric potential gradient.
The 5 days measurement period between 13th and November 17, 2018 suggests that ground-level positive atmospheric ions and soil redox potential in soil microcosms in the open field have distinct diel cycles (Figures 3A,B) that seem to co-vary. In contrast, near the trunk of a tree, soil redox potential revealed substantially (∼80%) lower amplitude in diel variation, and ground-level positive atmospheric ions did not appear to have any diel rhythm (Figures 3A,B).
[image: Figure 3]FIGURE 3 | Co-variability of positive atmospheric ions and soils redox potential as revealed by a time-series (13-11-2018 untill 17-11-2018) measurements of (A) concentration of positive ions in the atmosphere just above (<0.2 m) and (B) soil redox potential, Eh. This was simultaneously measured in an open field and next to the trunk of a grey alder (Alnus incana).
A representative example of the measured time-series similarly reveals that the moving averages of positive atmospheric ions and soils redox potential in soil microcosms covary during the day (Figures 4A,B). Comparison of Wavelet variances throughout the entire measurement period across the replicated time-series (Figures 4C,D) suggests that temporal variability was lower for both ground level atmospheric ion concentrations and soil redox potential near a tree compared to Wavelet variances in the open field (Epps-Singleton-derived error: W2 = 63.94; p < 0.001 and W2 = 1,439.1; p < 0.001, respectively).
[image: Figure 4]FIGURE 4 | Representative example of the measured time-series revealing co-variability of (A) positive atmospheric ions and (B) soils redox potential in soil microcosms, in which dashed line represents the hourly moving average. (C,D) Comparison of temporal variability across the replicated time-series for each day and individual microcosms for repeated measurements during fair weather days in February 2019. Temporal variability is expressed as Wavelet variances between near a tree and in an open field for (C) near ground-level atmospheric positive ions and (D) soil redox potential.
DISCUSSION
The developed model of the electric fields around trees exemplifies the drastic influence of trees and other large plants on their electrical environment, even when only considering passive electrical interactions. Undoubtedly, an even more marked effect can be expected in tree lines or forests due to a cumulative effect of collections of plants and trees (see also Williams et al., 2005). Importantly, the extension of previous two-dimensional models on electrical shielding by trees (Clarke et al., 2017; Morley and Robert, 2018) into three dimensions corroborates the influence of vegetation on its local electrical environment. The presented three-dimensional model confirms that prior findings on the shielding ability of trees using a two-dimensional approach were qualitatively valid yet may not have been entirely numerically accurate. Previous studies demonstrated that tree canopies can alter atmospheric electric fields, almost nullifying them near the base of the tree trunk, while the reach of this shielding effect extended beyond the canopy cover by 5–20 m with increasing distance from the tree (Märcz and Harrison, 2003; Williams et al., 2005; Clarke et al., 2017; Morley and Robert, 2018). Our three-dimensional model confirms that the electric field strength is reduced to near zero beneath a tree canopy, and reveals that a substantial (5–10 fold) increase in atmospheric potential gradient only marginally affects electric fields under the canopy, articulating the extent to which a tree canopy shields its underlying electric landscape and distorts the atmospheric potential gradient beyond its own span. Remarkably, above the canopy the local electric field can be greatly enhanced, generating features in the electric landscape otherwise absent in open fields.
Local sources of atmospheric electricity in continental environments often remain ambiguous, relying on both globally driven atmospheric potential gradients and local sources of ionization (e.g., Wright et al., 2020). The absence of correlation between atmospheric potential gradients and other metereological parameters in our study strongly supports the notion that ground level atmospheric ion concentrations above soils are driven by local concentrations of atmospheric ions, charged aerosols and radionuclides (Kubicki et al., 2016). These ground level ion concentrations can be substantially higher around trees, observable especially in forests, compared to open fields due to transpiration of ions and radon by vegetation (e.g. Ling, et al., 2010; Jayaratne et al., 2011). Importantly, since transpiration is drastically reduced in winter, atmospheric ions between tree canopy cover and open fields are not expected to markedly differ in magnitude, suggesting that, in the present study, local sources of atmospheric ions such as soil radon exhalation and air pollution (e.g. fuel exhausts) made up the electric charges at near-ground level atmosphere in both open fields and near vegetation.
While several studies have focussed on how trees affect the local electric landscape, it remains largey unknown how trees, as large partially conductive and dielectric structures, affect the temporal dynamics of atmospheric potential gradients, and whether and how this affects multiscale chemical and biological processes. Using microcosms in fair weather conditions to exclude other major drivers of variability (e.g., shower clouds, soil water content), we observed clear differences in the dynamics between both ground level atmospheric ions and soil redox potential between the open field and below a tree canopy over a 5 days measuring period. Although clear diel cycles were visible in both ions and redox potential in open fields, diel cycles were not observed in atmospheric ions near the trunk of the tree. Soil redox potential was observed to have diel cycles, yet their magnitude was substantially lower (∼10%) compared to open field conditions. A closer assessment of the temporal variability near a tree and the open field revealed that soil electrochemical properties are tied to temporal dynamics of positive ions in the near-ground level atmosphere, and that the presence of a tree reduced the temporal variability in both ground level positive ions concentrations and soil redox potential. This shows that, while ground level atmospheric ions were of primarily local origin, a tree can have a stabilizing effect on drivers of temporal variability. It is important to consider that various sources are known to contribute to ground-level electric variability, including windspeed, soil radon exhalation, tree transpiration and air-earth currents driven by atmospheric potential gradients (Jayaratne et al., 2011; Kubicki et al., 2016). Since our measurements were obtained in winter and near a single tree, it is unlikely that wind speed and tree transpiration were the source of variability. Likewise, soil radon exhalation is expected to add variability near trees provided tree soils are substantially more permeable compared to grasslands (Alaoui et al., 2011; Holthusen et al., 2018). Therefore, the most likely source of variability in this study is of atmospheric origin, in which a tree and its canopy appear to shield ground-level electric dynamics from atmospheric influences. This offers a plausible explanation to the frequently observed differences in the temporal characteristics of soil and sediment electrochemical signatures between open fields and near vegetation.
The observed interplay between vegetation, atmospheric electrical variations and soil redox potential is biologically relevant since redox potential is an important driver of bacterial community structure and metabolism in both soils and aquatic sediments (Newman and Banfield, 2002; Bertics and Ziebis, 2009; Hunting and van der Geest, 2011; Hunting et al., 2012), and oscillations in redox conditions are known to change microbial community composition (Pett-Ridge and Firestone, 2005) and promote bacterial metabolic processes (Aller, 1994). These changes in microbial metabolism can be attributed to the mobilization of microbial nutrients due to changes in the physico-chemical environment (Aller, 1994) as well as the migration of respiratory ions along electrochemical gradients and an electric field (Hunting et al., 2019). Bacteria themselves have been observed to occupy an apparent “redox niche” in which they actively migrate towards the most favourable electrochemical conditions (Bespalov et al., 1996) or actively control the redox conditions in their immediate surroundings by membrane bound and secreted redox mediators (Hunting and Kampfraath, 2013). The observed influence of local dynamics in atmospheric electricity governed by vegetation may thus affect microbial processes in soils and aquatic sediments in vegetated areas, and likely carries wider implications for electro-sensitive organisms (e.g., pollinators, ballooning spiders, and perhaps other arthropod species) that perceive and utilize atmospheric electric fields.
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A relationship between the heliospheric magnetic field, atmospheric electric field, lightning activity, and secondary cosmic rays measured on the high mount of Lomnický Štít (2,634 m a.s.l.), Slovakia, during the declining phase of the solar cycle 24 is investigated with a focus on variations related to solar rotation (about 27 days). The secondary cosmic rays are detected using a neutron monitor and the detector system SEVAN, which distinguishes between different particles and energies. Using spectral analysis, we found distinct ∼27-day periodicities in variations of Bx and By components of the heliospheric magnetic field and in pressure-corrected measurements of secondary cosmic rays. The 27-day variations of secondary cosmic rays, on average, advanced and lagged the variations of Bx and By components by about 40° and −140°, respectively. Distinct 27-day periodicities were found both in the neutron monitor and the SEVAN upper and middle detector measurements. A nondominant periodicity of ∼27 days was also found for lightning activity. A cross-spectral analysis between fluctuation of the lightning activity and fluctuation of the heliospheric magnetic field (HMF) showed that fluctuation of the lightning activity was in phase and in antiphase with Bx and By components of the HMF, respectively, which is in agreement with previous studies investigating the influence of solar activity on lightning. On the other hand, the ∼27-day periodicity was not significant in the atmospheric electric field measured in Slovakia and Czechia. Therefore, no substantial influence of Bx and By on the atmospheric electric field was observed at these middle-latitude stations.
Keywords: cosmic rays, heliospheric magnetic field, solar wind, atmospheric electric field, lightning
INTRODUCTION
It is well known that the heliospheric magnetic field (HMF) influences the intensity of cosmic rays (CRs) entering the Earth’s atmosphere (Usoskin et al., 1998; Owens and Forsyth, 2013). Primary (galactic) cosmic rays consist of high-energy particles, mainly protons with energies of ∼GeV and higher that interact with the Earth’s atmosphere, creating a shower of different species of charged particles, neutrons, and gamma ray photons. These showers, also called secondary cosmic rays (SCRs), are usually measured using neutron monitors (NMs). The count rates measured using NMs depend not only on the intensity of CRs but also on the strength and orientation of the geomagnetic field and the altitude of the measuring site. Therefore, many NMs are located at high latitudes or high altitudes where the so-called cutoff rigidity is lower, which means that larger count rates are measured as particles with lower momentum can reach such sites (Shea and Smart, 2000; López-Comazzi and Blanco, 2020). It was found that the intensity of CRs is anticorrelated with solar activity, exhibiting about 11-year cycle variations (Usoskin et al., 1998). The lower the solar activity, the higher the intensity of CRs that is observed because more galactic CRs penetrate the heliosphere and reach the Earth. Voiculescu and Usoskin (2012) and Voiculescu et al. (2013) showed using statistical studies that solar activity and the HMF might impact cloud cover in specific regions on long timescales. Variations of CRs in the Earth’s atmosphere are important from many aspects which are as follows: a possible link between climate and intensity of CRs via potential influence of CRs on cloud condensation nuclei (Kristjánsson et al., 2008; Kirkby 2008; Svensmark et al., 2009; Gray et al., 2010), the dominant role of CRs in the production rate of isotope 14C used for dating (e.g., Gosse and Klein, 2015), modulation of doses received by humans and electronics on board aircrafts (Yang and Sheu, 2020), and possible influence on seed electrons for lightning initiation (Dwyer and Uman, 2014).
Periodicities or quasiperiodicities shorter than the 11-year period of the solar cycle were also identified in the CR intensity. For example, Kudela et al. (2002), Kudela et al. (2010), and Chowdhury and Kudela (2018) focused on periods longer than the solar rotation and studied Rieger-type fluctuations around ∼154 days and quasiperiodicities around ∼1.3, 1.7, and 2.25 years. The intensity of these periodicities usually varied during the solar cycle, and their origin is still under debate (Bazilevskaya et al., 2014). The Rieger-type fluctuations (∼154 days) mainly occur around the solar maximum and were first investigated by Rieger et al. (1984). On the other hand, Saad Farid (2019) and López-Comazzi and Blanco (2020) also analyzed shorter periods such as the period of solar rotation (∼27 days) and its harmonics (mainly ∼13.5 days) besides the quasiperiodicities around 130 days and the Rieger-type fluctuations and quasiperiodicities in the range of 250–470 days.
The period of solar rotation (∼27 days), which is the main focus of this study, arises from the tilt of the solar magnetic dipole with respect to the rotation axis, coronal-hole high-speed streams, and corotating interaction regions characterized by the interaction of fast and slow solar wind (Gosling and Pizzo, 1999; Grieder, 2001; López-Comazzi and Blanco, 2020). The much weaker fluctuations at the period of ∼13.5 days might be just the second harmonics; however, the presence of the heliospheric current sheet (HCS) that separates oppositely oriented field lines of the HMF and occurs two times during the solar rotation (Owens and Forsyth, 2013) might also contribute to the observed fluctuations of SCRs at ∼13.5 days. In an ideal Parker spiral (Parker, 1958), the polarity of the dawn–dusk component By and the sunward component Bx of the HMF changes from away from the Sun (Bx < 0 and By > 0) to toward the Sun (Bx > 0 and By < 0), exhibiting one cycle during one solar rotation; the geocentric solar ecliptic (GSE) coordinate system is considered here. Interestingly, a dependence of the atmospheric pressure and atmospheric electric field on the polarity of By was found in the polar regions, mainly in the winter Antarctic when the air was relatively isolated from the rest of the world (Mansurov et al., 1974; Burns et al., 2008; Lam and Tinsley, 2016). It is assumed that the pressure dependence on By results from an external electric field that is superposed at high latitudes on the internal electric field, which is maintained by thunderclouds in the atmospheric global electric circuit (Rycroft et al., 2000). The external electric field occurs because of the relative motion and the interaction of the solar wind (SW) with the Earth’s magnetosphere, and its value in the SW sensed in the Earth frame (GSE coordinates) is given by the vector product E = -v x B, where v is the speed of the SW and B is the HMF, respectively. The component of the external electric field parallel with the Earth’s axis is then [image: image] as [image: image]. The relative fluctuations of By are much larger than the relative fluctuations of vx; consequently, Ez is mainly controlled by By (Lam and Tinsley, 2016). The Ez component is directed along the Earth’s axis and does not change during the Earth’s rotation if By is constant (Lam and Tinsley, 2016). A dominant component of the external electric field perpendicular to the Earth’s axis is the dawn–dusk component [image: image] which exhibits 1-day periodicity due to the Earth’s rotation. The Ez component, controlled by By, dominates in the polar regions. It maps along the Earth’s magnetic field lines to the ionosphere and contributes to the total potential difference between the ionosphere and the Earth at high latitudes (Burns et al., 2008). The mechanism by which the atmospheric pressure is influenced by this external electric field is, however, unknown. It is hypothesized that an increase in the atmospheric vertical current that is associated with the increase in the potential difference between the ionosphere and the Earth’s surface influences the cloud microphysics, especially at cloud boundaries. This might result in different growths of condensation nuclei and hence in different radiation properties (opaqueness) of clouds or release of latent heat (Nicoll and Harrison, 2009; Gray et al., 2010; Lam and Tinsley, 2016). No direct dependence of atmospheric pressure and the electric field on By has been observed at middle or low latitudes. Variations of the electric field associated with global thunderstorm activity, local weather, cloud electrification, and changes of air conductivity owing to fluctuations of aerosol concentration dominate here. However, several studies have discussed how lightning occurrence over Great Britain and Japan likely depends on the By polarity and the solar rotation period (Owens et al., 2014; Owens et al., 2015; Miyahara et al., 2018).
This study presents measurements of SCRs taken using an NM and the Space Environment Viewing and Analysis Network (SEVAN) located at the mountain peak of Lomnický Štít (LS) in the High Tatras, Slovakia, and their comparison with SW and HMF data and nearby measurements of the atmospheric electric field. The aim is to search for similarities in these data series, especially similarities related to the period of solar rotation, and to discuss a potential influence of the HMF and SCRs on atmospheric electricity.
MEASUREMENT SETUP
The near-Earth components of the SW velocity (vx, vy, and vz) and the Bx, By, and Bz components of the HMF used in this study were downloaded from NASA/GSFC’s Space Physics Data Facility’s OMNIWeb service (https://omniweb.gsfc.nasa.gov/).
The SCRs are measured using two different types of detectors located on the peak of LS (49.195°N, 20.213°E) at the altitude of 2,634 m. The first is an NM installed on the top of LS in 1981. It is of the NM-64 type and consists of eight SNM-15 counting tubes with a length of 200 cm and a diameter of 15 cm, filled with BF3 (Kudela and Langer, 2009). The NM at LS is a part of the global neutron monitor, which means that the data are included in the Neutron Monitor Database (NMDB). Cutoff rigidity of the NM at LS is 3.84 GV. The second is the SEVAN system, which has three separated plastic scintillators as detectors (Chilingarian et al., 2018). The upper and lower scintillators have the dimensions 100 × 100 × 5 cm and are separated from the middle scintillator by 4.5-cm-thick and 100 × 100 cm–wide lead absorbers. The middle detector is composed of five plastic slabs and has the dimensions 50 × 50 × 25 cm. The upper detector—channel 1—is mainly sensitive to low-energy charged particles, mainly electrons, and partly also to gamma rays (Chilingarian et al., 2018). The estimated energy threshold, considering the roof above the detector, is 7–8 MeV (Kudela et al., 2017). The middle scintillator—channel 2—mainly detects neutrons or high-energy gamma photons. It might be partly sensitive to electrons with energies of several tens of MeV. The lower detector—channel 3—registers high-energy charged particles, mainly muons with energies exceeding ∼250 MeV. Besides the count rates in individual channels, different combinations of all three channels are also evaluated. Specific combinations can be used to identify the type of incident particles. For example, combinations [1,0,0], [0,1,0], and [1,1,1] mean that a particle was registered only in channel 1, only in channel 2, and in all channels simultaneously, respectively. The combination [1,0,0] is mainly used for detection of electrons or positrons (partly also photons) with energies around ∼10 MeV. On the other hand, the combination [0,1,0] provides information about detection of neutrons, and the [1,1,1] combination provides information about the detection of high-energy (>250 MeV) charged particles, mainly muons (Chilingarian and Reymers, 2008; Chilingarian et al., 2021).
The electric field is measured on LS using an electric field mill EFM 100 sensor made by the Boltek company (Kudela et al., 2017). Relatively large values of the electric field are measured on the top of LS as it is a sharp, rocky mountain peak (Kudela et al., 2017; Chum et al., 2020). It should be noted that the mountain of LS represents a relatively conductive material, relative to the ambient air, and therefore locally enhances the intensity of the electric field. The EFM 100 at LS is in operation only during summer to prevent damage to its rotor due to the frequent ice coverage in winter. Therefore, the data of the electric field measured in Czechia at the stations of Panská Ves (50.527°N, 14.568°E, altitude 318 m) and Studenec (50.258°N, 12.518°E, altitude 666 m) are also provided for completeness and comparison. These stations are the closest available stations providing electric field data at a similar latitude and are part of a global atmospheric electricity monitoring network (Nicoll et al., 2019). More precisely, the electric field data are given as potential gradient (PG), which means that positive values correspond to the downward pointing electric field (electrons are accelerated upward). All the EFM 100 sensors used are installed in inverted positions to minimize precipitation noise.
To evaluate lightning activity, we used data provided by the World Wide Lightning Location Network (WWLLN), which operates about 70 sensors in the frequency range from 3 to 30 kHz (Rodger at al., 2004). Localization of individual discharges is based on the detection of sferics, impulsive signals radiated by lightning and propagating in a waveguide formed by the Earth’s surface and the bottom of the ionosphere. The WWLLN provides the exact times and locations of the detected lightning together with their estimated energy, energy error, and number of the stations used for the estimation of the relevant locations and energies. In this study, we used lightning detections which occurred between latitudes 48° and 51°N and longitudes 11° and 23°E. This region roughly covers the area of Czechia and Slovakia. The detection efficiency of the WWLLN did not change during the analyzed period.
METHODS
To investigate the influence of the SW and the HMF on SCRs and the atmospheric electric field, we search for similar fluctuations in the HMF, SW, SCRs, and atmospheric electric field by performing spectral analysis, namely, Fourier transform and wavelet transform (WT). Because various quantities have different absolute values and units, it is useful to work with normalized unitless quantities. All the quantities are therefore normalized by applying Eq 1 before performing the spectral analysis as follows:
[image: image]
where a is the analyzed quantity (components of SW velocity, components of the HMF, counts measured by the NM and the SEVAN, and the PG), and σa is the standard deviation of the distribution of the quantity a. The normalization allows for an easy comparison of fluctuations and the spectral content of various quantities.
All the data are available with 1-min resolution. It is necessary to consider that the data might contain outliers. For example, enhancements of SCRs related to the large atmospheric electric field were observed during thunderstorms (Kudela et al., 2017; Chum et al., 2020). The extreme values are therefore first removed from the 1-min data before the application of Eq 1. The extreme values or outliers were removed following the approach taken by López-Comazzi and Blanco (2020). It means that all the values lying outside the range [Q1-1.5(Q3-Q1), Q3+1.5(Q3-Q1)] were considered outliers, where Q1 and Q3 are the first quartile and the third quartile, respectively. The extreme values were removed for all the data, except the lightning counts in the considered area (48–51°N, 11–23°E). To reduce data volume and to speed up the data processing, we computed 2-h mean values from the original 1-min data. It should be noted that we are interested in fluctuations in the order of days. As the 2-h mean values act as a low-pass filter with a cutoff period of 2 h, the 2-h mean values were calculated with a 1-h step to fulfill the sampling theorem (sampling frequency should be at least twice the highest frequency in the signal). The mean values were only calculated if more than 50% of the data were available in the given 2-h intervals. Otherwise, the values were substituted by linear interpolation before the spectral analysis.
It should also be noted that only a rough proxy for fair-weather electric field data is obtained by removing extreme values from PG data using the method mentioned in the previous paragraph. The PG data might be influenced by the presence of moderately charged clouds, fog, or aerosols that significantly change the air conductivity and hence the PG. However, this approach can be justified as we are interested in the spectral content of the PG signal, rather than in absolute values. It is necessary to have as few data gaps as possible for spectral analysis. The main aim is to search for periodicities related to solar rotation, and it is unlikely that periodicities of fog or aerosol concentrations would follow the periodicities of solar rotation. Moreover, we found that we obtained a similar Carnegie curve for the Panská Ves station to that obtained in the study by Nicoll et al. (2019), who used another, stricter proxy for fair-weather data.
We chose the period from 2016 to 2019 for the study as for this period, all the data of interest are available for most of the time.
The measured values of SCRs depend on atmospheric pressure, as is documented in Figure 1A–D, which shows scatterplots between the counts recorded in SEVAN channel 1 ([1,0,0] combination), channel 2 ([0,1,0] combination), combination [1,1,1], and in the NM. To remove the pressure influence on the measured values of SCRs, the counts were first corrected on pressure using the linear relationships displayed in the individual plots in Figure 1 by green lines. Actually, the relationship between the counts and atmospheric pressure is expected to be exponential. However, the scatterplots indicate that linear correction does not introduce a substantial error in the observed range of pressure variations. Obviously, the counts for combination [1,1,1] (Figure 1C) exhibit the most complicated fluctuations and pressure correction is the least effective. The residual counts, obtained by subtracting the linear regression curves (green lines) from the measured counts, are used for spectral analysis after their normalization using Eq 1.
[image: Figure 1]FIGURE 1 | Scatterplots between measured counts (2-h mean values of 1-min data) and atmospheric pressure on LS. Green lines indicate linear regressions. (A) SEVAN [1,0,0] combination, (B) SEVAN [0,1,0] combination, (C) SEVAN [1,1,1] combination, and (D) NM.
In addition to Fourier and wavelet transform, cross-spectral analysis is performed for the quantities that exhibit similar spectra, namely, a distinct peak around the period of solar rotation. The cross-spectra make it possible to investigate a phase relation between quantities of interest. For example, cross-spectral densities (CSDs) for normalized pressure-corrected NM counts NNM and the normalized Bx component of the HMF are calculated using relation Eq. 2 as follows:
[image: image]
where [image: image] is the Fourier transform of the normalized residual NM counts, [image: image] is the complex conjugate of the Fourier transform of the normalized Bx component of the HMF, and i2 = -1. The phase shift [image: image] between the two signals at a given frequency is then obtained as follows:
[image: image]
The NM counts advance the Bx variations for positive [image: image] and vice versa.
RESULTS
Heliospheric Parameters and Cosmic Rays
Figure 2A,B shows the components of the HMF, together with its absolute value B, and the components of SW velocity (Figure 2C,D), including its absolute value v, for the years 2016–2019 in GSE coordinates. The Bx and By components have similar amplitudes and are mostly anticorrelated, which is an expected situation for the Parker spiral (Owens and Forsyth, 2013). The dominant component of the SW velocity is the vx component (Figures 2C, D). The mean value of vx in the GSE coordinates calculated over the displayed period of time is –425 km/s. The negative sign means that the SW velocity is directed from the Sun to the Earth. Figure 3 shows the power spectral densities (PSDs) of the normalized components of the HMF and SW velocity (normalized quantities of those displayed in Figure 2). The PSDs are displayed as a function of the period, rather than of the frequency. Only periods up to 40 days are presented. Figure 3A shows that the PSDs of Bx and By have a distinct peak around the period of 27.5 days. Both peaks have similar values, and the peak for Bx (red) is only slightly larger than that for By (blue). Figure 3B demonstrates that no significant peak around the period of solar rotation (∼27 days) was observed for the Bz component. Figure 3C shows that the PSD of the vx component of SW velocity has two distinct peaks associated with solar rotation, namely, at the periods of 25.7 and 27 days. A likely explanation for these two peaks is a differential rotation of the Sun (Owens and Forsyth, 2013). SW originating from coronal holes around the solar pole exhibits a period of around 25 days, whereas SW arriving from the equatorial regions of the Sun is characterized by a period of around 27 days. Obviously, the periodicity of vx propagates into the periodicity of the absolute value of SW velocity v (Figure 3D).
[image: Figure 2]FIGURE 2 | Components of the HMF (A, B) and components of SW velocity (C, D) in GSE coordinates.
[image: Figure 3]FIGURE 3 | Power spectral densities (PSD) of normalized components of the HMF (A, B) and velocity of SW (C, D).
Figure 4 shows time fluctuations of the normalized pressure-corrected counts recorded in SEVAN channel 1 ([1,0,0] combination), channel 2 ([0,1,0] combination), combination [1,1,1], and in the NM. To ensure homogeneity of the data, only counts from June 10, 2016 to April 15, 2019 are used for the analysis. Before this selected interval, changes in the acquisition electronics of the SEVAN were made. After this interval, many data gaps and discontinuities in SEVAN data occurred. Figure 5 presents the PSD of the normalized counts that are displayed in Figure 4. The PSD of SEVAN [1,0,0] and [0,1,0] combinations and the PSD of NM counts exhibit remarkable peaks at the period of solar rotation, around 27 days. However, no such distinct peak was observed for the SEVAN [1,1,1] combination (Figure 5C) that detects high-energy charged particles (muons). A likely explanation for that is that the HMF and SW are not able to sufficiently modulate the CR particles of high energies that are responsible for muon production because of the large gyro-radii of high-energy particles. There is a relatively good similarity between the spectra obtained for the Bx and By components of the HMF and the PSD obtained for the SEVAN [0,1,0] combination and NM counts. Both these detectors are mainly sensitive to neutral particles, the SEVAN [0,1,0] combination being also partly sensitive to high-energy gamma rays. A partial similarity with the PSD of Bx and By is also observed for the SEVAN [1,0,0] combination, sensitive to low-energy charged particles (approximately above 7 MeV), electrons and positrons. A partial detection of gamma rays cannot be excluded.
[image: Figure 4]FIGURE 4 | Normalized pressure-corrected counts observed using the SEVAN (A, B, C) and an NM (D) on LS.
[image: Figure 5]FIGURE 5 | Power spectral densities (PSD) of normalized pressure-corrected counts measured using the SEVAN (A, B, C) and an NM (D) on LS.
It is useful to investigate the time evolution of the spectra. Figure 6A–F presents the wavelet transform of the normalized Bx, vx, and normalized counts recorded using the SEVAN [1,0,0], [0,1,0], and [1,1,1] combinations and the NM, respectively. The peak around the period of ∼27 days in the WT of Bx is most distinct in 2016 and in the beginning of 2017, which corresponds to the declining phase of the solar cycle 24. A second harmonic, ∼13.5 days, is also clearly visible in the WT of Bx. The time evolution of the second harmonic, however, does not follow the intensity observed at the period of ∼27 days. An almost identical result was obtained for the WT of By (not shown). Periods of ∼27 and ∼13.5 days can also be clearly identified in the WT of normalized vx. Intensities observed at the periods of ∼27 and ∼13.5 days are comparable, which can also be seen in the PSD displayed in Figure 3C. It should be noted that a frequency resolution of the WT is not sufficient to distinguish the periods of 25.7 and ∼27 days observed in Figure 3C. Figures 6C, D, F show that the fluctuations of SCRs measured using the SEVAN [1,0,0] and [0,1,0] combinations and the NM exhibit relatively broad peaks around the period of ∼27 days. These peaks are more or less randomly distributed during the analyzed period of time. Intervals with relatively high intensities (distinct peaks) are followed by intervals with lower intensities. Therefore, it is likely that the fluctuations of SCRs are also modulated by other mechanisms besides the HMF and SW velocity. The exact origin of these mechanisms is unknown. We note that the counts were corrected to the local ambient pressure. However, we cannot exclude that a pressure or temperature profile in the atmosphere above the SEVAN and the NM could modulate the recorded counts (Riádigos et al., 2020). A potential influence of some other, unconsidered parameters of the solar and geomagnetic activity and of the atmospheric state can also not be excluded.
[image: Figure 6]FIGURE 6 | Wavelet transform of (A)Bx component of the HMF, (B)vx component of SW velocity, and (C–F) normalized pressure-corrected counts measured using SEVAN combinations [1,0,0], [0,1,0], and [1,1,1] and the NM, respectively, on LS.
Atmospheric Electric Field
Figure 7 presents the normalized PG recorded at Studenec, Panská Ves, and LS. As mentioned in the Introduction, measurements on LS were not performed in winter to prevent damage from icing on the rotor of the EFM 100 sensor. It can be noticed that a higher PG was usually observed in winter than in summer. Large concentrations of aerosols and/or fogs during winter inversions is a likely reason for the relatively large PG in winter. A seasonal dependence of the PG also makes it difficult to analyze a potential influence of the By polarity on the PG using anything other than spectral methods. Figure 8 shows the PSD of the normalized PG that is displayed in Figure 7. Figure 8 demonstrates that no significant peak around the period of solar equatorial rotation (∼27 days) was observed in the PG data. Therefore, unlike the studies in polar regions (Burns et al., 2008; Lam and Tinsley, 2016), no influence of the By polarity on the PG was observed at the considered middle-latitude stations. However, a local, nondominant peak at the period of around ∼25.7 days corresponding to solar rotation at high solar latitudes was found in the PSD for all three stations. It should be remembered that a peak at this period was also observed in the PSD of vx. However, the spectra of vx and the PG do not exhibit similarities at other periods.
[image: Figure 7]FIGURE 7 | Normalized PG (proxy for fair weather) at Studenec (A), Panska Ves (B), and LS (C).
[image: Figure 8]FIGURE 8 | Power spectral densities (PSD) of the normalized PG (proxy for fair weather) measured at Studenec (A), Panská Ves (B) and on LS (C).
The PSD of PG data measured in Panská Ves and Studenec also exhibits sharp peaks at the periods of ∼0.5 and 1 day. It means that the Carnegie curve has two peaks (Nicoll et al., 2019). Interestingly, the PSD of PG data recorded in Panská Ves (partly also in Studenec) has a peak at the period of 7 days. It could possibly indicate a weekend reduction of industrial aerosol concentrations (Silva et al., 2014) as Panská Ves lies the closest to urban areas of all these three stations. A detailed analysis of this phenomenon is outside the scope of the present study.
Phase Relations and Lightning Activity
As we have found a relatively good correspondence between the power spectral density peaks at the period of ∼27 days for Bx and By and for the SCR counts corresponding to the low-energy charged particles and neutrons measured using the SEVAN [1,0,0] and [0,1,0] combinations, respectively, and for the NM counts (compare Figure 3A with Figures 5A, B, D), it is useful to investigate phase relations (time delays) between these variables around the period of ∼27 days. Figure 9 presents the CSD of the normalized Bx and NM counts, calculated according to Eq 2. Only data from the time interval from June 10, 2016 to April 15, 2019 were used to analyze the same period of time for both data series. Figures 9A, B show the absolute value and the phase of the CSD, respectively. The phase difference between the NM and Bx counts fluctuates around 40° at the period of ∼27 days, which clearly dominates in the cross-spectrum. In other words, the count variations observed using the NM advance the variations of the near-Earth Bx component of the HMF at the period of ∼27 days by approximately 3 days. Very similar results were obtained for cross-spectral analyses of the SEVAN [1,0,0] and [0,1,0] combinations and Bx (not shown). Calculating the cross-spectrum of Bx and By, it is easy to verify that the phase difference between Bx and By is very close to 180°. Consequently, the count variations recorded using the NM and the SEVAN [1,0,0] and [0,1,0] combinations lag the variations of By. The phase difference is around –140° and exhibits a frequency dependence, as is demonstrated in Figures 9C–H, which show the absolute values and phase differences of the CSD for the NM–By, SEVAN [1,0,0]–By, and SEVAN [0,1,0]–By data series. Asterisks in the individual plots of Figure 9 mark the maximum of the absolute values of the CSD and values larger than ½ of this maximum, including the corresponding phase differences. The phase differences change around the maxima; nevertheless, they are relatively stable for the frequencies (periods) of interest, marked by the asterisks, unlike the values of phase differences outside the maxima.
[image: Figure 9]FIGURE 9 | Cross-spectral densities (absolute values and phase differences) of (A, B) normalized pressure-corrected NM counts and Bx, (C, D) normalized pressure-corrected NM counts and By, (E, F) normalized pressure-corrected SEVAN [1,0,0] counts and By, and (G, H) normalized pressure-corrected SEVAN [0,1,0] counts and By. Asterisks mark the peak of absolute values of CSD, including its flanks, and the corresponding phase difference.
It is useful to remember that it is assumed that SCRs might play an important role in lightning initiation by providing seed energetic electrons and the ionization necessary for breakdown processes (e.g., Dwyer and Uman, 2014). Recently, Shao et al. (2020) performed a detailed radio frequency interferometry of the fast positive breakdown process that started a normal intracloud lightning and concluded that the breakdown process was ignited by a cosmic ray shower. Thus, there is a possibility that the discovered ∼27-day modulation of SCRs that is primarily caused by the ∼27-day periodicity in the HMF and solar wind, which influences the primary CRs entering the Earth’s atmosphere, could also modulate lightning occurrence. Indeed, some previous statistical studies indicate that the polarity of By and corotating interaction regions that often embed the HCS modulate lightning activity in middle latitudes (Owens et al., 2014; Owens et al., 2015; Miyahara et al., 2018). It should be noted that the polarity of By (Bx) reverses in the HCS.
On the other hand, the high electric field in thunderclouds might also be responsible for enhancements of SCRs. Such enhancements were also observed on Lomnický Štít (Kudela et al., 2017; Chum et al., 2020). In these cases, however, the seed energetic electrons generated by cosmic rays were likely multiplied in the process called relativistic runaway electron avalanche (RREA) suggested by Gurevich et al. (1992). Thunderstorm ground enhancements (TGEs) of SCRs were usually observed only in SEVAN channel 1, except one extreme event, for which the TGE was also reliably detected using the NM and the SEVAN [0,1,0] combination, which indicated a possibility of photonuclear reactions in the atmosphere and/or the material surrounding the detectors (Chum et al., 2020). It should be remembered in this respect that the significant enhancements of SCRs due to high electric fields—the several minutes–long TGEs—represented outliers in our dataset and were removed from the analysis, as was described in the section “Methods.” Therefore, the observed ∼27-day periodicity of SCRs is modulated by the HMF/SW and not by thunderstorms.
We investigated the periodicity of lightning activity in the area with the coordinates 48–51°N, 11–23°E, covering roughly Czechia and Slovakia. Figure 10A presents the number of lightnings recorded by the WWLLN in subsequent 1-h intervals for the period 2016–2019. Obviously, the lightning counts are high in the summer seasons. The seasonal variability produces a spectral peak around the period of one year and partly around lower harmonics (∼half, ∼third, ∼quarter, and ∼fifth of the year). The spectral peaks related to the seasonal variability are therefore sufficiently far from the period of ∼27 days on the frequency (period) axis. To calculate the spectra, lightning counts were first normalized using the method described in the section “Methods.” Figure 10B shows the PSD of normalized lightning counts. The most distinct and sharp spectral peak is observed for the period of 1 day (Figure 10B) as the lightning activity usually peaked between 14–15 UT over Czechia and Slovakia in the analyzed period. Besides the dominant peak at the 1-day period, several relatively flat peaks of similar amplitudes also occurred. One of these flat peaks is at the period of ∼27 days. Figures 10C, D display results of cross-spectral analysis between the lightning counts and By; specifically, the absolute values of CSD and phase differences are shown, respectively. The distinct peak at the period of ∼27 days of absolute values of the CSD is mainly caused by the high power spectral density of By at this period. Asterisks in the individual plots of Figure 9 mark the maximum of the absolute values of the CSD at the period of ∼27 days and values larger than ½ of this maximum, including the corresponding phase differences. It should be noted that the phase difference around the maximum is relatively stable. The observed phase difference is about 180°, which indicates that a probability of lightning occurrence is in antiphase with By. In other words, the probability of lightning occurrence decreases for By > 0 and increases for By < 0. Consequently, it is in phase with Bx (not shown) as fluctuations of Bx and By are anticorrelated at the period of ∼27 days. It should be emphasized that the dependence of lightning activity on the values/polarity of Bx and By is only weak as the spectral peak at ∼27 days in the spectrum of lightning counts (Figure 10B) is not dominant. Nevertheless, this finding is an interesting result which is in agreement with the previous statistical study performed by Owens et al. (2014), who showed that the lightning occurrence over the UK was modulated by the polarity of the HMF and found that the lightning occurrence was lower for the orientation of the HMF away from the Sun (Bx < 0 and By > 0) than it was for the orientation toward the Sun (Bx > 0 and By < 0).
[image: Figure 10]FIGURE 10 | Analysis of lightning activity. (A) Lightning counts over Czechia and Slovakia. (B) Power spectral density (PSD) of normalized lightning counts. (C, D) Cross-spectral densities (absolute values and phase differences) of normalized lightning counts and By. Asterisks mark the peak of absolute values of CSD, including its flanks, and the corresponding phase difference.
CONCLUSION
Effects of the HMF on SCRs and on atmospheric electricity at middle latitudes were studied by using measurements of SCRs in Slovakia (LS), the electric field in Slovakia (LS) and Czechia (Panská Ves and Studenec), and lightning activity in Czechia and Slovakia. By analyzing the spectra of the near-Earth HMF, velocities of SW, atmospheric electric field, and SCRs measured using the NM and SEVAN detectors located on the mount of Lomnický Štít, Slovakia, it was found that the variations with the period of solar rotation (∼27 days) and its second harmonic (∼13.5 days) are well expressed both in the HMF and SW and in SCR data. Especially, count variations registered by the NM and by the SEVAN low-energy and neutron channels ([1,0,0] and [0,1,0] combinations, respectively) exhibit distinct peaks at the period of ∼27 days. We also investigated the phase difference between the Bx and By components of the HMF and the variations of the NM and SEVAN counts and found that the variations of NM and SEVAN [1,0,0] and [0,1,0] data advance, on average, the fluctuations of the Bx component of the HMF by roughly 40°, which corresponds to about a 3-day time-shift at the period of 27 days. As Bx and By are practically in the antiphase as predicted by Parker (1958), the variations of NM, SEVAN [1,0,0], and SEVAN [0,1,0] data lag the fluctuations of the By component of the HMF by roughly –140°.
No reliable signatures of the ∼27-day periodicity were found in the electric field (PG) measurements in Czechia and Slovakia. Therefore, we conclude that the By component of the HMF does not influence the PG measured at these middle-latitude stations. This differs from the observation at polar stations, mainly stations in the winter Antarctic, where the fair-weather PG substantially depended on the By polarity (Mansurov et al., 1974; Burns et al., 2008). On the other hand, minor signatures of ∼25.7-day periodicities were found in the analyzed PG observations. Such a periodicity was also observed in the SW velocity. Because of the large differences between the PG and SW spectra, it is difficult to reliably determine whether the 25.7-day periodicity in PG data is induced by SW, as it is likely a random coincidence. Our observations show that variations of the PG measured in Czechia and Slovakia are likely fully controlled by processes in the troposphere.
The lightning activity in Slovakia and Czechia and its periodicity were investigated using data from the WWLLN. We observed a minor peak of the lightning activity at the period of solar rotation of about 27 days. The fluctuation of lightning counts at this period was in phase with the Bx component of the HMF and was in antiphase with the By component. In other words, lightning was more probable for the orientation of the HMF toward the Sun (Bx > 0 and By < 0) than for the orientation away from the Sun (Bx < 0 and By > 0). It should be noted that this effect is weak and that the lightning activity is mainly controlled by processes in the troposphere. A similar relation was also observed for the lightning occurrence in the UK by Owens et al. (2014), who used, however, a statistical approach in their study. The fact that similar results were obtained using different methods and for different regions enhances the credibility of these findings.
A more detailed investigation of the phase differences between the measured SCR, lightning occurrence, and By (Bx) for different phases of the solar cycle, together with investigation of other characteristics of solar activity, and analysis of the physical mechanisms leading to the observed relations is a potential subject for future study.
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The attachment of positive and negative ions to settling spherical dust particles is studied. A novel 1D numerical model has been developed to parameterize the charging process in the presence of a large-scale electric field. The model is able to self-consistently calculate the modification of atmospheric ion densities in the presence of the dust particles, and the consequent alteration of the atmospheric electrical conductivity and the large-scale electric field. Moreover, the model estimates the acquired electrical charge on the dust particles and calculates the electrical force that is applied on them. Using observed dust size distributions, we find that the particles can acquire electrical charge in the range of 1–1,000 elementary charges depending on their size and number density. The particles become mainly negatively charged, but under specific conditions giant mode particles (larger than 50 μm radius) can be positive. Moreover, the large-scale electric field can increase up to 20 times as much as the fair weather value. However, our approach shows that the resultant electrical force is not enough to significantly influence their gravitational settling, as the ratio between the electrical force magnitude and the gravity magnitude does not exceed the value of 0.01. This indicates that the process of ion attachment alone is not sufficient to create strong electrical effects for the modification of particle dynamics. Therefore, other processes, such as the triboelectric effect and updrafts, must be included in the model to fully represent the impact of electricity on particle dynamics.
Keywords: dust particle electrification, dust particle charging, ion attachment, dust particle settling, dust particle transport, atmospheric electricity
1 INTRODUCTION
Mineral dust plays an important role in the Earth’s atmosphere, and in the Earth System in total. It significantly impacts radiation (Li et al., 2004), as dust particles absorb shortwave and long-wave radiations, potentially causing a net atmospheric warming (Kok et al., 2017). Moreover, mineral dust interacts with liquid or ice clouds, modifying their optical properties and lifetimes (DeMott et al., 2003), and affecting the precipitation processes (Creamean et al., 2013). Finally, the lifetime of the mineral dust particles affects the deposition fluxes over land and ocean (van der Does et al., 2018). Once dust particles are deposited at the surface, they provide micro nutrients to the ocean or to land ecosystems (e.g., Jickells et al., 2005).
All aforementioned processes are strongly affected by the dust Particle Size Distribution (PSD). The dust PSD changes rapidly after emission since the preferential gravitational settling quickly removes the larger particles. However, Earth System Models and transport models fail to properly simulate dust deposition. There have been comparisons of model simulation against measurements, that show a consistent overestimation of large particle removal (e.g., Ginoux et al., 2001; Colarco et al., 2002). On the other hand, dust model inter-comparison by Huneeus et al. (2011) found that, the model estimates of deposition vary over a large range, yet mainly underestimating the observations. Adebiyi and Kok (2020) showed that the mass of coarse dust (Diameter ≥5 μm) in the atmosphere is about four times greater than the simulated in current climate models, resulting in greater total dust mass load. This signifies the importance of proper modeling of the mineral dust deposition.
The conclusion that climate models underestimate the coarse mode dust in the atmosphere, is consistent with observations. Denjean et al. (2016) showed that the effective diameter of the Saharan dust coarse mode does not vary with dust age over the Mediterranean for transport times between 1.5 and 7 days. This conclusion has been drawn by consolidating high-quality aircraft measurements of dust PSDs performed during the last years in the framework of few large-scale experimental campaigns (Ryder et al., 2013a; Ryder et al., 2013b; Ryder et al., 2018; Ryder et al., 2019). Weinzierl et al. (2017) presented results of aircraft and ground-based measurements during the SALTRACE campaign in the tropical Atlantic in 2013/2014. Particles with sizes in the range of 10–30 μm were detected over Barbados, during a Langrangian flight sequence from Cape Verde, far beyond the Stokes gravitational settling expectations. Similar conclusions were also validated by deposition of giant particles (size greater than 75 μm), as depicted by samplers mounted on moored dust-collecting surface buoys, located in the Atlantic Ocean at 2,400 and 3,500 km from the west African coast (van der Does et al., 2018). These collected dust particles were mostly well-rounded quartz particles up to 450 μm in polar diameter, with what appeared to be high aspect ratios. Moreover, Goudie and Middleton (2001) reported that particles larger than 62.5 μm are commonly carried from Sahara to the British Isles.
van der Does et al. (2018) discussed four potential different mechanisms that could facilitate long-range transport of large/giant particles. These mechanisms are: 1) strong winds causing fast horizontal transport, 2) strong turbulence keeping particles in suspension for longer time (Garcia-Carreras et al., 2015), 3) electrical forces that balance the gravitational force (Nicoll et al., 2010; Renard et al., 2018; Toth et al., 2020), and 4) the presence of thunderstorms or tropical cyclones that can create strong uplifts. Additionally, the particle shape and orientation can also influence the dust particle transport time (Huang et al., 2020; Mallios et al., 2020; Mallios et al., 2021b). Specifically, Mallios et al. (2020, 2021b) showed that simulating dust particles as prolate spheroids, they can remain much longer in the atmosphere than their spherical counterparts, and that the particle vertical orientation can increase the residual time in the atmosphere significantly, compared to the horizontal one. Vertical orientation becomes possible in the presence of external large scale electric fields of strength in the order of 104 V/m (two orders of magnitude greater than the fair weather electric field values) (Mallios et al., 2021a).
The field of Atmospheric Electricity research can provide insights on the electrical processes and their contribution to the transport of dust plumes. The Earth’s atmosphere is a conducting medium, attributed to the presence of ions, created by ionization by galactic cosmic rays radiation. Ions attach to dust particles through the processes of ionic diffusion and Coulomb interaction (Gunn, 1954; Klett, 1971) and the polarization due to the presence of an external electric field (Gunn, 1956; Klett, 1971), leading to their subsequent charging (Zhou and Tinsley, 2007; Zhou and Tinsley, 2012). This large scale electric field is created by the potential difference between the lower part of the ionosphere and the Earth’s surface (Rycroft et al., 2008), and is modified by the ion density reduction caused by the ion attachment process, which leads to the electrical conductivity reduction and the atmospheric columnar resistance enhancement (Zhou and Tinsley, 2007; Baumgaertner et al., 2014). Moreover, the dust particles can be also charged during collisions, a mechanism known as triboelectric process (Kamra, 1972; Eden and Vonnegut, 1973), that results in large particle being predominantly positively charged and small particles negatively (e.g. Zhao et al., 2002; Lacks et al., 2008; Shinbrot and Herrmann, 2008; Merrison, 2012). This size preferential polarity acquisition in combination with updrafts or shape induced gravitational sorting (Yang et al., 2013; Mallios et al., 2020; Mallios et al., 2021b), can create charge separation that further enhances the electric field magnitude, similarly to processes that take place in thunderstorms (e.g., Chiu, 1978; Helsdon et al., 2002; Williams and Yair, 2006, and references therein).
Motivated by the studies of dust particle electrification and charging, we focus on dust charging due to ion attachment process and we develop an 1D numerical model for the of spherical dust particle settling in the presence of a large scale electric field. The model is able to calculate self consistently the modification of the atmospheric ion densities in the presence of the dust particles, and the consequent alteration of the atmospheric electrical conductivity and the large scale electric field. Moreover, it is able to evaluate the acquired electrical charge on the dust particles, and thus to calculate the electrical force that is applied on them. Finally, the effect of the electrical force on the gravitational settling and the terminal velocity is quantified.
In Section 2, the mathematical formulation of the model is presented and explained. In Section 3, results of the model under different conditions are presented and discussed. Finally, in Section 4 the results of this work are summarized.
2 MATERIALS AND METHODS
2.1 System Dynamics
The bottom (z = 0 km, Earth’s surface) and the top (z = 40 km) boundaries are assumed to be perfect conductors of electricity. Although the lower part of the ionosphere is typically at ∼70–80 km (e.g., Rycroft et al., 2008), the perfectly conducting boundary can be placed at 40 km (for simulation purposes), since the electric field at this altitude is mainly vertical, regardless of the electrical activity at altitudes below 12 km (Pasko et al., 1997). Increasing the upper boundary altitude to 50 km, the relative difference between the results in the area of interest (up to 12 km altitude) is less than 1%. The electrical potential at the bottom boundary is set equal to 0 V, while at the top boundary is set to 250 kV, which can be seen as the average potential along the ionosphere (Rycroft et al., 2000).
In the region under investigation, the ion conductivity is dominant over the electron conductivity, as electron number density exceeds the bipolar ion number densities at altitudes above ∼60 km (Pasko et al., 1997). Therefore, the particle types that are considered in the presented formalism are the atmospheric small ions, and the dust particles in terms of atmospheric aerosol content.
As a first approximation in order to highlight the possible physical mechanisms, we neglect the wind speed, and we consider the atmosphere to be stagnant, which denotes to the particle velocity with respect to the air being the same with the particle velocity with respect to an observer at the ground, [image: image].
The continuity equation for positive and negative small ion number densities, n±, is:
[image: image]
where μ± are the positive and negative small ion electrical mobilities, [image: image] is the large scale electric field, [image: image] are the positive and negative small ion diffusion coefficients, q is the ion pair production rate, a is the ion-ion recombination rate, and [image: image] are the positive and negative ion attachment rates to dust particles with radius ri. The first two terms in brackets are the flux of small ions due to their motion in response to the large scale electric field, and the ionic diffusion. The third term describes the production rate of positive and negative ions, while the last two terms express the ion losses due to recombination, and attachment to dust particles.
The current continuity equation for the charge transport of dust particles with radius ri is:
[image: image]
where ρp,i is the dust particle charge density, [image: image] is the dust particle velocity, Dp,i is the dust particle diffusion coefficient, and qe is the elementary charge. We note that all physical constants appearing in the manuscript, are listed in Table 1. The first two terms in brackets are the charge flux due to the dust particles advection/settling (advection is a valid term for the 3D case where horizontal components of velocity exist, while the settling happens in the 1D case, where the particles fall in the vertical direction), and the diffusion. The third term describes the gain of charge due to the ion attachment.
TABLE 1 | Physical constant values.
[image: Table 1]The continuity equation for the transport of number densities, Np,i, that correspond to dust particles with radius ri, is:
[image: image]
where the terms in brackets are the dust particle flux due to the advection/settling and the diffusion.
Eqs. 2, 3 have the same particle velocities, and the same particle diffusion coefficients, since they refer to different properties of the same particle. The particle charge density and the particle number density are related through the expression ρp,i = qp,iNp,i, with qp,i being the particle net charge. These three quantities vary over time, but different equations govern their variation. The linkages between their temporal and spatial variations, are the common velocity and diffusion coefficient.
Finally, the large scale electric field, [image: image], is calculated from the total charge density, ρtot, from the Gauss law:
[image: image]
Although Eqs. 1–4 are generic, in this work we shall focus on the 1D case, in the vertical direction along the altitude. Applicability of the model can be easily extended to other types of aerosols that can be simulated by spherical shapes and act as good conductors of electricity.
Substituting [image: image] in Eq. 4 with [image: image], the Poisson equation is derived, which is solved using a Full Multigrid Algorithm (FMG) (Press et al., 1992, p. 877). The advection terms in Eqs. 1–3 are discretized as an average between the second order Upstream Nonoscillatory (UNO2) advection scheme (Li, 2008) and the third order Quadratic Upstream Interpolation for Convective Kinematics with Estimated Upstream Terms (QUICKEST) method (Leonard, 1979). This approach reduces the artificial numerical diffusion significantly, without using computationally demanding flux limiters or flux corrected transport (FTC) schemes. The diffusion terms in Eqs. 1–3 are discretized as a second order central difference scheme.
The simulation domain is divided in 2049 mesh points, and increasing further their number by a factor of two leads to a relative difference less than 5% between the results. The results obtained with the aforementioned approach and the given mesh points, are very close (relative difference less than 2%) to the results obtained with a first order upwind scheme (Press et al., 1992, p. 834) with 8,192 mesh points. This shows that the used scheme is indeed less diffusive than a first order upwind scheme under the same conditions, and also that the averaging of two schemes can be a valid procedure. After all, the principle of a weighted average between a stable but diffusive low order scheme with an unstable but less diffusive higher order scheme is the core of the FTC schemes (Zalesak, 1979). The FMG algorithm ensures fast convergence of the Poisson equation solution, when the number of mesh points becomes very large (as in our case) (Press et al., 1992, p. 871).
2.2 Meteorological Conditions
The U.S. Standard Atmosphere 1976 (NOAA/NASA/USAF, 1976) is considered as the standard static atmospheric model, and the vertical distributions of pressure, P, and temperature, T, are constant over time (Figure 1). The air mass density, ϱair, at a given altitude can be calculated from pressure and temperature, provided that the atmosphere is an ideal gas:
[image: image]
where R* is the specific gas constant for dry air.
[image: Figure 1]FIGURE 1 | Vertical distribution of the meteorological parameters in SATP: (A) temperature T, and (B) pressure P.
2.3 Ionization Rate
There are three mechanisms that create the atmospheric ions (Tinsley and Zhou, 2006, and references therein): 1) ionization by natural radioactivity originating in the ground, including direct α, β, and γ radiation from the surface layers and dust aerosol, and radiation from radioactive gases (principally 222 Rn but also 220 Rn) and daughter products that are carried up into the troposphere by vertical convection. 2) In the troposphere the dominant ionization mechanism is the flux of galactic cosmic rays (GCR). This does not apply in polar and subpolar regions, where the ionization due to solar energetic particles is important (Mishev, 2013). 3) In the stratosphere there are additional ion pair sources such as the flux of relativistic electrons (of a few MeV energy) precipitated from the radiation belts and peaking at subauroral latitudes, and the solar energetic particle events (mainly protons) in the polar and subpolar regions (Mishev, 2013).
In the current study the ionization rate as formulated by Tinsley and Zhou (2006) is adopted with two simplifications. The first is to neglect the natural radioactivity effect originating in the ground. This leads to a cruder but smoother vertical profile of the ion densities and the electrical conductivity along the altitude. Moreover, such a choice eliminates the variation of the ionization rate between continental and marine areas (as we show in Section 2.10), and thus the only dependence that is left is on the geomagnetic latitude. This leads to an approximation of the ionization rate which is more suitable for highlighting the mechanism of the particle-ions interactions, which is the focus of the work, and interpreting the obtained results.
The second simplification is the creation of a generic temporal ionization rate profile, by averaging the solar minimum and solar maximum profiles given in the aforementioned work, leading to a profile independent of the solar cycle. This resulting empirical profile, although admittedly simple, is suitable since it serves as the baseline approach for the investigation of the ionization rate distribution effects on the ion density and, consequently, the atmospheric electrical conductivity distribution. Indeed, for in depth analysis more detailed profiles would be a better representation, regarding e.g. the annual variation, however, this goes beyond the scope of the paper at hand.
The mathematical formalism for the ionization rate, q, is listed in Table 2. The quantities qi and zi that depend on the geomagnetic latitude, and are used in the formulas, are plotted in Figure 2.
TABLE 2 | Interpolation formulas and their scale heights for ionization rates, q.
[image: Table 2][image: Figure 2]FIGURE 2 | Quantities used in the interpolation formulas for the ionization rate calculation, as functions of the geomagnetic latitude: (A)q, and (B)zi.
2.4 Recombination Rate
The ion-ion recombination rate, a, is derived by fitting the values of Bates (1982).
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where [M] is the concentration of air molecules in units of 2.69 × 1019 cm−3.
In the case of US Standard Atmosphere, [M] in units of m−3 can be calculated as:
[image: image]
where P is the pressure, k is the Boltzmann constant, and T is the temperature.
2.5 Ionic Electrical Mobilities
The ion electrical mobilities μ± are scaled along the altitude as (Zhou and Tinsley, 2007):
[image: image]
where [image: image] is the electrical mobility of positive and negative ions at reference pressure, P0, and reference temperature, T0, and S is the Sutherland’s constant. In the present work, [image: image] are adopted by Bricard (1965), and are listed in Table 1.
2.6 Diffusion Coefficients
The positive and negative small ion diffusion coefficient, [image: image], is given by the Einstein’s relation:
[image: image]
The diffusion coefficient for dust particles of radius ri, Dp,i, is given by the Einstein’s relation:
[image: image]
where μm,i is the mechanical mobility, given by the Cunningham-Knudsen-Weber-Millikan equation (e.g., Tammet, 1995), η is the air dynamic viscosity, and Cc is the slip correction factor.
The dynamic viscosity, η, is scaled along the altitude according to Sutherland’s model (e.g., Zhou and Tinsley, 2007, and references therein):
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where η0 is the viscosity at reference temperature T0.
The slip correction factor is adopted by Davies (1945) as:
[image: image]
where l is the mean free path in air that is given by the expression (Jennings, 1988):
[image: image]
2.7 Particle Velocity
The magnitude of the velocity, vp,i, of a particle with radius ri at any time point is calculated by solving the Newton’s second law of motion:
[image: image]
where mp,i is the particle mass, [image: image] is the electric force that acts upon the particle, [image: image] is the gravity force, and [image: image] is the drag force.
In 1D case, and assuming the positive direction to be upwards, Eq. 14 becomes:
[image: image]
with mp,i being the particle mass:
[image: image]
and ϱp being the mass density of a dust particle.
When the electric force, qp,iE, is positive (negative charge in a downward pointing electric field, or positive charge in an upward pointing electric field) and greater than gravity, mp,i, the particle moves upwards (positive velocity or acceleration) and the drag force is negative pointing downwards in the same direction as gravity (Figure 3A). When the electric force is positive but less than gravity, the particle moves downwards (negative velocity or acceleration) and the drag force points upwards (Figure 3B). Finally, in the case of negative electric force (negative charge in an upward pointing electric field, or positive charge in a downward pointing electric field), the particle moves downwards, and the drag force points upwards (Figure 3C).
[image: Figure 3]FIGURE 3 | Motion of charged sphere in homogeneous electric and gravitational fields: (A) upward motion, (B) and (C) downward motion.
The magnitude of the drag force is:
[image: image]
where Ap,i is the projected area of the assumed spherical dust particle, and Cd is the drag coefficient, adopted by Clift and Gauvin (1971):
[image: image]
with Re being the Reynolds number, defined as:
[image: image]
It is noted that in both Eqs. 17, 19 the magnitude of the particle velocity vp,i is used. According to the definition of the Reynolds number and the drag force, the magnitude of the particle velocity with respect to the air is needed. Since in our analysis we neglect the effects of the wind, and therefore the wind speed is set to zero, the velocity of the particle with respect to an observer at the ground, vp,i, is the same as the velocity of the particle with respect to the air.
The choice of Eq. 18 as an expression for the drag coefficient comes from the fact that it is valid for Reynolds numbers up to 105, allowing the study of very large particles. Moreover, it is within 6% of experimental measurements (Clift et al., 2005). Additionally, it has been shown by Mallios et al. (2020) that, Eq. 18 compared to the drag coefficient derived by Proudman and Pearson (1957), which is the most accurate analytical expression for Re < 0.1, gives a relative error less than 2%. Finally, it is noted that since the slip correction factor, Cc, has been introduced for the correction of the Stokes law (and therefore it is valid only in the Stokes region), it appears in Eq. 17 only in the case of Re < 0.1 (Mallios et al., 2020).
Finally, in order us to avoid very small time steps for the solution of Eq. 15, that will lead to large simulation times, we apply the following procedure for the calculation of the particle velocity, vp,i. The time step of the simulation is calculated based on the processes of Eqs. 1–3. Eq. 15 is discretized as:
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where Fdrag is calculated using the velocity at time point t, [image: image].
If [image: image], it means that in the period of dt the particle has reached its terminal velocity. In this case the velocity is calculated by solving the equation:
[image: image]
using the Brent’s method (Press et al., 1992, p. 359).
In the case that [image: image], the terminal velocity has not been reached, and Eq. 20 is solved.
2.8 Ion Attachment Rates
For the quantification of ion attachment to dust particles, the particles are assumed perfect electrical conductors (Fuks, 1958, p. 81).
2.8.1 Continuum Regime
The formulation of the attachment rates that is adopted in this work, is valid in the continuum regime. This means that the ionic mean free path, [image: image], is smaller than the particle radius, ri. Defining the particle diffusion Knudsen number, [image: image], as (Dahneke, 1983):
[image: image]
where < v >± is the average thermal velocity, and m± is the mass of positive and negative ions respectively, the continuum regime is defined for KnD < 1.
The ionic mass, m±, can be correlated with the ion electrical mobility, [image: image], at reference pressure, P0, and reference temperature, T0. The only available data set covering the mass range up to 2,122 amu has been derived by Kilpatric (1971), in measurements of molecular ion mobility in nitrogen, at a pressure of 1,013.25 hPa and temperature of 473 K. Meyerott et al. (1980) reproduced the results of Kilpatric (1971) as the most complete data for big cluster ions. Tammet (1995) based on the dataset of Kilpatric (1971) derived an ion mass–reduced mobility correlation at temperature equal to 273 K, and pressure equal to 1,013.25 hPa. Scaling the data set of Kilpatric (1971) to reference temperature, T0, and reference pressure, P0, the following ion mass–reduced mobility correlations are derived by numerical fitting the data points:
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where m± are given in kg. It is noted that the mean absolute error of Eq. 23 is 6.8%, and of Eq. 24 is 6.3% (both less than 10%). Although these errors are larger than the mean absolute error of the expression derived by Tammet (1995), which does not exceed the value of 2%, they are much simpler to use and can be seen as a very good compromise between simplicity and accuracy.
Using the adopted values of [image: image] by Bricard (1965) in Eqs. 23 and 24, we get m+ = 4.486 × 10–25 kg, and m− = 2.124 × 10–25 kg. Substituting these values to Eq. 22, it is found that, the continuum regime condition is satisfied for ri ≥ 0.2 μm up to altitude equal to 12 km, which is the typical limit between the upper troposphere—lower stratosphere. In the case of altitudes up to 20 km, where the lower edge of the stratosphere near the equator can be, the continuum regime condition is satisfied for ri ≥ 1.2 μm.
2.8.2 Physical Mechanisms
According to the field–diffusion theory, two major mechanisms act simultaneously for the ion attachment to particles. The first is the diffusion to the particle surface, and the second is the conduction in the electric field (Helsdon et al., 2002). The electric field is the superposition of the external large scale electric field, the induced dipole electric field, and the electric field due to charges on the particle (Lawless, 1996). In the presence of bipolar ion, particle charge approaches a steady-state level as charging time increases (Fjeld and McFarland, 1989). Gauntt et al. (1984) showed that neither the diffusion nor the field approximation alone evaluate correctly the steady state particle charge in the case of [image: image], but the superposition of the two mechanisms, while not rigorous, yields reasonably accurate results (Gauntt et al., 1984). Hence, this method is suggested as a practical means for calculating charge acquired under bipolar charging conditions, and is adopted in the present work, since to the best of our knowledge up to now, no rigorous analytical solution of field diffusion theory equations for stationary or moving particles have been put forth.
2.8.3 Stationary Particles
In the case of stationary particles, the diffusion approximation is obtained by neglecting the effect of the external electric field on the particle and on the ion transport, while retaining the effect of the particle charge (Fjeld and McFarland, 1989). The total rate per unit volume of positive and negative ion loss due to their attachment to dust particles of radius ri, and number density Np,i is (Gunn, 1954):
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Φs is called self potential and indicates the influence of the particle charge to the diffusion current that flows to the particle. When Φs < 1, the thermal energy of the ions, kT/qe, is larger than the electric potential energy of the particle due to its charge. This means that ion diffusion dominates and the ion mobilities are the important factors that determine the type and the number of the ions that attach to the particle. When Φs > 1, the surface electric field magnitude of the particle is larger than the ion thermal energy, and the ion drift in the presence of the particle surface electric field dominates. In the limit that Φs ≪ 1, Eq. 25 becomes:
[image: image]
The field approximation is obtained by neglecting diffusion, and calculating the charging rate from the transport of ions along the electric field lines to the surface of the particle (Fjeld and McFarland, 1989). The electrical forces due to the images of the ions with respect to the conducting particles have been neglected, because as has been shown by Marlow and Brock (1975), their effect is not important in the continuum regime. The total rate per unit volume of positive and negative ion loss due to their attachment to dust particles of radius ri, and number density Np,i is (Gunn, 1956):
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where [image: image] is the limiting charge value for which the particle is considered to be totally positive or negatively charged.
Several approaches have been proposed in the past for the superposition of these two mechanisms, both in theoretical and model simulation basis. Several theoretical expressions that combine the mechanisms or that numerically solve the field-diffusion problem have been proposed in the past (Klett, 1971; Smith and McDonald, 1975; Liu and Kapadia, 1978; Fjeld et al., 1983; Wang, 1983; Fjeld and McFarland, 1989; Lawless, 1996). Unfortunately, these expressions cannot be easily expanded to other cases such as moving particles, or different shapes, because they contain parts of approximate solutions that restrict the generalization. Moreover, some of them have convergence difficulties, or are valid in cases and conditions that are not commonly used (Lawless, 1996). On the other hand, a simple superposition of Eq. 27 with Eqs. 28, 29 (Chiu, 1978) or Eq. 25 with Eqs. 28, 29 (Helsdon et al., 2002), although not rigorous, offers the flexibility of generalization, because each individual charging mechanism has been studied extensively on a broad spectrum of applications.
The disadvantage of the superposition used by Chiu (1978) is that, in the case that [image: image], where the particle is not polarized, and therefore mainly the diffusion and the electric field created by the particle charge influence the attachment process, the expression does not give the Eq. 25. On the other hand, the superposition used by Helsdon et al. (2002) has the disadvantage of accounting for the electrical effect due to the particle net charge twice (both in diffusion and conduction mechanisms). In order to tackle these issues we propose the following superposition:
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[image: image]
Eqs. 30, 31 in the case that the particle is not polarized give the solution of the diffusion approximation, and in the case that the particle is polarized lead to the superposition used by Chiu (1978). Moreover, the effect of the electric field due to the particle net charge is not counted twice as in superposition by Helsdon et al. (2002).
Long and Yao (2010) presented an evaluation of nine different particle charging models based on existing experimental results. One of the conclusions was that the field-diffusion combined model developed by Lawless (1996) should be the first choice relatively for numerical models of the particle dynamics. Since this model is shown to be the most preferable in terms of the theoretical consideration, accuracy and computational time, we use it as a reference for comparison with our proposed superposition (Eqs. 30, 31). The results are shown in Figure 4, where the attachment rates for positive ions, β+, are plotted as a function of particle charge, for different values of external electric field (the same conclusions are derived for the negative ions attachment rates). In Eqs. 25, 27–31 as attachment rate, β± (with units 1/s), the expression in the right hand side that is multiplied with the appropriate ion number density, n±, is defined (leading to an expression of the form [image: image]).
[image: Figure 4]FIGURE 4 | Comparison between Eq. 30 and formulation by Lawless (1996): (A) Relative difference as a function of normalized particle charge, for different particle radii, in the presence of external electric field with magnitude 102 V/m, and (B) mean relative difference for a range of particle charges −1,000 to 1,000 elementary charges, as a function of particle radius, in the presence of external field with various magnitudes.
Figure 4A shows the relative difference as a function of normalized particle charge, for different particle radii, in the presence of external electric field with magnitude 102 V/m. For ri = 0.2 μm the mean relative difference in the studied range of the particle charge is 0.12 %. For ri = 2 μm it is 1.08 %, for ri = 20 μm it is 8.09 %, and for ri = 200 μm it is 9.02 %.
The maximum particle charge is chosen to be 1,000 elementary charges, which is in the same order of magnitude with the charge derived from the charge density measured by Kamra (1972), and assuming particle density equal to 108 particles/m3, which is the annual mean of the lower limit of aerosol concentration over oceans (Tinsley and Zhou, 2006). The specific measurement was conducted over dust devils, which is an extreme phenomenon compared to the regular dust transport (in such conditions Nicoll et al. (2010) measured three orders of magnitude lower charge density) and the particle density is at the lower limit of particle densities observed in detached dust layers. For larger particle densities, keeping the charge density the same, the individual particle charge decreases. Therefore, the 1,000 elementary charges per particle can be used as an upper limit for the particle charge.
Figure 4B shows the mean relative difference for a range of particle charges −1,000 to 1,000 elementary charges, as a function of particle radius, in the presence of external field with various magnitudes. The mean relative difference does not exceed the value of 50 % for a range of electric field magnitudes from 0 to 105 V/m. Therefore, the proposed superposition of Eqs. 30, 31 can be considered as physically reasonable, and although they are not strict analytical solutions of the ion transport equation that describes the ion attachment process, they can be used in numerical models to describe adequately the effects of the ion attachment to particles.
The maximum electric field magnitude in Figure 4B is chosen to be in the order of magnitude of observed electric field values right before a lightning flash (e.g., Marshall et al., 2005; Stolzenburg et al., 2007). Regarding dust layers transported for days in the Earth’s atmosphere, away from the emission source, no case of lightning discharge has been reported, indicating that, in these cases, the value of 105 V/m is unlikely to be reached or exceeded. Thus, it can be used as an upper limit of the electric field magnitude. On the other hand, in cases of dust storms or dust devils that occur on Earth (or other planets, e.g., Mars) and in the vicinity of the emission source, the value of 105 V/m (or the equivalent electric field threshold on that planet) can be reached. This can happen due to the intense electrification caused by the triboelectric effect, which is the dominant electrification mechanism during the emission of dust particles in the atmosphere, and the large scale charge separation caused by the strong updrafts (Krauss et al., 2003). A short review on the electrification of dust storms and on the resultant electric field strengths has been made by Riousset et al. (2020). When the electric field threshold is reached, or exceeded, a discharge occurs, leading to a decrease of the electric field magnitude. Therefore, 105 V/m acts again as an upper limit of the electric field magnitude.
2.8.4 Moving Particles
Eqs. 30, 31 can be easily transformed in the case of moving particles. According to Gunn (1954), the diffusion approximation for moving particles leads to the following expression for the total rate per unit volume of positive and negative ion loss:
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where the term [image: image] represents the ventilation effect on the ion attachment process.
The coefficient F is an experimentally derived coefficient to match the theoretical results with actual measurements. It depends on the detailed air flow over the spherical particle, and can be described as a fitting function of the Reynolds number, Re, based on measurements by Kinzer and Gunn (1951) as:
[image: image]
The field approximation for moving particles has been studied by Whipple and Chalmers (1944), based on the theory of charge acquisition by particles falling through a region containing ions proposed by Wilson (1929). The total rate per unit volume of positive and negative ion loss is:
[image: image]
where [image: image] means that the velocity vector and the electric field vector are in the same direction (the particle moves in the same direction as the electric field lines), while [image: image] means that the velocity vector and the electric field vector are in opposite directions (the particle moves in the opposite direction from the electric field lines).
[image: image]
Although Eqs 36, 37 have been derived under the stream-line flow assumption, it has been discussed by Whipple and Chalmers (1944) that the provided formalism is appropriate even in turbulent environments. As a matter of fact, Gott (1936) gives experimental evidence to show that turbulence does not affect the general validity of Wilson’s theory.
A superposition similar to Eqs 30, 31 leads to the following expression for the combined diffusion-field theory approximation in the case of moving spherical particles:
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2.9 Dust Particle Number Density Distribution
Several aircraft campaigns over recent years have attempted to measure the properties of Saharan mineral dust. Ryder et al. (2018) and Weinzierl et al. (2017) provide lists of the major aircraft campaigns with a focus on in-situ dust measurements. In the current work, we use the mean size distribution between altitudes of 1–6 km at STP, measured by Ryder et al. (2013b) during the Fennec 2011 aircraft campaign at Mauritania and Mali, since they represent measurements very close to the dust particle emission sources (Figure 5A).
[image: Figure 5]FIGURE 5 | Particle number density distributions: (A) measured mean normalized number density distribution by Ryder et al. (2013b), (B) number density distribution for different binnings, (C) reconstructed normalized number density distributions, (D) relative difference between the reconstructed normalized number density distributions and the measured one, with dashed lines being the average values, (E)[image: image] and (F)[image: image].
2.9.1 Size Bins Apportionment
The PSD discretization is of high importance for the correctness of the results. The number of bins, along with the size of each bin, must ensure that the initial measured distribution is properly introduced to the model without significant loss of information, deformation, or non convergence of the final results.
The adopted size distribution is discretized using 19 bins, listed in Table 3. Figure 5B provides the representation of the discretized number density distribution from Fennec, using the aforementioned binning, along with 5, 10, 20 equilateral bins, respectively. Figure 5C shows a comparison between the measured distribution, with the reconstructed ones from the different types of binning. It becomes apparent that as the number of the equilateral bins increases, the initial distribution is better approximated. Nevertheless, a significantly large number of bins is required for the proper approximation of the whole range of the distribution (judging from the slow convergence at the small particles, more than 40). On the other hand, the adopted binning of the current work approximates very well a wider range of the initial distribution using a fairly small number of bins (19 bins). Furthermore, Figure 5D illustrates the relative difference between the reconstructed distributions and the initial one. As the number of bins increases and their length becomes much smaller than the mean radius of each bin, the relative difference with the original distribution decreases.
TABLE 3 | Discretization bins of the size distribution.
[image: Table 3]For the current work binning, the agreement becomes ∼1% for the narrow bins, while for the larger bins the relative difference increases to values comparable to other types of binning. Moreover, the relative difference is better distributed in a wider range of particle radii. Therefore, it is proven that the adopted binning leads to a better introduction of the initial distribution to the model, especially the bins that have length less than 1% of the mean radius (even numbered bins). In the Results section, we demonstrate that the electrical properties, calculated using the adopted binning, are the convergence limits of the values obtained by increasing the number of equilateral bins.
2.9.2 Spatial Particle Number Density Distribution
The dust particles are introduced in the simulation domain using two different spatial distributions. The first one is a rectangular distribution of the form (Figure 5E):
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where [image: image] km is the altitude of the distribution center, [image: image] 2,500 m is the distribution depth, and bz = 3dz is a smoothing factor regarding the number of mesh points that will sample the boundary of the distribution (in our case 3). The two terms right before the bracket convert the number density N0,i from STP to the model ambient temperature and pressure conditions at a given altitude, z.
The second is a Gaussian distribution, mathematically expressed as (Figure 5F):
[image: image]
where hII = 5,000 m is the altitude of the distribution center, and [image: image] m is the distribution depth, defined as the distance between the altitudes that the number density is reduced to half of its maximum value (full width at half maximum of a Gaussian distribution). The factor 12.6536 ensures that the integral of [image: image] along the altitude gives the same result as the integral of [image: image] along the altitude. This means that both distributions lead to the same surface particle density, and consequently to the same total number of particles.
The number density distribution [image: image] is similar with the one measured by Ryder et al. (2013a), while the distribution [image: image] denotes a study case where the particles are more concentrated, with higher number density, leading to different electrical properties.
2.10 Initial Fair Weather Electrical Conditions
At t = 0 s all the dust particle bins are placed in the simulation domain, under fair weather conditions and are left to evolve under the influence of gravity, the electrical and drag forces. The initial fair weather electrical conditions are obtained by solving Eqs 1, 4 in the absence of dust particles, until steady state is reached. By doing that, the ambient fair weather ion densities, [image: image], electrical conductivity, [image: image], total charge, [image: image], and electric field magnitude, Ez, fw, are derived.
Since the ionization rate, q, which is the source of atmospheric ions, depends on the geomagnetic latitude, and therefore the latitude and longitude, three different locations have been chosen for the calculation of the fair weather electrical conditions, and the study of their spatial variation. These are: 1) Mauritania (MR, 24.316°, −10.962°), 2) Cape Verde (CV, 16°, −24°), and 3) Barbados (BB, 13.167°, −59.33°). The three locations have been chosen because they belong to the route of the transatlantic transport of Saharan dust from Africa to Caribbean (Weinzierl et al., 2017; van der Does et al., 2018).
Figure 6 shows a comparison between the initial fair weather electrical conditions of the aforementioned locations. Figures 6A,B show that the ionization rate in Cape Verde and in Barbados is practically the same, with the relative difference being less than 1%, leading to the same fair weather electrical conditions.
[image: Figure 6]FIGURE 6 | Initial fair weather conditions in Mauritania (MR), Cape Verde (CV), and Barbados (BB): (A) ionization rates, (B) Relative difference between ionization rates, (C) fair weather ion densities, (D) relative difference between fair weather ion densities, (E) fair weather total charge densities, (F) relative difference between fair weather total charge densities, (G) fair weather electric field magnitudes, (H) relative difference between fair weather electric field magnitudes.
On the other hand the ionization rate in Mauritania is higher, and can reach a maximum relative difference value of 40% compared with the ionization rate in Cape Verde. Regardless this significant difference in the ionization rates, the relative differences in the fair weather ion densities (Figures 6C,D) and the fair weather total charge densities (Figures 6E,F) do not exceed the value of 20%. At this point we note that the small difference between the positive and negative ion densities allows only one field to be graphed in Figure 6C. In the case of the fair weather electric field, the relative difference is even smaller, and does not exceed the value of 10% (Figures 6G,H). Therefore, the ionization rate dependence, solely, on the geomagnetic latitude does not create significant variations of the initial fair weather electrical conditions along the transatlantic transport of the dust particles. This means that, for the given simplistic ionization rate formulation it does not make a difference on the choice of the reference location between Mauritania and Barbados. In the simulation results presented in the current work, the fair weather electrical conditions of Mauritania are used as initial electrical conditions, because this location is closer to the measured dust particle size distribution that is used in the model. At this point we want to emphasize that, in reality there are additional spatial and temporal variation of the ionization rate that for the sake of simplicity have been omitted, which will lead to larger fair weather conditions differences along the transatlantic passage than the ones presented here, and their impact on the electrical evolution of the dust particles are planned to be studied in future work using a higher dimension model.
3 RESULTS-DISCUSSION
3.1 Particle Charging and Electrical Force
Figure 7 shows the time dynamics of the electrical properties of Bin18 (particles with radius, r = 100 μm), as well as the ambient conductivity and the large scale electric field magnitude. The ambient conductivity, σ, decreases, because the atmospheric ions attach to the total number of particles regardless their size, leading to a reduction of the ionic densities (Figure 7A). The conductivity reduction within the dust layer results in an increase of the columnar resistance, and a decrease in the conduction current at the ground (Baumgaertner et al., 2014). Since the conductivity at the ground does not change from the fair weather value, the electric field magnitude, depicted in Figure 7B, decreases to reflect the reduction in the conduction current (Daskalopoulou et al., 2021). On the other hand, as the system evolves towards the steady state, the conduction current Jz = σEz tends to become constant along the altitude, and therefore when the conductivity decreases the electric field magnitude increases (Figure 7B).
[image: Figure 7]FIGURE 7 | Time dynamics of electrical properties of Bin18 (r = 100 μm): (A) Atmospheric conductivity, (B) large scale electric field magnitude, (C) particle number density, (D) particle charge density, (E) number of elementary charges per particle, (F) ratio between the electrical force and the gravity.
At time t4 = 2,668 s, more than 70% of the Bin18 particles have vanished (Figure 7C). As these particles fall to the ground their charge density increases since more ions attach to them (Figure 7D). Especially in the region below the main dust layer (below 1 km), where the ion density increases to the fair weather values, the falling dust particles encounter a larger pool of ions available for attachment than the one within the layer. This consequently leads to an increase of the particle charge (Figure 7E). The dust particles are charged negatively, since more negative ions attach to them than positive ones, due to their higher mobilities. To be more precise, the ion attachment process depends both on the ion mobilities and the ion densities (Eqs 30, 31, 38, 39). If the mobility ratio, [image: image] is larger than the ion density ratio, [image: image], the ion mobilities influence the attachment process, otherwise, the ion densities do that. In our case, the ion mobility ratio is equal to 1.357, while the fair weather ion density ratio ranges between the values 1.0014 and 1, depending on the altitude, and thus the ion mobilities characterize, initially, the type of ions that attach to particles. As the negative ion density decreases faster than the positive ion density, the ion density rate increases up to the value where it becomes equal to the mobility ratio. Further increase of the ion density ratio, leads the positive ions to attach faster to the particle than the negative, resulting a reduction of the particle negative net charge, or even the charging of the particle with positive charge. In the case presented in Figure 7, the ion density ratio does not become larger than the mobility ratio, and all the particles of all bins have negative net charge.
Regardless of the charge and the large scale electric field magnitude, the electrical force that is acted upon the particles is negligible compared to gravity. As it can be seen in Figure 7F, the ratio between the electrical force and the gravity, RF,18 is less than 2 × 10–6.
For a better representation of the bin particles dynamics, and so as to efficiently display the electrical properties of the other bins as well, we define the following average quantities. The average particle charge of a bin, <qp,i>, at every time step is:
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where zmax,i, and zmin,i, are the maximum and the minimum altitudes of the particle distribution that belongs to Bin i, respectively.
The average electrical force magnitude of a bin, <Fel,i>, at every time step is:
[image: image]
The average velocity magnitude of a bin, <vp,i>, at every time step is:
[image: image]
The average altitude of a bin, <zp,i>, at every time step is:
[image: image]
The usefulness of the defined average quantities can be described as follows. At t = 0 s, all the particle bins are placed at the same altitude in the simulation domain, and they form the dust layer. Since each bin consists of particles with different sizes, it moves with different velocity. As time progresses, each bin starts being detached from the dust layer and moves towards the ground. At each time step depending on the velocity, each bin is located at different average altitude, < zp,i >, in the presence of different electric field magnitude, Ez. During their motion, the particle bins are not deformed, because the magnitude of the forces acted on them is not sufficient to cause any deformation (e.g., Figure 7C). This results that when the bins are at the same average altitude, the same average electric field is present, and the only quantities that are different are the average charge, the average electrical force magnitude, and the average velocity. By plotting these properties as a function of the average altitude, we can compare them under the same conditions, and their differences are only due to the particle bin size, and the bin number density.
Figures 8A,B show the time evolution of the conductivity and electric field magnitude ratios with respect to their fair weather values, at different altitudes. As the conductivity decreases with respect to the fair weather value, the electric field magnitude increases, with two exceptions. The first one is at z = 6 km, which is close to the upper boundary of the layer. As layer boundary we define the region where the dust particle number density gradually decreases to values at least two orders of magnitude less than the values inside the layer (in the case of the layer upper boundary), or the region where the dust particle number density gradually increases to the maximum values inside the layer (in the case of the layer lower boundary). In this region as the conductivity increases to the initial fair weather values, the electric field decreases. Similar behavior has been derived by Zhou and Tinsley (2007), and by Harrison et al. (2020) in layer clouds. This has to do with the reduction of the current density due to the increase of the columnar resistance caused by the conductivity reduction inside the layer (Rycroft et al., 2008). As the system approaches the steady state, the current density along the altitude tends to become constant (which is the steady state condition inside conductors (see e.g. Landau and Lifshitz, 1963, p. 86)). Since the potential difference between the boundaries of the simulation domain is constant, the increase of the columnar resistance caused by the conductivity reduction in the layer, leads to a decrease of the current density. In the regions where the conductivity remains the same to the initial fair weather values, decrease of the current density results in a decrease of the electric field. Consequently, in the upper boundary of the dust layer, as the conductivity increases to fair weather values, the electric field decreases with respect to its fair weather value to reflect the decrease of the current density.
[image: Figure 8]FIGURE 8 | Characteristics of particles distributed along the altitude according to [image: image]: (A) Conductivity reduction with respect to the fair weather value at different altitudes over time, (B) electric field magnitude modification with respect to the fair weather value at different altitudes over time, (C) average number of elementary charges per particle as a function of particle radius for different average bin distribution altitudes, (D) ratio between average electrical force magnitude and gravity magnitude as a function of particle radius for different average bin distribution altitudes, (E) average particle velocity as a function of particle radius for different average bin distribution altitudes, (F) residual time of particles in the atmosphere until 99.9% of their concentration is lost.
The second is at the ground (z = 0 km), where initially the electric field decreases, but as time progresses and several bins arrive at the ground it increases. The initial decrease of the electric field, right after the placement of the dust layer, seems to contradict measurements and observations that show significant increase when dust is present (e.g. Katz et al., 2018; Zhang and Zhou, 2020).This can be explained, first of all, by the fact that the 1d model is not appropriate for the study of effects upon the arrival of the dust layer, since it assumes an infinite symmetrical horizontal extent of the layer. The particles are placed instantaneously above a location, and are left to move vertically according to the forces acting upon them. Effects caused by the horizontal transport of the layer that can create horizontal electrical currents that eventually close to the ground enhancing the fair weather electric field (due to the electrical structure of the layer or the horizontal wind) require 2d or 3d modeling for a more detailed study. Especially the presence of horizontal winds, that are responsible for the dust particle transport, can alter the fair weather electric field by modifying the electrical structure of the atmosphere, as has been shown by Anisimov et al. (2001). As a matter of fact, the differences between the measurements, presented by Katz et al. (2018), during day and night at Wise Observatory and Mt. Hermon are attributed, among other factors, to the effect of the winds at the lower layer.
While the dust particles are aloft, and in the absence of any charge separation within, the electric field at the ground decreases as a consequence of the increase of the columnar resistance as has been shown by Harrison et al. (2020) and Daskalopoulou et al. (2021). As dust particles approach the ground and the electrical conductivity decreases, because the dust particle number density increases, the electric field increases. The increase is not large because the calculation is terminated when 99.9% of particles with radius 5 μm vanish from the domain (hence smaller particles remain more than 5 days in the atmosphere, having terminal velocities in the order of a few cm per hour, and their settling is so slow that we choose not to include it in the current study, for the sake of saving simulation time). Small particles (that are the majority of the dust particle population) are still in the domain and above the ground. In the case of Katz et al. (2018) and Zhang and Zhou (2020) the measuring instruments (field mills) are well within the dust layer that reaches the ground. The increase of the electric field inside the layer and when it is already present has been reported by the measurements and agrees with our findings. Differences in the electric field polarities can exist as a consequence of multiple factors that are neglected in the current model, such as wind or other electrification mechanisms, which are planned to be studied in future work. Finally, we note that, although the conductivity decreases by a factor up to 0.85, the electric field enhancement factor is no greater than 1.08.
Figure 8C shows the relation between the number of elementary charges per particle and the particle size, at different altitudes. As the particle size decreases, particle charge decreases also as it is highly depended on particle size. Additionally, smaller particles have greater number densities than the large ones, and the attached ions tend to be divided on more particles leading to a decrease of the attached number of ions per particle (particle competition described by Gunn (1954)). Moreover, the charge of the larger particles increases as they travel within the atmosphere, as the attachment process depends on the particle velocity and the generated flow pattern, described by the Reynolds number. The larger the particle velocity the larger the difference between the particle charge at different altitudes.
Figure 8D illustrates the dependence of the ratio between the electrical force and gravity, on the particle size. As the particle size decreases both electrical force and gravity decrease (the first one because the particle charge decreases, and the second due to the size reduction). The gravitational force reduction is larger than the particle charge reduction, and the force ratio increases, but does not overcome a value of 0.01. Additionally, as large particles settle, the force ratio increases due to the subsequent increase of the particle charge with velocity, which leads to an increase of the electrical force.
The velocity of the particles is a result mainly of the gravity and the drag forces. It does not charge significantly over the altitude and decreases as the particle size decreases (Figure 8E). The residual time in the atmosphere, until 99.9% of the particle concentration of each size falls to the ground, spans in the range between 1 h, for particles with radius 100 μm, up to ∼ 120 h (5 days) with particles of radius equal to 5 μm (Figure 8F) The later results are consistent with the calculations presented by Mallios et al. (2020, 2021b).
3.2 Dependence on the Layer Depth
In this case the electrical properties of the distribution [image: image] are examined. Figures 8D–9A show the time evolution of the conductivity (Figures 9A,B) and electric field magnitude (Figures 9C,D) ratios with respect to their fair weather values at different altitudes. The number density in this case is almost one order of magnitude higher than the [image: image], and the conductivity reduction inside the layer is reduced by a factor of ∼0.25, almost 3 times lower than the previous case. The electric field magnitude is increased similarly by a factor of 3.5. In the region outside the layer, the conductivity reduction/electric field enhancement at each altitude depends on the number density of each bin located at that altitude at any given time point (Figures 9B,D).
[image: Figure 9]FIGURE 9 | Characteristics of particles distributed along the altitude according to [image: image]: (A) Conductivity reduction with respect to the fair weather value at different altitudes over time, (B) magnification of panel (A) in the region z < 5 km, (C) electric field magnitude modification with respect to the fair weather value at different altitudes over time, (D) magnification of panel (C) in the region z < 5 km, (E) average number of elementary charges per particle as a function of particle radius for different average bin distribution altitudes, (F) ratio between average electrical force magnitude and gravity magnitude as a function of particle radius for different average bin distribution altitudes, (G) average particle velocity as a function of particle radius for different average bin distribution altitudes, (H) residual time of particles in the atmosphere until 99.9% of their concentration is lost, and relative difference with the results of [image: image]. In panels (E)–(G) with dashed line of the same color and marker are the same results in the case of [image: image] for comparison.
The higher number density in the distribution leads to a more significant particle competition for ions. This leads to lower charge per particle than in the previous case when the particles are inside the layer. This can be seen clearly in Figure 9E where the number of elementary charges for particles that are located at average altitude equal to 4.9 km (in the center of the layer), is lower than in the previous case (dashed blue line in Figure 9E). As the particles keep falling the velocity influences the attachment process and increases the particle charge up until an average altitude of 3.2 km, where the particle charge remains constant for each size, regardless of the altitude.
Similar remarks hold for the case of the ratio between the electrical force and the gravity (Figure 9F). The velocity does not vary significantly over the altitude (Figure 9G), and since the electrical force is still insignificant compared to gravity, the particle velocity is the same as the previous case. The difference in the spatial distribution leads to a difference in the residual time that individual particles remain in the atmosphere by 10% (Figure 9H).
3.3 Dependence on the Particle Number Density
In order to demonstrate the charging mechanism dependence on the particle number density, we increase [image: image] by a factor of 10, leading the number density to become comparable to the fair weather ion density (Figure 10A). This increase is not unrealistic, as it represents the maximum measured values by Ryder et al. (2013b) during the Fennec 2011 campaign. Such an increase of the ion density leads to a conductivity reduction by a factor up to ∼0.3 (Figure 10B) inside the layer, and an electric field magnitude enhancement by a factor of 1.7 (Figure 10C). The particle competition in this case reduces the average particle charge by a factor up to 0.1–0.2 in the case of particles with radius larger than 50 μm, and up to 0.4 for the rest sizes (Figure 10D), compared to the case of Figure 8. Similar reduction is observed in the case of the electrical force (Figure 10E).
[image: Figure 10]FIGURE 10 | Comparison between the case of [image: image] and the case of [image: image]: (A) Total particle number density compared to the ambient fair weather ion density, (B) conductivity reduction with respect to the fair weather value at different altitudes over time for [image: image], (C) electric field magnitude modification with respect to the fair weather value at different altitudes over time for [image: image], (D) average particle charge ratio between [image: image] and [image: image], for several bins, (E) average electrical force ratio between [image: image] and [image: image], for several bins, (F) snapshot of particle charge density distribution for some bins in the case of [image: image]. With solid lines are the negative values, with dashed lines are the positive values and with dotted lines are the values of the charge density distributions in the case of [image: image] (which are all negative).
Another interesting point that is revealed by Figure 10E, that for some bins the electrical force changes polarity and becomes positive. This means that the particles are charged positively. In Figure 10F, where a snapshot of the charge density dynamics is depicted, it is clear that the charge polarity in the case of particles with radius larger than 50 μm changes to positive values (Bin14–Bin18). This happens for the following reason. Since the ion attachment rate is proportional to the particle number density (Eqs 30, 31, 38, 39), the negative ions attach more to bins with smaller radii (that have several order of magnitude more particles than bins with larger radii). In the case of the distribution with [image: image], as the particles move to lower altitudes, since the particle density is much less than the ambient ion density, the ions replenish from the ionization process and there are always enough negative ions to attach to particles (the ratio of ion densities is less than the mobility ratio, see Section 3.1). In the case [image: image] case the particle density is comparable to the ambient ion density, and therefore the negative ions do not have time to replenish. Given that most negative ions attach to small particles, the ratio of ion densities becomes larger than the mobilitiy ratio for larger particles, and they can become positively charged. Consequently, ion attachment alone is capable to charge positively large particles and negatively small ones, as was previously stated only for the triboelectric effect (e.g., Zhao et al., 2002; Lacks et al., 2008; Shinbrot and Herrmann, 2008; Merrison, 2012).
Similar conclusions were derived by Yair and Levin (1989) based on the ion attachment to aerosols formulation by Hoppel and Frick (1986). They studied polydisperse spherical conducting aerosols with radii up to 0.5 μm and found that for small aerosol concentrations, particles were charged mostly negatively, but that an increase in aerosol concentrations lead to differential charging, resulting in opposite charging of the small (mostly negative) and the large (mostly positive) particles. This effect was enhanced for size distributions which had a significant component of large particles. Their results showed dependency only on the particle concentration, as opposed to the current work findings, that show dependency on the particle concentrations with respect to the atmospheric ion concentrations. The latter distinction is attributed to the difference in the scale of the problem under examination. In the present study, the particle sizes are larger than the ionic mean free path and therefore the ionic diffusion is expected to influence the attachment process. In the case of Yair and Levin (1989) the aerosol sizes are comparable, or smaller, than the ionic mean free path and the processes of three body trapping and image capture are dominant. In general, it becomes clear that regardless the scale of the problem, the ion attachment to particles can lead to different polarities of the particle charges in case of different particle sizes.
Figure 11 shows the case of the densely packed [image: image] particle distribution, enhanced by a factor of 10. In the specific case, the particle number density becomes larger than the fair weather ion densities (Figure 11A). The conductivity inside the layer reduces by a factor up to ∼0.03 (Figure 11B), while the electric field is enhanced by a factor up to ∼20 with respect to the fair weather values (Figure 11C) The change of charge polarity in the case of large particles is more apparent in this case Figures 11D–F.
[image: Figure 11]FIGURE 11 | Comparison between the case of [image: image] and the case of [image: image]: (A) Total particle number density compared to the ambient fair weather ion density, (B) conductivity reduction with respect to the fair weather value at different altitudes over time for [image: image], (C) electric field magnitude modification with respect to the fair weather value at different altitudes over time for [image: image], (D) average particle charge ratio between [image: image] and [image: image], for several bins, (E) average electrical force ratio between [image: image] and [image: image], for several bins, (F) magnification of panel (E) for average altitude range between 4 and 5 km.
From the results of Figures 10, 11 we deduce that, the increase of the dust particle density favors the increase of the ambient large scale electric field, but does not favor the charging process of the dust particles, because their net charge decreases. Overall, the increase of the dust particle density acts against the effects of the electrical force, because the reduction of the particle charge is more prominent than the increase of the electric field, and the electrical force ultimately decreases. This indicates that the ion attachment process (acting on the enhancement of the ambient electric field) combined with a second charging process, such as the triboelectric effect (acting on the enhancement of the particle charge), might create a sufficient electrical force that in turn influences the settling of the dust particles. We plan on investigating this further on future work.
3.4 Validation of the Particle Size Distribution Discretization
Figure 12 illustrates the results regarding the comparison of different types of binning. Figure 12A shows the number of elementary charges per particle as a function of the particle radius. As the number of equilateral bins increases, the results converge to the results calculated by the current work binning. This becomes more clear in Figures 12C,E, where initial size range is split in sub ranges 10–150 μm, and 0.1–10 μm, respectively. The same conclusions are derived in the case of the ratio between the electrical force magnitude and the gravity magnitude (Figures 2, 12B,D,F).
[image: Figure 12]FIGURE 12 | Study on the proper discretization of the size distribution: (A) Number of elementary charges per particle as a function of particle radius for different types of binnings, (B) ratio between the electrical force magnitude and the gravity magnitude as a function of particle radius for different types of binnings, (C,D) magnification of panels (A) and (B) for particle radius in the range of 10 − 150 μm, (E,F) magnification of panels (A) and (B) for particle radius in the range of 0.1 − 10 μm.
4 CONCLUSION
Ion attachment to dust particles is one of the major charging mechanisms during their gravitational settling within the atmospheric column. It can, therefore, lead to an enhancement of the ambient fair weather electric field, due to the ion density and, consequently, the atmospheric electrical conductivity reduction. This is the first consistent attempt, to our knowledge, to analytically represent the phenomena by integrating a measured size distribution of spherical dust particles, in the 1D model that incorporates the calculation of new attachment rates of non stationary spherical particles.
We have shown that ion attachment is capable of charging dust particles, with radius between 1 −100 μm, with a net charge that ranges between 1 −1,000 elementary charges depending on the dust particle number density. The particle velocity enhances the acquired particle net charge, but converges to a steady state value as the particle is traveling in the fair weather atmosphere away from the initial dust layer. The influence of the total number density on the particle charging process appears stronger than its influence on the electric field enhancement. If the number density is very close or becomes even larger than the ambient ion density, large particles can be charged positively while within the initial dust layer. This is attributed to the lack of negative ions, which tend to attach to small particles, that have number densities several orders of magnitude greater than the larger ones. A similar charging behavior was found in atmospheric aerosols with sizes smaller than 0.5 μm in radius, by Yair and Levin (1989). The dust layer depth is expected to influence both the net particle charge and the ambient electric field enhancement, but overall, the electrical force applied to the particles remains the same. The magnitude of the electrical force is found to be, at best, two orders of magnitude lesser than gravity, which leads to no significant influence to the particle dynamics, for particles with radius in the range 1−100 μm. Nonetheless, other processes must be combined with the ion attachment, such as the triboelectric effect or the updrafts, for a better quantification of the electrical force possible influence on the particle gravitational settling. In parallel to this work, sophisticated profiling measurements with novel atmospheric electricity sensors are launched in planned experiments within the D-TECT project, in order to further evaluate our model. These steps will be concluded in future work.
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The Earth–ionosphere cavity resonator is occupied primarily by the electromagnetic radiation of lightning below 100 Hz. The phenomenon is known as Schumann resonances (SR). SR intensity is an excellent indicator of lightning activity and its distribution on global scales. However, long-term measurements from high latitude SR stations revealed a pronounced in-phase solar cycle modulation of SR intensity seemingly contradicting optical observations of lightning from satellite, which do not show any significant solar cycle variation in the intensity and spatial distribution of lightning activity on the global scale. The solar cycle-modulated local deformation of the Earth–ionosphere cavity by the ionization of energetic electron precipitation (EEP) has been suggested as a possible phenomenon that may account for the observed long-term modulation of SR intensity. Precipitating electrons in the energy range of 1–300 keV can affect the Earth–ionosphere cavity resonator in the altitude range of about 70–110 km and modify the SR intensities. However, until now there was no direct evidence documented in the literature supporting this suggestion. In this paper we present long-term SR intensity records from eight stations, each equipped with a pair of induction coil magnetometers: five high latitude (|lat| > 60°), two mid-high latitude (50° < |lat| < 60°) and one low latitude (|lat| < 30°). These long-term, ground-based SR intensity records are compared on the annual and interannual timescales with the fluxes of precipitating 30–300 keV medium energy electrons provided by the POES NOAA-15 satellite and on the daily timescale with electron precipitation events identified using a SuperDARN radar in Antarctica. The long-term variation of the Earth–ionosphere waveguide’s effective height, as inferred from its cutoff frequency, is independently analyzed based on spectra recorded by the DEMETER satellite. It is shown that to account for all our observations one needs to consider both the effect of solar X-rays and EEP which modify the quality factor of the cavity and deform it dominantly over low- and high latitudes, respectively. Our results suggest that SR measurements should be considered as an alternative tool for collecting information about and thus monitoring changes in the ionization state of the lower ionosphere associated with EEP.
Keywords: Schumann resonance, earth-ionosphere cavity, energetic electron precipitation, solar cycle, solar X-rays, DEMETER, extremely low frequency, Q-factor
INTRODUCTION
The Earth’s surface and the lower ionosphere together form an electromagnetic cavity resonator with resonance frequencies in the extremely low frequency (ELF, 3 Hz–3 kHz) band at ∼8, ∼14, ∼20, ∼26 Hz etc.. These resonances are named after Schumann (1952) who described them theoretically in 1952, 8 years before full frequency spectra were actually observed by Balser and Wagner (1960). Schumann resonances (SR) are excited primarily by lightning-radiated electromagnetic waves and the approximate number of 30–100 lightning strokes per second worldwide (Christian et al., 2003) maintains the resonance field quasi-continuously. It follows that SR are excellent indicators of lightning activity and distribution on global scales (see e.g., Williams et al., 2021). The possible connection between atmospheric electricity (including SR) and biological systems is another topic with substantial scientific interest (e.g., Elhalel et al., 2019; Fdez-Arroyabe et al., 2020; Price et al., 2021; Savoska et al., 2021; Sukhov et al., 2021). Until the end of the 1980’s SR measurements were sparse and due to the restricted computational and data storage capacities long-term continuous recording was not really feasible at that time. In the early 90s’ owing to the rapid development of large computational capacities and motivated by a fundamental Science article (Williams, 1992) many SR stations started to operate on a continuous basis worldwide (e.g., Sátori et al., 1996; Price and Melnikov, 2004; Neska et al., 2007; Ondrášková et al., 2007; Bór et al., 2020) which gave a new impetus for SR-related research.
Much published material has appeared describing the standard (recurrent) daily and seasonal variations of SR spectral parameters (modal frequency, intensity and sharpness of maxima) at different stations (e.g., Sátori, 1996; Nickolaenko and Hayakawa, 2002; Price and Melnikov, 2004; Roldugin et al., 2004a; Ondrášková et al., 2007; Yatsevich et al., 2008; Toledo-Redondo et al., 2010; Zhou et al., 2013; Nickolaenko and Hayakawa, 2014; Fornieles‐Callejón et al., 2015; Manu et al., 2015; Musur and Beggan, 2019; Tatsis et al., 2020). These standard variations in SR are mainly the consequence of the daily and seasonal variations of global lightning activity which fundamentally affect the observed SR spectral parameters (Sátori, 1996). On the other hand, standard variations in SR are also connected to the effect of the day-night terminator, i.e., to changes in the shape of the Earth–ionosphere cavity (Melnikov et al., 2004; Sátori et al., 2007; Prácser et al., 2021). SR measurements demonstrated that the characteristic variations of global lightning activity are highly recurrent on a day-to-day and year-to-year basis (see e.g., Sátori, 1996). The latter was confirmed by optical observations of lightning from space as well (Williams et al., 2000; Christian et al., 2003).
Occasional variations in SR have also been documented, which are partly connected to transient extra-terrestrial phenomena that can modify the shape of the Earth–ionosphere cavity and thereby to “untune” its resonance frequencies. It is important to note that as a consequence of any change in the shape of the Earth–ionosphere cavity all the resonance frequencies shift in the same direction at all stations on Earth, but whether they increase or decrease depends on the actual modification of the conductivity profile in the upper atmosphere (Zhou and Qiao, 2015; Sátori et al., 2016; Kudintseva et al., 2018). Solar X-ray bursts (Roldugin et al., 2004b; Sátori et al., 2005; Dyrda et al., 2015; Sátori et al., 2016; Shvets et al., 2017) and solar proton events (Schlegel and Füllekrug, 1999; Roldugin et al., 2003; Singh et al., 2014) are known to cause such changes in frequencies (of both signs). In contrast, occasional variations in SR intensity with extra-terrestrial origin have been associated only with solar proton events so far (Schlegel and Füllekrug, 1999; Roldugin et al., 2003), and recently, indication for periods with increased SR intensity during geomagnetic storms was demonstrated as well (Salinas et al., 2016; Pazos et al., 2019). We note that variations in SR were also reported connected to seismic activity (e.g., Christofilakis et al., 2019; Galuk et al., 2019; Florios et al., 2020; Hayakawa et al., 2020).
SR measurements have also revealed the long-term solar cycle modulation of SR frequencies (e.g., Kulak et al., 2003a; Kulak et al., 2003b; Sátori et al., 2005; Ondrášková et al., 2011; Nickolaenko et al., 2015; Musur and Beggan, 2019; Koloskov et al., 2020) which has been attributed to the more than two orders of magnitude difference in solar X-ray flux between the minimum and maximum of solar activity (Sátori et al., 2005; Williams and Sátori, 2007). This effect is inherently non-uniform as only the sunlit portion of the lower ionosphere is affected by X-rays (and EUV radiation). It is to be noted that the long-term modulation of SR frequencies can be observed at all SR stations around the globe just as in the case of transient extra-terrestrial phenomena (X-ray bursts, solar proton events) discussed above.
In 2015 long-term SR intensity records from the Ukrainian Antarctic station “Akademik Vernadsky” were published which clearly showed a pronounced solar cycle modulation (up to 60%) of SR intensity (Nickolaenko et al., 2015), just as in an earlier paper by Füllekrug et al. (2002) using data from the Antarctic station Arrival Heights. Recently, Koloskov et al. (2020) reported that SR intensity records at the Vernadsky station are still in phase with the solar cycle and that a new SR station began operation at Svalbard in the Arctic in 2013 that also shows the solar cycle modulation of SR intensity. The origin of this effect is a challenging question as satellite observations do not show a solar cycle variation in the intensity and distribution of lightning activity (which is recognized as the primary origin of SR intensity variations) (Christian et al., 2003; Williams et al., 2014; Williams, 2016). Furthermore, as highlighted above, there is little clear evidence reported in the literature so far regarding the direct influence of extra-terrestrial processes on SR intensity over shorter timescales which could form the basis of the longer-term modulation from the solar cycle. In studies by Williams et al. (2014) and Sátori et al. (2016) the authors argued that energetic electron precipitation (EEP) may account for the observed interannual SR intensity modulation by affecting the ionospheric height locally over the observer. As for the physical basis the authors suggested (following Sentman and Fraser, 1991) that the energy flux through the waveguide, parallel with the Earth’s surface, must be conserved and when the local height is reduced by EEP, the magnetic field and attendant intensity must increase locally (a scenario illustrated in Figure 9). However, until now no direct evidence has been presented in the literature supporting the suggested EEP-effect on SR either on the solar-cycle or on shorter timescales.
Energetic particles are trapped in the magnetosphere in radiation belts (RBs). They are heated to relativistic energies (from several tens of keV up to the order of MeV) by various wave particle interactions (WPI), field line reconnection processes and large-scale electric fields (see e.g., Baker et al., 2018). Particle acceleration, as well as losses from pitch angle scattering into the atmosphere, can be intensified during geomagnetic storm periods in space weather events (Reeves et al., 2003). The characteristic timescale of single precipitation loss events reflects the duration of the causative source mechanism, and generally falls in the sub-second to hours range.
The expected effect of electron precipitation on SR depends in part on the characteristic penetration depth of the electrons into the atmosphere (Sátori et al., 2016) and the main factor determining the penetration depth of precipitating electrons is their energy (Rees, 1989), as illustrated in Figure 1. Model calculations (Artamonov et al., 2017; Mironova et al., 2019a) show that the upper (“magnetic”) boundary of the Earth–ionosphere cavity resonator (near 90–110 km) (Sátori et al., 2005; 2016) is strongly affected by precipitating electrons in the 1–30 keV energy range. However, EISCAT incoherent scatter radar measurements show that the electron density can increase dramatically down to ∼70 km during strongly ionizing EEP events (Belova et al., 2005; Miyoshi et al., 2015). This observation suggests that electrons in the energy range of 30–300 keV can influence the upper (“magnetic”) boundary of the Earth–ionosphere cavity resonator as well (Figure 1). It is important to note that Figure 1 illustrates only necessary conditions that energetic electrons will lower the local ionospheric height. Sufficient conditions involve the orders-of-magnitude increase in ionizing flux of energetic electrons, as discussed earlier for X-radiation (Williams and Satori, 2007).
[image: Figure 1]FIGURE 1 | Ionization rates versus altitude for monoenergetic electron flux based on the models described in Artamonov et al., 2017 and Mironova et al., 2019a.
The paper by Toledo-Redondo et al. (2012) is a pioneering work on long-term quasi-global variations in the night-time height of the Earth–ionosphere cavity. Based on the extraction of the waveguide cutoff frequency in DEMETER satellite observations, the authors showed that the effective height of the waveguide was anti-correlated with the solar activity between 2006 and 2009.
A collection of simultaneously recording ELF stations is needed to characterize the deformation of the Earth–ionosphere cavity. In this paper our first objective is to extend the published set of long-term SR intensity records by presenting new results from the high latitude (|lat| > 60°) stations: Hornsund (Svalbard), Syowa (Antarctica) and Maitri (Antarctica), from the mid-high latitude (50° < |lat| < 60°) stations: Eskdalemuir (United Kingdom) and Belsk (Poland), and from the low latitude (|lat| < 30°) station: Shillong (India), as well as an extended set of measurements from the high latitude Ukranian stations in the Arctic (Sousy) and Antarctic (Vernadsky). SR observations are compared with long-term fluxes of precipitating 30–300 keV electrons provided by the National Oceanic and Atmospheric Administration (NOAA) Polar Operational Environmental Satellites (POES) and with electron precipitation events identified in Super Dual Auroral Radar Network (SuperDARN) measurements in Antarctica (Bland et al., 2019). An extended set of the global waveguide’s effective height, as observed in the survey electric field ELF-VLF spectra recorded by the French DEMETER satellite (Toledo-Redondo et al., 2012), is also presented and analyzed.
DATA AND METHODS
SR Data
In this paper we present long-term induction coil measurements from eight different SR stations which observe the variation of the horizontal magnetic field in the lowest part of the ELF band and analyze monthly average magnetic intensities of the first SR mode. Figure 2 shows the location of the SR stations as well as the great circle paths (GCPs) of the wave propagation directions in which the coils are most sensitive. A common map is shown for the Hornsund and Sousy stations in Figure 2 as these two stations are in close proximity (within 150 km, both at Svalbard) compared to the wavelength of ELF waves (of the order of 10 Mm). Induction coils are usually aligned with the local geographical meridian and perpendicular to it, except at the Syowa station where they are oriented along the geomagnetic north-south and east-west directions (Figure 2F).
[image: Figure 2]FIGURE 2 | The location of the (A) Hornsund (HRN)/Sousy (SOU), (B) Eskdalemuir (ESK), (C) Belsk (BEL), (D) Vernadsky (VRN), (E) Maitri (MAI), (F) Syowa (SYO) and (G) Shillong (SHI) SR stations (turquoise squares) and the wave propagation directions (great circle paths) for which the coils are the most sensitive (HNS = green, HEW = orange). Note that at the SYO station the coils are oriented along the geomagnetic north-south and east-west directions. The background world maps show the distribution of precipitated 30–300 keV electrons in 1 × 1 degree spatial resolution in 2005 (yielding the highest precipitation fluxes in the time interval investigated in this study) provided by the NOAA-15 satellite. The polar views (|lat| > 40°) of the Northern (H) and Southern (I) Hemispheres together with the location of the high- and mid-high latitude SR stations and the geomagnetic poles (white stars).
The Institute of Geophysics of the Polish Academy of Sciences established SR measurements at the Polish Polar Station Hornsund at Svalbard (HRN; 77.0°N, 15.6°E; L = 14.0; Figure 2A) and at the Central Geophysical Observatory in Belsk, Poland (BEL; 51.8°N, 20.8°E; L = 2.2; Figure 2C) in 2004 and 2005, respectively (Neska et al., 2007; Neska et al., 2019). From the HRN station measured data were processed from September 2004 to October 2020. The main data gaps within this time period are: 06/2006-11/2007, 07-11/2008, 03/2009, 09/2009, 07-08/2011, 09/2015-03/2016 and 01-09/2017 (HEW). From the BEL station the fully processed April 2005–December 2012 time period contains the following data gaps: 06/2005, 08/2005, 04-05/2006 and 01-02/2007. Since the entire dataset had been reprocessed for the present study we describe the applied data processing technique in detail.
Raw time series measurements were bandpass-filtered and 10-min estimates of average power spectral density (PSD) with a frequency resolution of ∼0.2 Hz were generated by applying Welch’s method (Welch, 1967). Welch’s method estimates the PSD by dividing the data into overlapping segments, determining the PSD of each segment and averaging them. In order to minimize the aliasing effect of regional lightning activity and exceptionally intense lightning strokes generating Q-bursts (Guha et al., 2017) the PSD of data segments containing spikes greater than 40 pT in absolute value were omitted before averaging. From the obtained 10-min average PSD the intensity of the first SR mode was determined by means of the weighted average method (Nickolaenko et al., 2015). The peak frequency of the first mode (f1) was calculated from the discrete PSD as:
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and the PSD of the nearest frequency value to this peak frequency was assigned as the intensity of the first SR mode.
SR measurements can easily be affected (contaminated) by different local noise processes (with natural and artificial origin), such as local lightning, wind, human activity, etc. (see e.g., Tatsis et al., 2021; Tritakis et al., 2021). In order to further improve the quality of the results a manual data sanitization step has been carried out before calculating the monthly averaged intensities. Our method relies on the evidence that the daily variation of SR intensity is usually highly similar within a month (Sátori, 1996). Therefore the intensity of the first SR mode was plotted as a function of UT time for all the days within the processed month and days with unusual daily intensity variation were excluded when calculating the monthly average.
SR measurements are carried out by the British Geological Survey at Eskdalemuir Observatory (ESK; 55.3°N, 3.2°W; L = 2.7; Figure 2B) near the Scottish Borders of the United Kingdom since September 2012 (Beggan and Musur, 2018; Musur and Beggan, 2019). For the present study processed data are available from June 2012 to December 2020 with a few gaps in the record. Details about the station and data processing can be found in Musur and Beggan (2019).
The Institute of Radio Astronomy (IRA) of the National Academy of Sciences of Ukraine established observations at two high latitude SR stations in the Arctic and in the Antarctic, respectively. The Arctic station is located at the Sousy facility of the Tromso Geophysical Observatory (the Arctic University of Norway, UiT) at Svalbard (SOU; 78.1°N, 16.0°E; L = 16.1; Figure 2A) and began operation in September 2013 while the Antarctic station is located in the Western Antarctic at the Ukrainian station “Akademik Vernadsky” (VRN; 65.25°S, 64.25°W; L = 2.6; Figure 2D) and began operation in March 2002. From the SOU station data are available from September 2013 to August 2020 with data gaps in 04/2014, 05/2014, 07/2016 while from the VRN station data are available from March 2002 to April 2020 with one long gap between 09/2009 and 03/2010. For more information about the stations and data processing we refer to the paper of Koloskov et al. (2020). Here we note only that data segments with distorted SR spectra were removed from the VRN and SOU databases before averaging. From the VRN station an extended dataset of the spectral intensity at 11 Hz (between the first and second resonance peaks) is also presented (Koloskov et al., 2020). Later in this study we show that a substantial portion of long-term SR intensity variations are related to changes in the quality factor (Q-factor) of the Earth–ionosphere cavity, which characterizes the rate of energy dissipation at a given resonance mode (Madden and Thompson, 1965; Kulak et al., 2003a). The investigation of spectral intensity between the first and second resonance peaks (near 11 Hz) is motivated by this observation as it is expected to have only a minor dependence on the Q-factor of the cavity. We note that recording at the frequency of about 11 Hz was originally proposed and implemented by Fraser-Smith et al. (1991a), Fraser-Smith et al. (1991b).
The Indian Antarctic station Maitri (MAI; 70.8°S, 11.7°E; L = 5.0; Figure 2E) is located in the Eastern Antarctic and SR data from the station are available from March 2010 to December 2019 with data gaps in 04/2018, 11-12/2018 (HEW) and 11/2019. It is important to note that at the Maitri station the magnetic coils were oriented initially along the geomagnetic north-south and east-west directions. However, by the end of 2012 they were reoriented along the geographic main directions. In order to work with a homogeneous dataset and to be consistent with the other SR stations, SR intensity values from Maitri are shown only from January 2013 in the present study. For more information about the station we refer to the paper by Manu et al. (2015). Low latitude SR measurements are available from the Shillong station (SHI; 25.92°N, 91.88°E; L = 1.15; Figure 2G) in India (Rawat et al., 2012) from January 2008 to December 2016 with data gaps in 07/2008, 05/2014 and 01-04/2015. Raw SR measurements from SHI were processed with the same technique as described for the HRN and BEL stations.
The induction coil magnetometers at the Japanese permanent research station Syowa (SYO; 69.0°S, 39.6°E; L = 6.3; Figure 2F) were set up in February 2000 and processed data are available for the present study from January 2006 to December 2015 with data gaps in 03/2008, 07/2008, 06-07/2014 and 06-08/2015. At the SYO station the coils are aligned with the geomagnetic north-south and east-west directions (D = −48.5° in the year of installation). For more information about the station we refer to the paper by Sato and Fukunishi (2005). For the SYO data the same manual data sanitization process as for the HRN and BEL data has been applied.
EEP Observations
Satellite Measurements
The flux of precipitating E > 30 keV, >100 keV, >300 keV electrons is provided by the T0 telescope of the Medium Energy Proton and Electron Detector (MEPED) instrument (as part of the Space Environment Monitor 2 instrument package) onboard the NOAA-15 satellite (Rodger et al., 2010). Electrons that are detected by the T0 telescope (pointing outward along the local zenith) on the quasi-polar (98.70°), Sun-synchronous, low earth orbit (LEO) (∼807 km) of the NOAA-15 satellite are in the atmospheric loss cone and will enter the atmosphere (Rodger et al., 2010). However, it is to be noted that the T0 telescope detects particles only near the center of the atmospheric loss cone and therefore underestimates the total flux of precipitating electrons (Rodger et al., 2010; van de Kamp et al., 2016; Mironova et al., 2019b).
To demonstrate the typical geographical configuration of the propagation paths (great circle paths) corresponding to the different SR stations and the electron precipitation-affected areas the distribution of precipitated 30–300 keV electrons (as a sum of the measured flux in the three corresponding channels of the T0 telescope) in 1 × 1 degree spatial resolution in 2005 (yielding the highest precipitation fluxes in the time interval investigated in this study) are displayed in the background in the subplots of Figure 2. As can be seen on the maps three main areas are affected primarily by electron precipitation: two high latitude, zonally continuous stripes in the Northern and Southern Hemispheres which we will refer to hereafter as precipitation belts, and the South Atlantic Magnetic Anomaly in South America. Five of the investigated SR stations (HRN, SOU, VRN, MAI, SYO) lie very close (within 1 Mm and << the wavelength of the ELF waves) to at least one of these areas. Furthermore, some propagation paths cross the South Atlantic Magnetic Anomaly. The great circle path corresponding to the HNS component at the SHI station needs to be highlighted as well which does not cross the precipitation belts at all. Furthermore, the South Atlantic Magnetic Anomaly is also very far from this measuring site. Therefore, we do not expect EEP-related local SR intensity changes in this HNS component.
SuperDARN Measurements
A list of EEP events derived from the Syowa East SuperDARN radar was used to identify individual EEP-related anomalies in our SR records in June 2011. Although SuperDARN radars are designed primarily for detecting plasma structures in the E and F region ionospheres (Greenwald et al., 1995; Chisham et al., 2007), they can also be used to estimate HF radio wave attenuation in the ionospheric D region using an approach similar to riometry (Bland et al., 2018). In this study we use the EEP event list for the Syowa East SuperDARN radar described in Bland et al. (2019). This radar is located in Antarctica at 69.00°S, 39.58°E (geographic), so all of the June 2011 events were observed under night-time/twilight conditions.
Sunspot Number and AE Index
The traditional sunspot number is used to characterize the magnitude and length of the solar cycles and to identify the year(s) of the maximum and minimum solar activities. The auroral electrojet (AE) index is a measure of geomagnetic activity in the auroral zone (Davis and Sugiura, 1966) and is often applied as an indicator for EEP activity (e.g., Lam et al., 2010). These datasets are available from the OMNIWeb database (https://omniweb.gsfc.nasa.gov/form/dx1.html).
X-Ray Observations
The 0.1–0.8 nm X-ray measurements of the Space Environment Monitor (SEM) instrument onboard the GOES 10 and 15 satellites is used to characterize solar radiation-related changes in the Earth–ionosphere cavity (Sátori et al., 2005; Sátori et al., 2016). Monthly average flux values were determined from the 1-min and 5-min resolution datafiles available from NOAA’s corresponding database (https://satdat.ngdc.noaa.gov/sem/goes/data/avg/).
Satellite-Based Observations of Waveguide Cutoff
Long-term variation of the upper boundary region of the Earth–ionosphere cavity resonator is also investigated in this study by using satellite-based wave recordings. The lower ionosphere forms the highly variable reflecting upper surface of the Earth–ionosphere waveguide (EIWG). Since far from the source, lightning impulses propagate in a guided manner, the effective height of the EIWG (reflecting altitudes) can be observed as suppressions in wave field strength at higher ELF, lower VLF frequencies around the cutoffs of distinct wave modes (see modeling details in Cummer, 2000; Ferencz et al., 2007). This effect is best recognized in case of the 1st guided mode at approximately 1.6 kHz, exhibiting often a lower intensity band in the spectrum of single impulses as well as in time averaged dynamic power spectra of the cavity background field (Toledo-Redondo et al., 2012).
Due to the excitation of the lower ionosphere by waves in the EIWG with the above described character, the wide-band ELF-VLF wave records of LEO satellites also exhibit this specific spectral pattern. The electric field data of the French DEMETER satellite (Berthelier et al., 2006) with a polar LEO orbit has been utilized here to determine guided cutoffs, and thus to follow the change of the cavity’s shape during approximately a quarter solar cycle period. Six years of night-time ELF-VLF spectra (whole years of 2005–2010) recorded at topside altitudes (660–710 km) between 65° geomagnetic latitudes have been analyzed. This uniquely rich, continuous ELF-VLF wave database is composed of power spectrum values under 20 kHz with 19.53 Hz resolution in frequencies and 2.048 s resolution in time (survey mode). Occurrences of wave power minima around the supposed cutoffs and their parameters (minimum frequency, sharpness, reliability factor) has been determined in consecutive spectrum vectors by applying a quadratic fit in the 1.4–1.95 kHz frequency range. The settings of the identifying algorithm have been fine-tuned by using a training set of several hundred of half orbits selected randomly from the whole recording base. In order to suppress noise and still maintain good spatial and temporal resolution, an averaged spectrum of eleven consecutive measurements was found optimal as input data. This step reliably finds the minima (if present) and yields approximately 1.5° spatial resolution in latitude. The effective height corresponding to the cutoff frequency is then determined by applying the condition for the transverse resonance (see e.g., Bliokh et al., 1977) of the waveguide (Toledo-Redondo et al., 2012):
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We present annual averages of the effective height for different latitudinal domains. Raw data consisting of satellite coordinates, times at the mid positions of the averaged recording set and the parameters of the identified effect were stored for later analysis. The investigated domains consist of various geomagnetic latitudes: low- (|mlat| < 20°), mid- (20° ≤ |mlat| < 50°) and mid-high (50° ≤ |mlat| ≤ 65°). Data points corresponding to the South Atlantic Magnetic Anomaly (defined as −50° ≤ |lat| ≤ 0° and −90° ≤ lon ≤ 40°) were excluded when calculating the yearly averages.
RESULTS
Results Based on SR Measurements
Multi-station Schumann resonance observations are used in this study to investigate long-term variations in SR intensity, selected year-to-year variations, and short-term variations attributable to single EEP events that affect both magnetic hemispheres. These topics are addressed in three separate sections below.
Long-Term Variations
Figure 3 displays the collection of SR intensity records available for the present study in the time window spanning about one and a half solar cycles between 2002 and 2020 (solar cycles 23 and 24) together with selected indicators of the solar and geomagnetic activity and of EEP. Subplot Figure 3A shows the monthly average values of the sunspot number, the AE index and the X-ray flux. The EEP flux of 30–300 keV electrons in daily (black) and monthly (red) time resolution are shown in Figure 3B. The EEP flux in daily time resolution is included to demonstrate its highly variable nature. The precipitation fluxes can vary by 3 orders of magnitude within a few days during geomagnetic storms (Clilverd et al., 2010). The long-term records of the first SR mode’s intensity in the HEW and HNS magnetic field components are shown in monthly time resolution from the Sousy (SOU), Hornsund (HRN), Eskdalemuir (ESK), Belsk (BEL), Shillong (SHI), Vernadsky (VRN), Maitri (MAI) and Syowa (SYO) stations in Figures 3C–J. From the different stations SR data are available in the time windows described earlier in Section Data and Methods.
[image: Figure 3]FIGURE 3 | (A) Monthly average values of the sunspot number (turquoise), the AE index (blue) and the X-ray flux (GOES-10: gold, GOES-15: dark gold), (B) 30–300 keV electron precipitation fluxes in daily (black) and monthly (red) time resolution as well as the long-term records of the first SR mode’s intensity in monthly time resolution at the (C) Sousy (SOU), (D) Hornsund (HRN), (E) Eskdalemuir (ESK), (F) Belsk (BEL), (G) Shillong (SHI), (H) Vernadsky (VRN), (I) Maitri (MAI) and (J) Syowa (SYO) SR stations. Gray background highlights years with exceptional SR intensities.
As can be seen in Figure 3A, the X-ray flux follows the time variation of the sunspot number in contrast to the AE index which has a distinct phase delay with respect to the solar maxima after 2002 and 2014/2015, and also shows extraordinary behavior in 2012 and in 2013 preceding the last solar cycle maximum in 2014. A good correlation is evident between the time series of the AE index and the 30–300 keV EEP fluxes as shown in Figures 3A,B. We note that a moderate annual variation is present in both parameters with Northern Hemisphere (NH) summer maxima as noted in earlier works (e.g., Suvorova, 2017; Lockwood et al., 2020).
The SR intensity records in Figures 3C–J show a complex behavior. On one hand a seasonal variation is present in the data with the highest intensity values usually observed in NH summer months. This general behavior is in accordance with the NH summer annual maxima in the magnitude of global lightning activity (Sátori, 1996; Christian et al., 2003). We also note the presence of semi-annual variations (with spring and autumn peaks) at some SR stations (Sátori and Zieger, 1996). The absolute level of SR intensity may show up to an order of magnitude difference station-by-station. We attribute this observation primarily to the different source-observer geometries but it could also hint to problems with the absolute calibration of the stations. Calibration issues are the most likely explanation for the eye-catching differences between the SR intensity records of the SOU and HRN stations which should be almost the same based on the close proximity of the stations.
On the other hand, the solar cycle modulation is evident at all SR stations and is in phase with the solar cycle (as indicated by the sunspot number). The solar cycle modulation of SR intensity is usually more pronounced in one of the magnetic field components: in the HEW component at the VRN and SHI stations and in the HNS component at the SOU, HRN, ESK, BEL, MAI and SYO stations. Years with exceptionally high SR intensities in these field components (in comparison with neighboring years) are highlighted with grey background in Figures 3C–J: 2016 at the SOU; 2005, 2012, 2013 and 2016 at the HRN; 2012, 2013 and 2016 at the ESK; 2005 and 2012 at the BEL; 2013 at the SHI; 2005, 2012 and 2014 at the VRN; 2014 and 2016 at the MAI and 2012 and 2013 at the SYO stations. These exceptional years in SR intensity, which can be found in the declining phase of the solar cycles (2005, 2015, 2016) or in the vicinity of the solar cycle maxima (2012, 2013, 2014), are in agreement with enhanced levels of EEP as indicated by the AE index and the 30–300 keV EEP fluxes. As the solar cycle modulation of SR intensity is clearly present at the two mid-high latitude stations (ESK and BEL) and at the one low latitude (SHI) station as well, the effect is not confined to high latitudes.
The magnitude of the annual variation in SR intensity tends to follow the solar cycle as well. This behavior is in keeping with the suggestion of the solar cycle modification of cavity height. Higher magnitudes can be identified in the years near the solar maxima and smaller ones near the solar minimum (see Figures 3C–J). This observation had been noted earlier for the total horizontal magnetic field by Koloskov et al. (2020). To take a closer look at this phenomenon we have removed the yearly averages from the VRN records for each (HNS, HEW) field component and plotted the residuals (ΔI) in Figure 4. The solar cycle modulation of the annual SR intensity variation is different for the two field components at the VRN station. It is clearly more pronounced in the HEW component for the one and a half solar cycle between 2002 and 2020. At the VRN station the HEW component also shows the stronger modulation in its overall level (as compared to the HNS component) (see Figure 3H). The magnitude of the annual variation in the HEW component is the largest in 2012, second largest in 2014 and third largest in 2002. The smallest magnitude appears near the solar minimum in 2008. The solar cycle modulation of the HNS component is considerably smaller. Nevertheless, the minimum in the magnitude of the annual variation near the solar minimum in 2008/2009 and the maximum near 2012 is clearly visible in the HNS component as well.
[image: Figure 4]FIGURE 4 | (A) Monthly average values of the sunspot number (turquoise), the AE index (blue) and the X-ray flux (GOES-10: gold, GOES-15: dark gold) as well as the residual monthly average SR intensities for the (B) HEW and (C) HNS components at the Vernadsky (VRN) station (see the main text for more details).
In order to quantify the solar cycle modulation of SR intensity we derived yearly averages and normalized them with the intensity values corresponding to the solar minimum year 2009 (δI) for the four SR stations exhibiting the longest records: HRN, SHI, VRN and SYO (Figure 5). It follows that the 100% corresponds to the year 2009 for each component of each station in the figure. When calculating the yearly averages some missing values were determined with interpolation using the SR intensity values of the neighboring months (in case of 1 missing month) or based on the same months measured in the neighboring years (in case of >1 adjacent missing months). If neither of these two approaches was feasible for any year, that year was omitted. The long-term records of spectral intensity at 11 Hz are also displayed for each (HNS, HEW) field component from the VRN station in the same format.
[image: Figure 5]FIGURE 5 | (A) Monthly average values of the sunspot number (turquoise), the AE index (blue) and the X-ray flux (GOES-10: gold, GOES-15: dark gold) as well as the normalized yearly averages of the first SR mode’s intensity at the (B) HRN, (C) SHI, (D) SYO and (E) VRN stations and (F) of the intensity at 11 Hz at the VRN station.
As we stated earlier in this section, solar radiation-related changes in the Earth–ionosphere cavity are expected to follow the solar cycle (as indicated by the sunspot number) while EEP-related changes are expected to deviate from that cycle and to show a common behavior with the AE index. Next we investigate the normalized yearly average intensities displayed in Figure 5 in this aspect. The relative SR intensity values corresponding to the first resonance mode generally follow the different phases of the solar cycle. However, this statement is rather true for the field component exhibiting smaller long-term variability (HEW at HRN and SYO, HNS at SHI and VRN) while in the more variable field component (HNS at HRN and SYO, HEW at SHI and VRN) the largest intensity enhancements are present in years of AE extremities like in 2005, 2012 and 2015. In these years, intensity enhancements of ∼20–35% can be observed at the HRN, SHI and SYO stations while at the VRN station (showing the largest variation in intensity) the enhancements are as high as 40–60% (Table 1). We also note that the long-term record of the VRN station mirrors the magnitude difference between solar cycle 23 and 24, i.e. higher intensity values correspond to previous one. The year of 2012 yields the highest relative SR intensity values at all four SR stations. Regarding the relative SR intensity values corresponding to 11 Hz at VRN the HEW component shows enhanced values (∼20%) in the years of AE extremities (2005 and 2012) (Table 2) while the HNS component exhibits a general decreasing trend throughout the investigated time period. The origin of this decreasing trend in the data is not clear at the moment.
TABLE 1 | Normalized yearly averages of the first SR mode’s intensity for the years 2005, 2009, 2012 and 2015.
[image: Table 1]TABLE 2 | Normalized yearly averages of ELF intensity of 11 Hz at VRN for the years 2005, 2009, 2012, 2015.
[image: Table 2]Year-to-Year Comparisons
As confirmed by Figure 5, it is not always the solar cycle maximum that yields the highest SR intensity values. This observation is in accordance with electron precipitation fluxes presented in Figure 3B. In Figure 6 we present the electron precipitation conditions for the Northern and Southern polar regions in the solar minimum year 2009, the solar maxima years 2002 and 2014 as well as in selected years with exceptionally high SR intensity values: 2005 and 2012, based on NOAA-15 electron precipitation fluxes. In general, the yearly averaged flux values go up and down together in all regions affected by EEP in the selected years. The year 2005 is in the declining phase of the 23rd solar cycle while 2012 is close to the last solar maximum year of 2014. Electron precipitation is clearly the weakest in the solar minimum year of 2009 as expected. However, only a small (less than one order of magnitude) increase is noticeable from 2009 to the solar maximum year of 2014. The solar maximum year of 2002 yields larger fluxes than the solar maximum year of 2014 (around one order of magnitude larger compared to the solar minimum year of 2009). On the other hand, a remarkable increase of electron precipitation flux is identifiable in the selected years 2005 and 2012 yielding exceptionally high SR intensity values as well. The enhancement is around two orders of magnitude in 2005 as compared to the solar minimum year of 2009. This robust change in EEP flux is of the same order of magnitude as the variation of solar X-rays on the solar cycle timescale (Figure 5A) (Sátori et al., 2005; Williams and Sátori, 2007).
[image: Figure 6]FIGURE 6 | The distribution of precipitated 30–300 keV electrons for the Northern (A) and Southern (B) polar regions for the years 2002, 2005, 2009, 2012 and 2014, together with the location of the high and mid-high latitude SR stations and the geomagnetic poles (white stars).
Short-Term Variations Synchronous in Two Hemispheres
The well-organized motions of energetic electrons along the magnetic field lines suggest that EEP events and their associated cavity deformation may often be quasi-synchronous in the Northern and Southern Hemispheres. Figure 7 shows SR intensity records for two selected days from June 2011 (14 June and 23 June) together with independently identified EEP events based on Syowa East SuperDARN radar measurements from the event collection of Bland et al. (2019). To identify non-standard (not lightning-related) variations in the diurnal SR intensity records, quiet day diurnal SR intensity curves were determined for each field component of each station for June 2011. Quiet days were selected based on the AE index as days with AE values smaller than 400 nT. Figure 7 contains the average diurnal variation of these quiet days and in addition the corresponding standard deviations. In order to investigate whether EEP events are able to modify the global Q-factor of the Earth–ionosphere cavity resonator we applied the Lorentzian fitting technique (see e.g., Mushtak and Williams, 2002) on SR spectra from the Hornsund station. In Figure 7 the extracted Q-factors are displayed in the same format as the SR intensity records.
[image: Figure 7]FIGURE 7 | Comparison of EEP events (with respective time intervals shaded and dotted) identified in Syowa East SuperDARN radar measurements by Bland et al. (2019) and SR intensity records (HEW: orange, HNS: green) for June 14, 2011 (A) and June 23, 2011 (B). The top row shows the time variation of the AE index (blue) and the radio wave absorption values in the D-region (red) at 10.2–10.5 MHz as inferred from the radar measurements. SR intensity records from the SYO, VRN and HRN stations for the selected days (thick curves) are displayed together with the average diurnal variation of quiet days (thin curves in same color) and the corresponding standard deviations (same color shaded area) (see the main text for more details). The last row of the figure shows Q-factor records from the HRN station that tend to be enhanced during EEP events.
On June 14, 2011 the strongest EEP event within the day can be observed between 09:20 and 14:30 UT at Syowa with radio wave absorption values greater than 2 dB (Figure 7A). The event starts with a substantial increase of the AE index. SR intensity clearly increases during the event not only in the HNS component at Syowa (so near the radar) but in the Northern Hemisphere under daytime conditions at the Hornsund (HRN) station as well where increased Q-factor values (by ∼10–30%) can be observed during the event. The relative increase of SR intensity is as large as 50–100% at Syowa during this event. On June 23, 2011 several strong (absorption >3 dB) EEP events occured between 00:00 and 13:00 UT and one other event can be observed between 21:00 and 23:30 UT. The imprint of these events can be identified in both field components at SYO, in the HNS component at HRN (with increased Q-factor values by ∼10–30%) as well as in the HEW component at Vernadsky (VRN), even though the VRN station lies in a considerably different longitudinal sector than Syowa. This documented synchronous behavior provides evidence for the large spatial extents of the EEP events (∼4 h magnetic local time extent).
Results Based on DEMETER Measurements
The effective height of the Earth–ionosphere waveguide as inferred from DEMETER satellite measurements of the waveguide cutoff frequency at night-time (see Section Satellite-Based Observations of Waveguide Cutoff for details) can be regarded as a quantity providing an independent view on the deformation of the Earth–ionosphere waveguide. Figure 8 shows the yearly average values of the effective height from 2005 to 2010 corresponding to low-, mid- and mid-high geomagnetic latitudes.
[image: Figure 8]FIGURE 8 | Yearly averages of the Earth–ionosphere waveguide’s effective height based on DEMETER observations. A similar solar cycle modulation is evident in each of three latitude ranges.
In general, the Earth–ionosphere waveguide height seems to be the lowest at mid-high latitudes while it is the highest at midlatitudes with average height values of 90.4 and 91.8 km, respectively. The effective height is also smaller at low latitudes (90.7 km) as compared to midlatitudes (91.8 km). Regarding the long-term trend in the data, the solar cycle variation is evident in all the investigated domains. Table 3 summarizes the relative height differences between 2005 and the solar minimum year of 2009 for low-, mid- and mid-high geomagnetic latitudes. The relative height difference is the greatest at mid-high latitudes (which represent the highest observed latitudes in this case) (2.2%) and the smallest at low latitudes (1.2%).
TABLE 3 | Relative differences in the waveguide’s effective height between 2005 and the solar minimum year of 2009 for low-, mid- and mid-high geomagnetic latitudes.
[image: Table 3]DISCUSSION
In this section, we suggest a general interpretation for the results obtained, before attempting to estimate the height changes of the Earth–ionosphere cavity associated with EEP. Finally, we describe the most important characteristics of our SR- and DEMETER-based results.
Solar X-Rays and EEP: The Two Main Effects to be Considered
In order to interpret correctly the obtained results it is first important to state that although SR intensity variations are generally connected with changes in the distribution and/or intensity of global lightning activity, satellite observations of lightning activity do not show any significant solar cycle variation on the global scale (Christian et al., 2003; Williams et al., 2014). This is in line with the observation that the total energy output from the Sun varies on the order of 0.1% throughout the solar cycle (Fröhlich and Lean, 1998). Therefore, the solar cycle modulation of SR intensity needs to be accounted for by long-term changes in the Earth–ionosphere cavity, i.e., by changes in the propagation conditions of ELF waves. As the solar cycle variations in Galactic Cosmic Rays (GCR) is considered to have only a negligible effect (<1%) on the intensity SR (Sátori et al., 2005) hereafter we discuss the possible effects related to the Sun.
Two fundamental mechanisms can be distinguished for the Sun-related impact on the near-Earth environment: one based on photons and the other on charged particles. The majority of solar photons arrive in the Earth’s equatorial zone while charged particles precipitate in the upper atmosphere in the high latitude precipitation belts and in the South Atlantic Magnetic Anomaly (Figure 2). The long-term behavior of these two effects is markedly different on the solar cycle timescale. While the flux of solar photons generally follows the solar cycle, the precipitation of charged particles does not (Asikainen and Ruopsa, 2016) (Figure 3). We documented both of these behaviors in long-term SR intensity records of different field components at different stations (Figure 5). Therefore, we suggest that a combined effect of photons and charged particles needs to be considered to account for all our SR-based observations (as illustrated in Figure 9).
[image: Figure 9]FIGURE 9 | Illustration of the deformation of the Earth–ionosphere cavity at solar minimum (A) and solar maximum (B). At solar maximum X-rays and EEP reduce the cavity height more significantly (dominantly over low- and high latitudes, respectively) which results in enhanced SR intensity values beneath the deformed regions.
The long-term solar cycle modulation of the Earth–ionosphere cavity by solar X-rays had been first documented by Sátori et al. (2005) based on long-term SR frequency records. Both SR frequencies and Q-factors observed at different stations exhibited maxima during the two solar maxima in 1992 and 2002 and minima in 1996. The observed variations were interpreted on the basis of a uniform cavity and the presence of two characteristic ionospheric layers (Greifinger and Greifinger, 1978; Mushtak and Williams, 2002). The height and scale height of the lower (electric) layer were considered to be invariant over the solar cycle while for the upper (magnetic) layer the authors inferred a height decrease of 4.7 km and a scale height decrease from 6.9 to 4.2 km for the first SR mode from solar maximum to solar minimum. These changes result in an increase of the resonator’s Q-factor by 12–15% (Sátori et al., 2005). The intensity of a damped simple harmonic oscillator is known to be proportional to the square of its Q-factor (Feynman et al., 1963), in agreement with the theoretical description of SR (Nelson, 1967, Eqs 2–24; Williams et al., 2006). It follows that a 12–15% change in the Q-factor of the Earth–ionosphere cavity can result in a 25–30% increase of the first SR mode’s intensity. This estimate is in agreement with the relative SR intensity values corresponding to the HNS component at the SHI and VRN stations (Figure 5). As the Q-factor is a general property of the Earth–ionosphere cavity this effect should contribute to the long-term SR intensity variation at all SR stations around the globe.
The phenomenon involving charged particles deposited into the atmosphere through various heliophysical and geomagnetic processes is called energetic particle precipitation (EPP). EPP covers a wide variety of charged particles but protons and electrons are the two main constituents to be considered with significantly high fluxes (Mironova et al., 2015). As it has been stated in earlier works (Williams et al., 2014; Sátori et al., 2016) proton events are too sporadic in time to yield the observed persistent long-term modulation of SR intensity. Therefore, we consider the precipitation of electrons hereafter which is usually referred to as energetic electron precipitation (EEP).
The expected effect of EEP on SR strongly depends on the characteristic penetration depth of the electrons into the atmosphere. SR are primarily responsive to two specific altitude regions where the ionospheric dissipation is predominant (Sátori et al., 2016). These are usually referred to as the electric (capacitive) and magnetic (inductive) heights (Madden and Thompson, 1965; Greifinger and Greifinger, 1978) to be found at around 50–60 km and 90–110 km altitudes, respectively (Mushtak and Williams, 2002; Greifinger et al., 2007; Kulak and Mlynarczyk, 2013). The main factor determining the penetration depth of precipitating electrons is their energy (Figure 1). Model calculations show that the magnetic height can be affected by electrons in the 1–30 keV energy range while the electric height only by electrons with energy above 300 keV (Rees, 1989; Sátori et al., 2016; Artamonov et al., 2017; Mironova et al., 2019a). However, EISCAT incoherent scatter radar measurements show that in connection with EEP the isopycnic surfaces of electron density can occasionally descend by some tens of kilometers in the high latitude D- and E-region (Belova et al., 2005; Miyoshi et al., 2015). To account for such a large decrease in the SR magnetic height the effect of 30–300 keV electrons needs to be considered as well. Generally, it is true that the lower the energy of electrons the higher the precipitated flux and the more continuous the precipitation in time (Lam et al., 2010). Therefore, to account for the long-term modulation of SR intensity, electrons in the 1–300 keV energy range (affecting the magnetic height of SR) are the best candidates. This energy range covers both auroral and radiation belt electrons (Mironova et al., 2015). EEP is expected to affect the height of the Earth–ionosphere cavity and the measured magnetic field locally where precipitation occurs consistent with the conservation of energy flux (Sentman and Fraser, 1991; Williams et al., 2014; Sátori et al., 2016). A permanent local decrease in the magnetic height is expected to modulate the amplitudes of all natural variations in SR intensity on all timescales as shown for the magnitudes of the annual variation in Figure 4.
We also showed that EEP events are able to modify the Q-factor of the Earth–ionosphere cavity (Figure 7) which is in line with our observation that they can affect both hemispheres as well as large longitudinal regions. This effect may result in globally observable changes in SR intensity but this aspect needs to be investigated further in the future. It is possible that the long-term 12–15% change in the Q-factor of the Earth–ionosphere cavity documented by Sátori et al. (2005) may involve EEP-related changes as well.
Two important pieces of evidence were shown in this paper for an EEP-related deformation of the Earth–ionosphere cavity. First, exceptional increases of SR intensities were documented in certain years, as in 2005 and 2012 (Figure 5), which are not solar maximum years, but are characterized by enhanced electron fluxes (Figure 6). Based on satellite observations Asikainen and Ruopsa (2016) reported on enhanced electron precipitation at >30 and >100 keV fluxes related to Coronal Mass Ejections (CMEs) in 2005 and 2012 which is in agreement with our findings. Second, direct observation of EEP-related SR intensity enhancements were presented at widely separated SR stations on two selected days in June 2011 (Figure 7).
Estimating the Long-Term Ionospheric Height Changes Associated With EEP
In this section we estimate the long-term average ionospheric height changes associated with EEP for the HEW component at the VRN station yielding the highest intensity variation on the solar cycle timescale (40–60%) (Table 4). If we accept that 25–30% of the observed SR intensity enhancement is attributable to a global change of the cavity’s Q-factor (independently of whether this change is related solely to X-rays or to EEP as well) the remaining 15–30% in years with the largest enhancement can be considered to be related to the local waveguide deformation caused by EEP.
TABLE 4 | Observed SR intensity variations at the VRN station in the HEW field component and the predicted contributions of global Q-factor- and local ionospheric height changes.
[image: Table 4]We estimate the EEP-related height changes of the waveguide from the intensity at 11 Hz (the first minimum between the first and second resonance peaks) which can be considered to be mostly unaffected by the Q-factor of the cavity. Greifinger et al. (2005) have made predictions for changes in the SR amplitude as a function of the ionospheric height above the source and above the observer in the form of symbolic equations. According to these equations the measured magnetic intensity at a given frequency is proportional to the reciprocal value of the squared local magnetic height. It follows that the 20–25% intensity enhancements documented at 11 Hz in 2005 and 2012 (which are in a good agreement with the resonance mode-based estimation of 15–30%) correspond to an average magnetic height decrease of ∼10% at VRN.
This average decrease in the magnetic height is considerably smaller than the decrease of isopycnic surfaces during an EEP event as observed by the EISCAT radar, with enhanced ionization down to ∼70 km (e.g., Miyoshi et al., 2015). Although EEP events are very common especially near solar maximum and can result in SR intensity enhancements in order of 50–100% (as shown in Figure 7), they are not permanent and each event is often confined to a limited longitudinal range (Clilverd et al., 2007; Bland et al., 2021). Therefore, the smaller percentage average increase of SR intensity and the inferred decrease in the magnetic height is reasonable on the interannual timescale.
Interpretation of SR-Based Results
As can be seen in Figure 5 and Table 1 the solar cycle modulation of SR intensity can be different station-to-station depending on the station location and on the wave propagation path corresponding to the measured field component. A deformation in the Earth–ionosphere cavity is expected to affect SR intensity locally where the deformation occurs, whereas a change in its Q-factor is expected to affect SR intensity (I) globally, for all propagation paths that cross the affected area(s). As we stated earlier, we aimed to describe these effects by two simple formulas:
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where Q and Hm denote the Q-factor of the cavity and its local magnetic height, respectively. The solar cycle modulation of the HNS field component at the SHI and VRN stations can be well described by the X-ray-related global variation of the cavity’s Q-factor and the HEW field component at the VRN station by the combined effect of the Q-factor variation and an EEP-related height decrease of ∼10%.
At different SR stations the wave propagation directions corresponding to the perpendicular magnetic coils are differently affected by EEP. It seems to be generally true that the longer the propagation path crosses the precipitation-affected area(s) the larger the solar cycle modulation of SR intensity. It is usually the HNS coil, sensitive to the east-west propagation direction, which yields propagation paths with greater extents beneath the precipitation belt. This is the case for the high latitude SOU, HRN, MAI and SYO stations (see Figures 2A,E,F) where the solar cycle modulation is indeed larger in the HNS component as compared to the HEW component (Figures 3, 5). The HNS coil is also more responsive at the two mid-high latitude SR stations ESK and BEL in spite the fact that the GCPs corresponding to the HNS component at these two stations do not cross the northern precipitation belt according to Figures 2B,C. This result may indicate that the precipitation belts are more extended towards lower latitudes as shown by the POES data. Towards lower latitudes the flux of precipitating 30–300 keV electrons decreases and POES is known to underestimate flux values below ∼104–105 electrons/cm2/sec/ster (van de Kamp et al., 2016; van de Kamp et al., 2018).
The magnetic height of SR is affected by electrons with energies lower than 30 keV (the lowest channel of POES satellites) and these electrons may form wider precipitation belts. At the VRN and SHI stations the SR response is more pronounced in the HEW coil, sensitive to the north-south propagation direction. At SHI the HEW is the one field component with a GCP crossing the precipitation belts (Figure 2G) while at VRN the propagation path corresponding to the HEW component meets not only the southern precipitation belt but the South Atlantic Magnetic Anomaly as well (Figure 2B). Besides the dominant response of the HEW component as compared to the HNS component this fact may account for the observation that the HEW component at the VRN station yields the highest response among all the investigated records. Another factor that should be important for this observation is that the longitudinal sector including America is shown to be affected by harder electron precipitation spectrum than the other parts of the globe which can be attributed to the tilted-offset dipole magnetic field of Earth (Clilverd et al., 2007). We note that 2012 shows the highest relative SR intensity values at the HRN and VRN stations (Figure 5; Table 1) despite the observation that POES measurements show larger EEP fluxes in 2005 as compared to 2012 (Figure 6). We can explain this observation by the fact that in 2012 both X-rays and EEP show enhanced values while 2005 is in the declining phase of the solar cycle characterized by a lower X-ray flux (Figures 3A,B).
As we noted earlier in Section Results EEP is known to have seasonal dependence (Clilverd et al., 2007; Suvorova, 2017; Bland et al., 2019), i.e., June/July maxima in its occurrence rate can be identified in both hemispheres. We note that rocket measurements at polar stations also showed maximum electron density in June/July at the 80 km height of the ionospheric D-region in both hemispheres (Danilov and Vanina, 1999). We suggest that this seasonal dependence may contribute to the observed modulation of the magnitude of the annual SR intensity variation (Figure 4).
Interpretation of DEMETER-Based Results
DEMETER observations showed that the effective height of the Earth–ionosphere waveguide is generally the highest at mid geomagnetic latitudes, lower at low geomagnetic latitudes and the very lowest at the highest observed geomagnetic latitudes (in proximity to the precipitation belts) (Table 3) which is in a general agreement with our SR-based findings that the Earth–ionosphere cavity is deformed by solar X-rays (dominantly over lower latitudes) and by EEP (dominantly over higher latitudes) (as illustrated in Figure 9). The deformation effect of EEP has a larger variability on the solar cycle timescale which results in a larger height reduction at higher latitudes as shown by the effective heights. This finding is in keeping with the high latitude location of the precipitation belts. Although the documented 2.2% height decrease between 2005 and 2009 corresponding to mid-high latitudes is considerably smaller than the ∼10% value inferred for the VRN station, one needs to keep in mind that 1) DEMETER data are restricted to geomagnetic latitudes lower than 65°, 2) the South Atlantic Magnetic Anomaly (which is in close vicinity to VRN) is excluded from the dataset, 3) electromagnetic waves with higher ELF, lower VLF frequencies are responsive at different altitude regions than the magnetic height of SR and 4) this is an integrated value for all longitudes while the longitudinal sector including America is shown to be affected by harder electron precipitation.
It is to be noted as well that the inferred effective height values were measured exclusively on the nightside by DEMETER at 22:30 LT where solar X-rays are absent. We can explain this seeming contradiction by assuming that lightning impulses may propagate in the dayside hemisphere of the EIWG before escaping the waveguide on the nightside (but close to the local sunset).
CONCLUSIONS
In the present study long-term records of the first SR magnetic mode intensity from eight different stations were compared with the fluxes of precipitating medium energy electrons and with independently identified EEP events to confirm that the long-term solar cycle modulation of SR intensity (documented originally at high latitude stations) is caused by the EEP-related local deformation of the Earth–ionosphere cavity. Although our results generally confirmed the presence of EEP-related deformations in the Earth–ionosphere cavity, we also found that the EEP-effect alone cannot account for all our SR-based observations and that the combined effect of solar X-rays and EEP needs to be considered. We have identified four distinct factors that can play important role in shaping long-term SR intensity records: 1) X-ray related deformations of the cavity, 2) X-ray related changes in the Q-factor of the cavity, 3) EEP-related deformations of the cavity and 4) EEP-related changes in the Q-factor of the cavity. The exact interplay of these factors depends on the location of the SR station and the orientation of the magnetic coils, i.e., on the wave propagation path corresponding to the actual measurement. The deformation of the cavity is expected to affect SR intensity locally beneath the deformed area(s) whereas Q-factor variations are expected to introduce globally observable changes in SR intensity.
In connection to EEP we showed that there is a very good phase agreement between certain SR intensity records and the long-term variation of 30–300 keV EEP fluxes as provided by the POES NOAA-15 satellite which is most conspicuous in years not exactly coincident with the solar maximum, as in for example 2005 and 2012 when both the EEP flux and SR intensity showed exceptional values. We documented SR intensity and Q-factor enhancements connected to individual EEP events on the daily timescale in June 2011 by comparing the corresponding records with EEP events independently identified by Bland et al. (2019) in the measurements of the Syowa East SuperDARN radar. We showed that the effect of certain EEP events can be identified in SR intensity records from both the Southern and Northern Hemispheres (under different sunlit conditions), from different longitudinal sectors and the EEP-related relative enhancement of SR intensity can attain values as high as 50–100%. The solar cycle modulation of the magnitude of the annual SR intensity variation was demonstrated and efforts were made to quantify the ionospheric height changes associated with EEP. It has been shown that near the Antarctic station Vernadsky (yielding the largest long-term SR intensity variation) the upper (magnetic) characteristic height of the Earth–ionosphere cavity resonator decreased by ∼10% in the most conspicuous years of EEP activity.
This paper is the first one to show that the solar cycle variation of SR intensity is consistently observable all around the globe and gives a qualitative explanation for this observation. Quantitative conclusions were made as well based on simple SR intensity—cavity height, SR intensity—Q-factor relations, which describe the identified effects reasonably well. To achieve a more detailed interpretation of our observation-based results it is necessary to apply a full model of the SR. We hope that our work will motivate and assist such works in the future.
The effective height of the Earth–ionosphere waveguide as inferred from DEMETER measurements provided an independent view on the long-term deformation of the Earth–ionosphere cavity. We showed that the largest height of the cavity can be found at mid (geomagnetic) latitudes while the waveguide is depressed at low and high (geomagnetic) latitudes which is in a general agreement with our general conclusion that the Earth–ionosphere cavity is deformed by solar X-rays dominantly over lower latitudes and by EEP dominantly over higher latitudes. It has also been demonstrated that effective height of the waveguide varies on the solar cycle timescale at all (geomagnetic) latitudes and this effect is stronger at high (geomagnetic) latitudes where energetic electrons can enter along magnetic field lines.
We suggest that SR measurements may be suitable to collect information and thus to monitor changes in the lower ionosphere associated with EEP which would be highly valuable for investigating space weather processes and their impact on atmospheric chemistry (see e.g., Mironova et al., 2015; Duderstadt et al., 2021). Such measurements could yield quasi-continuous information on EEP in a global sense in contrast to the space and time limitations of satellite and radar observations.
Finally, the value of high latitude stations for SR-based research should be emphasized. Due to their remote locations, these SR stations have usually much lower cultural noise contamination than stations at low- and mid-latitudes. And because they are also remote from thunderstorm activity they are not subjected to the interference caused by nearby lightning. These two properties make high latitude stations highly valuable for SR-connected research aims, such as the reconstruction of global lightning activity (see e.g., Bozóki et al., 2019; Prácser et al., 2019) by inversion methods. However, because of the extra-terrestrial effects on the SR cavity at higher latitude as documented in this work, it is of vital importance to realize all possible masking effects when analyzing these data-sets in connection with lightning-related climate research.
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Recent efforts to compare the sprite ratios with theoretical results have not been successfully resolved due to a lack of theoretical results for sprite streamers in varying altitudes. Advances in the predicted emission ratios of sprite streamers with a simple analytic equation have opened up the possibility for direct comparisons of theoretical results with sprite observations. The study analyzed the blue-to-red ratios measured by the ISUAL array photometer with the analytical expression for the sprite emission ratio derived from the modeling of downward sprite streamers. Our statistical studies compared sprite halos and carrot sprites where the sprite halos showed fair agreement with the predicted ratios from the sprite streamer simulation. But carrot sprites had lower emission ratios. Their estimated electric field has a lower bound of greater than 0.4 times the conventional breakdown electric field (Ek). It was consistent with the results of remote electromagnetic field measurements for short delayed or big/bright sprites. An unexpectedly lower ratio in carrot sprites occurred since sprite beads or glow in carrot sprites may exist and contribute additional red emission.
Keywords: transient luminous event, sprite, sprite halo, carrot sprites, ISUAL
INTRODUCTION
A spectrophotometric diagnostic of sprites is of interest because the measured emission ratios indicate their characteristic energy and ionization degree in their discharge phenomena (Armstrong et al., 1998, 2000; Morrill et al., 2002). Previous spectral observations demonstrated two major visual emission bands: N2 second positive band (2P, [image: image] ) for blue emission, and N2 first positive band (1P, [image: image]−[image: image] ) for red emission (Mende et al., 1995; Green et al., 1996; Hampton et al., 1996). One of the minor blue emission bands is the N2+ first negative band (1N) for ionization associated emission (Armstrong et al., 1998, 2000; Morrill et al., 2002; Kanmae et al., 2010a, 2010b; Stenbaek-Nielsen et al., 2020). Observational techniques for sprite emission ratios have made significant progress using spectrophotometers (Armstrong et al., 1998; 2000), array photometers (Miyasato et al., 2002; 2003), optical spectra at 10,000 fps (Kanmae et al., 2010a, 2010b; Stenbaek-Nielsen et al., 2020) in ground campaigns, airplane campaigns (Morrill et al., 2002), and satellite measurements (Kuo et al., 2005; Mende et al., 2005; Adachi et al., 2006; Liu et al., 2006; Adachi et al., 2008; Kuo et al., 2008; Kuo et al., 2009). The investigation of the electrical discharge phenomena using remote sensing observation will help us study the impact of plasma chemistry and energy deposition by sprites in the middle atmosphere (Gordillo-Vázquez and Pérez-Invernón, 2021).
The sprite emission ratio of N2 2P to 1P can indicate the gained energy of accelerated electrons and the applied electric field in the streamer process and stands as a proxy for the electron energy leading to the emissions (Stenbaek-Nielsen et al., 2020). However, an inconsistent interpretation of sprite emission has appeared from past to now. Previous studies show sub-electric breakdown results (<1 Ek) in their observation (Morrill et al., 2002; Miyasato et al., 2003) where Ek is the electric field required for conventional breakdown. But their interpretation cannot reflect the high electric field (3−5 Ek) at a streamer head with a high emission rate. The estimated peak electric field in a streamer head provides insight into the sprite inception and the later development of sprite streamers from their initiation locations to lower altitude. The sprite emission estimation for a non-uniform streamer (Celestin and Pasko, 2010) complicates the electric field’s optical diagnostic method.
The analysis by Celestin and Pasko (2010) may explain why the electric field is estimated in the range of 1–2 Ek by Adachi et al. (2006). The emission ratios (2P/1N) reported by Kuo et al. (2005, 2009) indicated that the peak electric field of ∼3 Ek in sprites and ∼3.4–5.5 Ek in gigantic jets. These derived E-field values were underestimated for a peak electric field greater than 5 Ek in a sprite streamer simulation (Liu et al., 2006). Recently, Ihaddadene and Celestin (2017) developed analytic expressions from a streamer simulation to interpret the observed emission ratios at various altitudes. But they still lack spectroscopic data analysis to validate their sprite emission calculation at 50–90 km.
The interpretation of measured sprite emission at a sprite altitude of 50–90 km based on streamer modeling is still challenged (Celestin and Pasko, 2010). The neutral density varies exponentially with altitude. The transmittances for 2P and 1P emissions are sensitive to their observation path, as shown in Eq. 1. For sprite emission calculation in Eq. 2, their associated time coefficients depend on altitude. Besides, a sprite streamer’s characteristic spatial and temporal scale decreases exponentially with ambient neutral density at heights from 70 to 30 km. For example, the spatial scale of a sprite streamer varies from tens of meters at an altitude of 70 km to tens of centimeters at an altitude of 30 km (Pasko et al., 1998; Liu and Pasko, 2004). Figure 1 shows a streamer simulation at an altitude of 70 km. The non-uniform spatial distribution of their emission intensity at1P and 2P makes it impossible to easily estimate their sprite emission ratios, where the red and blue curves in Figure 1C indicate the 1P and 2P intensities along the streamer propagation direction. In Figure 2, the characteristic time coefficients in Eq. 2 vary with altitude. Even for a single streamer, the inhomogeneous emission intensity makes it difficult to estimate their emission ratios. We should consider the observation detection limits on their temporal and spatial scales and the synthesis effects of their spatial and temporal resolution on the emission measurement.
[image: Figure 1]FIGURE 1 | The inhomogeneous spatial distribution of electron density (ne), electric field (E), and their 1P and 2P emission intensity in a sprite streamer. Here we show the computer simulation of a sprite streamer at time of 0.27 ms where the axial profiles of (A) electron density, (B) electric field and (C) N2 1P and 2P intensity are plotted along the propagating direction (z) with the ambient field 12 × [image: image] kV cm−1 (∼0.4 Ek), and at the altitude 70 km. The vertical red, blue and black dashed lines indicate the peaks of N2 1P, 2P emission and the electric field, respectively. A time lag between their peaks should be considered in sprite emission ratios. Panel (D) show the 2D cross section of the contour plot of positive streamer electron density of a streamer with positive streamer where electric field is downward (Ihaddadene and Celestin, 2017).
[image: Figure 2]FIGURE 2 | The characteristic time coefficient for calculating sprite emissions are compared in units of seconds at different altitudes. The characteristic time scales versus altitude where these time coefficients represent the ionization rate (cyan solid line) νion−1, the excitation rate ν1P−1 for N2 [image: image] state (red dashed line) at 4 Ek, the excitation rate ν2P−1 for [image: image] state (blue dashed line) at 4 Ek, the lifetime τ1P of N2 1P (red solid line), and the lifetime τ2P of 2P band (blue solid line) emissions. The lifetimes of the N2 1P and 2P bands tend to be shorter due to the higher quenching rates (i.e., de-excitation processes) with increased neutral density at lower altitudes. The characteristic time for electron attachment rate νatt−1 at 4 Ek (black solid line) indicates the lifetime of streamer body where accumulated electrons at the streamer body are dissipated away after impact ionization by high electric field at the streamer head. The characteristic time (γ−1 for the green line) for the growth rate γ in a sprite streamer is almost constant.
To approach this issue, we revisited similar analyses of the emission ratio by Adachi et al. (2006) based on analytic expressions from a streamer simulation (Ihaddadene and Celestin, 2017). Unlike ground and airplane campaigns, satellite measurement allow for a better transmittance, especially in the shorter wavelength range (e.g., the blue emission). The higher detected intensity in the blue emission may avoid underestimation of total blue emission when considering their transmittance. This study utilized the ISUAL dataset involving sprite blue and red emission onboard the FORMOSAT-2 satellite in The ISUAL array photometer. Analytical expressions for sprite emission ratios derived the analytical expressions for sprite emission ratios in an altitude profile of 50–90 km. After analyzing measured emission ratios, we validated an analytic expression for a streamer emission to interpret the observed emission ratios at various altitudes in Data Analyses. In the Summary, we summarized our results.
THE ISUAL ARRAY PHOTOMETER
The ISUAL payload on the FORMOSAT-2 satellite consists of an ICCD imager, a six-channel spectrophotometer (SP), and a dual-band array photometer (AP). The ISUAL AP contains blue (370–450 nm) and red (530–650 nm) bands of multiple-anode photometers at a sampling rate of 20 kHz. Each group of the AP has 16 vertically-stacked photomultiplier tubes (PMTs) with a combined field of view (FOV) of 22 deg (H) x 3.6 deg (V) (Chern et al., 2003; Mende et al., 2005; Frey et al., 2016). The ISUAL AP, imager, and SP are co-aligned at the centers of their respective FOVs.
FORMOSAT-2 is a Sun-synchronous satellite with 14 revisiting orbits per day. The ISUAL payload surveys transient luminous events (TLEs) and other luminescent emissions in the upper atmosphere globally with a side-looking view from an orbital altitude of 891 km. Wu et al. (2017) estimated a mean pointing error of 0.05° using star calibration with 1,296 stars from 2004 to 2014. The average pointing accuracy of ISUAL corresponds to a vertical resolution of 3.0 km at the maximum observation distance (3,500 km). Each AP channel has a half-height of 5.7–7.0 km for a distance of 2,900–3,500 km. Using satellite information recorded for TLE events, we can determine the altitude and location of the events based on the assumption that a bright center of a lightning-illuminated cloud has 10 ± 5 km (Kuo et al., 2008). Later, we constrained the uncertainty as a maximum value of the AP half height, considering the ISUAL pointing accuracy and the cloud height error after finally checking the top altitude of sprites at 90 km with an uncertainty of less than the AP half-height. The details of the uncertainty assessment on height are considered in Uncertainty in sprite emission ratios.
The AP band emission percentages Bk(h) for N2 1P and 2P band emission were used to convert the AP-measured brightness with blue and red filters into the specified total band emissions (2P and 1P, respectively). This was done while considering the atmospheric transmittance and instrument calibrations, including the filter wavelength range, lens transmittance, and detector response function (Frey et al., 2016). The percentage of the total band emission in an ISUAL AP is defined as the band percentage Bk(h), which is also a function of the altitude h and can be expressed as:
[image: image]
where [image: image] is the intensity of emission lines in the specified band emission (N2 1P and 2P band emission) at an altitude h, which varies with the wavelength λ. [image: image] is the atmospheric transmittance, and [image: image] is the AP response function (Frey et al., 2016).
We selected sprite events in the first 7 years (2005–2011) of satellite operation to avoid later-stage degradation in the AP sensitivities. Later, we used the band percentage Bk(h) to retrieve the AP-measured total emissions of the N2 2P and 1P bands. For [image: image], we considered the N2 1P and 2P spectrum with a vibrational distribution function obtained by Gordillo-Vázquez et al. (2012), where the vibrational distribution is obtained from halos and sprites at 85 km and from sprites alone at 75 km. The significant changes are the unknown percentage of vibrational number v = 0 for the N2 1P spectrum. The uncertainty in the band percentage is typically ±15%. For the worst case, the error of the ratio is as high as 30%. We neglected the N2+ 1N emission in the AP-measured blue emission. For an ambient electric field <2Ek, the contribution of N2+ 1N emission to N2 2P is less than 2% according to similar calculations performed in Analytical Expressions for Sprite Emission Ratios.
ANALYTICAL EXPRESSIONS FOR SPRITE EMISSION RATIOS
A measurement of the N2 emission band ratio in sprites (e.g., 2P/1P or 1N/2P) is one of the most common remote optical diagnostic methods used to explore the physical conditions of complex sprite phenomena (Armstrong, 1998, 2000; Morrill et al., 2002; Miyasato et al., 2003; Kuo et al., 2005; Adachi et al., 2006; Adachi et al., 2008; Kuo et al., 2008; Kuo et al., 2009; Stenbaek-Nielsen et al., 2020). Sprite streamers associated with the first positive (1P), second positive (2P), and first negative (1N) band emission of N2 can be analyzed using the analytical expressions for emission ratios in sprite streamer simulations (Celestin and Pasko, 2010; Pérez-Invernón et al., 2018). Here, we present the simplest expression for the sprite emission Ratio 1 [image: image] adopted in previous studies (Morrill et al., 2002; Miyasato et al., 2003; Kuo et al., 2005; Mende et al., 2005; Adachi et al., 2006; Adachi et al., 2008; Kuo et al., 2008; Kuo et al., 2009) in The Spatially Localized Instantaneous Emission Ratio. In The spatially and temporally integrated ratio, we modified the simplest expression by using an integral form for Ratio 2 [image: image] by considering the spatially and temporally integrated effects of the observations on the sprite emissions. Finally, we propose a complete presentation of Ratio 3 [image: image] considering the expansion of sprite streamers in The Spatially and Temporally Integrated Effect and the Experimental Growth of Streamer Expansion.
The Spatially Localized Instantaneous Emission Ratio
Following the calculation of streamer emissions (Pasko et al., 1997; Pasko et al., 1998; Barrington-Leigh and Inan, 1999; Liu et al., 2006; Celestin and Pasko, 2010; Ihaddadene and Celestin, 2017), the number density of the specified k-th excited state nk is calculated using the population and depopulation equation:
[image: image]
where [image: image] is the excitation rate (s−1), which depends on the applied electric field (Moss et al., 2006) with consideration of the cascade terms [image: image], such as the cascading term [image: image] for the N2 1P ([image: image]–[image: image]) band emission. The number density of the specified k-th excited state spontaneously emits photons at a rate of the Einstein coefficient [image: image], and [image: image] is the lifetime defined by [image: image]. The quenching coefficients [image: image] and [image: image] are de-excitation rates by the ambient neutral density ([image: image] or [image: image] ). The lifetime [image: image] of the k-th excited state is a function of height where larger neutral density at lower altitudes would decrease the lifetimes. If a maximum value of [image: image] is reached [image: image], the spatially localized instantaneous emission ratio [image: image] is represented by (Celestin and Pasko, 2010),
[image: image]
where [image: image] -th and k-th excited states are emission bands of interest. In this study, the Ratio 1 is chosen as the ratio [image: image] of the N2 2P [image: image] to N2 1P [image: image] band emission, which is given by:
[image: image]
where the cascading term [image: image] is considered as the cascading from the [image: image] state into the [image: image] state; [image: image] and [image: image] indicate the lifetime of their corresponding excited state [image: image] and [image: image], respectively. The number densities of the excited state [image: image] and [image: image] are obtained from Eq. 2 if a steady-state at its peak value is reached [image: image]. In Eq. 2, the number density [image: image] of specified emission band is increased at the excitation rate [image: image], which is proportional to the applied electric field. For a maximum electric field, the [image: image] takes a time lag to reach its maximum value of specified band emission intensity.
Figure 1 illustrates a simulation result of the sprite streamer (Ihaddadene and Celestin, 2017). The panels (a), (b), and (c) of Figure 1 show the axial profiles of electron density, electric field and N2 1P/2P intensity along the propagating z-direction at a time of 0.27 ms and at an altitude of 70 km. For N2 1P/2P emission peaks (red/blue dashed line in Figure 1B), there exists a time lag between an emission peak and an electric field peak (black dashed line). Hence, Ratio 1 [image: image] in Eq. 4 is applied only for the ideal case. However, the optical diagnostic of sprites could not be spatially localized at a streamer head region and at an instantaneous time without considering time delays between their emission peaks. We should consider the temporally and spatially integrated effects compared with observation results. In the next section, we discuss further the temporally and spatially integrated impact on the Ratio 1 [image: image].
The Spatially and Temporally Integrated Ratio
Due to the AP detection limits both on spatial resolution (∼12 km at a distance 3,000 km) and temporal scale (50 µs), the spatially localized instantaneous emission ratio [image: image] should be considered as the time-integrated and spatial-integrated measurement by the AP. That means that Eq. 3 is spatially and temporally integrated. The spatially and temporally integrated ratio [image: image] (noted by Ratio 2 hereafter) is:
[image: image]
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where [image: image] is the correction term for spatially and temporally integrating the electron density in the streamer region, and is expressed by [image: image] where [image: image] is defined by [image: image] (Ihaddadene and Celestin, 2017) and in which the maximum contribution to the integration is at peak time of [image: image]. Considering the cascading from the [image: image] state into the [image: image] state, we reformulated the Ratio 2 [image: image], which is expressed by
[image: image]
where the cascading term is derived in a similar way in the Eq. 4 except for the addition of the term [image: image].
In Eqs. 5a we can realize that [image: image] and [image: image] can be replaced with the right hand side of Eq. 2 where [image: image] is the [image: image] state and [image: image] is the [image: image] state for the considered N2 2P and 1P emission band, respectively. The first term [image: image] of Eq. 2 indicates the electron impact excitation where the excitation rate [image: image] means the excitation rate for N2 1P and 2P and the electron number density [image: image] under the approximation of constant exponential growth rate [image: image] through the rapidly increasing electron density from the streamer head region to the streamer body region (Babaeva and Naidis, 1997; Liu et al., 2004).
Since the lifetime [image: image] is greater than the lifetime [image: image], the peak time of [image: image] is delayed longer than the peak time of [image: image], also shown in Figure 1C. We should consider the time delayed effect of integrating the exponentially increased electron density in the definition form of [image: image] where the electron density [image: image] in the streamer head exponentially increases over time and can be approximated by [image: image] with 0 ≤ t ≤ [image: image] where [image: image] denotes the time scale of [image: image] from the ambient electron density [image: image] to the streamer body electron density [image: image]. After its peak time, the number density [image: image] relaxes over time with a characteristic time scale of the previously defined lifetime [image: image].
In the Eq. 3 for Ratio 1 [image: image] we assumed the electron number density can be canceled simultaneously at the same peak [image: image] time as [image: image]. For Ratio 2 [image: image] in Eq. 5, the correction for the higher value of temporal integrating [image: image] in N2 1P as compared with 2P was considered by the spatially and temporally integrated term [image: image] (Tables 5, 6 in Ihaddadene and Celestin, 2017). The simulation shows the peak time of [image: image] with longer lifetime [image: image] delay at a time scale of <1 μs. The required propagation time of the streamer head region is defined by τh. For a typical streamer with a velocity 5 × 106 ∼ 1 × 107 m/s at an altitude of 70 km (Liu and Pasko, 2004), the τh = 1∼ 2 µs, corresponding to its streamer radius with ∼10 m. With the coefficients with [image: image] = 1.5 μs and [image: image] = 6 × 106 s−1, the electron density drastically increased by [image: image] in front of the streamer and back to the streamer body. A time delay of peak value [image: image] after [image: image] will increase the electron density [image: image] in the integration term of [image: image] at the peak time of [image: image]. Therefore, we expected that [image: image] for higher integrated values [image: image] than [image: image].
Figure 1C clearly shows the unsynchronized issue in the calculation of Ratio 1 [image: image] in Eq. 3. The smaller propagation distance (z) at the location of the N2 1P peak value (red) compared to the N2 2P peak intensity (blue dashed line) reveals the postponed time of the N2 1P peak intensity in comparison with N2 2P peak intensity, i.e., approximated to be the time of peak values for the excited state density [image: image] than that for [image: image]. When the postponed time of the N2 1P peak intensity is attained, it corresponds to the higher value of electron density, shown in the red dashed line in Figure 1A.
In addition, Liu et al. (2009) compared their sprite streamer simulations with a high-speed video recording with 50 μs resolution. During the initial stage of development, the sprite streamer accelerates its speed while the brightness of the streamer head increases exponentially due to the expansion of the streamer head radius in a concise time of 1 ms. Therefore, we should consider the exponential growth rate of the streamer head brightness at the sprite initial expansion stage, i.e., the left-hand side [image: image] term cannot be neglected in our ratio calculation.
The Spatially and Temporally Integrated Effect and the Exponential Growth of Streamer Expansion
For the typical exponential growth of the streamer expansion stage at altitudes of 50–90 km, the time scale is about 1 µs; i.e., the exponential growth rate is 106 s−1 (Liu et al., 2009; Kosar et al., 2012). Corresponding to streamer head expansion, the time scale of 1 μs for the exponential growth rate is much shorter than the AP time resolution of 50 µs. Figure 2 shows the 1 μs for the exponential growth rate at the green vertical line while the lifetimes of N2 1P (τ1P) and 2P (τ2P) are compared. The emission band with a lifetime exceeding 1 μs should be carefully addressed, especially for 1P at an altitude of >50 km. Therefore, the exponential growth of the streamer expansion stage should be considered, with [image: image], where the exponential growth rate γ is considered in the streamer simulation of Ihaddadene and Celestin (2017). After substitution with the left-hand-side of Eq. 1, the measured emission ratios [image: image] of the [image: image] -th to [image: image] -th band is modified by the following:
[image: image]
where k′ and k are [image: image] and [image: image], and their corresponding effective spatially and temporally integrated excited state number densities are [image: image] and [image: image], respectively.
If the growth rate satisfies [image: image] and [image: image] without considering cascading terms, Eq. 7 is approximated as Eq. 5 at an altitude <50 km ([image: image] ∼ 1 μs and [image: image] ∼ 47 ns), also shown by red and blue lines in Figure 2. It is noted that the lifetime [image: image] is decreased by higher neutral density at a lower altitude. Considering the cascading from the [image: image] state to the [image: image] state and the spatially and temporally integrated excited state [image: image], the spatially and temporally integrated emission ratios with consideration of the exponential growth of streamer expansion (Ratio 3 [image: image] ) become:
[image: image]
where the first factor [image: image] is estimated to be about 0.7 (0.57) for streamer head electric fields 3.7 Ek (4.6 Ek) under ambient electric fields of 0.4 Ek (0.9 Ek) at AP measured altitudes of 50–90 km. The first factor F1 reflects the correction for the spatially and temporally integrated effect on the streamer head where the electric field in the streamer head is dominant over its peak field magnitude in comparison with the altitude changes (Tables 8, 9 in Ihaddadene and Celestin, 2017). The second factor [image: image] is responsible for the exponential growth of sprite streamers and is sensitive to altitude. The γ value is obtained from the simulation work of Ihaddadene and Celestin (2017). The lifetime ([image: image] and [image: image]) in The Spatially Localized Instantaneous Emission Ratio are highly quenched by the increasing neutral density at lower altitude. Therefore, we should carefully estimate the effects using F2 on the brightness ratios in varying altitude conditions. The third factor [image: image] is the cascading effect term, which is considered by the spatially and temporally integrated effect and the exponential growth of the streamer expansion. Next, in Data Analyses, we compare the AP-measured emission ratios of sprite events with Ratio 1 [image: image] in Eq. 4, Ratio 2 [image: image] in Eq. 6, and Ratio 3 [image: image] in Eq. 8.
These height-dependent emission values of Ratio 1 [image: image], Ratio 2 [image: image], and Ratio 3 [image: image] are shown by the red dotted, dashed, and solid curves for a peak electric field of 0.9–4.6 Ek, and blue ones for 0.4–3.7 Ek in the altitude profiles of Figures 6–10, respectively. The predicted emission ratios are approximately constant above altitudes of the quenching height ∼67 km for N2 1P (Kuo et al., 2008) with less quenching effect. Due to the increased quenching rate by ambient molecules below the 1P quenching altitude, the decreasing intensity of 1P emission could cause greater values of predicted emission ratios. In Data analyses, we analyzed ISUAL AP data, compared with predicted emission ratios of Ratio 1 [image: image], Ratio 2 [image: image], and Ratio 3 [image: image], and validated further the analytic expressions from a streamer simulation (Ihaddadene and Celestin, 2017).
DATA ANALYSES
Adachi et al. (2008) analyzed the ISUAL AP data and estimated the electric field in sprite events. They confirmed the estimated electric field 0.8–3.2 ± 0.42 Ek in sprite streamer regions at altitudes <75 km. A wide distribution of estimated electric fields from the AP-measured emission ratios needs to be clarified. What kind of process was involved in sprites associated with a lower electric field? In Uncertainty in Sprite Emission Ratios, we discuss the strategies to limit the measurement uncertainty of sprite emission ratios for our selected sprite events. After comparing sprite images, we found that most carrot sprite events have lower sprite emission ratios than sprite halo events. In Comparison with Morphology of Recorded Sprites Observed at 5000 fps, we associated the streamer processes in ISUAL-observed sprite halo and carrot events with detailed image sequences from a high-speed camera at the Lulin Observatory in Taiwan in 2018. Two Distinct Types of Observed Sprites Determined by the Inception Altitudes: Sprite Halo Event and the Carrot Sprite Event presents the altitude profiles of sprite ratios for two typical cases: sprite halo and carrot sprite events, respectively. In The Statistical Analysis of AP-measured Emission Ratios, we compared the statistical data on emission ratios with predicted emission ratios, and validated the analytic expressions from a streamer simulation (Ihaddadene and Celestin, 2017). In The Effects of AP-measured Ratios for a Pre-Existing Sprite on a Later-Occurring Sprite, we discussed the pre-ionization effects on sprite emissions.
Uncertainty in Sprite Emission Ratios
We attributed uncertainties in sprite emission measurements to the following: 1) band percentage uncertainties, 2) altitude errors, 3) lightning contamination. In contrast with previous studies using estimated electric field results (Kuo et al., 2005; Adachi et al., 2006; Adachi et al., 2008; Kuo et al., 2008; Kuo et al., 2009), we presented the emission ratio of the total intensity of the 2P to 1P band in the data points of Figures 6–11. The measured emission ratio should be independent of their observed instrument (spectrophotometer, array photometer, or intensified imager) if their relative instrument detection efficiency for 2P/1P emissions is well calibrated. However, that also causes an error of the band percentage Bk(h) calculation introduced into a total specified band emission.
As mentioned in the discussion of altitude errors in The ISUAL array photometer, some of these errors from different calculations could be accumulated. After checks on the ISUAL recorded images, the altitude errors would be controlled within ±5 km based on a top altitude of 90 km for triangularly measured sprites (Sentman et al., 1995; Wescott et al., 2001). Besides, we selected sprite events with the distance of 2,900–3,500 km, where few errors in the Bk(h) would be introduced. The uncertainty in the band percentage can be limited to ±10%. However, as mentioned in The ISUAL array photometer, the unknown percentage of the 1P spectrum with vibrational number v = 0 would contribute as much as 30% to the error.
Most sprite events were reported with substantial blue lightning contamination (Adachi et al., 2008) due to the short delay time <0.1 ms between the parent lightning and sprite events. We chose sprite events for which lightning signals can be separated from sprite emissions. If a time delay between lightning and sprite emission is longer than >0.1 ms, the AP vertical channel can separate the lower-altitude lightning emission from the higher-altitude sprite emission. For our considered sprite events in Table 1, the AP-measured blue/red emission peak occurred at least 0.1 ms after the time of recorded lightning SP5 at 777.4 nm, and no simultaneous lightning was contaminating other AP channels.
TABLE 1 | The event list for two sprite categories (sprite halo and carrot sprite events) and their inception altitudes and emission times.
[image: Table 1]Comparison With Morphology of Recorded Sprites Observed at 5,000 fps
Figure 3 helps us to study the features for the specific streamer processes using the AP-measured sprite emission ratio. We identify the sprite streamer processes with four major processes: 1) sprite streamer inception, 2) upper branches of bi-directional streamers with negative polarity, 3) downward propagating streamers with positive polarity, and 4) reigniting of upward streamer in the sprite cluster region. Figure 4 also illustrates the stages 1–4 of streamer processes for sprites. In the development stage (1), Figures 3A–C, 4A pinpoint the occurrence of steamer inception near the downward edge of the sprite halo. The bi-directional streamers fully developed into upper and lower branches in the stage (2) in Figures 3D,E, 4B. The streamer heads in their lower branches propagated downward with extra brightness, shown in Figures 3F–H, 4C. The sprite body’s emission was continuously recorded in several later frames of the images in Figures 3I,J, 4D. Next, we will analyze their AP-measured emission ratio based on the time and the height of ISUAL-recorded sprite events. The morphology of a typical sprite event recorded at 5,000 fps helps us imagine the successive image frames and identify the stages 1–4 for recorded sprites since the ISUAL payload lacks the detailed dynamics in their recorded sprites.
[image: Figure 3]FIGURE 3 | Although AP lacks sufficient spatial resolution to point out their development stages, we used typical sprite events in the 2018 Taiwan campaign and extracted the major dynamic features of sprite development. These features of sprite developing stages help us to analyze the AP-measured emission ratio for the ISUAL-recorded sprites events in times and in altitudes, also corresponding to Figures 4 (A–D).
[image: Figure 4]FIGURE 4 | To analyze the AP emission characteristics of each developed stage in ISUAL recorded sprites, we choose (A) sprite streamer inception, (B) upper branches of bi-directional streamers with negative polarity, (C) downward propagating streamers with positive polarity, and (D) reigniting of upward streamer in the sprite body for specific streamer process in Figure 3 and later used to study the AP measured emission ratio.
Two Distinct Types of Observed Sprites Determined by Their Inception Altitudes: Sprite Halo Event and the Carrot Sprite Event
Sprites involve streamer heads emerging from the downward leading edge of a halo or plasma inhomogeneity and branching into both downward streamers and upward-propagating streamers simultaneously (Stanley et al., 1999; Stenbaek-Nielsen et al., 2000; Moudry et al., 2003; Marshall and Inan, 2005; Cummer et al., 2006; McHarg et al., 2007; Stenbaek-Nielsen et al., 2013). Numerical studies compared sprite halo and carrot sprites (Qin et al., 2011). The short-delayed halo sprites were possibly produced by a–CG (Cloud-to-Ground lightning with negative polarity) with an impulsive lightning current and without continuing current, while long-delayed carrot sprites were triggered by + CG (Cloud-to-Ground lightning with positive polarity) due to a long-lasting high field region for a lightning continuing current. Listed in Table 1, we selected sprite events from 2005 to 2011 to minimize possible uncertainty in emission ratios. Ten sprite events were excluded from twenty candidates. In six sprite events lightning was more powerful than the AP-measured blue/red emission. Difficulties were faced in another four sprite events in separating the sprite emission from the lightning emission. The final ten selections are included in Table 1 which shows the characteristics of sprite halo and carrot sprite events in their inception altitudes, AP-measured ratios, and emission times.
In ISUAL recorded images (spatial resolution ∼2 km), sprite halos events have narrow structures (likely column sprites) with a distinguished halo. In contrast, carrot sprites have compact structures with higher brightness and longer emission duration. For AP-measured emission altitudes, sprite halo events were accompanied by downwardly-propagating streamers, and were intercepted at altitudes 84.3 ± 3.8 km with an average emission time 0.9 ± 0.3 ms. Otherwise, the AP measured emission for carrot sprite events began at lower altitudes 67.4 ± 7.6 km and developed into upward and downward-propagating emissions with an average emission time 3.0 ± 0.5 ms. Besides, a mixed type was found that a sprite event at time 21:45:48.239 (UT) on Mach 16, 2006 initialized at 83.4 ± 6.8 km with an emission time 2.9 ms, not listed in Table 1. The sprite event has both characteristics of our categorized sprite halos and carrot sprites. We identified this event with the mixed type. The sprite may be accompanied by the halo emission at higher altitudes and finally developed into a whole carrot sprite with a more prolonged emission. The recorded images also show the cloud emission lasted more than 180 ms. We conjecture the sprite event may be affected by the lightning continuing current associated with cloud emissions.
Figure 5 compares two distinct categories of sprite events (sprite halo and carrot sprite events) distinguished by their inception altitudes and their AP-measured emission, listed in Table 1; Figures 6, 7 show their spatial and temporal diagrams of AP-measured blue-to-red ratios, respectively. For a sprite halo event (14:43:37.240 UT on October 3, 2005) Figures 5A, 6A show AP-measured ratios in green cross symbols as referenced by curves to represent the simulated streamer ratios with 0.4–4.6 Ek. Figure 6B indicates the diagram of AP-measured ratios by colors in altitudes and times. In Figure 6B, a sprite halo is initialized at an altitude of 88.5 ± 6.3 km, which corresponds to the altitude range of the transition from a halo to the inception of sprite streamers in Figure 5A. The AP signals propagated down to a lower altitude of 62.6 ± 6.3 km. As shown in Figure 6A, AP-measured ratios (green cross symbols) are found between 0.9 Ek and 3.7–4.6 Ek in the streamer head. Although AP-measured ratios have lower values than predicted emission ratios (thick cyan and magenta lines), the statistical analysis in Figure 8A with more sprite halo events implies that the AP-measured ratios are consistent with predicted emission ratios.
[image: Figure 5]FIGURE 5 | Two distinct types of observed sprites determined by the AP where the color indicates the brightness in units of MR (mega Rayleigh): (A) the sprite halo event observed at 14:53:13.687–716 on October 3, 2005 where the upper part (70–90 km) was a funnel-shaped halo structure with a compact sprite emission at ∼ 70 km, and the lower part (0–40 km) was a nut-shaped lightning emission filled with scattered photons (Luque et al., 2020), and (B) the carrot sprite event at 04:36:16.235 (UT) on July 11, 2010. The carrot sprite emission extended widely at altitudes of 30–90 km over the cloud top emission at a projected altitude up to ∼20 km.
[image: Figure 6]FIGURE 6 | The sprite halo event observed at 14:53:13.687–716 on October 3, 2005: (A) the AP-measured ratio 2P/1P with predicted emission ratios of Ratio 1 [image: image], Ratio 2 [image: image], and Ratio 3 [image: image] at ambient electric fields of 0.4 Ek and 0.9 Ek. The thick cyan and magenta lines represent the predicted 2P/1P ratio in sprite streamer simulations with streamer head electric fields of 3.7 Ek and 4.6 Ek under ambient electric fields of 0.4 Ek and 0.9 Ek, respectively. The green crosses indicate the data points of AP-measured ratios, while the square symbols are the means of the AP-measured ratios, and the horizontal bars are their standard deviations. (B) the diagram of AP-measured ratios indicated by colors in altitudes and times.
[image: Figure 7]FIGURE 7 | The carrot sprite event at 04:36:16.235 (UT) on July 11, 2010: (A) the AP-measured ratio 2P/1P with predicted emission ratios of Ratio 1 [image: image], Ratio 2 [image: image], and Ratio 3 [image: image] at ambient electric fields of 0.4 Ek and 0.9 Ek. The thick cyan and magenta lines represent the predicted 2P/1P ratio in sprite streamer simulations with streamer head electric fields of 3.7 Ek and 4.6 Ek under ambient electric fields of 0.4 Ek and 0.9 Ek, respectively. (B) the diagram of AP-measured ratios indicated by colors in altitude and time.
[image: Figure 8]FIGURE 8 | AP-measured emission ratios of 2P to 1P for 10 selected sprite events without potential lightning contamination. Two categories of ISUAL sprite events are shown in AP-measured ratios: (A) sprite halo events with impulse AP emission time (0.9 ± 0.3 ms) and higher estimated electric fields, and (B) carrot sprite events with long AP emission time (3.0 ± 0.5 ms) and lower estimated electric fields.
Figure 5B shows a carrot sprite event without a distinguished halo observed at 04:36:16.235 (UT) on July 11, 2010. The AP-measured blue/red emission peaks are delayed about 0.4 ms after the recorded lightning signal by SP5 at 777.4 nm. The carrot sprite event initialized at an estimated altitude of 68.8 ± 6.8 km, and subsequently propagated downwardly and upwardly. Figure 7A compares AP-measured ratios with predicted emission ratios while Figure 7B shows their timing diagram in altitude. The carrot sprite initialized in an altitude range of 62–76 km at time −0.4 ms, and developed into lower altitude emission in the interval −0.4–0.05 ms. Unexpectedly, AP-measured ratios approach the red lines (0.9 Ek). After the time 0.05 ms, AP-measured ratios gradually decreased and reached to the blue lines (0.4 Ek). The gradual decrease of the emission ratios can be understood since the sprite streamer energy is finally dissipated in electron collisions with ambient molecules. In addition, the upper branches of sprite emission occurred after 0 ms where the AP-measured ratios have a maximum value 0.33. Similarly, the AP-measured ratios are slightly higher than red lines (0.9 Ek) and are lower than predicted emissions in cyan and magenta lines (3.7–4.6 Ek). Next, we collected additional sprite events to support more evidence on the higher emission ratios for sprite halos and lower values for carrot sprites.
Statistical Analysis of AP-Measured Emission Ratios
Figure 8 shows the selected sprite events where each event has 3-4 points measured in the corresponding altitude range by the AP vertically-stacked channels. The square symbol indicates the mean sprite ratio at a specified altitude, where the vertical error bars show the altitude range of the AP measurements. The horizontal error bars indicate the standard deviation of the AP-measured ratios in the same AP channels. In Figure 8A, the AP-measured ratios (2P/1P) in sprite halo events have data points scattered around the curves for predicted emission ratios from streamer head electric fields (3.7–4.6 Ek for cyan and magenta lines). The scatter in the distribution of AP measured ratios in sprite halos events of Figure 8A may is attributable to the variances of large-scale quasi-steady electric field magnitudes caused by charge transfer inside the clouds beneath or to uncertainty in the AP measurement with unknown reasons.
In Figure 8B, the carrot sprite events initialized at a lower altitude of 60–75 km, and have lower emission ratios than sprite halos events in Figure 8A. AP-measured ratios are slightly lower than the predicted ratios (streamer head electric fields of 3.7 Ek and 4.6 Ek in cyan and magenta lines) in higher altitudes of 65–90 km (sprite upper branches and central regions). The lower tendrils in carrot sprites at lower altitudes (50–65 km) have increased emission rates. The emission ratios reflect the quenching effect in Analytical expressions for sprite emission ratios. But these values are unexpected, ranging between blue lines (0.4 Ek) and red lines (0.9 Ek) in Figure 8B.
Figure 8B have a lower bound of data points near blue lines (0.4 Ek). Most of the estimated ambient electric fields were greater than 0.4 Ek. The ambient electric field threshold (0.4 Ek) is consistent with the results of remote electromagnetic field measurements for short-delayed or big/bright sprites (Hu et al., 2002; Li et al., 2008). The non-streamer head regions (such as sprite streamers’ bodies and tails or the surroundings of sprite streamers) may contribute additional red (1P) emission, which may cause lower emission ratios (2P/1P). Stenbaek-Nielsen et al. (2020) compared the blue-to-red emission ratio and found that upper propagating streamer, sprite beads, and glow have lower emission ratios. For those non-streamer processes, a large percentage of 1P (red) emission makes lower AP-measured ratios, especially for the case of long emission time in the carrot sprites. Hence, for carrot sprites, our study shows that sprite inception at lower altitudes may favor development into the whole complex structures of sprites, which may be accompanied by non-streamer emission or sprite beads caused by attachment instability in streamer channels (Luque et al., 2016). The Possibly a pre-existing free ionized plasma patch in the early stage of sprites may provide more free energized electrons. More non-streamer processes with lower emission ratios could occur and co-exist with reigniting of upward streamers. Next, we provide an example case to show the effect of a favorable plasma environment.
The Effects of AP-Measured Ratios for a Pre-existing Sprite on a Later-Occurring Sprite
Figure 9 shows successive sprite events at 22:01:23.178 (UT) on August 3, 2007, which are also called dancing sprites (Lyons, 1994; Bór et al., 2018 and reference therein). The preceding sprite event in Figure 9A began ∼85 ms before the second sprite event with lower brightness in Figure 9B. We also demonstrate the decrease in emission ratios for a pre-existing sprite on a later-occurring sprite in Figures 10, 11. The measured emission ratios for the pre-existing sprite and the later-occurring sprite are compared with predicted emission ratios Ratio 1 [image: image], Ratio 2 [image: image], and Ratio 3 [image: image].
[image: Figure 9]FIGURE 9 | Successive sprite events at 22:01:23.178 (UT) from August 3, 2007, demonstrating the effects of AP-measured emission ratios for (A) a pre-existing sprite and, (B) a later-occurring sprite, which are also called dancing sprites.
[image: Figure 10]FIGURE 10 | The (A) AP-measured ratio 2P/1P with predicted emission ratios and (B) the diagram of AP-measured ratios indicated by colors in altitudes and times for the pre-existing sprite event at 22:01:23.178 (UT) from August 3, 2007.
[image: Figure 11]FIGURE 11 | The (A) the AP-measured ratio 2P/1P with predicted emission ratios and (B) the diagram of AP-measured ratios indicated by colors in altitude and time for the later-occurring sprite event at 22:01:23.178 (UT) from August 3, 2007.
The comparison of Figure 10A with Figure 11A shows a slightly lower value of AP-measured emission ratio 2P/1P, which may imply that the plasma environment and the generation mechanism of the second sprite event may be different from that of the first sprite event. Successive sprite events have been reported in previous studies using a high-speed image-intensified camera (Stenbaek-Nielsen et al., 2000). A second sprite occurred in the fading region of the first sprite, gradually brightened, and developed branched tendrils towards lower altitudes. The upwardly branched streamers may arise from previous older streamer channels (Stenbaek-Nielsen et al., 2000; Luque et al., 2016). The AP-measured emission ratio in Figure 11B provides direct evidence of the upper branches developing in pre-existing sprite structures where lower-altitude AP-measured ratios developed into the region at higher altitude. The AP-measured ratios in the later-occurring sprite are lower than that in the previous sprite event. That may support the idea that the change of the plasma environment may cause lower emission ratios in carrot sprite events.
SUMMARY
We verified experimentally the AP-measured emission ratio 2P/1P and compared it with the theoretically predicted sprite emission ratio 2P/1P using numerical results on sprite streamers (Celestin and Pasko, 2010; Pérez-Invernón et al., 2018). AP-measured ratios in sprite halo events are consistent with predicted ratios for streamer head electric fields of 3.7 Ek and 4.6 Ek in Figure 8A. Most carrot sprite events initialized at altitudes 67.4 ± 7.6 km with lower estimated electric field 1∼3 or 4 Ek. Below 60 km, surprisingly, AP-measured ratios fell below the predicted ratio 1 Ek. We conjectured that the lower emission ratios are contributed from those non-streamer regions (upper propagating streamer, sprite beads, and glow) by Stenbaek-Nielsen et al. (2020). In addition, the AP-measured ratios have a lower bound of predicted emission ratios associated with 0.4 Ek.
For space-based optical diagnostics in limb observation, as with the ISUAL mission, the main conclusions from our studies on the sprite emission ratio 2P/1P are the following:
1) For accurate analyses of ISUAL AP data, we selected sprite events from the first 7 years (2004–2011) of operation to avoid the degradation in instrument performance. After analyzing the ten selected sprite events, the AP-measured ratios scatter widely as previous results in sprites (Adachi et al., 2008), and estimated electric fields range between 0.4 Ek and greater than 4 Ek. The downward propagating streamers verified the streamer head electric fields in the range ∼3.7–4.6 Ek. At lower altitudes, AP-measured ratios have a lower bound, corresponding to the predicted ratio for 0.4 Ek. The threshold of the estimated electric field (0.4 Ek) is consistent with the earlier results of remote electromagnetic field measurements for short-delayed or big/bright sprites (Hu et al., 2002; Li et al., 2008).
2) The AP-measured ratios of downward propagating streamers in sprite halo events scattered around the ratios predicted by numerical streamer head electric fields with 3.7–4.6 Ek (Ihaddadene and Celestin, 2017) where the estimated electric field was in the range 0.4–∼0.9 Ek. However, for carrot sprite events, the AP-measured emission ratio 2P/1P showed lower values than predicted ratios. The extra 1P red emission may be contributed from non-streamer dominant emissions: sprite beads and glow or possibly by plasma environment changes in upper streamers in carrot sprites with lower inception altitude and longer emission time Qin et al., 2014.
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Date 1986 X, 10 "5 [ohm~'m~1] %_10-'S[ohm~'m~'] E,[Vm-'] N10%[cm~3] D[mgm~3] $S[0-10] Cc Ws [ms='1 P [mm]

April 22 2.3 Tud) 170 37.9 0.020 27 Ci 2.0

23 21 Tud) 129 55.3 0.054 4.0 Ci 2.0

24 1.9 1.5 149 277 0.062 4.0 Ci, Cu 1

25 2.6 2.0 175 26.0 0.018 5.0 Cu, Ci, Ac 3.0

26 3.6 2.9 189 17.6 0.011 5.3 Ci 4.0

27 >6.8 >5.9 148 1.7 0.016 1.0 Ci, Cc 3.3

28 >14.8 >19.4 93 13.0 0.074 0.0 . 1.3

29 18.9 >22.3 49 10.6 0.087 1F Cu 2.0 ;
30 2141 237 <=2 11.9 0.008 4.0 Cu, Ac 1.7 0.0
May 1 25.5 >27.2 25 7.0 0.015 3.3 Cu, Ci 1.7

2 17.7 > 26.4 39 19.4 0.024 0.0 . 2.0

3 16.7 >21.7 47 16.4 0.019 0.3 Cu 1.3

4 17.0 17.9 55 11.8 0.012 0.3 Ac, Ci 27

5 15.3 16.0 60 14.6 0.013 0.0 g 2.3

6 141 13.9 55 14.5 0.009 2.3 Cu, Ci 2:r

7 13.6 1.7 53 18.7 0.019 0.3 Ci 2.7

The dust D (PM, particulate matter, the mixture of solid particles and liquid droplets suspended in air) was measured by the reference method. The following cloud type
classification was used: Cu, cumulus; Ac, altocumulus; Ci, cirrus; Cc, cirrocumulus.
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