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Editorial on the Research Topic

Biology of brain disorders—Cellular substrates for disrupted synaptic
function and experience-dependent plasticity

This Research Topic on the “Biology of Brain Disorders: Cellular Substrates for
Disrupted Synaptic Function and Experience-Dependent Plasticity” is a continuation of
a series of topics and conferences on Brain Disorders that started in 2016. The topic aims
to highlight the convergences and divergences between different types of brain disorders,
including neuropsychiatric, neurological, and neurodegenerative. These pathologies
remain one of the major problems in healthcare, and their incidence has continued
to grow over the years. Consequently, one of the challenges that have captivated
neuroscientists for decades is developing and exploiting sophisticated experimental
approaches to understand how brain disorders arise and affect different features of brain
function, including changes in synaptic transmission and plasticity. Indeed the field of
neuroscience, among other areas of health sciences, has witnessed great technological
advancements in the last several years, and has emerged as a positive circle of discovery
and understanding: as new technologies are being developed, new mechanisms are
discovered, and the need to understand the operating principle of such mechanisms in

specific neuronal connections stimulates more research.
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Aside from these technological advances, the use of
animal models remains a classic approach to studying brain
disorders. In this Research Topic, several disease models rely on
genetically-engineered mice and models of brain injury. Pak et
al. analyze how visual perception changes in a mouse model of
the Fragile-X syndrome. Using a more classical approach, Cui
et al. show how changes in Ca?* channel subunit composition
alter the synaptic plasticity of nociceptive pathways. In another
study, Xu et al. present data collected from a rat model of
chronic intermittent hypoxia. In brain injury, in vitro Ca’t
imaging reveals that the high-frequency head impact protocol
(HFHIP) alters synaptic plasticity, resulting in a decreased
coordination in the activity of neuronal ensembles (Chapman
et al.). Further evidence of altered neuroplasticity due to brain
injury is provided by Xu et al. and McDaid et al., using in vivo
and in vitro studies.

While animal models have been extremely useful in
advancing our understanding of brain function in health
and disease, the translational potential of mouse models
remains a general concern for applications in human
patients. We acknowledge that this issue arises from
the multiple failures of clinical trials at the advanced
stage, despite the positive outcome of preclinical studies.
Scientists are therefore discussing the validity of animals
in studying the mechanisms of human disorders and
recognizing the necessity to identify and focus on the
specific endophenotypes that are present both in the
animals and in patients. Often these endophenotypes are
related to synaptic function and plasticity, as is the case for
Huntington’s disease and schizophrenia, which are linked
to altered synaptic transmission in human and animal
models (Barron et al; Navarrete and Zhou). While the
aforementioned works identify deficits in synaptic function
that affect all cells, other disorders lead to patterned cell
death only in specific cell types, as happens for Purkinje
cells in patients and animal models of autosomal recessive
spastic ataxia of Charlevoix-Saguenay (Toscano Marquez
et al.).

To fill the gap between preclinical and clinical studies,
and avoid differences among species, additional strategies
have been developed for translational and clinical research.
Cellular models consisting of patient-derived cells and
organoids have been generated, and these preparations
hold the promise of advancing our understanding of the
molecular mechanisms disrupted in diseases, linking the
clinical presentation to deficits in neurodevelopmental
processes (de Paula Moreira et al.). This approach had
several limitations initially, spanning from a lack of insights
at the systems level to the limited molecular and cellular
endophenotypes that can be measured. The field is growing
fast, and these cellular models are now becoming an
indispensable tool for translational research. In our view,
animal models and patient-derived cellular preparations are

Frontiersin Cellular Neuroscience

10.3389/fncel.2022.947926

complementary models for understanding the pathophysiology
of brain disorders.

A theme that has emerged in recent years is the identification
of convergences across disorders. Numerous genetic studies
during the whole genomic sequencing era provided important
contributions to understanding of the molecular basis of
brain disorders, but they also showed that multiple common
genes are associated with several pathologies. It is now
clear that genetic studies alone are insufficient to identify
molecular targets of intervention for specific brain disorders.
The convergence of pathways across disorders is reported in
this topic at a molecular and functional level. For example,
RNA6 is involved in both epilepsy (Mathoux et al.) and
Alzheimer’s disease (Zhang et al.), while the review by Bach
et al. examines the common mechanisms present at the
circuitry level between Fragile-X and Rett syndrome. The
overlap of genes and mechanisms suggests the possibility
of ameliorating different disorders using similar therapeutic
intervention strategies.

In the era of data science, we cannot ignore the
contribution of big data in revealing the complexities of
brain disorders. Indeed, in the paper by Chatterjec et
al., computational analysis is used to process all existing
functional data to generate predictions of alterations in autism
spectrum disorders.

The articles and reviews featured in this Frontiers
Research Topic confirm that the study of the genetic
and synaptic mechanisms underlying brain disorders
can shed light on the mechanisms of brain function.
It provides insights on many of the molecular and
cellular alterations that ultimately converge to modify the
function and plasticity of single synapses and complex

neuronal circuits.
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Traumatic brain injury (TBI), and related diseases such as chronic traumatic
encephalopathy (CTE) and Alzheimer’s (AD), are of increasing concern in part due to
enhanced awareness of their long-term neurological effects on memory and behavior.
Repeated concussions, vs. single concussions, have been shown to result in worsened
and sustained symptoms including impaired cognition and histopathology. To assess
and compare the persistent effects of single or repeated concussive impacts on
mediators of memory encoding such as synaptic transmission, plasticity, and cellular
Ca?* signaling, a closed-head controlled cortical impact (CCl) approach was used
which closely replicates the mode of injury in clinical cases. Adult male rats received
a sham procedure, a single impact, or three successive impacts at 48-hour intervals.
After 30 days, hippocampal slices were prepared for electrophysiological recordings
and 2-photon Ca’* imaging, or fixed and immunostained for pathogenic phospho-tau
species. In both concussion groups, hippocampal circuits showed hyper-excitable
synaptic responsivity upon Schaffer collateral stimulation compared to sham animals,
indicating sustained defects in hippocampal circuitry. This was not accompanied by
sustained LTP deficits, but resting Ca?* levels and voltage-gated Ca?* signals were
elevated in both concussion groups, while ryanodine receptor-evoked Ca*t responses
decreased with repeat concussions. Furthermore, pathogenic phospho-tau staining
was progressively elevated in both concussion groups, with spreading beyond the
hemisphere of injury, consistent with CTE. Thus, single and repeated concussions lead to
a persistent upregulation of excitatory hippocampal synapses, possibly through changes
in postsynaptic Ca®* signaling/regulation, which may contribute to histopathology and
detrimental long-term cognitive symptoms.

Keywords: Ca2*, CTE, concussion, hippocampus, LTP, synaptic transmission, tau
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Sustained Pathophysiology After Repeat TBI

INTRODUCTION

Traumatic brain injury (TBI) is a leading cause of death
and disability in the US, affecting approximately 2.8 million
people annually, resulting in a significant financial and human
toll (Taylor et al, 2017). Numerous postmortem studies
reveal a correlation between repeated concussion and chronic
traumatic encephalopathy (CTE), a neurodegenerative condition
characterized by cognitive impairment, mood swings, and
depression, and disrupts vulnerable brain regions involved
in memory processing such as the cortex and hippocampus
(McKee et al., 2009, 2013; McKee and Robinson, 2014).
While many high profile reports of TBI are associated with
military and athletic events, a greater proportion of the
general public is affected by concussions resulting primarily
from falls and violence (CDC, 2014), with single or repeated
concussions resulting in short-term memory loss (Mayer
et al., 2017) or other symptoms of neurodegenerative disease
(Fakhran et al, 2013). Indeed, TBI-related CTE bears many
of the same pathophysiological hallmarks as Alzheimer’s
disease, including the buildup of hyperphosphorylated tau, a
microtubule-associated protein involved in cytoskeletal function
(Geddes et al.,, 1999; McKee and Robinson, 2014). Long-term
effects of TBI also include increased likelihood of seizures
(Annegers et al., 1998) and loss of balance/abnormal gait
(Ellemberg et al, 2009), all of which further increase the
likelihood of subsequent TBIs (Theadom et al., 2015). Although
the long-term underlying physiology has not been well
studied, the acute effects of a concussion are thought to
result from several abnormal cellular processes occurring
in the wake of a concussive impact. Upon impact, there
is a rapid increase in extracellular glutamate (Hinzman
et al, 2010), resulting in over-activation of postsynaptic
Ca** channels including NMDA receptors (NMDARs; Geddes
et al, 2003; Biegon et al, 2004) and voltage gated Ca?"
channels (VGCCs; Wolf et al, 2001). The consequences of
increased neuronal Ca?t may persist for hours or even days
after impact (Sun et al., 2008) and are often accompanied
by some form of cognitive impairment (Deshpande et al,
2008). The sustained alteration of Ca?t homeostasis is a
central feature of several neurological diseases including
Alzheimer’s and Huntington’s diseases and may serve as a
common underlying mechanism linking increased incidence of
dementia in the years after a TBI (Giacomello et al., 2013;
Schrank et al., 2020).

Ca*" is a vitally important mediator of normal cellular
and synaptic function. Neuronal Ca?* is tightly regulated
through several homeostatic mechanisms with disruption
of these processes contributing to synaptic dysregulation,
altered signaling cascades, and potential cell injury or death
(Stutzmann, 2007; Chakroborty et al., 2009, 2019; Zhang
et al., 2015). Postsynaptic ryanodine receptors (RyRs), which
are high conductance Ca?* channels on the endoplasmic
reticulum (ER) membrane, are located close to NMDARs
and VGCCs on dendritic spines of hippocampal pyramidal
cells (Jaffe et al., 1994; Chavis et al., 1996; Thibault et al,
2007; Holbro et al., 2009). This relationship allows for the

amplification of NMDAR and VGCC mediated Ca** influx
through the process of Ca?t induced Ca?* release (CICR;
Emptage et al, 1999; Borde et al, 2000; Holbro et al,
2009), and as such, RyRs are positioned to influence Ca?*-
dependent synaptic and plasticity processes (Chakroborty
et al, 2009, 2019). Also, RyR expression is elevated in
postmortem brain tissue from individuals with cognitive
impairment, a feature of TBI (Bruno et al., 2012; Mclnnes
et al, 2019). RyR sensitivity is altered by the processes of
phosphorylation and oxidation which increase channel open
probability, resulting in spontaneously “leaky” channels and
increased Ca?" release in the short term, but reduced ER
store content and suppressed ER Ca?* release if sustained (Liu
et al., 2012; Lacampagne et al,, 2017). Although the role of
RyRs in the short-term effects of TBI is not well understood,
TBI acutely results in an increased production of reactive
oxygen species (ROS) which are known mediators of RyR
hyperphosphorylation/oxidation (Goérlach et al., 2015). As RyRs
are also expressed presynaptically, increased presynaptic RyR
sensitivity/Ca?T may result in increased release of the excitatory
neurotransmitter glutamate, resulting in feed-forward increased
postsynaptic NMDAR and RyR-mediated Ca* release. Notably,
stabilization of RyR-evoked Ca*" release results in wide-ranging
therapeutic effects, including reduced glutamate excitotoxicity
(Frandsen and Schousboe, 1991; Niebauer and Gruenthal,
1999), normalized synaptic transmission and synaptic structure,
reduced inflammatory markers, and improved behavioral
outcomes (Chakroborty et al., 2012; Oules et al., 2012; Briggs
et al., 2017). Thus, RyRs may emerge as a therapeutic target in
the treatment of TBI and related disease conditions.

TBI generates several pathological features common to other
neurological diseases, including abnormal protein aggregates
and hyperphosphorylated tau. Under normal conditions,
homeostasis of tau phosphorylation is maintained through
a balance of kinase and phosphatase activity responsible
for its phosphorylation and dephosphorylation, respectively
(Geddes et al., 1999; McKee and Robinson, 2014). After TBI,
multiple kinases are upregulated and result in a net increase of
phosphorylated tau (Tran et al., 2012). Furthermore, increased
neuronal Ca?* following TBI, via NMDARs, VGCCs, and
intracellular stores can upregulate specific Ca?"-regulated
kinases that phosphorylate tau, such as GSK3-p and Cdk5 (Avila
et al., 2004; Dash et al,, 2011; Zhao et al., 2012; Wilson et al,,
2014). In turn, phosphorylated tau can increase intracellular
Ca**, furthering tau phosphorylation (Gémez-Ramos et al.,
2006; Stutzmann, 2007) and Ca®T-related synaptic deficits.
While acute excitotoxic Ca’>™ events have been described in
the minutes to hours following a TBI (Luo et al., 2011; Gurkoff
et al., 2013; Arai et al, 2019), sustained intracellular Ca?*
dyshomeostasis, such as that seen in AD (Stutzmann, 2007),
may also occur and underlie cognitive, histopathological, and
synaptic defects that can arise weeks to months after injury
(Deshpande et al., 2008; Sun et al., 2008).

Previous head injury is a significant risk factor for
dementia-related diseases, with the delay from injury to
onset of dementia-like symptoms ranging from months to
years (Fleminger et al, 2003; Li et al, 2017). RyRs and
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VGCCs each play an important role in Ca?™ homeostasis,
synaptic transmission, and memory encoding, and despite the
documented role of Ca** dysregulation in neurodegenerative
diseases (Huang and Malenka, 1993; Huber et al, 1995;
Chakroborty et al., 2012; Oules et al., 2012), their contribution
to the sustained cellular and synaptic defects resulting from
TBI has not been adequately studied. Here we investigate
modes of sustained pathophysiology resulting from single or
repeated TBI in a clinically-relevant rat model (Jamnia et al.,
2017), and reveal key cellular signaling, synaptic circuit defects,
and histopathological markers that are consistent with chronic
neurological disease states.

MATERIALS AND METHODS

Day1 Day 8 Day 38
I | \N\—]
| | \
Arrival CCl/sham Ephys/2-photon
recording/phospho-taustaining
Day 1 Day 8 10 12 Day 42
| | | LA\ |
| | | ] N\
Arrival Ephys/2-photon
CCl/sham recording/phospho-tau staining

Timeline of the Experimental Procedure
Approximately 1 week after arrival, animals were subjected
to sham surgery, or single or repeated closed-head controlled
cortical impacts (CCI). Repeated CCI’s were conducted using
three successive impacts separated by 48-h intervals. Rats were
examined 30 days after the last CCI to measure the extent
of sustained synaptic and cellular effects; see the depiction
below. Electrophysiology/2-photon recordings and phospho-tau
staining were conducted using separate sets of animals.

Animals

Male hooded Long-Evans rats (Charles River Laboratory; 200-
300g; P60-P80) were housed two per cage in the Rosalind
Franklin University of Medicine and Science (RFUMS)
Biological Resource Facility. While we acknowledge the
importance of sex as a biological variable, the limited scale
of the study, along with the much higher incidence of TBI
in males (CDC, 2014) means we used only male rats in this
study. Rats were kept on a 12:12 h light/dark cycle with food
and water available ad [libitum. Animals were handled daily
for approximately 1 week before surgery. All experiments were
performed following the National Institutes of Health Guide for
the Care and Use of Animals and were approved by the RFUMS
Institutional Animal Care and Use Committee.

Closed-Head Controlled Cortical Impact
(CClI)

To inflict a closed-head TBI we used a modified CCI approach
(Leica Impact One, Leica Microsystems Inc., Buffalo Grove,
IL, USA) to model mild TBI (Jamnia et al., 2017). Rats were
anesthetized using 2.0-3.0 ml/min isoflurane anesthesia and

placed in a Kopf stereotaxic apparatus (Kopf, Tujunga, CA,
USA), on a foam bed (5 cm thick) in a plexiglass frame;
anesthesia was maintained through a nose cone. The frame
consisted of a base (11.43 x 24.13 cm) and a side piece
(9.52 x 22.86 cm) angled 11 degrees from the vertical. To
allow for movement of the head, but to also provide stability
to the rat during the impact, the lateral surface of the head
was rested lightly against the plexiglass frame. The Impact One
stereotactic device delivered the cortical impact at an angle
20 degrees from vertical, enabling the flat impactor tip to be
perpendicular to the surface of the head; this was adjusted
accordingly if necessary. All injuries were produced with a 5 mm
flat tip at 6.5 m/s at a depth of 10 mm from the surface of
the skin overlaying the right sensorimotor cortex for 300 ms.
The depth measurement accounted for the amount of absorption
in the foam (approximately 9 mm). This depth was previously
tested to be the maximal level of impact that did not result in
a skull fracture but produced behavioral impairment (Jamnia
et al., 2017). All rats that received an impact received a topical
analgesic, and body temperature was maintained at 37°C during
recovery. Following recovery from anesthesia, rats were returned
to their home cages and monitored daily. Repeated concussion
animals had a total of three injuries 48 h apart; an additional
group of rats with a single concussion were exposed to two
subsequent anesthesia treatments 48 h apart. This group was
placed in the anesthesia chamber for the duration of time that
the repeated concussion animals were anesthetized for their
subsequent injuries (approximately 20 min). This model of
single or repeated TBI, previously used by us, does not result
in any obvious tissue damage (Jamnia et al, 2017), and is
considered a model of single or repeated mild TBI or concussion
(Petraglia et al., 2014).

Brain Slice Preparation

Thirty days after the last CCI, animals were deeply anesthetized
with isoflurane and coronal hippocampal slices (400 pm
for field recording and 250 pm for whole-cell recording
and Ca’" imaging) were prepared as previously described
(Stutzmann et al., 2004). Slices were perfused at 1.5-2 ml/min
with standard artificial cerebrospinal fluid (aCSF) solution
containing the following (in mM): 125 NaCl, 2.5 KCl,
2 CaClz, 1.2 MgSO4, 1.25 NaH2PO4, 25.0 NaHCO3, 10
D-dextrose equilibrated with 95% O, and 5% CO, (pH
7.3-7.4), at room temperature (22°C). Osmolarity was
maintained at 310 mOsm. Patch pipettes (4-5 M) were
filled with intracellular solution containing the following
substances (in mM): 135 K-gluconate, 10 HEPES, 10 Na-
phosphocreatine, 2 MgCl,, 4 NaATP, and 0.4 NaGTP,
pH adjusted to 7.3-7.4 with KOH (Sigma). Hippocampal
CA1 pyramidal neurons were identified visually via infrared
differential interference contrast optics (IRDIC) on an Olympus
BX51 upright microscope, through a 40x objective, and were
identified electrophysiologically by their passive membrane
properties and spike frequency adaptation in response to
depolarizing current injection. Membrane potentials were
obtained in current-clamp mode acquired at 10 kHz with a
Digidata 1322 A-D converter and Multiclamp 700B amplifier
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and were recorded and analyzed using pClamp 10.2 software
(Molecular Devices).

Extracellular Field Potential Recordings

For extracellular field potential recording, 400 pum hippocampal
slices were transferred to an interface chamber (Harvard
Apparatus), perfused with oxygenated aCSF (1.5 ml/min) at
room temperature, and covered with a continuous flow of
humidified gas (95% O,/5% CO;). Data were acquired at
10 kHz using pClamp 10.2 software with an AxoClamp 2B
amplifier and a DigiData 1322 A board for digitization (Molecular
Devices). Field excitatory postsynaptic potentials (fEPSPs) were
recorded in the stratum radiatum of the CA1l subfield of
the hippocampus using recording microelectrodes (2-6 MS2)
filled with aCSF. Microelectrodes were pulled from borosilicate
glass capillaries (Harvard Apparatus) on a P-2000 pipette
puller (Sutter Instruments, Novato, CA, USA). Synaptic
fEPSP responses were evoked by stimulation of the Schaffer
collateral/commissural pathway, using a bipolar stimulating
electrode, with the fEPSP slope calculated as the change in
potential (AV) of the initial fEPSP waveform over time (t),
or AV/t (mV/ms; see Figure 1A). Input-stimulus/output-fEPSP
slope (I-O) curves were generated by plotting the fEPSP slope
vs. stimulus intensity, using stimulus intensities ranging from
100 to 1,000 pA. For induction of long-term potentiation (LTP),
baseline fEPSPs were evoked at 50% of the maximum fEPSP
slope, at 0.05 Hz for 20 min. LTP was induced at baseline
intensity using a high-frequency stimulation (HFS) protocol
consisting of two sets of 100 pulses at 100 Hz, with each set
of pulses spaced 10 sapart. fEPSPs were recorded for a further
60 min at baseline frequency, after HFS. Immediately after
HES, we observed post-tetanic potentiation (PTP; 0-2 min after
HES), a Ca** dependent form of short-term synaptic plasticity
(Zucker and Regehr, 2002). LTP was observed later and can
be divided into a transient early phase that is mediated by
modification of pre-existing proteins (E-LTP; 15-20 min after
HES), and a more persistent late phase that requires gene
transcription and new protein synthesis (L-LTP; 50-60 min
after HFS; Davies et al, 1989; Frey et al, 1993). Paired-
pulse facilitation (PPF) was assessed after I-O recordings,
using an interstimulus interval of 50 ms. Three successive
response pairs were recorded at 0.05 Hz. All field recordings
were performed on the hippocampal side ipsilateral to the
impact site. Only one set of field recordings was carried out
per slice, with typically two 400 pwm hippocampal slices per
rat used.

Ca?* Imaging

Ca** imaging within individual CA1 pyramidal neurons was
performed in hippocampal slices using a custom-built video-rate
multiphoton-imaging system based on an upright Olympus
BX51 microscope frame and Ti:Saph pulsed IR laser (Spectra-
Physics, Santa Clara, CA, USA; Stutzmann and Parker, 2005).
Individual neurons were filled with the Ca?t indicator fura-2
(50 wM; ThermoFisher) via the patch pipette as described
previously (Stutzmann et al, 2004). Laser excitation was
provided by trains (80 MHz) of ~100 frames/s pulses at

780 nm. At this wavelength, fura-2 excitation generates a
bright signal at low Ca’* levels, allowing us to see small
compartments such as spines at resting levels; fluorescence
proportionally decreases with increasing Ca®* levels allowing
for relative measurements of change from baseline. The
femtosecond pulsed laser beam was scanned by a resonant
galvanometer (General Scanning Lumonics), allowing rapid
(7.9 kHz) bidirectional scanning in the x-axis and by a
conventional linear galvanometer in the y-axis, to provide a
full-frame scan rate of 30 frames/sec. The laser beam was
focused onto the tissue through a 40 x water-immersion objective
(numerical aperture 0.8). Emitted fluorescence light was
detected by a wide-field photomultiplier (Electron Tubes) to
derive a video signal that was captured and analyzed by Video
Savant 5.0 software (IO Industries; London, ON). Further
analysis of background-corrected images was performed off-line
using MetaMorph software. For quantification of resting and
changes in fura-2 fluorescence, we selected a region of the
CAl pyramidal cell soma (surrounding but excluding the
nucleus), to obtain a measure of cytosolic Ca** (Stutzmann
etal,, 2003, 2004). An adjacent non-fluorescent area was selected
for background subtraction. As fura-2 shows a decrease in
fluorescence with increasing Ca?*, using two-photon excitation
at 780 nm, decreased basal Fyvalues represent increased basal
Ca’*. Relative percentage changes in Ca®t were calculated as
the percentage change in fluorescence intensity over baseline:
(Fo/AF — 1) x 100 with values for Fy and percentage
change averaged across cells from each TBI group. After
patching, fura-2 was allowed to equilibrate in the cell for
10-15 min, and after a fluorescent signal was attained, the
positive current was injected into the cell while in current-clamp
mode, resulting in depolarization of the cell membrane and
triggering activation of voltage-gated Ca*" channels (VGCCs).
To ensure consistency between evoked responses within and
between groups, the depolarization protocol was conducted first,
before any drug exposure. Ca?t measurements were acquired
from the peak of the evoked response. Bath application of
caffeine (10 mM) was used to trigger RyR-Ca?* release from
ER stores (Garaschuk et al., 1997; Sandler and Barbara, 1999).
Each brain slice was exposed to only one application of caffeine.
Typically on any recording day, two hippocampal slices were
used for Ca’* measurements with one CAl pyramidal cell
recording per slice. Minianalysis 6.0.7 (Synaptosoft; Fort Lee, NJ,
USA) was used to detect and measure spontaneous excitatory
postsynaptic potential (SEPSP) events with a minimal amplitude
of 0.2 mV and minimal area of 3 mVxms. The baseline was
determined from a 1 ms average immediately before each
event, or in the case of overlapping events, from the peak
and decay kinetics of the preceding event using “complex
peak detection” in Minianalysis. 6-Cyano-7-nitroquinoxaline-
2, 3-dione (CNQX, Sigma-Aldrich), an AMPA antagonist,
was used to confirm glutamatergic sEPSPs. sEPSP data was
obtained in the sham and rTBI groups only, as we only
observed effects of rTBI, but not sTBI, on the somatic RyR-
Ca’* response to caffeine (see Figure 4). All whole-cell/2-
photon recordings were performed on the hippocampal side
ipsilateral to the impact site. Multiple VGCC recordings were
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FIGURE 1 | Single or repeated traumatic brain injury (TBI) results in persistent hyperexcitability at CA3-CA1 synapses. Rats subjected to a single TBI (sTBI), or
repeated TBI (rTBI), exhibited persistent upregulation at CA3-CA1 synapses, as revealed using extracellular field recordings (fEPSPs). (A1) fEPSP Input-output curves
obtained from CA1 hippocampal field recordings using Schaffer collateral stimulation, 30 days after sham surgery, sTBI or rTBI, demonstrating increasing field
potential (fFEPSP) slopes resulting from increasing stimulus intensity ranging from 100 A to 1,000 pA. fEPSPs from both the sTBI and rTBI groups showed a steeper
slope at most stimulus intensities compared to the sham treatment group, with no significant difference between the sTBI and rTBI groups. (A2) Representative
input-output fEPSP traces taken from sham, sTBI, and rTBI rats. (B1) sTBI and rTBI did not affect the paired-pulse ratio of fEPSPs, compared to sham, indicating
that there was no significant difference in the presynaptic release probability of glutamate between groups. (B2) Representative traces showing paired fEPSPs
evoked at a 50 ms interstimulus interval. All recordings were on the hippocampal side ipsilateral to the TBI impact site (over the right sensorimotor cortex).

#b < 0.05 for sham vs. sTBI. *p < 0.05.for sham vs. rTBI. Error bars represent the standard error of the mean.
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carried out per slice, but only one RyR-Ca?* response to caffeine
per slice, with typically 2-3 250 pwm hippocampal slices per
rat used.

Immunohistochemistry

Rats were anesthetized with pentobarbital (200 mg/kg) and
then transcardially perfused with ice-cold phosphate-buffered
saline, immediately followed by 4% paraformaldehyde. Brains
were removed and post-fixed for 24 h, then cut into sagittal

sections on a Leica SM2000R microtome with a freezing stage
at 40 pm thickness and stored in cryopreservation solution
until immunostaining. Free-floating hippocampal sections were
permeabilized with 0.1 M TBS 1.0% Triton-X (3 x 10 min) at
room temperature on a platform rocker. Sections were blocked
with 0.1 M TBS 0.1% Triton-X + 10% goat serum for 1 h
at room temperature and subsequently incubated in primary
antibody (phospho-Tau $262, 1:500, Invitrogen, catalog number
44-750G) diluted in 0.1 M TBS 0.1% Triton-X + 1% goat
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serum for 24 h at 4°C on a platform rocker. The sections
were washed with 0.1 M TBS 0.1% Triton-X (3 x 5 min) and
incubated in secondary antibody (Alexa Fluor 488 conjugated
to IgG goat anti-rabbit antibody, 1:1,000, Invitrogen, A-11008)
diluted in 0.1 M TBS 0.1% Triton-X + 1% goat serum for
one hour at room temperature on a platform rocker. Sections
were rinsed in 0.1 M TBS 0.1% Triton-X (3 x 5 min) and
stained with 1:10,000 DAPI diluted in 0.1 M TBS for 5 min.
Sections were washed in 0.1 M TBS for 5 min and mounted with
PVA-DABCO for microscopy. Control sections were obtained
using the same procedure with primary antibody alone and
secondary antibody alone, respectively, and imaged to ensure
there was no off-target staining. Confocal images of the sections
were obtained and analyzed using a 60x objective lens on
an Olympus Fluoview Fv10i confocal microscope. Microscope
settings were the same for all images. Several images were
obtained of each hippocampal region as well as the cortex.
MetaMorph software (Version 7) was used to quantify the
percent staining density of fluorescently labeled phosphorylated
tau over the threshold intensity level across the whole brain
as well as in each hemisphere ipsilateral and contralateral
to injury.

Statistical Analysis

Statistical differences among groups were determined using
analysis of variance (one-way ANOVA or two-way repeated-
measures ANOVA) with Tukey or Dunnett’s post hoc tests where
appropriate using SigmaPlot 12 data analysis software. Data
are shown as mean =+ standard error of the mean. Statistical
significance was set at p<0.05.

RESULTS

In our previous study, repeated concussion/TBI resulted in
more persistent memory deficits than a single concussion
(Jamnia et al., 2017), with similar findings observed elsewhere
(Meehan et al., 2012; Weil et al.,, 2014). Concussion-related
memory deficits may result from persistent maladaptive
pathophysiological effects in brain regions that play a role in
learning and memory, such as the hippocampus. To this end,
we tested for persistent hippocampal synaptic and neuronal Ca**
signaling deficits, and tau pathology, in rats subjected to single or
repeated TBI.

sTBI and rTBI Results in Hyperexcitable
Synaptic Transmission in Hippocampal

Circuits

Electrophysiological recordings in acute hippocampal brain
slices were used to assess alterations in the local circuit and
synaptic function resulting from either a single or repeated
TBI. A total of 7, 6, and 8 rats were allocated to the sham,
sTBI, and rTBI groups, respectively. Extracellular field potential
recordings measured effects of Schaffer collateral CA3-CAl
stimulation on postsynaptic potentials (fEPSPs), using the initial
slope function of the fEPSP as a measure of monosynaptic
output. Assessment of the input-output function of fEPSPs
revealed that both sTBI (11 recordings/11 slices/6 rats) and

rTBI (18 recordings/18 slices/8 rats) resulted in significant
potentiation at hippocampal synapses, across a range of
stimulation intensities, when compared to the sham group
(18 recordings/18 slices/8 rats). A two-way repeated-measures
ANOVA was significant for effects of single and repeated
TBI treatment (F(240) 4.08 p 0.024), stimulation
intensity (Fo40) = 89.08; p < 0.001) and treatment group
vs. stimulation-intensity interaction (F9) = 4.27; p < 0.001).
Post hoc analysis revealed a significant difference between
the sTBI and sham groups at 500 pA (p = 0.049), 600 pwA
(p = 0.02), 700 A (p = 0.004), 800 pA (p = 0.002),
900 pA (p = 0.004), and 1,000 A (p = 0.003) stimulation
intensities and between the rTBI and sham groups at 700 pA
(p = 0.025), 800 WA (p < 0.005), 900 pA (p < 0.004), and
1,000 pA (p < 0.002) stimulation intensities (Figure 1A).
To determine if the increased synaptic responses observed
in the sTBI and rTBI groups reflect presynaptic alterations,
we used the paired-pulse ratio, measured as the ratio of
the slope of the second fEPSP to the slope of the first
fEPSP of a pair of fEPSPs obtained at a 50 ms interval,
as a relative measure of Ca’’-dependent neurotransmitter
release probability. A one-way ANOVA revealed no effect
of either sTBI (11 recordings/11 slices/6 rats) or rTBI
(12 recordings/12 slices/8 rats) on the paired-pulse ratio
(Fo34) = 1.44; p = 0.252; Figure 1B), compared to sham
(14 recordings/14 slices/8 rats), indicating that the probability
of presynaptically-regulated vesicle release is not significantly
different among these groups.

In addition to the measurement of basal synaptic
transmission, we also examined long-term synaptic potentiation
(LTP) at CA3-CALl synapses. Using high-frequency stimulation
(HES, two 100 Hz pulse trains for 1 s each, spaced 10 s
apart) of Schaffer collaterals, we observed a sequence
of synaptic changes consisting of an initial short-term
post-tetanic synaptic potentiation (PTP; 0-2 min after HFS;
Figure 2A), followed by early LTP (E-LTP; 15-20 min after
HFS) and late-phase LTP (L-LTP; 50-60 min after HFS;
Figure 2B). PTP was not significantly altered by either single
(sTBIL; 8 recordings/8 slices/6 rats) or repeated TBI (rTBI;
10 recordings/10 slices/8 rats; one way ANOVA; F 54y = 2.34;
p = 0.12), compared to sham (7 recordings/7 slices/7 rats) and
there was likewise no effect of sTBI or rTBI on the magnitude
of E-LTP (one way ANOVA; F;24) = 0.57; p = 0.57) or L-LTP
(one way ANOVA; F324) = 0.89; p = 0.43; Figure 2C). Although
our findings contrast with those from other studies showing a
persistent attenuation of hippocampal LTP resulting from sTBI
(Schwarzbach et al., 2006) or rTBI (Aungst et al., 2014), these
studies used an open skull/exposed dura impact model, and
not the closed-head model employed here. Indeed, while many
studies have looked at hippocampal synaptic effects resulting
from TBI using an open-head/exposed dura model at various
time points post-injury (Miyazaki et al., 1992; D’Ambrosio et al.,
1998; Atkins, 2011; Zhang B. et al., 2011; Zhang B.-L. et al,, 2011;
Titus et al., 2019), few studies have examined the persistent TBI
effects on synaptic plasticity using a closed-head model of single
(White et al., 2017) or repeated impacts (Logue et al., 2016).
Also, other closed-head studies have employed a blast injury
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FIGURE 2 | Acute induction of hippocampal synaptic plasticity is unaffected
by single or repeated TBI. (A) High-frequency stimulation (HFS) of CA3-CA1
Schaffer collaterals resulted in short-term post-tetanic synaptic potentiation
(PTP), lasting for several minutes. Graph shows averaged time course of PTP
in sham, single TBI (sTBI), and repeated TBI (rTBI) groups. (B) High-frequency
stimulation (HFS) of CA3-CA1 Schaffer collaterals also resulted in long-term
potentiation (LTP) lasting for 1 h. Graph shows averaged time course of early
(E-LTP) and late-phase LTP (L-LTP) in sham, sTBI, and rTBI groups. Time of
HFS indicated by the arrow. (C) Bar graph shows the percentage change in
post-HFS response relative to baseline as PTP (0-2 min after HFS), E-LTP
(15-20 min after HFS), and L-LTP (50-60 min after HFS). HFS consisted of
two 100 Hz pulse trains of 1 s duration each, with a 10 s interval between
pulse trains. There was no significant effect of sTBI or rTBI on the magnitude
of PTPR, E-LTR, or L-LTP. Superimposed trendlines represent mean data for
sham (blue), sTBI (orange), and rTBI (red). All recordings were on the
hippocampal side ipsilateral to the TBI impact site (over the right sensorimotor
cortex). Error bars represent the standard error of the mean.

model (Beamer et al., 2016; Hernandez et al., 2018), with global
physical effects that are less clinically relevant to mild TBI.

Ca?* Dynamics and Membrane Properties
in sTBI and rTBI

Neuronal Ca?* dyshomeostasis due to changes in VGCC
and RyR function can result in altered cellular signaling
and synaptic function, as well as drive synaptic loss and
neurodegeneration if sustained over time. Here we have assessed
the persistent effects of single or repeated TBI on levels of
resting Ca?>", VGCC, and RyR function. The use of whole-cell
patch recordings with 2-photon Ca®t imaging allows for the
simultaneous measurement of passive and active membrane
properties, including input resistance and cell excitability,
along with changes in Ca** handling during VGCC and RyR
activation. Ca’™ influx through VGCCs was significantly
increased in both the sTBI (16 recordings/12 slices/6 rats)
and rTBI (19 recordings/12 slices/8 rats) groups compared to
sham (10 recordings/6 slices/8 rats; F, 44y = 7.89; p = 0.001;
Figure 3A). Basal Ca?*, measured using the resting fura-2
fluorescence intensity (Fp) under identical laser power
and recording conditions, was also significantly increased
in the both the sTBI (15 recordings/15 slices/6 rats) and
rTBI (18 recordings/18 slices/8 rats) groups relative to sham
(8 recordings/8 slices/8 rats; F2 40) = 5.0; p = 0.012; Figure 4A).
In contrast, RyR-evoked Ca?t signals were significantly
decreased in the rTBI group (18 recordings/18 slices/8 rats)
only (Fp39 = 4.57; p = 0.017; Figure 4A), but not
sTBI (15 recordings/15 slices/6 rats), compared to sham
(8 recordings/8 slices/8 rats). Our findings are consistent with
previous studies demonstrating sustained pathophysiological
effects resulting from TBI, including increased cortical excitatory
synaptic transmission (3-5 weeks post-injury; Koenig et al,
2019) and Ca?" dyshomeostasis in hippocampal neurons at
30 days post-injury (Sun et al., 2008). Also, in both of these
studies, the nature of the impact (open-head/exposed dura) was
markedly different from the closed-head model used in our
study, utilized only a single impact, and used Ca’>* imaging data
obtained from acutely isolated CA3 hippocampal neurons and
not in CA1 pyramidal neurons in a brain slice. Thus, although
it is difficult to extrapolate directly across these studies, there is
a clear precedent for synaptic defects and Ca** dyshomeostasis
resulting from TBI in brain circuits critical for learning, memory,
and cognition.

In addition to measurement of somatic RyR-evoked
Ca’* release, we also examined basal spontaneous synaptic
transmission in the form of excitatory postsynaptic potentials
(sEPSPs) and how RyR activation differentially affects
sEPSC frequency and amplitude in the sham and rTBI
groups. As the RyR-Ca?t response was blunted in only
the rTBI condition, we similarly tested for sEPSP effects of
caffeine in the sham (9 recordings/9 slices/8 rats) and rTBI
(17 recordings/17 slices/8 rats) groups. Prior to caffeine
application, the baseline frequency of sEPSPs was similar in both
groups (two-way repeated-measures ANOVA; Fj51y = 0.295;
p = 0.837; Figure 5A) and the frequency of sEPSPs was similarly
increased by caffeine (paired t-test; t = —4.52; p < 0.001;
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FIGURE 3 | TBI results in enhanced voltage-gated Ca®* channel activity in hippocampal CA1 pyramidal neurons. (A) Left, bar graph summarizing peak Ca®t
effects of voltage-gated Ca?+ channel (VGCC) activation (using a depolarizing current injection in CA1 pyramidal neurons) 30 days after either a sham procedure,
single TBI (sTBI), or repeated TBI (rTBI). Peak VGCC Ca?* effects were larger in both the sTBI (gray bar) and rTBI (black bar) groups relative to sham (white bar). The
number of recorded cells per group is in each bar. Right, action potential train in response to a depolarizing current injection in a CA1 pyramidal neuron (action
potential characteristics were unchanged by either sTBI or rTBI, see Table 1). (B) Sample traces illustrating Ca?* effects of VGCC activation in individual sham (left),
sTBI (middle) or rTBI (right) CA1 pyramidal neurons. Calibration bars illustrate the % Ca®* change over baseline. (C) Fluorescent (monochrome) and pseudocolored
images of fura-2 loaded CA1 pyramidal neurons. Pseudocolored images illustrate relative Ca®* responses to VGCC activation, from sham (left), sTBI (middle) and
rTBI (right) groups. *p < 0.05. All recordings were on the hippocampal side ipsilateral to the TBI impact site (over the right sensorimotor cortex). Error bars represent
the standard error of the mean.

Figure 5A). Prior to RyR activation, the baseline amplitude increased phosphorylated tau staining in the rTBI group
of sEPSPs was also similar in both the sham and rTBI groups  compared to the sham group (one-way ANOVA; Fy11) = 7.242;
(Fa,51) = 0.98; p = 0.47; Figure 5B) and the amplitude of sSEPSPs ~ p < 0.01) and the sTBI group (p < 0.05). In the overlying
was similarly increased by caffeine (paired t-test; + = —8.14;  sensorimotor cortex, significant increases in phosphorylated
p < 0.05; Figure 5B). tau in the rTBI group compared to the sham group (one-

- way ANOVA; F 11y = 8.245; p < 0.01) and the sTBI group
Increased Phosphorylated Tau Stalnlng (p < 0.05) were also observed. There were no significant

After TBI Is Sustained Throughout the differences in phosphorylated tau between the ipsilateral and

Cortex and Hippocampus contralateral hemispheres. This pattern suggests an active
The level of phosphorylated tau protein burden was examined  process that is generating phosphorylated tau long after the
in the hippocampus and overlying cortex in the sham, sTBI, initial injury occurred, though other explanations are possible
and rTBI treatment groups, ipsilateral and contralateral to the  such as impairments in the clearance of pathogenic protein
injury site, using immunohistochemical labeling and imaged  species. Furthermore, the tau pathology is not necessarily limited
using confocal microscopy (Figure 6). The density of each  to the site or hemisphere of injury, but distributes across
fluorophore above the background threshold level was averaged ~ brain hemispheres over time regardless of the initial TBI site,
across all images obtained for a given animal using Metamorph ~ with a higher phosphorylated tau burden associated with a
software (v.7). In the hippocampus, this analysis revealed repetitive injury.
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FIGURE 4 | TBI results in increased resting Ca®* and blunted RyR-evoked Ca®* release in hippocampal CA1 pyramidal neurons. (A) Left, bar graph summarizing
averaged resting Ca?*-based fluorescence (Fo) in CA1 pyramidal neurons 30 days after either a sham procedure (white bar), single TBI (sTBI, gray bar), or repeated
TBI (rTBI, black bar). The decreased resting fluorescence (Fo) values of both TBI groups compared to the sham group are indicative of increased resting Ca?*. Right,
a bar graph illustrating that the averaged RyR-Ca?* response to caffeine (20 mM) was decreased in the rTBI group (black bar) but not the sTBI group (gray bar),
relative to sham (white bar). The number of recorded cells per group is in each bar. (B) Sample traces illustrating RyR-Ca2+ effects of caffeine (20 mM), in individual
sham (left), sTBI (middle), and rTBI (right) CA1 pyramidal neurons. Calibration bars illustrate the % Ca®* change over baseline. (C) Fluorescent (monochrome) and
pseudocolored images of fura-2 loaded CA1 pyramidal neurons. Pseudocolored images illustrate relative RyR-Ca?* effects of caffeine, from sham (left), sTBI
(middle), and rTBI (right) groups. *p < 0.05. All recordings were on the hippocampal side ipsilateral to the TBI impact site (over the right sensorimotor cortex). Error
bars represent the standard error of the mean.

Data Summary

Overall, our study reveals a cluster of resilient pathogenic or
maladaptive features of mild TBI that persist long after the
acute effects of the initial injury. These features may collectively
impact memory encoding systems in the hippocampus and may
contribute to the dementia symptoms that can emerge long after
the injury. In particular, we show that sTBI and rTBI result
in increased excitatory synaptic output, along with increased
resting Ca>* and VGCC activity, and reduced RyR function
in the rTBI group. This combination of increased synaptic
excitability and increased VGCC activity may play a role in
the elevated basal Ca?™ observed (for a graphical summary see

Figure 7). We also observed increased and graded levels of
phosphorylated tau in the sTBI and rTBI groups, strengthening
the idea of an association between increased neuronal excitation
and tau pathology.

DISCUSSION

Mild TBI or concussion has received considerable attention
in recent years, in part reflecting increased awareness of its
pervasiveness in the general public and its role as a significant
risk factor for AD-like dementia and other neurological diseases.
Despite this, few studies have examined and compared the
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FIGURE 5 | Spontaneous synaptic events and contribution of RyR activation are unaffected by repeated TBI (rTBI). (A) The frequency of baseline spontaneous
excitatory postsynaptic potentials (SEPSPs; gray bars) measured in hippocampal CA1 pyramidal neurons was not affected by rTBI at 30 days post-injury. sTBI
neurons were not tested. In both the sham and rTBI groups, RyR activation by caffeine (20 mM; black bars) increased the frequency of SEPSPs similarly. (B) Baseline
sEPSP amplitude (gray bars) was also unaffected by rTBI, but RyR activation by caffeine (20 mM; black bars) resulted in a significant increase in sEPSP amplitude in
the rTBI group. (C) Representative traces illustrating effects of bath application of caffeine (20 mM) on the frequency and amplitude of sEPSPs during a whole-cell
current-clamp recording in a CA1 pyramidal neuron from the rTBI group. “*p < 0.001, *p < 0.05. All recordings were on the hippocampal side ipsilateral to the TBI
impact site (over the right sensorimotor cortex). Error bars represent the standard error of the mean.
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FIGURE 6 | Hippocampal and cortical phosphorylated tau is elevated after single (sTBI) or repeated TBI (rTBI). (A-C) Representative confocal images (63 x,
multi-plane) show immunolabeling of phosphorylated tau (pTau S262, green) within the CA1 region of the hippocampus (left) and Layer V of the cortex (right)
ipsilateral to injury in sham (A), sTBI (B), and rTBI (C) animals. (D) Bar graphs show a significant increase in hippocampal phosphorylated tau burden in the rTBI
group (black) relative to the sTBI (gray) and sham groups (white; n = 16 slices/4 rats for each treatment condition). (E) Bar graphs show a significant increase in
cortical phosphorylated tau burden in the rTBI group (black) relative to the sTBI (gray) and sham groups (white; n = 16 slices/4 rats for each treatment condition).
Representative images were obtained on a Leica Microsystems SP8 confocal microscope. The injury was over the right sensorimotor cortex. *p < 0.05 and **p <
0.01. Error bars represent the standard error of the mean.
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persistent physiological and synaptic consequences of single
or repeated, closed-head concussive events. To address the
gaps in our understanding between brain injury and delayed
cognitive deficits, we used a closed-head concussion model
of single and repeated TBI that generates memory and
performance deficits without overt hippocampal cell loss of
detectable cell damage (Jamnia et al, 2017). One of the
major limitations of most TBI studies to date has been the
focus on measures of tissue damage or histopathology in
fixed brain slices, a preparation in which active changes in
real-time synaptic function cannot be detected. Here, we first
employed extracellular field potential and whole-cell patch-
clamp electrophysiological recordings to identify cellular and
synaptic changes which may otherwise go undetected in
fixed tissue. At the local circuit level in the hippocampus,
we found a persistent upregulation of excitatory synaptic
transmission at CA3-CAl synapses which was present in
both the single and repeated TBI groups 30 days after
injury. Interestingly, these fundamental changes in synaptic
responses did not result in altered expression of long-term
synaptic plasticity; however, this does not preclude underlying
LTP deficits in this injury model as the recruitment of
compensatory mechanisms to sustain normal-appearing LTP

has been demonstrated in compromised hippocampal networks
(Chakroborty et al., 2012). There also were no explicit alterations
in paired-pulse facilitation, which is generally accepted as an
index of evoked presynaptic release probability (Regehr, 2012).
Interestingly, rTBI also had no effect on the frequency of
mEPSCs measured using whole-cell recordings, reinforcing the
observation that TBI does not affect the presynaptic release
probability weeks after injury. Although this does not rule
out a presynaptic component due to an acute but transient
increase in synaptic glutamate release in the wake of TBI
(Huang et al., 1992).

As our data indicate that hippocampal synaptic transmission
is similarly increased by either sTBI or rTBI, this suggests
that even a single concussive event is sufficient to elicit
long-term synaptic effects. Although the exact series of cellular
events which lead to this potentiated synaptic state is still
under investigation, our data suggest that it is a postsynaptic
component of the fEPSP that is potentiated. As the fEPSP is
typically mediated by activation of postsynaptic AMPA receptors
(Davies and Collingridge, 1989; Tsien et al., 1996), upregulation
of AMPA receptors may play a role in the synaptic potentiation
observed. Additionally, as the resting membrane potential of
CA1 pyramidal neurons was approximately —70 mV in all
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TABLE 1 | Passive and active membrane properties are unchanged by single or repeated traumatic brain injury (TBI).

Passive and active membrane properties of CA1 Hippocampal Pyramidal Cells for sham, sTBI, and rTBI.

Sham sTBI rTBI
Cell Potential (mV) —70.8 £0.35(n=18) —70.4 £0.17 (h =18) —70.6 £0.19 (n = 24)
Input Resistance (M) 101 £5.23 (n=18) 112 +£5.77 (n=18) 118 £ 7.71 (n = 24)
Sag (%) 24.8 £1.14 (n=18) 251 +£1.03 (0 =18) 27.2 £0.98 (n = 24)
Spike Threshold (mV) —50.0+1.41 (n=11) —46.1 £0.82 (n = 16) —48.1 £1.00 (n =19)
Spike Amplitude (mV) 102 £2.14 (n = 11) 971 +21(n=16) 99.4 +1.83 (n =19)
Spike Half-Width (ms) 1.82+£0.04 (n=11) 1.98 +0.06 (n = 16) 1.89 £0.05 (n =19)

Passive and active membrane properties of hippocampal CA1 pyramidal neurons, including resting membrane potential, input resistance, and action potential characteristics were

unchanged by either single TBI (sTBI) or repeated TBI (rTBI).

treatment groups (Table 1), it is unlikely that there is a
substantial NMDAR fEPSP component due to the Mg?* block
of NMDARSs at this hyperpolarized membrane potential. Circuit
hyper-responsivity may also reflect decreased RyR function and
downstream Ca?"-regulated neuromodulators (Chakroborty
et al., 2015), as well as pathological tau accumulation (Huijbers
et al., 2019). Tau levels are associated with seizure incidence
(DeVosetal., 2013), a well-documented consequence of TBI that
may also occur as a result of hippocampal hyperactivity (Golarai
et al., 2001). Another possible explanation for the hippocampal
hyperexcitability observed is decreased CAl hippocampal
inhibitory neurotransmission, another feature shared in animal
models of both TBI and Alzheimer’s disease (Reeves et al., 1997;
Hazra et al., 2013; Almeida-Suhett et al., 2015).

The decreased RyR-evoked Ca®* release in the rTBI group is
similar to the reported decreased RyR-Ca’" response resulting
from mechanical neuronal injury in vitro (Weber et al., 2002), an
effect mediated by NMDAR mediated Ca?* influx (Ahmed et al.,
2002), subsequent increased CICR, and depletion of ER Ca?*
stores (Weber et al., 2002). Indeed, elevated basal cytosolic Ca?*
resulting from a single TBI event is prevented by pretreatment
with the NMDAR antagonist MK801 (Deshpande et al., 2008).
Although we did not observe decreased RyR-Ca?* effects in the
sTBI group, it is plausible that effects of repeated mechanical
injury and repeated NMDAR Ca?" influx are more persistent
than those arising from a single injury (Slemmer et al., 2002;
Weber, 2007), resulting in long-term modification of RyR-Ca*™
signaling as a result of r'TBIL Notably, the sustained rTBI effect
on RyR-Ca?* correlates with persistent cognitive impairments
resulting from rTBI, but not sTBI (Jamnia et al., 2017), further
strengthening the association between RyR dysfunction, Ca?"
dyshomeostasis, and cognitive impairment after brain injury
(Deshpande et al., 2008; Sun et al., 2008; Bruno et al., 2012; Liu
et al., 2012).

While decreased RyR-Ca?" was observed in the rTBI group
only, increased VGCC activity was observed in both treatment
groups, and may play a role in the elevated basal Ca®* present
in both TBI groups. The sustained upregulation of hippocampal
synaptic transmission observed in both TBI groups may also
be driven by the increased Ca’" influx through VGCCs, and
there is ample evidence that VGCCs play an important role in
hippocampal synaptic potentiation (Huang and Malenka, 1993;
Huber et al., 1995). As there was no significant effect of either
sTBI or rTBI on the passive or active cell membrane properties
measured 30 days post-injury (Table 1), the increased VGCC

responses observed cannot be explained by changes in membrane
resistance or postsynaptic action potential threshold.

Tau pathology is a well-documented feature of TBI and
related conditions such as chronic traumatic encephalopathy
(CTE) and Alzheimer’s disease (McKee et al., 2013; McKee
and Robinson, 2014; Albayram et al., 2016), yet the defined
mechanisms by which tau phosphorylation is sustained after an
injury have yet to be fully elucidated. Across TBI conditions, the
uniformly distributed pathogenic tau seen 30 days post-injury
is likely resulting from a feed-forward cascade, as the half-life
of soluble tau is approximately 10 days (Yamada et al,
2015). A possible mechanism is the increased resting cytosolic
Ca?" levels following TBI, which can upregulate GSK3f and
Cdk5 activity and phosphorylate tau at serine and threonine
residues (Avila et al., 2004). This in turn can disrupt Ca®*
homeostasis, and sustain the pathogenic cycle (Gomez-Ramos
et al., 2006). Consistent with this, GSK3f inhibitors have
shown therapeutic potential for treating TBI beyond a reduction
in phosphorylated tau, presumably by altering signaling via
receptor tyrosine kinases (RTKs) and Wnt pathways, effects
that would otherwise lead to the accumulation of pathological
proteins, neuronal loss, and cognitive dysfunction (Shim and
Stutzmann, 2016). In addition to altering Ca?™ homeostasis,
abnormally phosphorylated tau disrupts microtubule assembly
and axonal transport, leading to synaptic deficits and ultimately
synaptic loss (Ial et al., 2005). Phosphorylated tau may also
rapidly propagate and accumulate in brain regions distant from,
but synaptically connected to, the site of injury following TBI
(Edwards et al., 2020). Additional mechanisms of widespread
histopathology may include contrecoup injury or generalized
neuroinflammation (Edwards et al., 2020). The exact processes
accounting for the propagation and distribution of tau pathology
at this 30-day time point require further study.

Despite this evidence demonstrating alterations in synaptic
physiology after TBI, much remains to be determined regarding
the nature and source of sustained physiological changes in
a closed-head injury model and how this relates to plasticity
and memory deficits long after the initial components of
the injury have healed. Ca?™ dyshomeostasis is a central
pathogenic element and has been observed in TBI models
at several time points (Deshpande et al., 2008; Sun et al,
2008; Weber, 2012). Ca** signaling is centrally involved in
synaptic transmission, plasticity, and tau phosphorylation, and
thus can generate a self-sustaining pathogenic cycle, as seen
in chronic neurodegenerative disorders such as Alzheimer’s
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disease (Stutzmann, 2007; Chakroborty et al., 2009, 2012,
2019). In the rTBI group, the blunted RyR-Ca’" response
may reflect reduced ER Ca’?* stores resulting from leaky or
sensitized RyRs; this leak may also contribute to the elevated
resting cytosolic Ca>™ levels observed (Lacampagne et al., 2017).
Furthermore, increased Ca?* entry through VGCCs, coupled
with increased synaptic excitation may also contribute to the
elevated Ca?* load. Elevated cell Ca?* can subsequently increase
PKA activity, which phosphorylates and subsequently sensitizes
the RyR to leak excess ER Ca’" into the cytosol (Morimoto
et al, 2009; Liu et al, 2012; Lacampagne et al., 2017), thus
lowering ER Ca?* reserves and reducing evoked responses while
contributing to increased cytosolic resting levels, as is observed
in this study.

Several clinical studies have demonstrated positive effects of
FDA-approved Ca?™ channel blockers such as nimodipine on
improved cognitive function in TBI patients (Teasdale et al,
1990, 1992; Bailey et al., 1991), however, subsequent analyses
have reported no effects on mortality rates (Langham et al., 2003;
Vergouwen et al., 2007). Likewise, the RyR negative allosteric
modulator dantrolene attenuates glutamate excitotoxicity in vitro
(Frandsen and Schousboe, 1991) and in vivo (Niebauer and
Gruenthal, 1999), and normalizes intracellular Ca** homeostasis
in AD models (Chakroborty et al., 2012, 2019), thus raising the
possibility that altered VGCC and RyR mediated Ca®* signaling
play a central role in the long term consequences of TBI. Given
that VGCCs and RyRs may work in a feed-forward manner
to sustain TBI pathophysiology, combined targeting of these
channels may serve as an effective therapeutic strategy in the
treatment of TBI.

Although our study extends 30 days after TBI, further
investigation is warranted to determine whether these
effects persist for longer periods, especially as hippocampal
hyperactivity may precede synaptic depression and
neurodegeneration (Huijbers et al., 2015). Also, human studies
indicate cognitive effects lasting months to years (McInnes et al.,
2019; Shen et al., 2020), indicating the need for animal studies of
analogous duration.
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RNA modifications have emerged as an additional layer of regulatory complexity
governing the function of almost all species of RNA. NS-methyladenosine (mPA),
the addition of methyl groups to adenine residues, is the most abundant and well
understood RNA modification. The current review discusses the regulatory mechanisms
governing mBA, how this influences neuronal development and function and how
aberrant m8A signaling may contribute to neurological disease. MEA is known to regulate
the stability of mMRNA, the processing of microRNAs and function/processing of tRNAs
among other roles. The development of antibodies against mPA has facilitated the
application of next generation sequencing to profile methylated RNAs in both health
and disease contexts, revealing the extent of this transcriptomic modification. The
mechanisms by which m®A is deposited, processed, and potentially removed are
increasingly understood. Writer enzymes include METTL3 and METTL14 while YTHDC1
and YTHDF1 are key reader proteins, which recognize and bind the m8A mark. Finally,
FTO and ALKBH5 have been identified as potential erasers of méA, although there
in vivo activity and the dynamic nature of this modification requires further study.
MPA is enriched in the brain and has emerged as a key regulator of neuronal activity
and function in processes including neurodevelopment, learning and memory, synaptic
plasticity, and the stress response. Changes to mSA have recently been linked with
Schizophrenia and Alzheimer disease. Elucidating the functional consequences of mfA
changes in these and other brain diseases may lead to novel insight into disease
pathomechanisms, molecular biomarkers and novel therapeutic targets.

Keywords: m6A (N6-methyladenosine), brain function and brain diseases, brain development, epitranscriptomics,
METTL3

INTRODUCTION

The brain is the most complex and cellularly diverse organ in the body. Higher order brain
functions, and those functions critical to sustain life are facilitated by the concerted activity of
different cell types, each functionally driven by distinct, context dependent gene expression and
gene expression regulation patterns (Hawrylycz et al., 2012; Mitra et al., 2021). Recently, the
application of single cell RNA-sequencing technologies has begun to reveal at single cell resolution
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this dynamic and distinct gene expression patterns and how they
respond to stimulus or activity (Agarwal et al., 2020; Pfisterer
etal., 2020; Joglekar et al., 2021; Song et al., 2021).

Appropriate spatiotemporal gene expression in the brain
involves several tightly monitored layers of regulation. Broad
effector transcription factors direct transcription of genes via
canonical binding sites throughout the genome, a process known
to be critical for learning and memory and memory consolidation
(Kaldun and Sprecher, 2019). Epigenetic mechanisms (DNA
methylation, histone modifications etc.), often in response to
transcription factor signals, modify DNA and associated histone
structure to enhance or repress transcription (Kim et al., 2009;
Conboy et al., 2021). Post-transcriptional mechanisms, including
microRNAs, are also known to profoundly influence gene
expression (or rather mRNA translation) in the brain adding an
additional layer of regulatory complexity and fine-tuning of gene
output (Bartel, 2018; Brennan and Henshall, 2020). The proteome
is also tightly regulated and post-translational modifications
such as phosphorylation, ubiquitylation and sumoylation dictate
the efficacy or function of the resulting protein according to
the needs of a given cell (Zhang et al, 2016; Czuba et al,
2018). These processes are not independent of each other and
function cohesively, cumulatively forming a complex control
over gene output.

RNA is now widely recognized to undergo complex post-
transcriptional editing and modification (in addition to
alternative splicing and polyadenylation) which confer additional
information carrying capacity and profoundly influence its fate
(Jain et al., 2019; Zaccara et al., 2019; He and He, 2021). Among
the most well studied involves adenosine to inosine (A-to-I)
conversion which is mediated by both ADAR I and II enzymes
(Eisenberg and Levanon, 2018; Christofi and Zaravinos, 2019).
A- editing involves the hydrolytic deamination of adenosine to
inosine. This recoding can result in non-synonymous amino acid
substitutions, resulting in altered protein-coding sequences and
potentially altered protein structure (Eisenberg and Levanon,
2018). Additionally, recoding of the RNA sequence within
the 3’-UTR may alter mRNA-translational efficiency as it may
affect microRNA-mediated targeting (Brummer et al, 2017;
van der Kwast et al., 2020). Other modifications are more
subtle than overt structural modification of bases, involving
covalent modification of RNA such as the addition of methyl
groups to specific nucleotides. Various forms of RNA were
known to undergo extensive methylation as far back as the
1970s (Munns et al., 1977; Wei and Moss, 1977; Burke and Joh,
1982). However, recent advances in transcriptomic technologies
and the development of antibodies, which specifically target
these modifications have made it possible to reveal the extent
and identity of these novel RNA modifications (Dominissini
et al, 2012; Meyer et al, 2012; Dominissini et al., 2013).
Critically, many of these modifications may be dynamic in nature
undergoing context-dependent addition and removal.

The addition of methyl groups to the N6 position of adenosine
[N6-methyladenosine (m°A)] is the most abundant internal
modification in RNA and is prevalent in brain tissue. However,
the function of m®A in brain is only beginning to emerge.
In this review, we provide an overview of the mechanisms by

which m°A is regulated and try to define its overall contribution
to the gene expression landscape in brain cells. We also
discuss recent reports, which detail the involvement of m®A in
neurological diseases.

ME6A RNA METHYLATION

It was identified in the 1970s that certain forms of RNA such as
rRNA undergo extensive methylation (Munns et al., 1977; Wei
and Moss, 1977). However, it was thought to be mainly structural
and further interrogation was limited by the technology at this
time (Furuichi et al., 1975). The development of an antibody
which recognizes the m®A mark prompted transcriptome-wide
investigations of N6-methyladenosine. This modification was
found to be widespread and enriched near stop codons, the 5’
and 3’ UTR and internal long exons of mRNA, as well as rRNA,
tRNA, snoRNA and IncRNA (Meyer et al., 2012; Berulava et al.,
2015). A canonical m®A motif was identified and consists of
RRACH with R =G/A and H =A/C/U (Balacco and Soller, 2019;
Dominissini et al., 2012). The methyl group is catalyzed from a
donor substrate S-adenosylmethionine (SAM) to an adenosine
residue of an RNA moiety along a specific sequence as stated
above (Bokar et al., 1997). The m6A modification plays a role
in several diverse RNA mechanisms, most notably RNA stability
and translational efficiency (Meyer et al., 2015; Chen X.Y. et al,,
2019). Other studies have implicated m6A in the control of
mRNA dynamics including alternative splicing (although there is
considerable debate regarding this Ke et al., 2017) and subcellular
localization. Moreover, the role of m®A may be dictated by the
subcellular localization of the m®A-tagged RNA. In the nucleus,
m®A deposited on nascent pre-mRNA may influence alternative
splicing (Dominissini et al., 2012), and microRNA biogenesis
(Alarcon et al., 2015), while in the cytoplasm, it is thought to
regulate RNA stability (Batista et al., 2014; Wang X. et al., 2014),
translational efficiency and RNA decay (Wang et al., 2015).

M6A MACHINERY

MPOA is a dynamic modification, catalyzed by a distinct enzymatic
complex (writers), identified and processed by several “reader”
proteins and potentially removed by “eraser” proteins. In the
following sections, we summarize what is known about the
proteins associated with the deposition, identification, and
removal of m®A (Figure 1).

M®A WRITERS

The methyltransferase complex which catalyzes m®A addition is
composed of two distinct sub-complexes (Knuckles et al., 2018):
the mO®A-methyltransferase-like (METTL) complex (MAC)
which is composed of METTL3 and METTL14 and the m°A-
METTL associated complex (MACOM) which consists of
RBM15, ZC3H13, WTAP, and VIRMA (Meyer and Jaffrey, 2014;
Cao etal., 2016; Lence et al., 2019). Together MAC and MACOM
function to catalyze the addition of methyl groups to adenosine.

Frontiers in Cellular Neuroscience | www.frontiersin.org

May 2021 | Volume 15 | Article 671932


https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles

Mathoux et al.

RNA Methylation as a Regulator of Brain Health

m6A writers

FMRP?

mO6A erasers

m6A nuclear readers

S hnRNPA2B1

“hnRNPC

— Alternative splicing

—— Alternative splicing

> Alternative splicirTg
and polyadenylation

Degradation
— Stability
Translation

.

<A
&
»
\ FMRP
@ YTHDF1
G e B
elF3 'YTHDF3
Stability Translation Cap-dependent translation

\

Translation

Translation

m6A cytoplasmic readers

/

erasers; Green, mPA readers.

FIGURE 1 | Schematic representation of the m®A pathway and effectors on mRNA. The MACOM complex composed of m8A writers (METTL3, METTL14, WTAP,
VIRMA, ZC3H13, and RBM15) deposits mBA on target RNAs. MPA erasers (FTO and ALKBHS) remove the mBA mark. MBA nuclear readers (hnnRNPC, hnRNPA2B1,
and YTHDC1) facilitate alternative splicing or polyadenylation following recognition of mGA—tagged RNA. MBA—tagged RNA can be exported to the cytoplasm and
bound by cytoplasmic readers (elf3, ELAVL1, YTHDF1,2,3) to modulate stability, translational efficiency or the degradation of RNA. Blue, m®A writers; Orange, mPA

Frontiers in Cellular Neuroscience | www.frontiersin.org

26

May 2021 | Volume 15 | Article 671932


https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles

Mathoux et al.

RNA Methylation as a Regulator of Brain Health

MAC Complex

The MAC-associated proteins comprise the catalytic components
of the methyltransferase complex, which co-transcriptionally
deposit m®A on target mRNAs (Liu et al., 2014). There are
two essential components of the MAC complex, METTL3
and METTL14 which form a conserved heterodimeric core.
This dimerization is essential for their methylation function
and provides a synergistic effect on the catalytic activity of
the complex (Liu et al, 2014; Balacco and Soller, 2019).
Crystallographic studies of the MAC complex have shed light
on the mechanisms of m®A deposition on target mRNA
molecules (Sledz and Jinek, 2016). Additionally, transcriptome-
wide profiling of m®A has identified a specific sequence motif
known as a RRACH with R = G/A and H = A/C/U sequence
within which m®A is usually confined. This RRACH sequence is
highly conserved and restricts m®A to a selection of conserved
transcripts (Dominissini et al., 2012). In some species, such
as C. elegans, the dimer is replaced by a prologue, METTL4.
Furthermore, METTL16, which is not a prologue, can also
methylate mRNA but its mechanism of action remains to be
elucidated (Balacco and Soller, 2019).

METTL3 is the primary catalytic component of the MAC
complex. Knockout of METTL3 has been reported to result
in a significant reduction in global m®A levels (Batista et al,
2014; Wang Y. et al., 2014). METTLS3 selectively targets mRNAs,
depositing m®A on nascent RNA via its zinc-finger motifs
(Batista et al., 2014; Sledz and Jinek, 2016). A mechanistic
study in acute myeloid leukemia (AML) found that METTL3
is recruited by the transcription factor CHOP (CEBPt) and
methylates CHOP-regulated transcripts (Barbieri et al., 2017).
METTL3 levels influence the expression of other m®A-associated
writers. Indeed, both elevated and reduced levels of METTL3
lead to increased amounts of WTAP mRNA translation and
promote the stabilization of the protein (Sorci et al., 2018).
Furthermore, METTL3 can reportedly switch from writer to
reader by translocating to the cytoplasm where it may regulate
the translation of specific mRNAs by direct binding to RNA and
recruitment of eIF3 (Lin et al., 2016).

METTL14 has a functional role in structural stabilization and
RNA substrate recognition (Sledz and Jinek, 2016). METTL14
enhances METTL3 methyltransferase activity by binding the
mRNA and orientating the SAM methyl group for the reaction
(Schwartz et al., 2014; Balacco and Soller, 2019). In the brain,
METTL14 also plays an important role in maintaining neuronal
populations via targeting transcripts of transcription factors of
cell cycle to promote their decay (Yoon et al., 2017; Balacco
and Soller, 2019). While it does not possess catalytic activity, the
depletion of METTL14 causes profound reduction in m°®A levels
in embryonic stem cells, is embryonic lethal in mice and affects
cortical development suggesting a critical role in development
and highlighting its necessity for normal MAC activity (Wang Y.
et al., 2014; Yoon et al., 2017).

MACOM Complex

MACOM is an m®A-associated complex (Meyer and Jaffrey,
2014; Cao et al, 2016; Lence et al., 2019). It is thought that

the proteins associated with the MACOM complex may regulate
m®A deposition by integrating cellular signaling pathways and
stimuli, dictating the repertoire of transcripts which undergo
mSA-tagging (Livneh et al., 2020). The function of the MACOM
is under intense investigation.

WTAP (Wilms’ tumor 1-associated protein) is a ubiquitously
expressed protein and a regulatory subunit required for
formation of a functional and stable MACOM complex
(Ping et al, 2014). WTAP also modulates RNA processing,
translation, and alternative splicing (Horiuchi et al.,, 2013). It
was through the mass-spectrometric analysis of WTAP binding
partners that several other methyltransferase enzymes were
identified including METTL3-METTL14, RBM15 and VIRMA
(Ping et al., 2014).

VIRMA (vir like m®A methyltransferase associated), also
named KIAA1429, recruits the WTAP-METTL3-METTL14
complex via its binding to WTAP (Yue et al., 2018; Balacco and
Soller, 2019). VIRMA may also interact with polyadenylation
cleavage factors linking the machineries of m®A methylation and
polyadenylation during mRNA processing (Yue et al., 2018).

RBM15 (RNA-binding motif protein 15) interacts with
METTL3 via WTAP. It is particularly associated with the
regulation of m®A levels on IncRNAs (Patil et al., 2016; Balacco
and Soller, 2019). RBM15 acts as an adaptor protein recruiting
the m®A methylosome to U-rich regions.

ZC3H13 (Zinc Finger CCCH-type containing 13), also
named Flacc (Fl(2)d-associated complex component) (Wen
et al.,, 2018; Balacco and Soller, 2019) may have a scaffolding
function in the m°A methylosome. In Wen et al. (2018) found
that ZC3H13 promotes pluripotency-associated gene expression
and suppresses differentiation-associated genes in mESCs. Loss
of ZC3H13 impairs WTAP-dependent 3'UTR m°A events.
Moreover, Knuckles et al. have shown that ZC3H13 binds RBM15
and regulates the m®A pathway via the stabilization of the
interaction between WTAP and RBM15 (Knuckles et al., 2018).

MS®A ERASERS

Two proteins have been shown to possess m®A-demethylase
activity. FTO (Fat mass and obesity-associated protein) and
ALKBHS5 (AlkB homologue 5 protein). These proteins are
[(a-ketoglutarate (a-KG)-dependent dioxygenases which are
inhibited by D2-hydroxyglutarate (D2-HG)] (Fedeles et al., 2015;
Chen X.Y. et al., 2019).

FTO is an AlkB-like 2-oxoglutarate-dependent nucleic acid
demethylase (Gerken et al., 2007), initially identified for its role
in diabetes and obesity (Lindgren and McCarthy, 2008; Loos
and Bouchard, 2008). Since then it has been shown that, in the
nucleus, FTO catalyzes the removal of m®A and m®Am (N®, 2’-
O-dimethyladenosine) marks from mRNA although importantly
shows a 100-fold greater affinity for m®Am than m®A (Mauer
et al., 2017; Mauer and Jaffrey, 2018; Balacco and Soller, 2019).
The m®Am mark is a terminal modification distinct from the
internal m®A mark and follows the m’G (N’-methylguanosine)
cap at the N°® position (Wei et al, 1975), where A or m°A
are not found (Wei et al., 1976). Some studies have identified
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FTO as an important regulator of m®A-tagged transcripts,
important for mRNA alternative splicing and gene expression,
contributing to the regulation of adipogenesis (Zhao et al., 2014;
Bartosovic et al., 2017; Chen X.Y. et al., 2019). However, some
recent emerging data does not support the role of FTO as an
mOA eraser and suggests that FTO under normal physiological
conditions does not remove m®A and solely functions on m®Am
(Mauer et al,, 2017). Indeed, FTO is present almost exclusively
in the nucleus, which suggests it is unlikely to dynamically
regulate cytosolic mRNAs. Furthermore, studies by the Darnell
group have shown that the levels of m®A are perhaps stable
once deposited. Together, this calls into question the extent of
mC®A demethylation in vivo, at least under normal physiological
conditions (Mauer et al., 2017; Mauer and Jaftrey, 2018). MCA
removal by FTO or others may therefore be context and cell-
type specific and/or developmentally regulated and this warrants
further investigation.

ALKBHS5 is an a-ketoglutarate dependent oxidase and nuclear
demethylase only found in vertebrates which can bind single
stranded nucleic acids (Zheng et al., 2013; Balacco and Soller,
2019). In Ensfelder et al. (2018) identified ALKBH5 as a
ribosomal RNA m®A eraser. It has since been shown that
ALKBHS is also required for correct splicing and production of
transcripts in spermatocytes via selective removal of m®A (Tang
et al., 2018). Moreover, ALKBHS5 is involved in glioblastoma to
repress tumorigenesis (Zhang et al., 2017), in spermatogenesis
and in male fertility (Zheng et al., 2013). Again, the relevance
of ALKBHS5 as an m®A eraser in somatic cells remains unclear.
The study by Darnell did note that there was loss of m®A on
a minority of transcripts suggesting a small amount of selective
demethylation may occur under normal physiological conditions
(Ke et al., 2017).

M6A READERS

MO A readers elicit different actions upon recognition and binding
of the methylated RNA transcripts. Several reader proteins have
now been identified.

HNRNPC & HNRNPA2B1 (Heterogeneous Nuclear
Ribonucleoprotein C & A2B1) are both nuclear-confined
m°A readers and are particularly involved in pre-mRNA
processing and in maturation of pri-miRNA to pre-miRNA (Cao
et al,, 2016). HNRNPA2B1 promotes processing of METTL3-
dependent microRNAs and plays a role in the regulation of the
alternative splicing of exons (Alarcon et al., 2015).

YTH domain containing proteins (YTHDC1 and YTHDC2)
and YTH domain-containing family proteins (YTHDFI,
YTHDEF2 and YTHDEF3), a highly conserved family of proteins,
have been shown to detect and bind m°®A (Berlivet et al,
2019). The DC proteins are usually confined to the nucleus
(Balacco and Soller, 2019) while the DF proteins are found
primarily in the cytoplasm. The structure of m® A-bound by YTH-
domain containing proteins was elucidated several years ago.
The YTH domain is critical for this binding and is involved
in the development of a tryptophan cage around the m°A
mark (Theler et al., 2014; Xu et al.,, 2014). Recent iCLIP data

from the Jaffrey lab, identified the binding sites for all YTH
proteins. They found that DC1 binds m®A sites in mRNA and
nuclear non-coding RNAs, while all three DF proteins bind
most m®A sites (Patil et al., 2018). It has been found that DC1
contributes to extensive alternative polyadenylation and 3’UTR
length alteration (Chen X.Y. et al., 2019) while DC2 is primarily
localized in the testes where it has been found to have weak
m°A affinity (Wojtas et al., 2017). In the mouse hippocampus,
upon binding, YTHDF1 promotes the translation of m®A-tagged
transcripts via interaction with a translation initiation factor
(Wang et al,, 2015) and the help of YTHDEF3 (Shi et al., 2017)
and of eIF1 (Chen X.Y. et al., 2019) to facilitate learning and
memory (Shi et al., 2018). YTHDF2 recognition of m°A sites,
contrarily, was reported to regulate the degradation of specific
mRNAs via the recruitment of CCR4-NOT (Alarcon et al., 2015;
Cao et al, 2016; Du et al,, 2016; Chen X.Y. et al., 2019). This
protein may also play a role in mRNA stability and translation
(Wang X. et al, 2014; Chen X.Y. et al., 2019), targeting stop
codon regions, 3'UTR and coding regions (Wang X. et al., 2014).
Recent studies however, including iCLIP-sequencing datasets
suggest that all three DF proteins do not selectively bind to m®A-
tagged transcripts and all likely lead to degradation of bound
transcripts. It is possible that context dependence is critical
toward understanding the function of m® A-recognition by YTH-
domain containing proteins.

METTLI16, usually a writer enzyme, may also function as
a reader when SAM levels are low, in order to stimulate the
SAM synthetase MAT2A mRNA translation to increase the level
of SAM. In contrast, when SAM levels are high, METTL16
methylates MAT2A mRNA, which promotes nuclear mRNA
decay (Pendleton et al., 2017; Balacco and Soller, 2019).

elF3 (eukaryotic initiation Factor 3) is a component of the
43s translation pre-initiation complex. It has been found that
this protein is an m°A reader, which promotes translation
via two mechanisms. First, eIF3 can directly bind the 5’UTR-
localised m®A to allow the recruitment of the 43s complex
(Meyer et al., 2015; Cao et al, 2016). The second method is
via its interaction with YTHDF1 which facilitates cap-dependent
translation (Wang et al., 2015).

FMRP (Fragile X mental retardation protein) is an
RNA-binding protein, loss of which is implicated in the
neurodevelopmental condition Fragile X syndrome (FXS). It
has been shown to be important for the stability of m®A-tagged
mRNA (Zhang et al., 2018) and for their nuclear export (Hsu
et al,, 2019). FMRP has been found to interact with WTAP
and recently suggested to bind m°A sites by competing with
YTHDF2 to regulate specific mRNA turnover (Horiuchi
et al., 2013; Balacco and Soller, 2019). Indeed, another study
found that FMRP modulates the stability of its target through
YTHDEF2 (Zhang et al, 2018). FMRP was recently shown
to directly bind to m®A-marked mRNA (Westmark et al,
2020) and negatively regulate their translation (Edupuganti
et al, 2017). How m®A processing in FXS is affected has
yet to be analyzed.

ELAVL1 (Drosophila homologue-like 1), also known as
human antigen R (HuR), and IGF2BPs (Insulin-like growth
factor 2 mRNA-binding proteins) has been identified as
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an m°A reader (Balacco and Soller, 2019). Several studies
show that ELAVLI increases the stability of transcripts via
m®A-mRNA-binding. Indeed, in prostatic carcinoma cells,
ELAVL1 plays a role in stabilizing integrin f1 mRNA (Li
et al., 2020). It may also promote SOX2 mRNA stabilization to
stimulate the maintenance of glioma stem-like cells (Visvanathan
et al.,, 2018) as well as DRGI in osteosarcoma human tissue
(Ling et al., 2020).

MEA IN THE BRAIN

The m®A mark influences the behavior of RNA in several
biological pathways and subsequently biological processes
like cell differentiation and proliferation, development, sex
determination and circadian rhythms (Chen et al,, 2017). Here,
we review the most important and studied cerebral processes
impacted by m®A methylation such as learning and memory
as well as neurogenesis, neurodevelopment, the stress response,
myelination, and axon plasticity (Table 1).

Learning and Memory

In Widagdo et al. (2016) performed the first exploration
of m®A in synaptic plasticity and memory processes. To
assess whether m°A was regulated by experience, they
used a cued-fear conditioning model in mice and found
extensive experience-induced m®A changes using meRIP-Seq.
Additionally, they found an increase in m®A marks on mRNA
in the medial prefrontal cortex (mPFC) following the cued-fear
conditioning paradigm as well as increased levels of METTL3
suggesting a critical role for m®A in behavioral adaptation.
A subsequent study also using a fear-conditioning paradigm,
found decreased levels of FTO in dorsal CAl hippocampal
neurons following fear-conditioning (Walters et al., 2017).
Subsequent knock-down of FTO, in mPFC or in the CAl
increased mPA levels (Walters et al., 2017) and enhanced
memory retention suggesting m®A plays a critical role in
memory formation and consolidation (Widagdo et al., 2016;
Walters et al., 2017). Zhang et al. found that conditional
postnatal depletion of METTL3 in hippocampus of mice
prolonged the process of memory consolidation but did not
alter short-term plasticity. Furthermore, restitution of METTL3
improved learning while the overexpression of METTL3 with a
mutated methyltransferase domain had no effect (Zhang et al.,
2018). Together this suggests that METTL3 participates in the
enhancement of long-term memory consolidation via its m®A
methyltransferase function (Zhang et al, 2018). Moreover,
another study showed that m®A methylation promotes learning
and memory through YTHDFI, which boosts translation
of memory-associated transcripts. Indeed, the depletion of
YTHDF1 impairs long-term potentiation of hippocampal
synapses leading to impairment of memory formation (Shi
et al., 2018). The METTL3/YTHDF pathway is also required for
memory formation in Drosophila. METTL3 knockdown in the
mushroom body, impaired memory as assessed using an aversive
conditioning paradigm to assess short-term memory. They
further identified that YTHDF hemizygotes exhibited age-related

memory impairments similar to METTL3 knockdown flies.
Furthermore, METTL14 deletion in striatal neurons induces
a decrease of m®A methylation and impairs learning in mice
(Koranda et al., 2018).

Local supply of mRNA, microRNAs and translational
machinery facilitate rapid synaptic alterations required for
learning and memory. Recently, Merkurjev et al. (2018)
demonstrated synaptic enrichment of several m®A-associated
enzymes including METTLI14, and YTHDF1-3 as well as
m®A-tagged polyA RNA. The authors isolated and profiled
synaptosomal m®A-tagged RNA using a low-input meRIP-Seq
approach to reveal that the most significant biological processes
represented by synaptic m®A-tagged RNAs were those critical for
neuronal integrity and function, suggesting m®A-tagged synaptic
RNAs critically modulate neuronal function. Furthermore,
disruption of m®A-processing via knockdown of reader proteins
YTHDF1 or YTHDEF3 resulted in significant morphological
disruptions including increased spine neck length and decreased
spine head width, reduced PSD-95 clustering, and reduced
surface expression of AMPA receptors (Merkurjev et al., 2018).

Other studies have also revealed a potential role for m°A-
tagged RNAs in synaptic function. Indeed, several experimental
paradigms have been shown to alter methylation of synapse
associated RNAs including cocaine exposure, depression, and
deep brain stimulation (Madugalle et al., 2020; Song et al., 2020;
Xue et al., 2021).

Although further studies are required, these initial data
suggest that m®A may represent a critical mechanism of mRNA
translational priming and enable rapid sorting of mRNAs
required for synaptic function.

Neurogenesis/Neuronal Development

Neurogenesis, the process by which new neurons are formed, is
critical for correct neurodevelopment, function and repair.
Furthermore, aberrant neurogenesis is associated with
several neurological diseases including epilepsy (Danzer,
2008; Livneh et al., 2020). Selective deletion of METTLI4
in embryonic mouse brains expands cortical neurogenesis
into the postnatal stage, extends the cell cycle progression
in neuronal progenitor cells and prolongs maintenance of
radial glia cells (Yoon et al., 2017). This suggests m°®A has
an important role during brain development. During pre-
natal cortical development m®A-tagging of developmental
transcription factors Pax6, Sox2 and Neurogenin2 is enriched
and promotes turnover allowing rapid and complex temporal
regulation of gene expression critical for development (Donega
et al, 2018). M®A levels and deposition are dynamically
regulated during post-natal cerebellum development which
correlates with spatiotemporal regulation of m®A-associated
enzymes including METTL3, 14, and FTO (Ma et al, 2018).
Importantly, transcripts essential for development in post-natal
cerebellum were continuously and consistently methylated
whereas time-specific processes were temporarily methylated
inducing proper cerebellar development as disruption of
either  METTL3 or FTO caused developmental deficits.
Furthermore, it has been shown that FTO deficiency
reduces the proliferation and differentiation of adult
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TABLE 1 | m®A machinery proteins associated in Neurological functions.

Neurological Related proteins Explication References
function
Learning and METTL3 Increased METTLS after cued fear conditioning in mPFC. Widagdo et al., 2016;
memory Knockdown of METTL3 increases the time of memory consolidation process. Zhang et al., 2018
METTL14 Knockdown of METTL14 in striatal neurons decreases m6A levels and impairs Koranda et al., 2018
learning in mice.
FTO Decreased FTO following cued fear conditioning in CA1 of hippocampus. Walters et al., 2017
Knockdown of FTO increased mPA levels and enhanced memory retention.
YTHDF1 YTHDF1 promotes translation of memory association transcripts. Shi et al., 2018
Knockdown of YTHDF1 impairs memory formation.
Neurogenesis, METTL14 Knockdown of METTL14 extends cortical neurogenesis in post natal stage. Donega et al., 2018;
neurodevelopment Ablation of METTL14 decreases the maturation of oligodendrocyte and causes Xu H. et al., 2020
and plasticity abnormal myelination.
FTO FTO depletion reduces proliferation and differentiation of aNSCs. Lietal, 2017;
FTO regulates m®A in axonal GAP-43 mRNA. Yu et al,, 2018
YTHDF2 Loss of YTHDF2 reduces basal progenitor cells and impairs neuronal Lietal, 2018
differentiation.
YTHDF1 YTHDF1 allows synthesis of proteins for axonal regeneration by enhancing Weng et al., 2018
mRNA translation.
Stress response METTL3 Knockout of METTLS disrupts stress behavior. Engel et al., 2018
regulation
FTO Knockout of FTO disrupts stress behavior. Engel et al., 2018
YTHDF2 After heat shock stress, YTHDF2 limits m® Ademethylation by FTO. Zhou et al., 2015

mPFC, medial PreFrontal Cortex; CA1, Cornus Ammonis1; aNSCs, adult Neural Stem Cells. Blue, mSA writers; Orange, mPA erasers; Green, mSA readers.

neural stem cells (aNSCs) leading to a smaller brain in
mice (Lietal,2017). While m®A writers have emerged as
important mediators of neuronal development, the role
of m®A readers is less clear. Recently, Li and colleagues
demonstrated that loss of YTHDF2 is embryonic lethal and
found that neuronal development dysfunction resulting from
YTHDEF2 loss prevented viability. Analysis of embryonic
brains from E12.5 to E14.5 mice identified that YTHDF2
loss resulted in reduced cortical layering and reduced
cortical development. Further analysis revealed reduced
basal progenitor cells and impaired neural differentiation
(Lietal., 2018).

MPA methylation has been found to be essential for the
maturation of oligodendrocytes and for central nervous system
myelination. In mice, in the early postnatal stage, METTL14
ablation leads to a decrease of oligodendrocyte maturation and
causes abnormal myelination. In vitro, METTL14 depletion
induced a diminution of oligodendrocyte differentiation and a
prolongation of the cell cycle progression. This indicates a role
for m® A methylation in neuronal development, transmission and
plasticity (Xu H. et al., 2020).

In addition to a role in neuronal development, m°A
may also play a crucial role in neuronal repair and in
axonal regeneration. In peripheral nerves, it was shown that
m°A allows the translation of retrograde signaling molecule
mRNAs which enables rapid axonal regeneration. Following
axonal injury, m®A levels are increased, which promotes
the synthesis of proteins involved in axon regeneration and
recovery, through YTHDFI, to enhance mRNA translation
(Weng et al, 2018). Moreover, FTO is enriched in axons
leading to a regulation of m®A in axonal GAP-43 mRNA,

which is required for axon elongation (Yu et al., 2018). Further
research is now required to determine whether the m°®A pathway
may be exploited to improve nerve regeneration following
physical injury.

Stress Response Regulation

Physical and emotional stressors are known to influence
transcriptional and translational output and significantly impact
cognitive function long-term (Short and Baram, 2019). Recently,
studies have also shown that m®A-mediated gene regulation is
significantly affected by stress. The dynamic nature of the stress
response was recently demonstrated by Engel and colleagues,
using a restraint stressor, a stressful stimulus for rodents.
This elicited large-scale changes in the RNA methylome in a
temporospatial manner (Engel et al., 2018). Restraint stress led
to an increase in global methylation levels in amygdala and a
decrease in prefrontal cortex. Mice deficient in METTL3 and
FTO from excitatory hippocampal cells displayed lower resilience
to stressful stimuli suggesting m®A-mediated mRNA regulation
may improve adaptation to stress. These results highlight a role
of m®A in stress response.

Heat Shock Stress Response

Zhou et al. found that m®A levels change in response to heat
shock stress in both mouse embryonic fibroblasts (MEFs) and
HeLa cells. They detected more m®A deposition in the 5'UTR
of mRNAs, which promotes cap-independent translational
initiation, allowing selective translation of heat-shock response
proteins. YTHDF2 plays a key role in maintaining this
5'UTR methylation by preventing FTO-mediated demethylation
(Zhou et al., 2015).
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MEA IN BRAIN DISORDERS

As described above, m®A RNA methylation is involved in many
essential cerebral processes, so, unsurprisingly, this process is
found to be altered in many brain disorders. Here we describe
neurological disorders in which m®A, or m®A-associated proteins
are affected such as Alzheimer’s disease, Parkinson’s disease,
glioblastoma, schizophrenia, depression, transient focal ischemia,
and traumatic brain injury (Table 2).

Neurodegenerative Diseases

Several studies in recent years have linked m®A involvement with
neurodegenerative processes. Keller found that FTO is associated
with dementia-like Alzheimers disease (AD) risk, suggesting
that FTO may interact with the AD-risk factor gene APOE
(Keller et al., 2011). Follow up studies have found that m°®A
is indeed dysregulated in AD. M®A levels were found to be
disrupted in the cortex of APP/PS1 AD mice (Han et al., 2020),
specifically they found gross changes in the RNA methylome
with enhanced m®A levels on 659 gene transcripts and depleted
m®A on 991 gene transcripts. Additionally, they found increased
METTL3 expression in AD mice while FTO expression was
decreased (Han et al, 2020). Aberrant METTL3 expression
has been shown in human post-mortem brain of AD patients
compared to non-AD autopsy tissue, further confirming mouse
model data and strengthening the potential involvement of m®A-
associated gene expression dysregulation in AD (Huang et al.,
2020). Further investigations are needed however to determine
whether aberrant m®A is a causal factor in AD development and
progression or a consequence of altered physiological processes
in the diseased brain.

MOA levels were reduced in the striatum of rats with 6-
OHDA-induced Parkinson’s disease (PD) potentially due to an
upregulation of ALKBH5. This reduction in m®A may promote
the expression of N-methyl-D-aspartate receptor 1 (NMDA) and
a subsequent elevation of oxidative stress and Ca?* influx. This
molecular cascade may then promote excitotoxic cell death of
dopaminergic neurons (Chen X. et al., 2019). Since then, five
Parkinson’s Disease-associated m®A-SNPs were identified in PD
patients which perturbed this pathway, three of these SNPs were
identified in the ALKBH5 gene (Qiu et al., 2020).

Together these data highlight the complex interplay amongst
mC®A associated proteins and suggest that further research
investigating how m®A may actively contribute to perturbed gene
expression regulation in neurodegenerative diseases is required.

CNS Tumors

MO®A has been found to regulate glioblastoma stem cell
tumorigenesis by controlling the expression of cancer-associated
genes and processes. As in several other forms of cancer, m®A
is thought to regulate the growth and self-renewal of cells
via the methyltransferase catalytic activity of METTL3 (Cui
et al, 2017). MCA readers may also play a critical role in
glioblastoma tumorigenesis, indeed HNRNPC, YTHDF1 and
YTHDEF2 are all expressed at elevated levels in glioblastoma
(Wang L.C. et al,, 2020). YTHDEF2 has been found to regulate

glucose metabolism via the stabilization of the proto-oncogene
MYC in glioblastoma stem cells (Dixit et al.,, 2020). Elevated
YTHDEFI1 was associated with poor prognosis as it is thought
to promote the proliferation and migration of glioblastoma
cells (Yarmishyn et al., 2020). HNRNPC contributes to glioma
progression although the mechanisms underlying this association
are not yet known (Wang L.C. et al., 2020). The m® A-demethylase
ALKBHS5 has been shown to be overexpressed in patient-derived
glioblastoma stem cells and may influence radio-resistance via
regulation of DNA damage response genes including Chkl
(Kowalski-Chauvel et al., 2020).

MPA RNA modification has also been associated with other
brain cancers such as neuroblastoma. Zhuo et al. identified
several SNPs in the gene encoding METTLI4, which may be
associated with a predisposition to neuroblastoma development
in a Chinese population (Zhuo et al., 2020). Moreover, m®A and
associated proteins may also represent potential biomarkers of
various brain cancers including neuroblastoma. High expression
of METTL14 was correlated with low survival of neuroblastoma
patients along with reduced expression of WTAP or a high
expression of YTHDF1 (Wang Z. et al., 2020).

Brain Injury

Ischemic stroke resulting from blood vessel occlusion deprives
neurons and brain cells of oxygen and nutrients and causes
pronounced neuronal damage in affected tissues. Recently,
Chokkalla et al. found using immunoprecipitation of m®A
followed by microarray analysis that following ischemic stroke
in mice, there is an increase in m°A levels in the brain and
levels are perturbed particularly on inflammation, apoptosis and
transcription-associated transcripts suggesting involvement of
m®A in the regulation of the molecular milieu initiated by stroke.
Elevated levels of m®A following stroke may be explained by
decreased expression of FTO levels (Chokkalla et al., 2019; Xu
K. et al., 2020).

Using the middle cerebral artery occlusion (MCAO) model
of ischemic stroke in rats, Si and colleagues found that
METTL3-mediated methylation promoted maturation of miR-
355 which then promoted stress granule formation which was
neuroprotective (Si et al, 2020). A role for m°A readers
as regulators of the brain response to stroke has also been
proposed. YTHDC1 levels increased following ischemia in rats
while YTHDFI, 2, and 3 levels were repressed (Zhang et al.,
2020). Elevated YTHDC1 levels may support post-ischemic
neuronal survival via the modulation of the Akt/PTEN pathway
(Zhang et al.,, 2020). YTHDF1 reduction may be a protective
or adaptive mechanism by limiting post-stroke inflammation
(Zheng et al., 2020).

Following traumatic brain injury (TBI) in rats, METTL3,
METTLI4 and FTO expression are all downregulated in the
cortex. m® A methylation levels are also significantly changed with
upregulated m®A-tagging of some mRNA (370 transcripts) and
a downregulation of others (552 transcripts) as detected using
meRIP-Seq (Wang et al., 2019; Yu et al., 2020). The exact role of
m® A following TBI has yet to be fully elucidated but initial reports
suggest these investigations are warranted.
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TABLE 2 | m®A machinery proteins in neurological diseases.

Neurological Related proteins Explication References
diseases
Alzheimer’s disease METTL3 Increased METTLS levels in AD mice. Han et al., 2020; Huang et al.,
Aberrant METTLS expression in human post-mortem brain of AD patient. 2020
FTO Genetic variation in FTO associated with AD risk. Reitz et al., 2012
Unknown Variation of m®A levels in cortex and hippocampi of AD mice. Han et al., 2020
Glioblastoma METTL3 METTL3, via mBA methylation, regulates the growth and renewal of cancer cells. Cuietal., 2017
ALKBH5 Overexpression of ALBKHS in patient-derived glioblastoma stem cells. Kowalski-Chauvel et al., 2020;
Yarmishyn et al., 2020
YTHDF1 Overexpression of YTHDF1 to promote proliferation of glioblastoma cells. Dixit et al., 2020
YTHDF2 Overexpression of YTHDF2 to regulate glucose metabolism in glioblastoma stem cells. Wang L.C. et al., 2020
HNRNPC Overexpression of HNRNPC to promote glioma progression.
Neuroblastoma METTL14 SNPs in METTL14 gene associated with predisposition to neuroblastoma. Wang Z. et al., 2020; Zhuo
High expression of METTL14 associated with low survival of patient. etal., 2020
WTAP Low expression of WTAP associated with low survival of patient. Wang Z. et al., 2020
YTHDF1 High expression of YTHDF1 associated with low survival of patient Wang Z. et al., 2020
Parkinson’s disease FTO Increased FTO in midbrain of PD rat model. Chen X. et al., 2019
ALKBH5 SNPs identified in ALKBH5 gene in PD patients. Qiu et al., 2020
Transient focal METTL3 METTL3 promotes stress granule formation (neuroprotective). Sietal., 2020
ischemia
FTO Decreased FTO after stoke. Chokkalla et al., 2019
YTHDCA1 Increase of YTHDC1 following ischemia in rat supports neuronal survival. Zhang et al., 2020
YTHDF1 Decreased YTHDFL following ischemia in rat limits inflammation. Zhang et al., 2020
Traumatic brain METTL3 Decreased METTL3 in TBI rat model. Yu et al., 2020
injury
METTL14 Decreased METTL14 levels in TBI rat model. Yu et al., 2020
FTO Decreased FTO levels in TBI rat model. Yu et al., 2020

AD, Alzheimer’s disease; PD, Parkinson’s disease; TBI, Traumatic Brain Injury. Blue, m®A writers; Orange, mPA erasers; Green, mPA readers.

ENABLING TECHNOLOGIES

As discussed, m°A was identified as a prevalent RNA
modification as far back as the 1970s yet was largely ignored until
recently due to a lack of resources available to profile and probe
its function (Munns et al., 1977; Wei and Moss, 1977; Burke
and Joh, 1982). The development of an m®A specific antibody
coupled with the growing use of next generation sequencing
in the last decade led to the development of methylated
RNA immunoprecipitation sequencing (meRIP-Seq/m°®A-Seq)
approaches (Dominissini et al,, 2013). This technology is an
adaptation of a standard RIP-Seq approach whereby RNA is
isolated from a sample and sheared to a specific length. RNA
is ribosome depleted and/or polyA-selected and then subjected
to immunoprecipitation to isolate m®A-tagged mRNAs. The
resulting isolated m®A-tagged RNA is then used to prepare
RNA-Seq libraries and subjected to next generation sequencing
and whole transcriptome analysis. The development of this
technique enabled widespread analysis of this modification in
various tissues, organisms and disease settings and highlighted
the extent of the epitranscriptomic modification as well as
identify how it may contribute to disease. Certain limitations
existed however including high RNA input requirements
(300 (g total RNA) and it also suffers from limited resolution
although bioinformatic predictions do help to identify exact sites
of m6A. These limitations have been overcome to some degree

and meRIP-seq can now be performed with as little as 3 (jug
starting material (Zeng et al., 2018). Furthermore, single base
resolution of m6A can now be mapped using crosslinking and
immunoprecipitation (miCLIP) approaches (Linder et al., 2015).

MPA can now be mapped in native full length RNA
moieties without the need for reverse transcription, shearing or
immunoprecipitation steps using nanopore long read sequencing
technologies (Liu et al., 2019; McIntyre et al., 2019; Jenjaroenpun
et al., 2021). Several robust bioinformatic pipelines to identify
methylated bases from long sequencing reads have now also
been established.

FUTURE DIRECTIONS

The complex functions of the mammalian brain are dependent
upon precise control of gene expression and regulation in a
temporospatial fashion. M®A represents an additional layer of
gene regulation, which has now been shown to critically regulate
neuronal development and function. Technically difficult to
study, tools are now available to analyze m®A RNA methylation
at a global level and at single base resolution and there is huge
scientific interest in this modification at present (Dominissini
et al., 2012; Linder and Jaffrey, 2019). The next hurdle lies in
developing and adapting current applications to profile m®A
profiles in discrete cell types and populations/brain regions to
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understand how it contributes to neurodevelopment at the single
cell level as well as specific brain functions such as learning
and memory. Further challenges lie in understanding the precise
function of m®A-eraser proteins in a context-dependent manner
as well as probing the regulatory mechanisms governing m®A-
associated protein expression and function.

Understanding the role of m®A in physiological homeostasis
and disease is critical as components of these pathways may
represent therapeutic targets for the treatment of neurological
disease including many underserved conditions like TBI and
stroke. The development of specific pharmacological inhibitors
and antisense oligonucleotide approaches will also enable
more precise interrogation of transient manipulations of mCA-
associated proteins and therapeutic viability.
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Processing of the Oddball Paradigm
in the Primary Visual Cortex of

Fmr1 KO Mouse
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Department of Biological Sciences, College of Science, Purdue Institute for Integrative Neuroscience, Purdue University,
West Lafayette, IN, United States

Both adaptation and novelty detection are an integral part of sensory processing.
Recent animal oddball studies have advanced our understanding of circuitry underlying
contextual processing in early sensory areas. However, it is unclear how adaptation and
mismatch (MM) responses depend on the tuning properties of neurons and their laminar
position. Furthermore, given that reduced habituation and sensory overload are among
the hallmarks of altered sensory perception in autism, we investigated how oddball
processing might be altered in a mouse model of fragile X syndrome (FX). Using silicon
probe recordings and a novel spatial frequency (SF) oddball paradigm, we discovered
that FX mice show reduced adaptation and enhanced MM responses compared to
control animals. Specifically, we found that adaptation is primarily restricted to neurons
with preferred oddball SF in FX compared to WT mice. Mismatch responses, on the other
hand, are enriched in the superficial layers of WT animals but are present throughout
lamina in FX animals. Last, we observed altered neural dynamics in FX mice in response
to stimulus omissions. Taken together, we demonstrated that reduced feature adaptation
coexists with impaired laminar processing of oddball responses, which might contribute
to altered sensory perception in FX syndrome and autism.

Keywords: adaptation, Fmr1 KO, mismatch, oddball, spatial frequency, V1

INTRODUCTION

Fragile X Syndrome (FX) is the most common cause of intellectual disability and the inherited
form of autism. Nearly 1 in 4,000 males and half as many females are affected by this condition.
It is associated with social communication deficits, hyperactivity, and sensory hypersensitivity
(Freund and Reiss, 1991). Given the comorbidity of FX and autism, Fmrl KO mice (FX mice)
represent a well-defined genetic model that can provide neural circuit-level insights into autism,
especially considering the vast diversity of phenotypes and manifestations observed in autism
spectrum disorders (ASDs). Such diverse alterations posit a challenge to develop effective
diagnostic and treatment tools. FX mice have been shown to exhibit cellular, circuit, and behavioral
alterations that recapitulate some of the manifestations observed in human individuals with FX.
Prior autism research has been mostly focused on social-cognitive and behavioral impairments
(Robertson and Baron-Cohen, 2017). However, a recent revision of diagnostic criteria for autism
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recognized sensory processing as an important factor to be
considered (American Psychiatric Association, 2013). Previous
research in humans suggests that sensory alterations may be
predictive of social communication deficits later in life in autism
(Boyd et al., 2010; Turner-Brown et al., 2012).

Both human and animal studies provide evidence that there is
impaired information processing in early sensory areas in both
FX and autism (Goel et al.,, 2018; Rais et al., 2018). Sensory
hypersensitivity and reduced adaptation to sensory stimuli are
some of the hallmark perceptual impairments in autism. An
increase in visual detail processing is often reported in this
condition. Visual oddball paradigm studies revealed reduced
habituation to repeated stimuli and novel distractors in autistic
patients (Sokhadze et al., 2017). Similarly, alterations in the
event-related potentials during the auditory and visual oddball
tasks were found in FX patients (Van Der Molen et al., 2012).
Recent work in FX mice found circuit-level impairments in
early visual processing, including reduced orientation tuning and
functional output from fast-spiking neurons in V1. Reduced
orientation tuning of the neurons in the visual cortex correlated
with the decreased ability to resolve different orientations of
sinusoidal grating stimuli in both mice and human individuals
with FX (Goel et al., 2018). Furthermore, altered dendritic
spine function and integration were found in layer 4 of
the somatosensory cortex in FX mice (Booker et al., 2019).
Structural and functional imaging studies of FX mice revealed
local hyperconnectivity and long-range hypoconnectivity in V1
(Haberl et al., 2015). Our group has recently shown that there are
impaired visual experience-dependent oscillations and altered
functional laminar connectivity in V1 of FX mice (Kissinger et al.,
2020). Overall, these studies suggest that there may be circuit-
level impairments in early sensory processing in FX.

To shed light on the neural basis of atypical visual perception
in FX, we investigated how statistical context influences visual
information processing by testing both basic and contextual
processing of spatial frequencies (SF) in V1 of FX mice. We
measured visually evoked potentials (VEPs) and unit responses
in an SF oddball paradigm (Ulanovsky et al, 2003; Hamm
and Yuste, 2016). Two stimuli were presented at different
probabilities so that one was a standard stimulus (STD)
(STD, frequent, redundant), which builds a statistical context.
Another one was rare and violated the expectations of the
STD stimulus leading to a mismatch (MM) response. This
response is hypothesized to reflect a perceptual deviance or
change detection. First observed in EEG studies in humans as
a delayed negative deflection in event-related potentials, later
called mismatch negativity (MMN; Naatanen et al., 1978), it has
been replicated in different species and sensory modalities (Chen
et al., 2015; Musall et al., 2015; Parras et al., 2017). A decrease
in the neural response to the standard stimulus (STD), termed
stimulus-specific adaptation (SSA), may be attributed to the
predictability of the stimulus because the incoming sensory input
matches prediction. Alternatively, it may also be explained by
the presynaptic short-term plasticity mechanisms. We computed
SSA as the difference between control (CTR) and STD (Hamm
and Yuste, 2016; Parras et al, 2017). Given that STD and
deviant (DEV) stimuli share the same SF, mismatch (MM)

response reports moment-to-moment change detection under
the high adaptation level in the local microcircuit, so that any
response enhancement can be attributed to change detection.
MM, similarly to human MMN, was quantified as the difference
between DEV and STD stimuli.

Our SF oddball paradigm is different from the prior oddball
studies because both STD and DEV stimuli are of the same
low-level feature, a spatial frequency (SF) so that they only
differ in the global pattern. Prior studies used two stimuli that
differed in low-level features (e.g., orientation, frequency) and
thus needed a reverse sequence (flip-flop), in which low and high
probability stimuli switch to control for feature preference of the
neurons. Our oddball paradigm allowed us to investigate how
contextual processing depended on neuronal tuning. Specifically,
we investigated how oddball responses changed as a function
of the neuron’s preferred SF. Furthermore, we investigated how
oddball responses are represented by different cortical layers
and neuronal types (regular vs. fast-spiking) neurons in WT vs.
FX mice.

Here, we performed silicon probe recordings in WT and FX
mouse V1 during the SF oddball paradigm. First, we report
excessive processing of high SF stimuli in late neural responses.
Second, we demonstrate that adaptation is mostly confined to
neurons preferring the SF within one octave of the oddball SF
in FX, but not in WT mice, in which it spreads beyond that
range. Third, mismatch responses were differentially modulated
by cortical layers in WT but not in FX mice. Last, we observed
altered neural dynamics during the omission paradigm in
FX animals.

MATERIALS AND METHODS

Experimental Animals

All animal experiments were approved by the Purdue University
Animal Care and Use Committee. The following strains were
used to generate mice for this study: B6.129P2-Fmr1tm1Cgr/]
(Fmrl KO, JAX Stock No. 003025), B6.Cg-453 Tg(Thyl-
COP4/EYFP)18Gfng/] (Thyl-ChR2-YFP, JAX Stock No.
007612), and wild type (WT) C57/BL6. We used 10 male
Fmrl KO and seven littermate controls. We also bred
Thyl-ChR2 with Fmrl KO mice to generate Thyl-Fmrl
KO mice. We used four male Thyl-Fmrl KO and four littermate
controls. Additionally, we had six male WT mice. In total,
we used 14 Fmrl KO and 17 control animals for physiology
experiments. Animals were group-housed on a 12 h light/dark
cycle with full water and food access.

Surgical Procedures

Animal surgeries were performed as previously described (Pak
et al.,, 2020). Briefly, about 2-month-old animals were induced
with 5% isoflurane and secured to a motorized stereotaxic
apparatus (Neurostar). Their body temperature was controlled
using a heating pad, and they were maintained at 1.5-2%
isoflurane anesthesia. The scull was exposed to install a small
head post and a reference pin. The binocular V1 coordinates
(from lambda AP 0.8 mm, LM: 3.2 mm) were labeled using a
Neurostar software with an integrated mouse brain atlas. Medical
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grade Metabond™ was then used to seal all exposed areas and
form a head cap. After surgery, all animals were monitored
for 3 days for any signs of distress or infection. Mice were
then habituated to a head-fixation apparatus for at least 4 days
90 min per day. They were positioned in front of the monitor
that displayed a gray screen. On the recording day, a small
craniotomy was made above V1 on one of the hemispheres
under 1.5% isoflurane anesthesia. They were then moved to the
recording room and head-fixed to the apparatus in front of the
monitor screen.

Electrophysiology

All recordings were performed in awake head-fixed mice. After
mice were transferred to the recording room, we inserted a
64-channel silicon probe (Shobe et al., 2015a; channel separation:
vertical 25 pwm, horizontal 20 pwm, three columns, 1.05 mm in
length) to perform acute extracellular electrophysiology. Thirty
minutes was allowed after insertion for the probe to settle
down. Each mouse underwent a maximum of two recording
sessions (one per hemisphere). We acquired data at 30 kHz using
OpenEphys hardware and software. We used an Arduino board
to synchronize recordings and visual stimulus presentations
using TTL communication. Custom written Python scripts using
PsychoPy and pyserial were used to present visual stimuli and
send TTL signals. Trypsin (2.5%) was used to clean the probe
after recording sessions.

Histology

Animals were anesthetized with 100 mg/kg ketamine and
16 mg/kg xylazine solution. Mice were then perfused
transcardially with a 1 xPBS followed by a 4% paraformaldehyde.
After decapitation, their brain was extracted and stored in PFA
in the fridge. After 24 h, the brain was sliced in 0.1 mm sections
in PBS using a vibratome. Coronal slices were mounted on slides
using n-propyl-gallate media and sealed with transparent nail
polish. Slices were imaged using light microscopy (VWR) to
verify the probe placement in V1.

Visual Stimulation

We used a PsychoPy, an open-source Python software, to
create and present all visual stimulations (Peirce, 2009). A
gamma calibrated LCD monitor (22" ViewSonic VX2252, 60 Hz)
was used to present visual stimuli. The mean luminance of
the monitor was 30 cd/m?. The monitor was placed 17 cm
in front of the mouse to binocularly present stimuli. To
generate visual stimulations for a spatial frequency tuning
and an oddball paradigm, we performed a spatial frequency
filtering of random noise. Specifically, we bandpass filtered
random noise in different non-overlapping SF bands. This was
done by performing the following steps. First, we randomly
generated noise and converted it to a frequency domain using
FFT (numpy FFT). Second, we created a spatial frequency
bandpass filter using the Psychopy Butterworth filter with an
order of 10. Third, we multiplied the white noise in the
frequency domain by our bandpass filter. This step filtered
all the frequencies but the desired SF band. Fourth, we
took the inverse Fourier transform of our altered frequency
domain. The procedure and a Python code for spatial frequency

filtering were adapted from http://www.djmannion.net/psych_
programming/vision/sf_filt/sf_filt html. We modified the above
code to generate SF filtered noise. Overall, we used six different
spatial frequencies for SF tuning: 7.5E-3, 0.015, 0.03, 0.06, 0.12,
and 0.24 cycles/degrees. We chose these frequencies based on
previous studies and known spatial frequency tuning of mouse
V1 neurons. We verified that we could obtain reliable SF tuning
similarly to our previous study (Kissinger et al., 2018). SF
tuning sequence contained six different SF stimuli presented in a
pseudorandom order at equal probability. Each SF was repeated
20 times so that the experiment had 120 trials in total. We used
an inter-trial interval of at least 4 s to prevent any adaptation.
Furthermore, SF filtered stimuli were randomly generated on
each trial to uniformly sample different receptive fields. This was
mainly important for lower spatial frequencies. For the oddball
paradigm, we used two stimuli of the same SF but different
overall patterns. The first stimulus was a standard (STD) with
a probability of 0.875. Its texture did not change across trials.
The second one was a deviant (DEV) with a probability of
0.125, its overall pattern changed across trials. This was done
to maximize the surprise response. Inter stimulus interval was
0.5 s plus a random delay chosen from the range of 0.5 and
1.2 s. The stimulus was presented for 0.5 s. In total, 200 trials
were presented during the oddball paradigm. For the omission
paradigm, every eighth stimulus was omitted to investigate
omission responses. Inter stimulus interval was set to 1.7 s, and
200 trials were presented. Overall, a maximum of 520 trials was
presented to a mouse during a single recording session.

LFP Analysis

Raw electrophysiology traces were first downsampled to 1 kHz.
We then used a symmetric linear-phase FIR filter (default
parameters) from the mne Python library to remove 60 Hz
noise. Next, we identified Layer 4 by finding a channel with the
strongest negative deflection in the first 100 ms after stimulus
onset. Time-frequency analysis was done using a complex
wavelet convolution. Forty different wavelets were designed
across a logarithmic range of 2-80 Hz, with cycles ranging
from 3 to 10. This gave us an optimal time-frequency precision
tradeoff. We convolved these wavelets with averaged LFP traces
and then averaged the resulting power spectra across different
conditions. For heatmaps, power was dB baseline normalized. To
quantify a mean power within a particular band, we averaged
responses within a 0.05-0.5 s time window. We used six
different frequency bands: theta (4-8 Hz), alpha (8-12 Hz),
beta (12-30 Hz), low gamma (30-50 Hz), and high gamma
(50-80 Hz).

Single Unit Analysis

Clustering and manual curation of units were performed as
previously described (Pak et al, 2020). Kilosort was used
for spike detection and sorting. It uses a template matching
algorithm and allows a GPU acceleration (Pachitariu et al,
2016). Default configuration parameters were used for clustering,
but a threshold for spike detection was changed from —4 to
—6. SD. Templates were initialized from the data. Kilosort was
run using MATLAB (Mathworks) on Windows 10 running
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computer. For clustering purposes, all the different recording
blocks were concatenated together. This allowed us to track single
neurons across different recording sessions. After clustering,
we visualized and verified clustering results using Klusta/Phy
GUL. It speeds up the process of manually removing, splitting,
and merging units (Rossant et al, 2016). We used several
criteria to only include well-isolated units: (1) had more
than 10 spikes for each experimental block; (2) less than
5% of spikes violated an absolute refractory period; (3) clean
template shape; and (4) templates were localized within a small
channel group. To merge and split units, we followed the
guidelines available online (https://github.com/kwikteam/phy-
contrib/blob/master/docs/template-gui.md). Peristimulus time
histograms (PSTHs) of single units were constructed by binning
spike times across trials with 10 ms bins and convolving the
obtained histogram with a Gaussian Kernel (width = 100 ms).
Z-score was calculated by the following formula:

_ R — mean(baseFR)
- sd(baseFR)

where, FR is a firing rate at each time point, and base refers to the
baseline activity over 0-0.3 s.

For spatial frequency analysis, we averaged the firing rate
within 0.05-0.2 s for tuning analysis and 0.2-0.5 s to investigate
later responses. Population tuning curves were constructed using
baseline-subtracted firing rates across different neurons. We
fitted a difference of Gaussian function to SF tuning curves
(Hawken and Parker, 1987):

—(SF—p)?

—(SF—pie)? L
— Kie 2]

R(SF) = Ry + Kee 2
This function has seven free parameters: baseline firing rate Ry,
amplitude K,, K;, center p, and u;, width o, and o; of the
excitatory and inhibitory components, respectively.

Y i —f)?

> 0i—

where, y; is the observed value, y is the mean of observed data,
and f; is the fitted value. The fitting procedure was performed
using curve_fit from Python. Initial value for each parameter
was set to 0.01. Bounds were set to [0, 1] for width and [0, max
firing*2] for other parameters. Tuning sharpness was quantified
using the quality factor (Q):

fit error =

_ SE peak
SFhigh — SHow

where SFeqi is the preferred SF of the unit, SFyigh and SFi,, are
the high and low SF cut-offs at which the tuning curve drops
below peak /2 (Bredfeldt and Ringach, 2002).

To investigate oddball responses, we focused on neurons
that upregulate their firing in response to visual stimuli. We
used Wilcoxon signed-rank test to identify these neurons by
comparing baseline firing rate —0.25-0.05 s vs. stimulus window
0.05-0.35 s. The response to the SF0.03 was used as the
control for the oddball paradigm. To equalize the number of
trials between STD and DEV stimuli, we only used pre-DEV

trials for STD. We computed modulation indices for mismatch
response (MM) and stimulus-specific adaptation (SSA) using the
following formulas.

CIR — STD

_ DEVyate — STDlate
CTR + STD’

Devigte + STDiqre

iSSA =

where STD/CTR represents baseline-corrected mean firing rate
within 0.05-0.5 s, and STDj,e/DEVi,e 0.2-0.5 s relative to the
stimulus onset.

To investigate how SSA and MM change as a function
of preferred SF of the units, we split neurons into three
groups: tuned_in, tuned_out, and untuned units. Tuned_in
group included units with preferred SF that lies within 1 octave
of oddball SF, 0.03 cpd (0.015 < pref SF < 0.06). The tuned_out
group included units with preferred SF that lies outside the
1 octave of the oddball SF (pref SF < 0.015 or pref SF > 0.06).
The untuned group included units that did not show any SF
tuning properties; the fitting procedure was not successful, or
the fitting error exceeded 0.9. These units were then further split
by the cortical depth. The layer of each neuron was assigned
based on the depth of the channel with the strongest negative
deflection of the template. We used Kilosort template waveform
features to split units into putative regular or fast-spiking (RS vs.
FS) neurons. FS units were defined as those with trough-to-peak
times less than 0.45 and spike width less than 1.2. RS units, on the
other hand, had trough-to-peak times more than 0.45 and spike
width larger than 1.2. Units that fall in between were defined
as unclassified.

The omission paradigm was analyzed in two different ways.
First, we decided to investigate the laminar processing of
omission responses. Omission-responsive units were defined
as those with significant neural responses during omission
(expected stimulus timing vs. baseline 0.05-0.35 vs. —0.25-0.05).
Neurons with significant responses were further subdivided
into omis-excited and omis-inhibited depending on whether
their mean response exceeds 0 or not. Overall, 122 WT and
95 FX units were omis-excited, 93 and 92 omis-inhibited, and
230 WT and 134 FX units did not have a significant omission
response. The second approach employed an unsupervised
clustering algorithm, k-means. The input was omission responses
(0.05-0.5 s) from both genotypes. We used scikit-learn
implementation of k-means and initialized it with PCA for
consistency. The number of clusters was determined using an
“elbow method,” in which distortion and inertia can be plotted
against the number of clusters. It is challenging to find an
optimal number of groups for k-means with neurophysiology
data; however, we observed that k = 4 is the point at which a
slope changes in the inertia and distortion plots. In addition, we
qualitatively observed that four groups captured the diversity of
omission responses. Given that genotype of units is independent
of the clustering process, we compared omission responses
within each k-means group.

SF neural decoding was performed using Linear Discriminant
Analysis in Python scikit-learn package (default parameters;
Virtanen et al.,, 2020). Population spike counts from different
time windows were used to train classifiers. We used 4-fold cross-
validation with five repeats. The number of folds was chosen
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so that the test size was not below 30 samples. We also trained
logistic regression (multinomial) and SVM (with RBF kernel)
classifiers (data not shown), but LDA gave better performance
given the number of parameters to specify. The number of units
used for training was comparable in both groups. For example,
decoding from the 0.35 to 0.45 s interval was performed using
1,324 units from WT and 1,226 units from FX.

Statistical Analysis

We used scipy.stats Python library to perform statistical
analysis. Data were not tested for normality of residuals,
and only non-parametric tests were used. Mann-Whitney
U test was used to compare two independent populations.
It was used to compare a trial-averaged LFP and neuronal
firing rate in response. P-values were adjusted using a
Benjamini-Hochberg procedure that controls for a false
discovery rate. Kolmogorov-Smirnov 2 sample test was used to
compare distributions of iSSA and iMM indices between WT and
FX mice in different layers.

RESULTS

Enhanced Oddball Responses in LFP of FX
Mice

Using 64 channel silicon probes that span the cortical depth of
V1 (Shobe et al., 2015b), we investigated visual processing of
spatial frequencies (SF) during tuning (many standards control)
and oddball paradigm in awake head-fixed WT and FX mice
(Figures 1A,B). For SF tuning, we presented animals with SF
filtered visual noise stimuli using six different non-overlapping
SE bands (Figures 1C,D). Stimuli of the same band have
the same spatial frequency but a different overall global
pattern. These stimuli have been previously validated for tuning
measurements. Furthermore, there was no significant difference
between WT and FX mice in neural response variability to the
same SF band with different overall patterns (Supplementary
Figure 1). Oddball responses were analyzed by comparing
responses to standard (STD) and control (CTR) stimuli for
SSA and delayed part of STD and deviant (DEV) responses
for calculating the mismatch (MM) response (Figures 1E,F).
In contrast to previous animal oddball studies, our STD and
DEV have the same low-level features (SF), so that increased
delayed part of the DEV response can be attributed to
change detection.

We first focused on oddball responses in local field potential
(LEP), which represents local population subthreshold activities.
We found adaptation and mismatch responses in layer 4 LFP
of both genotypes (Figures 2A,C). Interestingly, MM responses
but not SSA were stronger in FX animals [Figures 2B,D,
SSA: STD vs. CTR WT (P = 0.0057), FX (0.002); WT vs. FX
STD (P = 0.440), CTR (P = 0.105); MM: STD vs. DEV WT
(P = 0.0016), FX (P = 0.0002), WT vs. EX STD (0.075), DEV
(P = 0.015), n 17 and 15 mice, Mann-Whitney U test,
p-values were adjusted for multiple comparisons using the
Benjamini-Hochberg method]. Time-frequency analysis was
then performed on L4 LFP to investigate whether any frequency

bands are modulated by oddball responses (Figure 2E). Entire
duration of DEV response was used, so that the window
is big enough to quantify low frequency oscillations. We
found that only theta oscillations were modulated by the
oddball responses in both genotypes [Figure 2F, STD wvs.
DEV: theta WT (P = 0.021) and FX (P = 0.0006); alpha WT
(P = 0.089) and FX (P = 0.089); beta WT (P = 0.45) and FX
(P = 0.45); low gamma WT (P = 0.21 and FX (P = 0.40),
high gamma WT (P = 0.05) and FX (P = 0.05); WT wvs.
FX STD and DEV all bands (P > 0.05), n = 17 WT and
15 FX mice, Mann-Whitney U test, p-values were adjusted for
multiple comparisons within each frequency band using the
Benjamini-Hochberg method].

Excessive Processing of High Spatial
Frequencies in V1 of FX Mice in Late Unit
Responses

We next focused on single-unit activity during tuning (control)
and oddball sequence. The time course heatmap of SF tuning
revealed enhanced activity in late unit responses in all layers of
FX animals, especially at higher SF (Figure 3A). To obtain a
preferred SF for each unit, we fitted a Difference-of-Gaussian
model to tuning curves, which were obtained by averaging
the firing rate within 0.05-0.2 s relative to the stimulus
onset (Figure 3B). We did not observe any differences in the
distribution of preferred SF or Q-factor (tuning sharpness)
between genotypes (Figure 3C) WT vs. FX pref SF (P = 0.357),
n = 949 and 705 units; Q-factor (P = 0.404), n = 192 and
126 units, Kolmogorov-Smirnov 2 sample test). The population
mean responses to different SF stimuli revealed enhanced activity
in late unit responses at high SF (Figure 3D). To quantify
these differences, we averaged firing rates within different time
windows: 0.05-0.2 s for early and 0.2-0.5 s for late visual
responses. We found a significantly stronger response at higher
SE (>0.06 cpd) in late visual responses [Figure 3D right,
WT vs. FX 0.05-0.2 s all stimuli (P > 0.05), 0.2-0.5 s: SF
7.5e-3-0.06 (P > 0.05), SF 0.12 (P = 0.014), and SF 0.24
(P = 0.035), n = 1,057 and 820 units, Mann-Whitney U test,
p-values were adjusted for multiple comparisons using the
Benjamini-Hochberg method].

Next, SF neural decoding was performed using population
spike counts (Figure 3E). We reasoned that enhanced processing
of higher SF might lead to enhanced detection of these stimuli in
FX mice. Classifiers were trained on spike counts from different
time windows of WT and FX mice using a linear discriminant
analysis with 4-fold cross-validation with five repeats. Classifiers
trained on spike counts from 0.05-0.5 s performed similarly (SF
classification mean = SEM % error WT vs. FX: 9.1 £ 0.9 vs.
12.0 &£ 1). WT classifiers performed slightly better in early
time windows (SF classification mean £ SEM % error WT
vs. FX 0.05-0.15 s: 16.3 £ 1.1 vs. 23.1 £+ 1.8; 0.15-0.25 s:
6.7 £ 0.9 vs 10.7 & 1.1). However, classifiers trained on the
intervals after 0.25 s show a reduced error in FX vs. WT mice
(SF classification mean £ SEM % error WT vs. FX 0.25-0.35 s:
225+ 1.4 vs. 16.3 £ 1.7; 0.35-0.45 s: 26.0 = 1.6 vs. 15.0 £ 1.6),
suggesting enhanced processing in late neural responses.
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FIGURE 1 | A visual oddball paradigm with all the stimuli containing the same low-level features [spatial frequency (SF)] but different global SF patterns and
expectancy. (A) In vivo extracellular silicon probe recordings in V1 of head-fixed mice. (B) Schematic of a 64-channel silicon probe spanning the whole cortical depth
and an example of current source density (CSD) heatmap. (C) To generate visual stimuli, we performed SF filtering of white noise. (D) We used six different
non-overlapping SF bands from 7.5E-3 to 0.24 cpd for spatial frequency tuning (many standards control). Stimuli were presented in a pseudorandom order and had
equal probability. (E) The oddball sequence contained stimuli of the same SF (0.03 cpd) that only differ in their probability and overall texture. Standard (STD) and
deviant (DEV) stimuli were presented with a probability of 0.875 and 0.125, respectively. (F) Given that STD and DEV have the same low-level features (SF), we
computed a neuronal mismatch (MM) response by comparing late (0.3-0.5 s) responses of STD and DEV. Stimulus-specific adaptation (SSA) was obtained by
comparing STD and CTR. Since both STD and DEV had the same SF, neural population activity is expected to be adapted during the oddball.

Together, these findings suggest an enhancement of processing
in late neural responses in FX vs. WT mice, especially at high
spatial frequencies.

Both SSA and MM Are Present in SF Tuned
Units

To investigate whether adaptation and change detection depend
on the tuning properties of the units, we split neurons based on
their preferred SE. It was defined as a peak (maximum) of the
fitted tuning curve of the unit. Based on preferred SF, we then
split units into three groups: tuned_in group included neurons
with preferred SF that was within +1 octave of the oddball
SE, 0.03 cpd (0.015 < pref SF < 0.06; Figure 4A, gray shaded
region); tuned_out group included units with preferred SF that
was outside the & 1 octave of the oddball SF (pref SF < 0.015 or
pref SF > 0.06; Figure 4G, gray shaded region); the untuned
group included units that did not show any SF tuning, so that

curve fitting was not successful or fitting error was larger than
0.9 (“Materials and Methods” section).

We first focused on oddball responses of tuned_in units
(Figures 4A-F). iSSA and iMM modulation indices [—1, +1]
quantify how strong a given unit is adapted and report MM
response correspondingly (positive values indicate stronger
modulation). We observed that the majority of tuned_in neurons
show both SSA and MM in both genotypes [Figure 4B, note
marginal distributions). Direct comparison of iSSA and iMM
distributions did not reveal any differences between WT and
FX mice (Figure 4C, WT vs. FX iSSA (P = 0.803) and iMM
(P = 0.325), n = 201 and 147 units, Kolmogorov-Smirnov
2 sample test]. Unit population responses revealed an overall
strong adaptation in both genotypes, which is not surprising
given that the preferred SF of these units was close to the
oddball SF. Interestingly, tuned_in units also show strong MM
responses [Figure 4F, STD vs. CTR WT (P = 1.04e-10) and FX
(P=1.58e-7); STD vs. DEV WT (P = 0.0003) and FX (P = 0.0002),
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FIGURE 2 | Enhanced late responses in L4 of FX mice during a visual oddball paradigm. (A) Averaged layer 4 LFP traces in response to STD and CTR stimuli for
WT (left) and FX (right) from cortical layer 4. (B) The point plots show the mean and s.e.m. of the strongest negative deflection within 0.05-0.5 s relative to the
stimulus onset. (C) Same as in (A) but comparing STD vs. DEV. (D) Same as in (B), but responses were averaged within 0.2-0.5 s. (E) Time-frequency spectra of
the L4 LFP traces of WT (top) and FX (bottom). (F) Point plots show the mean power within 0.05-0.5 s relative to the stimulus onset across different frequency
bands. *p < 0.05, *p < 0.01, **p < 0.001, ns = not significant.

n = 249 and 184 units, Mann-Whitney U test]. This diverges
from theories suggesting that enhancement of DEV response is
primarily due to the non-adapted units in the local microcircuit
(Ross and Hamm, 2020). The proportion of tuned_in units
was comparable between genotypes (Supplementary Figure 2).
Tuned_out units also showed both SSA and MM at the
single-unit level (Figure 4H). Distribution of iMM but not iSSA
was significantly different between groups [Figure 4I, WT vs. FX
iSSA (P = 0.102) and iMM (P = 0.019), n = 235 and 193 units,
Kolmogorov-Smirnov 2 sample test]. There was a significant
adaptation at the population level in both genotypes, which
suggests that adaptation spreads to the units preferring distant
SFs (Figures 4J,K). Strong MM responses were also present in

both genotypes [Figure 4L, STD vs. CTR WT (P = 9.04e-8)
and FX (P = 0.014); STD vs. DEV WT (P = 2.58e-7) and FX
(P =0.0006), n = 341 and 278 units, Mann-Whitney U test].

Altered Oddball Responses in Untuned and
Inhibited Units of FX Mice

An identical analysis was performed for untuned and inhibited
unit oddball responses (Figure 5). Untuned units are not tuned
to a particular SF (Figure 5A), and the inhibited group was
suppressed by visual stimuli. Oddball responses in the untuned
group were diverse in both genotypes (Figure 5B). We found
a significant difference in iMM distribution between genotypes
[Figure 5C, WT vs. FEX iSSA (P = 0.061) and iMM (P = 0.023),
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= 178 and 145 units, Kolmogorov-Smirnov 2 sample test].
Unit population responses showed adaptation in both genotypes,
whereas MM was not present in WT animals, the latter part of
the STD response was slightly stronger than DEV [Figures 5D-F,
STD vs. CTRWT (P = 1.52-5) and FX (P =0.0011); STD vs. DEV
WT (P = 0.023) and FX (P = 0.0003), n = 257 and 177 units,
Mann-Whitney U test]. Interestingly, DEV and CTR evoked
significantly stronger inhibition in FX, but not in WT mice
[Figures 5G-I, STD vs. CTR WT (P = 0.226) and FX (P = 0.011);
STD vs. DEV WT (P = 0.065) and FX (P = 0.005), n = 94 and
61 units, Mann-Whitney U test]. Contextual modulation of

inhibited units in FX but not in WT mice might suggest an altered
coupling of regular and fast-spiking (RS and FS) neurons.

Adaptation Depends on the Spatial
Frequency Tuning of the Units and Is

Reduced in FX Animals

We next directly compared iSSA and iMM magnitude across
different tuning groups and genotypes (Figure 6A). First, we
observed that iSSA was significantly larger in tuned_in compared
to other groups in both genotypes. Interestingly, tuned_out
units show stronger adaptation than untuned in WT, but
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line). (B) Distribution of iISSA and iMM modulation indices for WT and FX mice
(each point is a single unit). (C) Superimposed distributions of ISSA and iIMM
with KDE. (D) The heatmaps show single-unit firing rates in response to STD,
DEV, and CTR stimuli across different genotypes. (E) The line plots show the
mean z-scored responses of the units from the heatmaps. (F) The point plots
show the mean + SEM of the z-scored firing rate between 0.05 and 0.5 s for
SSA and 0.2-0.5 s for MM relative to the stimulus onset. (G-L) Same as in
(A-F) but for units which preferred SF was outside 1 octave of the oddball SF.
*p < 0.05, **p < 0.001, ns = not significant.

not in FX animals. Furthermore, iSSA was significantly larger
in WT vs. FX tuned_out units [Figure 6A top, iSSA: WT
tuned_in vs. tuned_out (P = 0.005), tuned_in vs. untuned
(P = 1.45e-8), tuned_out vs. untuned (P = 0.005); FX tuned_in
vs. tuned_out (P = 0.0003), tuned_in vs. untuned (P = 0.002),
tuned_out vs. untuned (P = 0.465); WT vs. FX tuned_in
(P = 0.419), tuned_out (P = 0.041), and untuned (P = 0.252),
n = 201, 235 and 178 WT units, 147, 193, and 145 FX units,
Mann-Whitney U test, p-values were adjusted for multiple
comparisons using the Benjamini-Hochberg method]. MM
responses, on the other hand, were not significantly modulated
by tuning properties of neurons [Figure 6A top, all comparisons
(P > 0.05)]. We did not observe any systematic patterns
between iSSA/iMM and preferred SF at the single unit level
(Supplementary Figure 4).

It has been recently reported that FS neurons are differentially
modulated in V1 of FX mice. Thus, we investigated whether
oddball processing is altered in FS units (Supplementary
Figure 3). SSA and MM responses were observed in FS of
both genotypes (Supplementary Figure 3). We thus decided
to investigate how iSSA and iMM are represented in RS and
FS units. We observed that difference in RS rather than FS
units mostly accounted for the differences observed across
different tuning groups and genotypes [Figures 6B,C top, RS:
WT tuned_in vs. tuned_out (P = 0.041), tuned_in vs. untuned
(P = 7.0e-5), tuned_out vs. untuned (P = 0.013); FX tuned_in
vs. tuned_out (P = 0.008), tuned_in vs. untuned (P = 0.011),
tuned_out vs. untuned (P 0.438); WT vs. FX tuned_in
(P = 0.335), tuned_out (P = 0.036), and untuned (P = 0.461),
n = 150, 175, and 141 WT units, 109, 148, and 101 FX units;
FS: WT tuned_in vs. untuned (P = 0.003), all other comparisons
(P > 0.05), Mann-Whitney U test, p-values were adjusted for
multiple comparisons using the Benjamini-Hochberg method].
MM responses were not significantly modulated by tuning
properties in RS and FS units [Figures 6B,C top, all comparisons
(P > 0.05)]. The proportion of units in each subgroup was
comparable between genotypes (Supplementary Figure 2).
Overall, our results suggest that adaptation depends on the
tuning properties of units but not their laminar position along
with reduced feature co-adaptation in FX animals.

Impaired Laminar Processing of MM

Responses in FX Mice

To gain insight into laminar processing of oddball responses,
we quantified population level iSSA and iMM modulation
indices across different cortical layers (Figure 7). Adaptation
was similarly represented across the cortical column in both
genotypes, however, there was a trend towards stronger iSSA in
superficial layers of WT mice [Figures 7A-C top, all comparisons
(P > 0.05)]. iMM responses, on other hand, were significantly
modulated by cortical layers. They were significantly stronger
in L2/3 vs. L4 and L5/6 in WT, however, there was not any
laminar preference for MM responses in FX mice. Furthermore,
L4 MM responses were significantly stronger in FX vs. WT mice
[Figure 7A top, iMM: WT tuned_in vs. tuned_out (P = 0.0018),
tuned_in vs. untuned (P 0.04), tuned_out vs. untuned
(P =0.242); FX tuned_in vs. tuned_out (P = 0.281), tuned_in vs.
untuned (P = 0.431), tuned_out vs. untuned (P = 0.319); WT vs.
FX tuned_in (P = 0.431), tuned_out (P = 0.042), and untuned
(P = 0.068), n = 208, 191 and 215 WT units, 154, 153, and
1,178 FX units, Mann-Whitney U test, p-values were adjusted for
multiple comparisons using the Benjamini-Hochberg method].
RS units showed similar oddball responses [Figure 7B, iMM
RS: WT tuned_in vs. tuned_out (P = 0.005), tuned_in vs.
untuned (P = 0.04), tuned_out vs. untuned (P = 0.237); FX
tuned_in vs. tuned_out (P = 0.281), tuned_in vs. untuned
(P = 0.321), tuned_out vs. untuned (P = 0.148); WT vs. FX
tuned_in (P = 0.237), tuned_out (P = 0.189), and untuned
(P = 0.085), n = 129, 154 and 183 WT units, 87, 122, and
149 FX units; FS: all comparisons (P > 0.05), Mann-Whitney
U test, p-values were adjusted for multiple comparisons using the
Benjamini-Hochberg method]. iSSA and iMM responses in FS
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FIGURE 5 | Altered oddball responses in untuned and inhibited units of FX mice. (A) Example SF tuning curves of untuned neurons. Two criteria were used to
identify those units: (1) failure of DOG model fitting or (2) high fitting error (>0.9). (B) Distribution of iSSA and iIMM modulation indices for WT and FX mice (each point
is a single unit). (C) Superimposed distributions of ISSA and iMM with KDE. (D) The heatmaps show single-unit firing rates in response to STD, DEV, and CTR stimuli
across different genotypes. (E) The line plots represent mean z-scored responses of the units from the heatmaps. (F) The point plots show the mean 4+ SEM of the
z-scored firing rate between 0.05-0.5 s for SSA and 0.2-0.5 s for MM relative to the stimulus onset. (G-I) Same as in (D-F) but for inhibited units. *p < 0.05,

units were not significantly modulated by cortical layers, though
there was a trend towards stronger adaptation in L4 of FX mice
(Figure 7C). It is unlikely that tuning properties of neurons
can explain these observations because there is no difference in
cortical distribution of different tuning groups between WT and
FX animals (Supplementary Figure 5). Taken together, these
findings suggest that there is a laminar specialization for MM
responses in WT but not in FX animals.

Altered Representation of Omission
Responses in FX Mice

In a subset of animals, we performed omission experiments,
in which every eighth stimulus was omitted (Figure 8A).
Omission responsive neurons were defined as those with
significantly different stimulus (0.05-0.35 s) vs. baseline
(—0.25-0.05 s) responses (both excited and inhibited see
Supplementary Figures 6B-D). Laminar analysis of omission
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point plots show iSSA and iIMM magnitude for L2/3, L4, and L5/6 for WT vs. FX for

responses did not reveal any differences between WT and FX
mice (Supplementary Figure 6E). We then decided to use an
unsupervised clustering algorithm, k-means, to reveal neural
dynamics during omissions of the stimulus. Clustering was
performed on neural responses within 0.05-0.5 s relative to the

stimulus onset from both genotypes. Using an elbow method,
we determined that k = 4 was an optimal number of groups
(Figure 8B). Given that genotype was independent of clustering,
we were able to compare responses between WT and FX within
each k-means group. Clustering revealed four different types of
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group
. T
mm FX

omission paradigm every eighth stimulus was not presented (omission). (B) The

sponses between WT and FX within each k-means group. (C) The heatmaps of
, right = Omis). The line plots show the mean z score firing rate responses of

responses: k-means group 1—early, group 2—mid, group 3—late
omission responses, and group 4 was inhibited by the omission
[Figure 8C). Direct comparison of STD between WT and FX
revealed stronger responses in FX groups 2 (mid) and 3 (late),
which might indicate reduced adaptation during the omission
paradigm. Omission responses were stronger in k-means group
1 (early) in WT, whereas group 2 (mid), and group 4 (inhibited)
were stronger in FX mice [Figure 8D, WT vs. FX k-means group
1 STD (P = 0.436), n = 110 and 43 units, Omis (P = 0.042),
n = 120 and 45 units; group 2 STD (P = 0.004), n = 84 and
75 units, Omis (P = 0.009), n = 85 and 77 units; group 3 STD
(P =0.0001), n = 55 and 67 units, Omis (P = 0.052), n = 58 and

70 units, group 4 STD (P = 0.200), n = 69 and 54 units, Omis
(P = 0.005), n = 73 and 59 units, Mann-Whitney U test].
Opverall, we found the altered processing of omission responses in
FX animals.

DISCUSSION

The lack of a common framework to explain the disparate
sensory and social-cognitive deficits in FX and autism is a
major roadblock to scientific progress and designing effective
diagnostic and intervention tools. Atypical sensory processing
has recently been recognized to be an important diagnostic
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criterion for autism (American Psychiatric Association, 2013).
Furthermore, early sensory alterations are predictive of social
communication deficits later in life (Robertson and Baron-
Cohen, 2017). Investigating the reproducible sensory perception
paradigms in well-defined genetic models of autism provides a
great opportunity to shed light on the neural basis of atypical
sensory experience and its possible interaction with social-
cognitive domains in ASD.

Here, we used a novel visual oddball paradigm and silicon
probe recordings in V1 to investigate the neural basis of altered
sensory perception in FX. Using SF tuning, we first demonstrated
that high SF bands are excessively processed in the late stages
of visual responses in FX mice. Increased firing rate and lower
SF decoding errors at late stages of processing are indicative
of over-processing of details. This finding is consistent with
previous psychophysical and physiology studies showing altered
spatiotemporal processing of high SF information in autism
(Kéita et al., 2014; Caplette et al., 2016). Interestingly, we didn’t
observe any difference in SF tuning between genotypes while
focusing on peak responses.

Using SF oddball paradigm, we then showed that there was
a differential contextual processing in V1 of FX mice across
different cortical layers and unit types (Table 1). To investigate
the feature specificity of SSA and MM responses, we split neurons
into three groups based on their SF preference. We discovered
that adaptation was more dependent on the tuning preferences
rather than the laminar position of the units. SSA was strongest in
tuned_in units in both genotypes, which is not surprising given
that their preferred SF was close to the oddball SF (Chen et al,,
2015). We observed comparable adaptation levels in tuned_in
and tuned_out group in WT but not in FX animals (Table 1).
Interestingly, RS but not FS units were mostly responsible
for the observed differences. Analysis of SSA across different
cortical layers revealed the strongest adaptation in L2/3 in WT,
but it did not reach significant after adjustment for multiple
comparisons. Overall, SSA was dependent on the preferred SF
of the units and covered a narrower range of spatial frequencies
in FX compared to WT animals. This observation might be
explained by the reduced spread of adaptation (co-adaptation to
neighboring SF) in FX. Our results may provide a mechanism
for the reduced habituation and sensory hypersensitivity in FX
and autism.

Mismatch responses, on the other hand, were more dependent
on the laminar position rather than the tuning preference

of units. MM responses were present in the adapted units,
suggesting that single units might report mismatch despite
strong adaptation levels (Ross and Hamm, 2020). L2/3 had
the strongest MM responses in WT, but not in FX, where
they were equally represented across the cortical column.
Furthermore, L4 MM responses were significantly stronger in
FX mice (Table 1). These observations might be explained by
the altered intrinsic properties of L4 neurons similar to the
previously reported observations in the somatosensory cortex
(Booker et al., 2019). The lack of laminar specialization for
MM in FX might also be linked to the altered information
processing in L4 barrel cortex (Domanski et al, 2019). It
is important to note that RS units were mostly responsible
for the observed differences in MM. This observation is
consistent with the previous studies of the reduced excitatory
drive onto FS units, which may potentially explain the altered
dynamics of FS interneurons (Gibson et al., 2008; Goel et al.,
2018).

Lastly, we observed the altered neural dynamics in FX animals
during the omission paradigm. Interestingly, STD responses
were weaker in WT vs. FX animals, which might be indicative of
reduced adaptation in FX animals. Our unsupervised clustering
revealed four different types of responses to stimulus omissions.
Interestingly, these groups had different temporal patterns
covering the whole omission duration with early, mid, late peak
responses and inhibition. Early omission responses were stronger
in WT, whereas mid and inhibition ones were enhanced in FX
animals. We also observed increased delayed responses during
SF tuning, oddball, and omission paradigms, which suggests that
it might be a common pattern in FX circuits (Table 1). Given
the regularity of omission responses (every eighth stimulus)
and fixed inter-trial-interval, we expected the animals to be
entrained by the sequence. Overall, reduced STD responses and
stimulus timing-locked omission responses suggest that WT but
not FX animals were able to learn the regularity of the sequence
of stimuli.

In conclusion, we extend prior oddball studies by showing
how tuning properties, laminar position, and spiking profile
of the neurons influence the contextual processing of
visual information. Our discovery of reduced adaptation
and altered laminar processing in FX mice provides the
mechanistic circuit-level understanding of the impaired sensory
perception in FX and might lead to potential diagnostic and
therapeutic advances.

TABLE 1 | Summary of differences in oddball and omission responses between WT and FX animals.

Oddball/pref SF Tuned_in Tuned_out Untuned

iISSA ns T ns

iMM ns ns ns

Oddball/Layer L2/3 L4 L5/6

iISSA ns ns ns

iMM ns * ns

Omission/k-means Group 1 Group 2 Group 3 Group 4
STD ns I 3 ns
Omis A U ns 1

4 stronger in WT and weaker in FX; |, weaker in WT and stronger in FX; *p < 0.05, **p < 0.01, **p < 0.001, ns = not significant.
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Huntington disease (HD) is a monogenic disease that results in a combination of motor,
psychiatric and cognitive symptoms. HD is caused by a CAG trinucleotide repeat
expansion in the huntingtin (HTT) gene, which results in the production of a pathogenic
mutant HTT protein (mHTT). Although there is no cure at present for HD, a number of
RNA-targeting therapies have recently entered clinical trials which aim to lower mHTT
production through the use of antisense oligonucleotides (ASOs) and RNAi. However,
many of these treatment strategies are non-selective in that they cannot differentiate
between non-pathogenic wild type HTT (wtHTT) and the mHTT variant. As HD patients
are already born with decreased levels of wtHTT, these genetic therapies may result in
critically low levels of wtHTT. The consequence of wtHTT reduction in the adult brain is
currently under debate, and here we argue that wtHTT loss is not well-tolerated at the
synaptic level. Synaptic dysfunction is an extremely sensitive measure of subsequent
cell death, and is known to precede neurodegeneration in numerous brain diseases
including HD. The present review focuses on the prominent role of wtHTT at the
synapse and considers the consequences of WtHTT loss on both pre- and postsynaptic
function. We discuss how wtHTT is implicated in virtually all major facets of synaptic
neurotransmission including anterograde and retrograde transport of proteins to/from
terminal buttons and dendrites, neurotransmitter release, endocytic vesicle recycling,
and postsynaptic receptor localization and recycling. We conclude that wiHTT presence
is essential for proper synaptic function.

Keywords: Huntington disease, Huntingtin, synaptic plastcity, endocytosis, exocytosis, intracellular tranport,
autophagy, excitotoxicity

HUNTINGTON DISEASE: AN OVERVIEW

Huntington disease (HD) is an autosomal dominant neurodegenerative disease that results in
a triad of motor, psychiatric and cognitive symptoms, and has an estimated prevalence of 13.7
per 100,000 in the general population (Fisher and Hayden, 2014). Although HD is considered a
brain-wide disease, neuronal degeneration primarily targets spiny projection neurons (SPNs) of the
striatum, a brain area essential for regulating voluntary and involuntary movement. HD symptoms
typically appear during middle age in most patients; however, disease onset can occur anytime
between 1 and 80 years of age. HD is fatal, and life expectancy after diagnosis is estimated to be 15-
20 years (Walker, 2007). Symptoms pertaining to the motor system include chorea, dystonia, motor
impersistence and motor incoordination. In terms of cognition, HD patients often have problems
with tasks involving executive function, such as planning and organizing, and impaired procedural
memory (Walker, 2007). Common psychiatric symptoms associated with HD include depression,
apathy, aggression and disinhibition, and suicide rates of HD patients are four times higher than
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that of the general population (Di Maio et al.,, 1993). Notably,
cognitive deficits manifest as many as 20 years earlier than
the onset of motor symptoms, and cognitive and behavioral-
related issues are reported as the most burdensome for
patients (Hamilton et al., 2003; Paulsen, 2011). In HD, these
early cognitive abnormalities have mostly been associated
with disruption in frontostriatal neural pathways, although
multiple other brain areas including the hippocampus also show
significant volume loss in the early stages of disease (Rosas et al.,
2003). Currently, there is no cure for HD.

Huntington disease is a monogenic disease that is caused by a
CAG trinucleotide repeat expansion in exon 1 of the HTT gene
(also known as the IT15 gene), which encodes the large, 348 kDa
protein huntingtin (HTT) (MacDonald et al., 1993). CAG repeat
lengths of 40 or more result in the production of a mutated
huntingtin protein (mHTT) while healthy individuals typically
have less than 36 repeats. Intermediate CAG repeat lengths of
36-39 result in incomplete penetrance of the HD phenotype
(Rubinsztein et al., 1996). Longer CAG repeat expansions are
correlated with earlier disease onset (Penney et al., 1997). Wild-
type huntingtin (wtHTT; herein used to refer to the non-
pathogenic HTT protein) is ubiquitously expressed throughout
the body. Within the brain, wtHTT is largely present in nuclei,
cell somas, dendrites and terminal buttons, while mHTT has a
tendency to accumulate in intranuclear inclusions and dystrophic
neurites (DiFiglia et al., 1997). The N-terminal region of wtHTT
contains the polyglutamine stretch encoded by the CAG repeat
expansion and for this reason has been the most extensively
studied portion of the protein, despite accounting for only about
2% of HTT’s structure. In addition, wtHTT contains several
HEAT repeats that are important for its numerous protein-
protein interactions (Saudou and Humbert, 2016). An essential
role of wtHTT is well-documented by the fact that homozygous
wtHTT knockout is embryonic lethal at day E8.5 (Duyao et al,,
1995; Nasir et al,, 1995; Zeitlin et al., 1995). Heterozygous
knockout of wtHTT from birth has been shown to result in
hyperactivity, deficits in cognitive flexibility and decreased overall
volume and neuronal density in the subthalamic nucleus (Nasir
et al, 1995). Additionally, wtHTT deletion in the forebrain
and testis of adult mice results in neurodegeneration, motor
impairments and a shortened lifespan (Dragatsis et al., 2000). The
essentiality of wtHTT is further supported by its role in numerous
fundamental cellular functions due to its extensive number of
interaction partners. A few hundred interacting partners had
previously been identified using ex vivo methods such as yeast
two-hybrid and affinity pulldown assays; however, most of these
experiments used only small N-terminal fragments of wtHTT,
neglecting a large part of its full-length structure (summarized
in Table 1 of Harjes and Wanker, 2003). In Shirasaki et al. (2012),
the authors used a novel methodological approach to identifying
wtHTT interacting partners, which incorporated the use of a
high-affinity mass spectrometer. This study was highly successful,
identifying 747 candidate proteins from various brain regions
that interact with wtHTT. Among the top ranked functional
groups for the wtHTT interactors were presynaptic function
and postsynaptic function, highlighting a role for wtHTT in
synaptic homeostasis. The role that wtHTT plays at both pre- and

postsynaptic sites is the main focus of the present review and will
be discussed in detail in the following sections.

Wild type HTT has been shown to act as a scaffolding protein,
functioning to stabilize intracellular cargo onto molecular motors
to streamline fast axonal transport and to assist in anchoring
receptors at the plasma membrane (Saudou and Humbert,
2016). As we will discuss throughout this review, wtHTT has
been heavily implicated in almost all major facets of synaptic
neurotransmission including anterograde and retrograde
transport of proteins to/from terminal buttons and dendrites,
neurotransmitter release, endocytic vesicle recycling and
postsynaptic receptor localization and recycling. Additionally,
wtHTT has been shown to influence autophagy, which has
been highlighted in recent years as an important regulator of
synaptic homeostasis (Vijayan and Verstreken, 2017; Liang and
Sigrist, 2018; Nikoletopoulou and Tavernarakis, 2018; Birdsall
and Waites, 2019), and synapse-to-nuclear communication via
its regulation of transcription factors such as CREB, REST/NRSF
and NF-kB (Steffan et al., 2000; Zuccato et al., 2003; Marcora
and Kennedy, 2010). In HD, synaptic dysfunction occurs prior
to cell death and predicts subsequent neuronal degeneration and
symptom onset (Milnerwood and Raymond, 2010; Milnerwood
et al., 2010; Parsons and Raymond, 2014; Ravalia et al., 2021).
As HD is originally a disease of the synapse, this review will
summarize research from the last two decades that provide
fundamental evidence for wtHTT as a major regulator of
synaptic function and will consider potential and identified
consequences of wtHTT depletion at the synapse. It is imperative
that we increase our understanding of wtHTT’s function in
the developed brain, as many novel therapeutic strategies —
discussed in the following section — aim to treat HD by reducing
both wtHTT and mHTT expression.

TARGETING THE ROOT CAUSE:
HUNTINGTIN-LOWERING
THERAPEUTICS

Genetic therapy for HD has shown great promise as a treatment
for this crippling disease, with significant recent advancements in
the development of both DNA- and RNA-targeting therapies. As
HD is a monogenic disease, DNA- and RNA-targeting therapies
can target the root cause of the disease itself. Therapies targeting
RNA include antisense oligonucleotides (ASOs), RNAi and
small molecules, while those targeting DNA include zinc finger
nucleases (ZFNs), transcription activator-like effector nucleases
(TALENs) and CRISPR-Cas9. Each of the various strategies have
specific benefits as well as drawbacks which have been reviewed
recently (Tabrizi et al., 2019a). As an example, therapies targeting
HTT mRNA aim to reduce the production of the mutant
protein variant; however, many of these options will also decrease
the production of wtHTT. Furthermore, there is evidence that
pathogenic exon 1 fragments can result from incomplete splicing
at the pre-mRNA level, thereby evading the mRNA-targeting
approaches (Sathasivam et al., 2013).

Antisense oligonucleotides target the pre-mRNA stage of
mHTT for degradation by RNase H. The delivery and dispersal

Frontiers in Cellular Neuroscience | www.frontiersin.org

June 2021 | Volume 15 | Article 689332


https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles

Barron et al.

Huntingtin and the Synapse

of ASOs within the central nervous system (CNS) also make
these therapeutics particularly desirable. ASOs can penetrate cell
membranes without the need for an accompanying viral vector
and can be delivered to the brain through intrathecal injections
into the spinal cord. The Roche GENERATION HDI clinical
trial using the non-selective ASO tominersen (previously known
as HTTrx or RG6042) was recently halted early in phase III.
Unfortunately, tominersen was no more effective than placebo
when administered every 16 weeks, and actually worsened motor
and cognitive symptoms when administered every eight weeks
(Kwon, 2021). The recent news to terminate this clinical trial
is particularly disappointing considering that cerebral spinal
fluid (CSF) levels of two established HD biomarkers, mHTT
and neurofilament light chain (NfL), showed a dose-dependent
decrease after tominersen administration (Tabrizi et al., 2019b).
In terms of selective mHTT lowering therapeutics, Wave
Life Sciences initiated their parallel stage I/IIa clinical trials in
2017, PRECISION HDI1 and PRECISION HD2, which aim to
selectively lower levels of mHTT while leaving wtHTT levels
unchanged (Hersch et al., 2017). These selective ASOs are
designed to specifically lower mHTT (leaving wtHTT intact)
by targeting single nucleotide polymorphisms (SNPs) located
exclusively on the mutant allele. Allele-specific ASOs have
recently shown promising results in a preclinical study that used
humanized HD mice (Southwell et al., 2013); selective mHTT
ASOs reduced mHTT expression by approximately 70% while
having no effect on wtHTT expression. Furthermore, selective
mHTT silencing reduced many of the cognitive and behavioral
deficits in these mice (Southwell et al., 2018). Unfortunately,
both PRECISION HD1 and PRECISION HD2 trials were recently
discontinued as they did not significantly reduce CSF levels of
mHTT. Further complicating the SNP-based ASO approach is
the fact that HD mutation carriers express different SNPs and
some don’t express any heterozygous SNPs at all; therefore this
selective strategy is not applicable to the entire HD population
(Skotte et al., 2014). Nonetheless, allele-specific ASOs have
tremendous promise in the treatment of HD and will continue
to be pursued in future clinical trials with similar ASOs that
incorporate various chemical modifications designed to improve
their efficacy. Another strategy to achieve selective mHTT
knockdown is to target the CAG tract itself, although many genes
in the human genome also contain consecutive CAG repeats and
a number of these genes code for transcription factors. Therefore,
targeting the CAG trinucleotide repeat for degradation may result
in significant off-target effects. RNAi are another group of RNA-
targeting therapies that employ micro RNAs (miRNAs), short
interfering RNAs (siRNAs) or short hairpin RNAs (shRNAs) to
target mRNA for degradation by RNA-induced silencing complex
(RISC) machinery (Aguiar et al., 2017). In contrast to ASOs,
RNAi therapies act further downstream and can only target
within the intron-lacking mature mRNA. Therefore, RNAi drugs
have more limitations in terms of sequence targets (Tabrizi et al.,
2019a). As well, these therapies require the use of a viral vector
and a more direct injection into the brain. However, a potentially
attractive feature of these drugs is their permanence. Whereas
patients undergoing clinical trials for ASO therapeutics must
receive intrathecal injections every few months, RNAi treatments

may only require a single dose. On the other hand, the less
reversible nature of these drugs can quickly turn into to a
disadvantage if unwanted side-effects are observed. In June 2020,
UniQure announced the launch of their phase I/II clinical trial
where early manifest HD patients will receive a single intra-
striatal administration of AMT-130, a non-selective rAAV5-
miRNA (Reilmann et al., 2020). Another type of RNA-targeting
therapeutics currently in development for HD are bioavailable
small molecules. These drugs are ideal in terms of delivery as
they can be taken orally, and positive results have been observed
in rodent models of spinal muscular atrophy (SMA) that were
treated with small molecules that target and degrade SMN2
RNA (Naryshkin et al, 2014). Gene-editing therapies for the
treatment of HD are currently in preclinical development. These
drugs target the absolute root cause of HD: the HTT (IT15)
gene. Precise silencing of the mutant allele using gene-editing
techniques such as CRISPR-Cas9 would halt mHTT transcription
at its source; however, gene editing therapies require invasive
delivery systems and are largely irreversible. Human clinical
trials for DNA-targeting HD therapies are yet to be announced,
although initial rodent studies have shown promising results
(Yang et al., 2017).

In sum, a plethora of HTT-lowering strategies exist, and all
can target the root cause of HD by lowering mHTT expression.
However, it is important to note that non-selective HT T silencing
is much easier to achieve that allele-selective silencing, and many
of the therapeutic options are indeed non-selective therapies
that will further reduce wtHTT expression. Therefore, we now
turn our attention to the role of wtHTT and the potential
consequences of its loss in adulthood.

HUNTINGTIN AND THE SYNAPSE

Given the clinical importance and immediate relevance of HTT-
lowering therapies for the treatment of HD — many of which
are not selective for mHTT over wtHTT — it is of paramount
importance to increase our understanding of the function of
wtHTT and the consequences of its loss in adulthood. As HD
mutation carriers are born with reduced expression of wtHT'T, it
is also essential to fully understand how wtHTT reduction affects
CNS development. In mouse models of HD, one must keep in
mind that CAG repeat lengths must be greatly exaggerated before
a HD-like phenotype can be observed within the lifespan of a
mouse; in that regard, the lack of any obvious consequences of
wtHTT loss — particularly at the behavioral level — following
a relatively short period of wtHTT reduction is insufficient
to conclude that wtHTT loss is well-tolerated. Similarly, while
HTT-lowering strategies in the clinic are unlikely to eliminate
100% of the wtHTT and mHTT in the brain, cellular and
animal studies that observe deleterious effects only after the
complete depletion of wtHTT should not be viewed as lacking
physiological relevance; like exaggerated CAG repeat lengths,
perhaps complete wtHTT knockdown is the best way to observe
the consequences of wtHTT loss within the lifespan of a mouse.
In this review, we discuss how wtHTT regulates synaptic function
in numerous ways. We chose to focus on wtHTT’s role at
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the synapse, as synaptic dysfunction is observed prior to cell
death and HD behavioral signs, and therefore represents one of
the most sensitive measures of disease pathogenesis (Li et al.,
2003; Milnerwood and Raymond, 2010; Raymond et al., 2011;
Tyebji and Hannan, 2017; Ravalia et al, 2021). In reviewing
the multidimensional roles that wtHTT plays at both pre- and
postsynaptic sites, we conclude that wtHTT reduction is not
well-tolerated at the synaptic level.

HUNTINGTIN AND THE PRESYNAPSE

Numerous mechanisms regulating presynaptic neurotransmitter
release have been identified to date, though our understanding is
far from complete. Presynaptic release is complex and can occur
in different modes — including synchronous, asynchronous
or spontaneous — depending on whether release is tightly
coupled with action potential (AP) firing, exhibits poor temporal
coordination with AP firing, or occurs independently of AP
firing, respectively. The different modes of presynaptic release are
associated with overlapping but distinct underlying mechanisms,
and research is ongoing to fully understand how presynaptic
release is regulated and maintained at different synapses
throughout the healthy brain (Chanaday and Kavalali, 2018).
The complexity of presynaptic neurotransmission extends well
beyond the successful release of neurotransmitters into the
extracellular space. The maintenance of high-fidelity synaptic
neurotransmission is a multifaceted process that relies on highly
coordinated intracellular mechanisms. For example, presynaptic
function relies on the ability to rapidly recycle synaptic vesicles
(SVs) (Marx et al., 2015), to ship new SVs from the cell body
to the terminal (Okada et al., 1995; Goldstein et al., 2008),
to rapidly refill SVs with neurotransmitter (Nakakubo et al.,
2020), and to remove damaged proteins from presynaptic sites
(Vijayan and Verstreken, 2017). As a result of this complexity,
presynaptic function is not only reliant on exocytic release
machinery, but also on clathrin-mediated endocytosis, axonal
trafficking and autophagy, to name a few. In this section, we will
discuss how wtHTT’s role in endocytosis, exocytosis, intracellular
transport and autophagy positions wtHTT as a critical mediator
of presynaptic neurotransmission. Some of ways in which wtHTT
can influence presynaptic function are depicted schematically in
Figure 1.

Huntingtin and the Presynapse:
Endocytosis

A finite number of SVs exist at presynaptic release sites. During
neural activity, SVs release their contents by fusing with the
plasma membrane, and the pool of SVs available within a
presynaptic neuron can be rapidly depleted during sustained
neural activity. For example, at the CA3-CAl synapse in the
hippocampus, it is estimated that approximately 30 seconds
of neural activity at a physiologically relevant firing rate of
four hertz is sufficient to completely deplete the presynaptic
supply of glutamate SVs (Marx et al, 2015). To maintain
neurotransmission in the face of sustained neural activity,
numerous mechanisms are in place to help ensure a rapid

recovery and replenishment of the SV pool. Often, the rate of SV
fusion with the membrane during neural activity far exceeds the
rate at which new SVs can be delivered via anterograde transport
from the cell body; thus, an essential method of SV replenishment
during activity is through local clathrin-mediated endocytosis at
the terminal itself.

A role for wtHTT in presynaptic neurotransmission was
suggested by its association with SVs (DiFiglia et al,, 1995;
Yao et al, 2014). Recently, it was demonstrated that a key
wtHTT interactor, ADAMI0, is heavily involved in presynaptic
homeostasis. ADAMI10 is a transmembrane protease that is
well-established as an alpha-secretase which cleaves amyloid
precursor protein (APP) in a non-amyloidogenic fashion
(Kuhn et al, 2010). ADAMIO0 localizes presynaptically with
SVs, suggesting a role in presynaptic regulation (Lundgren
et al.,, 2020). While Alzheimer disease (AD) is associated with
reduced ADAMI0 levels (Kuhn et al., 2010), thereby resulting
in excess amyloidogenic processing of amyloid precursor
protein, ADAMI0 is hyperactive in the HD brain at both pre-
and postsynaptic localizations (Cozzolino et al., 2021). Using
immunoprecipitation followed by mass spectrometry and gene
ontology analysis, it was found that the ADAMI10 interactome
exhibits substantial overlap with the wtHTT interactome; many
of the shared interactors were identified as proteins essential for
presynaptic function, thereby highlighting a putative functional
role for both wtHTT and ADAMIO0 at the presynaptic active
zone. For example, both ADAM10 (Cozzolino et al., 2021) and
wtHTT (Yao et al, 2014) bind to piccolo, a large cytomatrix
protein that is critical for SV maintenance and efficient SV
recycling (Ackermann et al, 2019). Hyperactive ADAMIO0,
which can be induced either by pathogenic polyQ expansion
of HTT or by wtHTT loss (Lo Sardo et al,, 2012), disrupts the
ADAMI10/piccolo complex, resulting in depleted SVs at the
readily releasable and reserve vesicle pools. Restoring ADAM10
activity to control levels in HD mice, achieved by crossing R6/2
mice with heterozygous conditional ADAM10 knockout mice
(CaMKIIa-Cre:Adam10F1°/ %), restored the ADAM]10/piccolo
interaction and replenished SV stores (Cozzolino et al., 2021).
Thus, wtHTT loss may have detrimental effects on presynaptic
homeostasis by interrupting the HTT/ADAMI0/piccolo
complex. In addition to complexing with ADAM10/piccolo and
other presynaptic regulatory proteins including bassoon (Yao
etal., 2014), wtHTT and ADAM10 both interact with the clathrin
adaptor protein AP-2 (Borgonovo et al., 2013; Marcello et al.,
2013), and wtHTT serves as a docking protein that helps recruit
AP-2 to the membrane. Interestingly, polyQ expansion of HTT
results in a loss of wtHTT’s docking function, thereby reducing
AP-2 presence at the membrane and impairing clathrin-mediated
endocytosis (Borgonovo et al., 2013).

Wild type HTT’s interactions with huntingtin interacting
protein 1 (HIP1) also position wtHTT to influence presynaptic
transmission. When the wtHTT/HIP1 interaction was first
described, it was recognized that disrupting this interaction could
negatively impact the integrity of the cytoskeleton (Kalchman
et al, 1997). A few years later, HIP1 was implicated in
endocytosis through interactions with both clathrin and the AP-
2 adaptor complex (Metzler et al, 2001; Mishra et al.,, 2001;
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FIGURE 1 | Huntingtin and the presynapse. (A) Select examples demonstrating how wtHTT positively regulates endocytosis (left). Through associations with
ADAM10 and piccolo, wtHTT regulates SV density at the readily releasable and reserve vesicle pools. Through associations with HIP1, AP-2 and ADAM10, wtHTT
regulates clathrin-mediated endocytosis. wtHTT loss impairs endocytosis by disrupting the function of complexes with the aforementioned proteins (right). wtHTT
LOF decreases SV density at the readily releasable and reserve vesicle pools and impairs clathrin-mediated endocytosis. (B) Select examples demonstrating how
wtHTT positively regulates exocytosis. Through its associations with synapsin-1, HAP1 and HIP1, wtHTT can regulate the rate of SV exocytosis and the amount of
neurotransmitter release. wtHTT loss disrupts exocytosis (right). (C) Select examples demonstrating how wtHTT positively regulates axonal transport (top). Through
its associations with HAP1 and HIP1, as well as molecular motors, wtHTT maintains proper anterograde and retrograde transport of cellular cargoes including SVs
and DCVs. wtHTT loss impairs axonal transport (bottom). Due to its associations with HAP1 and HIP1, as well as molecular motors, wtHTT loss interferes with
anterograde and retrograde transport of cellular cargoes including SVs and DCVs. Abbreviations: LOF, loss of function; ADAM10, A disintegrin and metalloproteinase
domain-containing protein 10; HIP1, huntingtin-interacting protein 1; AP-2, adaptor protein complex 2; SV, synaptic vesicle; HAP1, huntingtin-associated protein 1;
DCV, dense-core vesicle. Figure created using Biorender.com.

Waelter et al., 2001). Consistent with a role in synaptic vesicle
recycling through endocytosis, HIP1 knockout mice exhibit a
slower recovery from synaptic depression (Parker et al., 2007).
Together, the aforementioned studies suggest that wtHTT
loss of function (LOF) may disrupt presynaptic homeostasis
by impairing clathrin-mediated SV recycling. A direct role of
wtHTT in SV endocytosis was demonstrated recently when self-
deliverable, cholesterol-conjugated siRNAs were used to knock
down wtHTT expression in cultured neurons (McAdam et al.,
2020). In this study, wtHTT levels were reduced to approximately
20% of that observed in control neurons, and the fluorescent
reporter synaptophysin-pHluorin (syp-pH) was used to quantify
the rate of SV recycling. Syp-pH fluorescence is quenched when

in the acidic environment inside SVs, and SV exocytosis during
neural activity increases syp-pH fluorescence. In striatal cultures
with reduced wtHTT expression, the rate of SV recovery —
quantified by the decay of the evoked syp-pH transient — was
slower in striatal cultures with reduced wtHTT expression. SV
recycling was also impaired in cells cultured from knock-in HD
mice and this deficit could be fully rescued by the overexpression
of wtHTT. Together, these data demonstrate a clear role for
wtHTT as a positive regulator of SV recycling. Interestingly, the
recycling rate was unaffected in cultured hippocampal neurons
following wtHTT knockdown, suggesting that the consequences
of wtHTT reduction on synaptic function varies in a region-
dependent manner (McAdam et al., 2020).
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In sum, wtHTT interacts with key presynaptic proteins that
regulate SV endocytosis, and wtHTT LOF slows the rate of SV
recycling following a period of evoked neural activity. It will be
of interest for future studies to further pinpoint the mechanisms
underlying wtHTT’s role in SV recycling and to determine how
much wtHTT reduction in the adult brain can be safely tolerated
before SV replenishment rates are negatively impacted.

Huntingtin and the Presynapse:

Exocytosis

The effects of wtHTT loss on SV exocytosis are not fully
understood, though mHTT expression was shown to inhibit
exocytosis by depleting complexin II (Edwardson et al., 2003).
Many of the proteins that complex together with wtHTT have
been shown to play a clear role in exocytic neurotransmitter
release, and wtHTT lowering can interfere with the normal
functions of these protein complexes. For example, the wtHTT
binding partner huntingtin associated protein 1 (HAP1) (Li
et al., 1995), interacts with the presynaptic protein synapsin-
I, and HAP1 depletion was shown to reduce both the rate
of SV exocytosis and the amount of evoked glutamate release
in excitatory neurons (Mackenzie et al, 2016). Similarly,
HIP1 knockout increases the paired-pulse ratio measured
at hippocampal CA3-CAl synapses, indicative of a decrease
in neurotransmitter release probability (Parker et al., 2007).
Another major wtHT'T interactor, huntingtin interacting protein
14 (HIP14), has also been shown to facilitate presynaptic
neurotransmitter release. HIP14 is a palmitoyl acyltransferase
that palmitoylates target substrates including a variety of
presynaptic proteins such as cysteine string protein and SNAP25.
wtHTT is a positive regulator of HIP14 (Huang et al., 2011),
and HIP14 depletion impairs activity-dependent SV exocytosis at
the neuromuscular junction in Drosophila (Ohyama et al., 2007)
and reduces electrophysiological measures of release probability
at glutamatergic synapses within the striatum (Milnerwood
et al., 2013). When HIP14 knockdown is initiated in adulthood,
reduced release probability and mEPSC frequency is observed in
SPNs, and the mice exhibit motor deficits and increased anxiety-
like behaviors (Sanders et al., 2016). In HeLa cells, wtHTT
itself is directly involved in secretory vesicle fusion with the
plasma membrane during exocytosis (Brandstaetter et al., 2014).
Presynaptic wtHTT expression has also been implicated in long-
term synaptic plasticity, as long-term facilitation of the sensory-
to-motor neuron synapse was impaired when the Aplysia wtHTT
homolog was silenced by ASO injection into the presynaptic
sensory neuron (Choi et al., 2014). While additional questions
remain regarding wtHTT’s precise role in exocytosis, multiple
lines of evidence indicate that wtHTT and its interactome are
essential components of the presynaptic machinery regulating
exocytic neurotransmitter release.

Huntingtin and the Presynapse: Axonal

Transport

One particularly well-acknowledged function of wtHTT is
its role intracellular transport. The wtHTT/HAP1 complex
influences intracellular trafficking by forming larger complexes

with kinesin and dynein molecular motors, which are responsible
for anterograde (away from the cell body) and retrograde
(toward the cell body) transport of various molecular cargoes,
respectively (Engelender et al., 1997; Li et al., 1998; McGuire
et al., 2006; Saudou and Humbert, 2016; Vitet et al., 2020).
Both pathogenic polyQ expansion of HTT (Li et al, 1995)
and wtHTT loss have been shown to impair axonal trafficking
by interfering with the known functions of the HTT/HAP1
complex (Gunawardena et al., 2003; Gauthier et al., 2004;
Zala et al., 2013). Perhaps the most acknowledged functional
outcome of wtHTT’s trafficking role is in the anterograde delivery
of BDNF to the striatum from presynaptic cortical neurons.
The striatum produces low amounts of this trophic factor
on its own and striatal neurons require BDNF delivery from
cortical terminals for long-term survival (Baquet et al.,, 2004).
Through associations with HAP1 and the p150°™¢? subunit
of dynactin, an essential co-factor of the dynein molecular
motor, wtHTT facilitates both anterograde and retrograde
BDNF transport along microtubules, and loss of wtHTT is
sufficient to slow BDNF transport (Gauthier et al., 2004). In
addition to facilitating BDNF transport, wtHTT also enhances
BDNF synthesis by sequestering REST, a transcription factor
that normally acts in the nucleus to silence BDNF expression
(Zuccato et al., 2001, 2003). Thus, by increasing synthesis
and accelerating the intracellular transport of BDNE wtHTT
plays a critical role in delivering presynaptic trophic support
to the striatum. BDNF is important not only for survival but
is also essential for synaptic plasticity (Harward et al., 2016),
and BDNF deficiencies may in fact underlie synaptic plasticity
deficits observed in mouse models of HD (Lynch et al., 2007;
Simmons et al., 2009). Interestingly, synaptic plasticity deficits
occur earlier and are more severe in homozygous knock-in HD
mice (which completely lack wtHTT) compared to heterozygous
knock-in HD mice, although it is not known whether this
accelerated plasticity deficit results from a higher expression of
mHTT or the lack of wtHTT in the homozygous HD mice
(Quirion and Parsons, 2019).

Numerous post-translational modifications (PTMs) of wtHTT
have been shown to be essential to its role in vesicular transport.
For example, serine 421 (S421) on wtHTT has been identified
as an important phosphorylation site that mediates axonal
trafficking; phosphorylation of wtHTT at S421 recruits kinesin-
1 and promotes anterograde transport of BDNF-containing
vesicles whereas S421 dephosphorylation favors retrograde
transport following kinesin-1 detachment (Colin et al., 2008).
On the other hand, dephosphorylation at S1181 and S1201
strengthens molecular motor attachment to microtubules and
enhances the transport of BDNF (Ben et al.,, 2013). In addition
to phosphorylation, the arginine methyltransferase PRMT6 was
recently shown to methylate arginine R118 of wtHT'T, increasing
wtHTT’s association with vesicles and facilitating vesicular
trafficking (Migazzi et al, 2021). Knocking down PRMT6
or transfecting neurons with a methylation-resistant wtHTT
(R118K) reduced both the number and speed of vesicles traveling
in the anterograde direction. Increasing methylation was able
to rescue axonal transport deficits in mHTT-expressing neurons
and was protective in a fly model of HD, highlighting methylation
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and the restoration of wtHTT’s trafficking function as a potential
therapeutic strategy for HD (Migazzi et al., 2021).

Impaired axonal trafficking can have profound functional
consequences that extend well beyond the aforementioned
reduction in BDNF delivery to the striatum. Efficient trafficking
of a variety of cargo both to and from synaptic compartments
is essential for the maintenance of synaptic homeostasis. For
example, wtHTT loss interferes with the delivery of large
dense core vesicles (DCV), which carry neurotrophins and
neuropeptides, to release sites (Weiss and Littleton, 2016; Bulgari
et al., 2017). Growing evidence supports a key role of APP in
regulating synaptic structure and function (Priller et al., 2006;
Tyan et al., 2012; Miiller et al., 2017), and wtHTT also facilitates
the transport of APP to the presynapse (Colin et al., 2008; Her
and Goldstein, 2008; Bruyere et al., 2020). Either silencing wtHTT
(Her and Goldstein, 2008) or preventing wtHT T phosphorylation
at S421 (Bruyere et al., 2020) impairs APP axonal transport.
Thus, wtHTT dephosphorylation reduces the amount of APP
at presynaptic compartments (Bruyere et al., 2020). By reducing
APP at presynaptic sites, wtHTT dephosphorylation increases
synapse density in CA1 stratum radiatum. As well, the excessive
synaptic connectivity induced by wtHTT dephosphorylation can
be restored by APP overexpression (Bruyere et al., 2020). The
finding that wtHTT dephosphorylation increased the volume
of the cortex and hippocampus but not the striatum suggests
that regional sensitivities to the consequence of wtHTT LOF do
not necessarily mimic the known regional sensitivities to mHTT
toxicity (Bruyere et al., 2020).

Anterograde axonal transport of SV precursors (SVPs) is
required to bring the proper release machinery to the presynapse.
Newly synthesized SVP delivery works together with endocytosis,
albeit at a slower rate, to contribute to the maintenance of
presynaptic SV supply (Guedes-Dias and Holzbaur, 2019). SVPs
are vesicles containing essential presynaptic proteins that are
required to fill, dock and release SVs at terminal buttons.
These SVPs travel from the cell body to axon terminals by
kinesin-mediated anterograde transport. Fluorescence recovery
after photobleaching demonstrates that HAPI facilitates the
axonal trafficking of synapsin-I-positive SVs to axon terminals.
In neurons cultured from HAP1 knockout mice, the transport
rate of synapsin-I was reduced by approximately 50% (Mackenzie
et al., 2016). While the authors did not investigate wtHTT in
this study, it is conceivable that wtHTT LOF may produce
similar effects by interfering with the efficiency of the HTT/HAP1
complex. Indeed, in Drosophila, knocking out the Drosophila
homolog of wtHTT was found to slow axonal trafficking
of synaptotagmin-containing SVs (Zala et al, 2013). More
recent evidence demonstrates that wtHTT moves along the
axon together with Rab4™ SVs that also contain synaptic
SNARE proteins synaptotagmin and synaptobrevin (White et al.,
2020). Rab4 is a Rab GTPase that plays a key role synaptic
homeostasis by controlling the recycling and degradation of
synaptic vesicles (Dey et al., 2017). The bidirectional movement
of these Rab4™ vesicles was mediated by interactions with
HIPI1, rather than HAPI, and the molecular motors kinesin-
1 and dynein. RNAi-mediated wtHTT reduction reduced the
axonal mobility of Rab4™ vesicles (White et al., 2020). Together,

wtHTT appears to facilitate the axonal trafficking of a variety of
cargos, many of which have essential roles in presynaptic fidelity
and SV maintenance.

HTT and the Presynapse: Autophagy

In recent years, it has become clear that autophagy is more than
a simple housekeeping process that rids the cell of unwanted
materials. In fact, autophagy is being increasingly recognized as
a major contributor to synaptic function, which has been recently
reviewed elsewhere and will not be extensively covered in the
present review (Vijayan and Verstreken, 2017; Liang and Sigrist,
2018; Nikoletopoulou and Tavernarakis, 2018; Birdsall and
Waites, 2019). Synapses are particularly sensitive to proteostatic
disruption, and at presynaptic sites, autophagy is not only
essential for removing defective proteins but can also influence
neurotransmitter release. For example, enhancing presynaptic
autophagy reduced the size of dopamine (DA) terminals, the
number of synaptic vesicles found at DA terminals and the
magnitude of evoked DA release (Hernandez et al., 2012). In
contrast, when Atg7 — an essential protein for autophagic
vesicle formation — was deleted in DA neurons, the opposite
effects were observed; in these autophagy-deficient mice, DA
axon profiles were larger, evoked DA release was enhanced,
and presynaptic recovery following evoked DA release was
accelerated (Hernandez et al., 2012). In HD, mHTT can increase
the number of autophagosomes by sequestering mTOR, which
normally functions to inhibit phagophore formation (Ravikumar
et al.,, 2004). However, these autophagosomes that accumulate in
HD cells are largely devoid of cargo due to cargo recognition
failure (Martinez-Vicente et al., 2010). wtHTT has been shown
to be an important scaffold protein that facilitates selective
autophagy — the removal of specific cytoplasmic materials
rather than bulk degradation. Through physical interactions
with the cargo adaptor p62 and the autophagy initiation kinase
ULK1 proteins, wtHTT plays an essential role in both selective
autophagy cargo recognition and autophagy initiation (Rui et al.,
2015). Post-translational myristylation of wtHTT at Gly553
promotes the formation of autophagosomes (Martin et al., 2014,
2015), and autophagy dysfunction was observed in wtHTT
conditional knockout mice where wtHTT loss was driven by the
nestin promoter (Ochaba et al., 2014). Consistent with a wtHT'T
role in intracellular trafficking, both wtHTT and HAP1 also
contribute to autophagosome content degradation by facilitating
autophagosome transport to the lysosome. wtHTT and HAP1
were identified in autosome-enriched fractions, and siRNA-
mediated wtHTT knockdown decreased the number and speed
of autophagosomes traveling in the retrograde direction while
increasing the number of stationary autophagosomes (Wong and
Holzbaur, 2014). In sum, wtHTT serves as a positive regulator
of autophagy, autophagic deficits are observed following wtHTT
loss, and autophagy is now recognized to play an essential role
in presynaptic neurotransmission and synaptic homeostasis. It
will be of interest for future studies to determine the precise
extent of synaptic dysfunction caused by wtHTT loss, and
how much of that impairment can be attributed to defective
autophagic mechanisms.
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HUNTINGTIN AND THE POSTSYNAPSE

In addition to the myriad ways in which wtHTT positively
influences presynaptic neurotransmission as discussed above,
ample evidence exists to suggest that wtHTT is equally as
important to proper postsynaptic function. In this section, we
discuss how wtHTT is involved in the bidirectional transport of
essential synaptic cargoes between the soma and dendritic tree,
postsynaptic receptor clustering and subcellular localization, as
well as spine stabilization and synaptic plasticity. Some of ways in
which wtHTT can influence postsynaptic function are depicted
schematically in Figure 2.

Huntingtin and the Postsynapse:

Dendritic Transport
Like the presynapse, bidirectional transport of a variety
of cargoes between the cell body and postsynaptic sites
is critical for proper synapse formation and function. The
wtHTT/HAP1 complex, through an interaction with kinesin
family motor protein 5 (KIF5), assists the delivery of GABA4
receptors to postsynaptic sites at inhibitory synapses (Twelvetrees
et al, 2010). Disrupting the HAP1/KIF5 interaction reduced
the surface expression of GABA,4 receptors and decreased
the amplitude of miniature inhibitory postsynaptic currents
(mIPSCs). Interestingly, wtHTT/HAP1/KIF5 protein complexes
also deliver AMPA receptors to postsynaptic sites at excitatory
synapses. In cultured neurons, wtHTT increased the strength
of the interaction between HAP1 and KIF5 motors, promoting
the transport GluA2-containing vesicles along microtubules to
reach postsynaptic sites. Interfering with the protein complex,
either through mHTT presence or by knocking down HAP1 or
KIF5, reduced AMPA receptor trafficking and decreased mEPSC
amplitude. Overexpressing wtHTT had the opposite effect,
increasing mEPSC amplitude at excitatory synapses (Mandal
et al., 2011). In addition to delivering GABA and glutamate
receptors to postsynaptic sites, wtHTT also promotes soma-
to-dendrite transport of RNA granules, which allows localized
protein translation to occur at dendric sites (Savas et al., 2010).
For example, via interactions with HAP1 and KIF5 motors,
wtHTT helps bring p-actin mRNA to dendrites. Local dendritic
translation of P-actin is important for dendritic growth and
plasticity (Eom et al., 2003), and it was shown that shRNA-
mediated knockdown of either wtHTT, HAP1 or KIF5 reduced
the amount of B-actin mRNA in dendrites (Ma et al., 2011).
Wild type HT'T also colocalizes with the BDNF receptor TrkB
at postsynaptic sites. As mentioned above, wtHTT depletion can
negatively impact BDNF production and its anterograde delivery
to synaptic sites (Zuccato et al., 2001; Gauthier et al., 2004). At
the postsynapse, siRNA-mediated wtHT T knockdown was shown
to impair the anterograde transport of BDNF TrkB receptors to
striatal dendrites (Liot et al., 2013), in agreement with reports
of reduced TrkB expression in the context of HD (Ginés et al,,
2006). Once activated by BDNF, TrkB receptors internalize and
are transported to the cell body where they can exert pro-growth
and survival effects in the postsynaptic neuron (Zheng et al,
2008), and wtHTT reduction also slows TrkB receptor retrograde

transport in dendrites (Liot et al., 2013). Furthermore, it was
recently demonstrated that autophagosomes are responsible for
the retrograde transport of BDNF-activated TrkB receptors via
associations between the p1505%¢4 subunit of dynactin and the
adaptor protein AP-2. The AP-2-mediated retrograde transport
of BDNF/TrkB autophagosomes was shown to bring active
TrkB to the soma where it promoted neuronal complexity
and protected against neurodegeneration (Kononenko et al,
2017). As discussed above, wtHTT loss impairs autophagosome
transport (Wong and Holzbaur, 2014), which may help explain
why TrkB retrograde transport is reduced following wtHTT
knockdown (Liot et al., 2013). Thus, in addition to decreasing
BDNF production and axonal trafficking to presynaptic cortico-
striatal terminals (Zuccato et al., 2001; Gauthier et al., 2004),
wtHTT loss can also interfere with the delivery of TrkB receptors
to the postsynapse, as well as the transport of activated TrkB
receptors from the dendrite to the soma, thereby interfering
with BDNF/TrkB’s normal pro-survival and pro-growth effects
at multiple levels. Similarly, the wtHTT/HAP1 complex has also
been implicated in TrkA internalization and trafficking, which
is required to promote neurite outgrowth (Rong et al., 2006).
In agreement with a role of wtHTT in promoting postsynaptic
growth and survival, wtHTT knockdown in adulthood reduces
the survival of newly born neurons in the dentate gyrus and
diminishes dendritic complexity (Pla et al., 2013).

Transcriptional dysregulation is a major component of HD
pathogenesis (Kumar et al, 2014), and previous literature
suggests that the transcriptional dysregulation observed in HD
may be partially recapitulated by wtHT T reduction. For example,
NF-kB is a ubiquitous transcription factor that controls the
expression of numerous genes with wide ranging functions
including cell survival and synaptic plasticity among many others
(Kaltschmidt and Kaltschmidt, 2015). NF-kB translocates to the
nucleus to activate target genes, and this translocation occurs in
an activity-dependent manner that relies on retrograde transport
via dynein motors (Mikenberg et al., 2007). In the postsynaptic
density, wtHTT co-localizes with NF-kB, and in cultured neurons
from conditional wtHT T knockout mice — mice lacking wtHTT
in cortical neurons — the activity-dependent transport of NF-«B
out of dendritic spines was slowed two-fold. Similarly, wtHTT
loss reduced NF-kB activity in the nucleus, demonstrating that
wtHTT LOF impairs the movement of NF-kB from synaptic
sites to the nucleus, thereby inhibiting its actions on target genes
(Marcora and Kennedy, 2010). While NF-«kB has myriad effects
on gene expression when in the nucleus, it is thought that the
ongoing synaptic activity that drives the tonic level of nuclear
NF-kB is neuroprotective (Bhakar et al., 2002; Fridmacher et al,,
2003). Thus, wtHTT reduction may decrease neuronal survival
by reducing the activity-dependent dendrite-to-nucleus transport
of this ubiquitous transcription factor. Overall, wtHTT plays a
clear role in both axonal and dendritic transport, and many of
the identified cargoes trafficked with wtHTT’s assistance play
essential roles in both pre- and postsynaptic function. As more
and more huntingtin-lowering strategies enter the clinic, we
desperately need to increase our understanding of how wtHTT
loss in adulthood impacts the delivery efficiency of essential
proteins to pre- and postsynaptic sites.
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FIGURE 2 | Huntingtin and the postsynapse. (A) Select examples demonstrating how wtHTT positively regulates dendritic transport (top). Through its associations
with HAP1, as well as molecular motors, wtHTT regulates anterograde and retrograde transport of synaptic receptors and other cargo in dendrites (left). wtHTT LOF
disrupts this transport and slows delivery of synaptic cargo to their respective anterograde or retrograde targets (bottom). (B) Select examples demonstrating how
wtHTT positively regulates receptor localization (left). Through its associations with HIP14 and PSD-95, wtHTT regulates synaptic receptor stabilization at the PSD in
a healthy postsynaptic neuron. wtHTT LOF disrupts postsynaptic protein clustering and receptor localization (right). Abbreviations: LOF, loss of function; HAP1,
huntingtin-associated protein 1; SV, synaptic vesicle; NF-kB, nuclear factor kappa B; AMPAR, a-Amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor;
NMDAR, N-Methyl-D-aspartate receptor; HIP14/HIP14L, huntingtin-interacting protein 14/huntingtin-interacting protein 14-like; PSD-95, postsynaptic density
protein 95. Figure created using Biorender.com.

Huntingtin and the Postsynapse:

Receptor Localization and Cellular

Toxicity

Through interactions with palmitoyl acyltransferases HIP14 and
HIP14-like (HIP-14L), wtHTT acts as a positive modulator
of palmitoylation, a PTM known to affect the subcellular
localization and clustering of numerous synaptic proteins.
For example, palmitoylation of PSD-95 targets this important
postsynaptic scaffold to synaptic sites, and thereby regulates
glutamate receptor clustering and activity-dependent synaptic
plasticity (Craven et al., 1999; El-Husseini et al., 2002). Direct
palmitoylation of AMPA and NMDA receptor subunits also
regulates their trafficking and localization at synaptic sites
(Hayashi et al, 2005, 2009). wtHTT has been identified as
a positive modulator of HIP14, as either mHTT presence
or wtHTT loss can reduce the enzymatic activity of HIP14
(Huang et al, 2011). Disrupting the function of these PATs
has serious consequences at both the synaptic and behavioral
levels. Behaviorally, HIP14 knockout mice, as well as HIP14L
knockout mice, recapitulate many of the motor and cognitive
impairments observed in HD mouse models (Singaraja et al.,
2011; Milnerwood et al., 2013; Sutton et al, 2013). At the
postsynaptic level, HIP14 knockout mice exhibit enhanced

excitability of striatal SPNs, as well as decreased spine density
and impaired synaptic plasticity in the hippocampus; the latter
likely contributing to the observed spatial memory deficits in
HIP14 knockout mice (Milnerwood et al., 2013). Consistent
with a role for wtHTT as a positive modulator of synaptic
protein palmitoylation, wtHTT overexpression was also shown
to increase the palmitoylation and clustering of PSD-95 at
synaptic sites, while ASO-mediated knockdown of wtHTT
reduced PSD-95 cluster size (Parsons et al., 2014). Recently, it
was shown that HIP14L, which also interacts with HTT (Sutton
et al., 2013), palmitoylates cluster II of the GluN2B NMDA
receptor subunit, and reducing cluster II palmitoylation on
GluN2B increases GluN2B-containing NMDA receptor presence
at extrasynaptic sites (Kang et al., 2019). Based on structural
similarities to HIP14, it is likely that wtHTT also enhances
the enzymatic activity of HIP14L (Sanders et al., 2014), as it
does for HIP14 (Huang et al, 2011). As one of the earliest
identified synaptic abnormalities to occur in HD mice is the
overexpression of GluN2B-containing extrasynaptic NMDARs
that are preferentially coupled to cell-death pathways (Okamoto
et al., 2009; Milnerwood and Raymond, 2010; Milnerwood et al.,
2010; Parsons and Raymond, 2014), reduced GluN2B cluster
IT palmitoylation and subsequent NMDAR mislocalization may
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play a key role in early HD synaptic dysfunction. Together, these
data suggest that by facilitating palmitoylation, wtHTT plays an
important role in synaptic protein organization, particularly at
the postsynaptic density.

Through interaction with PSD-95, wtHTT forms a complex
with  NMDA and kainate receptors, and decreasing the
interaction between HTT and PSD-95 can sensitize NMDARs
(Sun et al, 2001). Thus, it is suggested that wtHTT normally
functions to limit NMDAR toxicity through strong interactions
with PSD-95. Indeed, overexpression of wtHTT protects
against excitotoxicity (Leavitt et al., 2006) and can even
limit the toxicity caused by mHTT presence (Leavitt et al.,
2001). Furthermore, wtHTT also interacts with caspase-3 and
inhibits this pro-apoptotic executioner caspase. siRNA-mediated
wtHTT knockdown increases the level of active caspase-3, and
hippocampal levels of caspase-3 are significantly elevated in
wtHTT-depleted cells in chimeric mice that contain populations
of wtHTT-lacking neurons (Zhang et al., 2006). In addition,
HAPI1 and wtHTT interact with IP3 receptors, which module
calcium release from internal stores, to form a ternary complex.
While it remains to be determined how wtHTT loss affects
the function of these IP3 receptors, it was shown that mHTT
presence increases the sensitivity of IP3 receptors to IP3,
thereby contributing to toxicity through the excessive release
of intracellular calcium stores (Tang et al., 2003). Thus, while
receptor mislocalization and enhanced excitotoxicity are well-
accepted as major pathogenic mechanisms in the neurobiology of
HD, there are numerous routes through which wtHTT reduction
could result in similar outcomes.

In addition to palmitoylation discussed above, both wtHTT
and mHTT are subject to numerous other PTMs including
proteolysis, phosphorylation and myristoylation, to name a
few (Ehrnhoefer et al, 2011; Saudou and Humbert, 2016).
Considering the large size of the HTT protein and that most
research has focused on its N-terminal region, it is unlikely that
all HTT PTMs have been characterized. However, many PTMs
discovered thus far have direct implications in the toxicity of
HTT, some of which can even turn non-pathogenic wtHTT into
a toxic protein. After translation, HTT is subject to various
proteolysis events by proteases such as caspases and calpains.
Notably, caspase cleavage of mHTT, particularly at the caspase-
6 cleavage site, is an essential contributor to mHTT toxicity
(Wellington et al., 2000; Graham et al., 2006), and the presence
of N-terminal mHTT fragments alone is sufficient to produce
a robust HD-like phenotype in animal models (Mangiarini
et al., 1996). Interestingly, there is evidence to suggest that the
C-terminal fragments produced by HTT cleavage — fragments
that do not contain the mutant-defining polyQ stretch — can
cause endoplasmic reticulum stress and cellular toxicity. This
C-terminal fragment toxicity was due to the interaction with
and inactivation of dynamin-1, which inhibited endocytosis at
the plasma membrane and increased endoplasmic reticulum
vacuolation (El-Daher et al., 2015). The surprising finding that
protease-mediated cleavage may convert the protective wtHTT
protein into a toxic protein fragment highlights the need to
further understand the toxic and protective mechanisms of
relevant HTT fragments, not just those at the N-terminal

region containing the glutamine repeat. Phosphorylation is
another PTM that can directly influence HTT’s contribution
to cellular toxicity. For example, wtHTT is phosphorylated at
S1181 and S1201 by cyclin-dependant kinase 5, and this PTM
directly impacts striatal neuron survival. While phosphorylation
at these sites was found to protect against mHTT toxicity,
dephosphorylation at S1181 and S1201 in wtHTT increased cell
death in striatal neurons (Anne et al., 2007). Recently, a single
nucleotide polymorphism (SNP) was identified that inhibits post
translational myristoylation of wtHT'T, which results in impaired
cell health due to caspase cleavage at D513 (Martin et al., 2018).
Thus, in addition to the effects of PTMs on wtHTT’s role in
vesicular trafficking described earlier in this review, numerous
PTMs have been identified that can abolish the protective
properties of wtHTT or even convert it to a toxic protein itself.

Huntingtin and the Postsynapse:

Synaptic Stability and Plasticity

In addition to the previously discussed role of ADAMI0
in presynaptic SV regulation, this metalloproteinase is also
found in dendrites and spines and is known to play a major
role in postsynaptic function. wtHTT inhibits ADAM10, and
hyperactive ADAMI0 can result from mHTT presence or from
wtHTT loss (Lo Sardo et al., 2012). Hyperactive ADAM10 leads
to excessive cleavage of N-cadherin which decreases synapse
stability by reducing post- and presynaptic membrane adhesion.
In the context of HD, inhibiting ADAMI10 can partially rescue
the reduced EPSC frequency recorded from SPNs in Ré6/2
and zQ175 mice (Vezzoli et al,, 2019). As wtHTT loss also
increases ADAMI0 activity (Lo Sardo et al, 2012), it can
be predicted that wtHTT loss would have similar effects on
N-cadherin processing and synaptic dysregulation. Interestingly,
when wtHTT is knocked out in developing cortical neurons,
the excessive synaptic connections that are formed early cannot
be maintained (McKinstry et al,, 2014). While the McKinstry
2014 study did not investigate ADAMI0 activity, their finding of
decreased spine stability following wtHTT loss is consistent with
wtHTT’s regulatory role over ADAMI10 and the cleavage of its
substrates like N-cadherin.

Synaptic plasticity deficits have been observed in numerous
mouse models of HD (Usdin et al., 1999; Murphy et al., 2000;
Lynch et al,, 2007; Simmons et al, 2009; Brito et al., 2014;
Giralt et al., 2017; Quirion and Parsons, 2019) as well as in HD
patients (Orth et al., 2010). While it is unknown to what extent
wtHTT LOF contributes to the observed plasticity deficits in
the context of HD, there are numerous mechanisms by which
wtHTT reduction could negatively impact synaptic plasticity
in the brain. For example, hippocampal long-term potentiation
(LTP) is heavily reliant on BDNF (Lu et al., 2014), and we have
already discussed how wtHTT upregulates the synthesis and
trafficking of this essential neurotrophin (Zuccato et al., 2001;
Gauthier et al., 2004). Therefore, it can be speculated that a
decrease in BDNF synthesis and/or delivery to synaptic sites
following wtHTT loss may impair hippocampal LTP. In HD
mice, exogenous BDNF application is sufficient to restore LTP to
control levels (Lynch et al., 2007). CREB binding protein (CBP),
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a histone acetyltransferase and CREB co-activator that helps
regulate the expression of a number of plasticity-related genes,
is a known wtHTT interactor and its transcriptional activity
is disrupted in HD mouse models (Steffan et al., 2000; Cong
et al., 2005; Jiang et al.,, 2006). Furthermore, by reducing the
clustering of PSD-95 at postsynaptic sites (Parsons et al., 2014),
wtHTT loss may reduce the number of trapping slots available
for AMPA receptor insertion during LTP (Opazo et al.,, 2012).
It is also conceivable that wtHTT loss can impact long-term
depression (LTD) by interfering with the normal function of the
wtHTT/HIP1 complex. In addition to a role for this complex
in the presynapse as discussed above, HIP1 is also known to
be particularly enriched in dendrites and at postsynaptic sites
(Metzler et al,, 2003; Okano et al., 2003; Yao et al.,, 2006),
where it colocalizes and interacts with GluA1. Activity-dependent
AMPA receptor internalization is absent in HIP1 knockout mice,
with attenuated internalization observed in heterozygous mice
(Metzler et al., 2003). Excess unbound HIP1, which may arise
either through mHTT presence (Kalchman et al., 1997) or loss
of wtHTT, increases the activation of proapoptotic caspases
including caspase-3 and caspase-8 (Hackam et al., 2000; Gervais
et al., 2002; Zhang et al., 2006). In addition to its well-accepted
role as an executioner caspase, transient caspase-3 activation
is required for NMDA receptor-dependent LTD (Li et al,
2010). In sum, while largely speculative at present, numerous
possibilities exist in which a reduction in wtHTT can negatively
impact synaptic plasticity. Indeed, it has been demonstrated
that postsynaptic expression of the wtHTT homolog in Aplysia
is required for long-term facilitation of excitatory responses
at the sensory-to-motor neuron synapse (Choi et al, 2014).
More recently, shRNA-mediated wtHTT knockdown in the
hippocampus was found to prevent novel location learning (Shen
et al., 2019). It is important for future studies to determine how
wtHTT reductions impact different forms of synaptic plasticity
in different brain regions, as cognitive disturbances can emerge
early in HD-mutation carriers and are often reported to be the
most debilitating aspect of the disease (Paulsen, 2011).

HTT LOSS in vivo DURING
DEVELOPMENT

It is indisputable that wtHTT is essential for development, as its
knockout is embryonic lethal (Duyao et al., 1995; Nasir et al.,
1995; Zeitlin et al., 1995). Furthermore, heterozygous wtHTT
knockout mice exhibit motor and cognitive deficits, as well as
substantial neuronal loss (up to 50%) in the globus pallidus
and the subthalamic nucleus (Nasir et al., 1995; O’Kusky et al.,
1999). However, no cell death is observed in the striatum of
these heterozygous mice, again demonstrating that the regional
sensitivities to wtHT T loss do not necessarily mirror the regional
sensitivities of mHTT toxicity.

Conditional wtHTT models also clearly demonstrate that
wtHTT is necessary for proper synapse development, function,
and stability. Interestingly, early hyperexcitability that cannot be
maintained has been reported in HD (Joshi et al., 2009). In the
YAC128 mouse model of HD, increased glutamate release and

excitatory currents are observed in the striatum at one month
of age — well in advance of a detectable HD-like behavioral
phenotype. However, reduced excitatory synaptic activity is
observed in the stratum in later disease stages when a behavioral
phenotype is present (Joshi et al., 2009). Synapse instability
leading to synapse loss is well documented in HD, particularly
in later disease stages (Murmu et al., 2013, 2015; Smith-Dijak
et al., 2019). Interestingly, a similar bidirectional alteration in
excitatory synaptic activity was observed in a conditional wtHTT
knockout model (McKinstry et al., 2014). By crossing Emx1-
Cre mice with wtHTT floxed mice, the authors generated mice
with wtHTT depleted in the developing cortex. In these mice,
excitatory synaptic connections developed in an accelerated
manner in both the cortex and the striatum, although the
accelerated synaptogenesis could not be maintained in the cortex
and by 5 weeks of age, a reduction of synaptic contacts was
observed. Thus, evidence for early hyperexcitability followed by
synapse loss has been observed for both HD and wtHTT loss.
A separate study observed axonal degeneration when wtHTT was
deleted from forebrain neurons (Dragatsis et al., 2000). A similar
approach was used more recently to deplete wtHTT in striatal
SPNs during development (Burrus et al., 2020). By crossing
A2A-Cre or D1-Cre mice with wtHTT floxed mice, the authors
generated mice that lack wtHTT in either direct pathway SPNs
(dSPNs) or indirect pathway SPNs (iSPNs). When they examined
key projection targets of SPNs, namely the globus pallidum
external segment (GPe) and the substantia nigra pars reticulata
(SNR), they found that wtHTT was required for the proper
development of inhibitory synaptic connections. Knocking out
wtHTT in iSPNs decreased the number of inhibitory synapses
and reduced mIPSC frequency in the GPe. Knocking out
wtHTT in dSPNs increased the number of inhibitory synapses
in the GPe (but was without effect on mIPSC frequency) and
increased mIPSC frequency in the SNR (but was without an
effect on inhibitory synapse number). In addition to altering
inhibitory synapse development in key SPN target regions,
wtHTT knockdown in either dSPNs or iSPNs was sufficient to
impair motor function. Together, these studies clearly indicate
that wtHTT plays a key role in proper synapse development.
As HD mutation carriers are born with low levels of wtHTT in
addition to the presence of mHTT, it is possible that the low
wtHTT expression, or dominant-negative functions of mHTT
presence, may alter the normal course of synapse development.
Whether similar alterations in synaptic connectivity are observed
following wtHTT reduction in adulthood remains to be seen,
though particular attention must be paid in future studies to
assess whether synapse loss can result from long-term HTT
reduction therapies.

HUNTINGTIN LOSS IN ADULTHOOD: IS
IT SAFE?

One particularly pressing question that remains to be answered
is whether or not wtHTT loss in adulthood is safe. Although
many in vivo studies have been performed that reduce wtHTT
to varying amounts in the brain, a clear consensus has yet to
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be reached (for a detailed recent review on HTT-lowering, also
see Grondin and Kaemmerer, 2019). Methodological differences
make it extremely challenging to directly compare the results
of independent studies, as the magnitude, spread and duration
of wtHTT loss can vary considerably from one study to
the next. Furthermore, the readout of tolerability can range
from survival to rotarod performance to western blot and
immunohistochemical quantification of markers of neuronal
density and gliosis. Based on our review of the literature, it
is clear to us that wtHTT loss is not well-tolerated at the
synaptic level, which is known to precede neurodegeneration in
not just HD but also in many other neurodegenerative diseases
(Selkoe, 2002; Milnerwood and Raymond, 2010; Mandolesi et al.,
2015; Tyebji and Hannan, 2017). While the present review
focused on wtHTT’s role at the pre- and postsynapse, it is well-
established that many synapses exist in a tripartite configuration
with astrocytes playing an essential role in synaptic function.
For example, perisynaptic astrocytic processes dictate the spatial
spread and temporal profile of extracellular glutamate transients
following synaptic release (for a recent review, see Brymer
et al,, 2021). Astrocyte dysfunction has been well-documented
in HD (Khakh et al., 2017), and expressing mHTT specifically in
astrocytes can impair astrocytic BDNF release (Hong et al., 2016)
and recapitulate many key features of the HD-like phenotype
in mice (Bradford et al, 2009). Conversely, reducing mHTT
in astrocytes can ameliorate behavioral, electrophysiological and
neuropathological measures of disease progression in HD mice
(Wood et al., 2019). At present, very little is known regarding
how wtHTT loss affects essential astrocytic functions; however,
given that mHTT inhibits astrocytic BDNF release by reducing
BDNF vesicle docking, and given the known roles of wtHTT
in vesicular regulation described earlier in this review, it would
not be surprising if wtHTT loss in astrocytes exerted a similar
effect. Given the strong link between astrocyte dysfunction and
HD pathogenesis, and the non-selective nature of many HTT-
lowering therapeutics, it is important that we better understand
the role of wtHTT in not just neurons, but glial cells as well.
Numerous studies in both rodents and Rhesus moneys
have reported that partial reduction of wtHTT (ranging from
approximately 40 to 75% loss) does not negatively impact
motor function nor does it cause any obvious signs of
neurodegeneration, gliosis or inflammation (McBride et al,
2011; Grondin et al., 2012; Kordasiewicz et al., 2012). In the
HD-171-82Q mouse model of HD, reducing both wtHTT and
mHTT significantly improved the motor phenotype in these
mice (Boudreau et al.,, 2009). Similarly, a study using tamoxifen-
induced Cre recombinase demonstrated that wtHTT depletion
in the adult brain had no effect on motor performance on the
rotarod 7-8 months after tamoxifen injection (Wang et al., 2016).
In this same study, 3 months of wtHTT knockdown had no
effect on brain size nor did it affect the expression of markers
of neurons, astrocytes, apoptosis or autophagy. On the other
hand, RNAi-mediated wtHTT reductions in the striatum have
been shown to alter the expression of numerous genes; genes that
are up- or downregulated by wtHTT loss in adulthood play key
roles in many of the functions described above in the present
review, including axonal transport and secretion, LTP and LTD,

glutamate and calcium signaling, and synaptic neurotransmission
(Boudreau et al., 2009; Drouet et al., 2009).

Huntington disease mutation carriers almost always carry
one copy of each the mutant allele and the wild-type allele.
As a result, wtHTT levels are reduced throughout development
and will be reduced further with any of the non-selective
HTT reduction strategies. wtHT T reduction during development
is likely to exert a negative effect on its own, as wtHTT
heterozygous mice exhibit motor and cognitive deficits as well
as neurodegeneration (Nasir et al., 1995; O’Kusky et al., 1999).
Interestingly, in HD mutation carriers, a SNP on the wtHT T allele
that reduces its expression is associated with an earlier disease
onset (Becanovi¢ et al., 2015). Recently, Dietrich and colleagues
(2017) used a tamoxifen-inducible Cre-recombinase model to
deplete wtHTT. However, in their study, one allele of wtHTT
was floxed while the other was knocked out. In other words,
these mice developed with half the normal levels of wtHTT
before wtHTT was depleted by tamoxifen injection in adulthood
at 3, 6, and 9 months of age. When wtHTT was depleted in
adulthood in these mice, the authors observed a significantly
reduced lifespan, impaired motor performance on the rotarod,
various behavioral abnormalities (as assessed by the SHIRPA
scale described previously Glynn et al,, 2003), reduced brain
weight, reactive gliosis, and impaired iron metabolism leading
to calcification in the thalamus (Dietrich et al., 2017). Despite all
these observed consequences of wtHTT loss, they found no clear
evidence of pathology in the striatum or cortex, again suggesting
that the regional sensitivities of wtHTT LOF do not necessarily
mimic those of mHTT gain of function.

CONCLUSION

Many of the studies discussed in this review demonstrate a clear
role for wtHT'T in synaptic function; for example, by complexing
with essential synaptic proteins or by facilitating the delivery of
synaptic cargoes from the cell body to pre- and postsynaptic
compartments. In studies that reduce wtHTT in vivo, many
putative emerging synaptic deficits are likely to go unnoticed
in behavioral assessments that occur within a few months of
wtHTT knockdown. After all, an excessive number of CAG
repeats — only seen in the most severe cases of juvenile HD —
is required to produce a HD-like phenotype within the lifespan
of a rodent. In HD, synaptic deficits emerge before cells die
and before a behavioral phenotype is evident (Li et al., 2003;
Milnerwood and Raymond, 2010; Raymond et al., 2011; Tyebji
and Hannan, 2017; Ravalia et al., 2021). Here, we argue that
many core synaptic functions are at risk with non-selective HTT
reduction strategies, and that if those synaptic functions are
indeed compromised following wtHTT knockdown, then it is
only a question of how long it will take before overt consequences
are observed at the behavioral level. While we are not arguing
against the belief that the net benefit of combined wtHTT and
mHTT lowering may outweigh the continued presence of high
levels of mHTT in HD individuals, we do argue that longer
durations of wtHTT loss coupled with more sensitive tests of
CNS dysfunction are required before a consensus can be reached
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regarding the relative tolerability of wtHTT loss in adulthood.
Lastly, we emphasize the importance of acknowledging that the
most sensitive regions in HD, such as the striatum and cortex,
are not necessarily the regions that will be impacted the most by
wtHTT reduction. For example, the thalamus is rarely discussed
as a major brain region of particular susceptibility in HD yet
shows striking calcification following wtHTT loss (Dietrich et al.,
2017). Iron homeostasis is altered in the thalamus and the
cerebellum following wtHTT loss (Dietrich et al., 2017), even
though the cerebellum is often relatively spared in HD mouse
models (Zhang et al., 2010; Carroll et al., 2011; Brooks et al.,
2012). Similarly, the regional cell death patterns observed in
heterozygous wtHTT knockout mice do not match the patterns
of cell death observed in HD (Nasir et al., 1995; O’Kusky et al.,
1999). Thus, when assessing the consequences of wtHTT loss, it
is of utmost importance to consider extrastriatal brain regions as
well as non-motor behavioral signs, as the non-motor symptoms
of HD can oftentimes become the most burdensome aspect of the
disease. Interestingly, there is evidence to suggest that wtHTT
function can modulate depression and anxiety, two debilitating
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Synaptic function and experience-dependent plasticity across multiple synapses are
dependent on the types of neurons interacting as well as the intricate mechanisms
that operate at the molecular level of the synapse. To understand the complexity of
information processing at synaptic networks will rely in part on effective computational
models. Such models should also evaluate disruptions to synaptic function by multiple
mechanisms. By co-development of algorithms alongside hardware, real time analysis
metrics can be co-prioritized along with biological complexity. The hippocampus is
implicated in autism spectrum disorders (ASD) and within this region glutamatergic
neurons constitute 90% of the neurons integral to the functioning of neuronal networks.
Here we generate a computational model referred to as ASD interrogator (ASDint)
and corresponding hardware to enable in silicon analysis of multiple ASD mechanisms
affecting glutamatergic neuron synapses. The hardware architecture Synaptic Neuronal
Circuit, SyNGC, is a novel GPU accelerator or neural net, that extends discovery by acting
as a biologically relevant realistic neuron synapse in real time. Co-developed ASDint
and SyNC expand spiking neural network models of plasticity to comparative analysis
of retrograde messengers. The SyNC model is realized in an ASIC architecture, which
enables the ability to compute increasingly complex scenarios without sacrificing area
efficiency of the model. Here we apply the ASDint model to analyse neuronal circuitry
dysfunctions associated with autism spectral disorder (ASD) synaptopathies and their
effects on the synaptic learning parameter and demonstrate SyNC on an ideal ASDint
scenario. Our work highlights the value of secondary pathways in regard to evaluating
complex ASD synaptopathy mechanisms. By comparing the degree of variation in the
synaptic learning parameter to the response obtained from simulations of the ideal
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scenario we determine the potency and time of the effect of a particular evaluated
mechanism. Hence simulations of such scenarios in even a small neuronal network now
allows us to identify relative impacts of changed parameters and their effect on synaptic
function. Based on this, we can estimate the minimum fraction of a neuron exhibiting a
particular dysfunction scenario required to lead to complete failure of a neural network
to coordinate pre-synaptic and post-synaptic outputs.

Keywords: synaptic plasticity, software, hardware, synaptopathy, ASIC, computational neuroscience, accelerator

1. INTRODUCTION

The exceptional computational power of the brain in memory
and learning is accomplished by conversion of an electrical
signal into the interneuronal transmission of chemical
neurotransmitter information at synapses (Hebb, 1949;
Burns and Augustine, 1995; Siidhof and Malenka, 2008).
As the complexity of synapses continues to evolve, so must the
evolution of computational and hardware tools to evaluate such
models. The events are non-spontaneous and dependent on input
intensity and frequency and the measured electrophysiological
response is an action potential that brings into play the complex
physiology of neuron dendritic, cell body, axonal hillock, and
axonal compartments. The largest contribution of information
passing in neural circuits occurs at synapses (Di Maio, 2008)
and is regulated by a diversity of synaptic plasticity mechanisms
(Citri and Malenka, 2008; Choquet and Triller, 2013) that
must operate over timescales (Abbott and Regehr, 2004). In
1949, Hebb described activity-dependent synaptic modulation
(Hebb, 1949) that forms the basis of current models of neuronal
plasticity. Long-term changes impact learning and memory and
short-term changes support synaptic computations (Tetzlaff
et al., 2012). This can be described in terms of spike timing
dependent plasticity (STDP) that relates changes in synaptic
strength, or synaptic weights, to the timing of pre- and post-
synaptic spikes, a key mechanism in memory formation. When
linked to synaptic stability it can be used to describe flexible or
stable memories (Park et al.,, 2017) and complex topologies of
neural networks (Borges et al., 2017; Lameu et al., 2021). Less
investigated in regard to learning and memory is the relative
impact of altered biological mechanisms on synaptic strength,
owing to lack of generalized computational models as well as
scalable hardware architectures that can process such complexity.

As the main information transfer between neurons,
neurotransmitter release is a highly regulated yet probabilistic
process (Benfenati, 2007; Regehr, 2012). Indeed in short term
plasticity to modify neuronal circuits, synapses are viewed as
active filters of information, not just conveyers, reducing noise
and enhancing relevant information (Klyachko and Stevens,
2006). An important mechanism to dynamically fine tune the
probability of neurotransmitter release is through local feedback
regulation (Branco and Staras, 2009; Minneci et al., 2012).
Intermediate initial release dynamics behave as band pass filters.
These events and others allow adaptive regulation to changes in
network activity and enables neurons to respond to prolonged
alterations. How relative changes to this homeostatic mechanism

arising from synaptopathies affect synaptic plasticity has not
been previously examined. Here we consider the glutamatergic
synapse, that is a low pass filter type. Glutamatergic neurons
encompass most of the synapses in the central nervous system
(CNS) and are relevant to cognitive decline (Volk et al., 2015).
We generate a neuron model that is adapted to study the
implications to synaptic strength and efficiency when stochastic
variations occur in underlying mechanisms and that can also be
implemented into hardware.

Spiking Neural Networks (SNNs) are used to model synapses
to reflect action potential spikes and a large number of
SNN software and hardware models have been proposed for
mimicking neurological behavior. The software based SNN
neural analysis methods that have been developed include
NEURON (Hines and Carnevale, 1997), Brain (Goodman and
Brette, 2009), NeMo (Fidjeland et al., 2009), PyNN (Davison
et al., 2008), and more. Although providing biological accuracy,
these software based simulations encounter extraordinarily high
computational costs for subsequent hardware development while
performing numerical simulations. Hence modern computers
fail to obtain real-time performance when scaled to simulate
large neural networks. As a case in point, a 1 s simulation of a
network composed of 8 million neurons that includes 4 billion
integrate-and-fire synapses when analyzed on the Gene rack
supercomputer using 2,048 processors, takes ~80 min. By co-
development of software and hardware implementation jointly,
considerations of compactness, power-efficiency, and ease of
implementation of circuits can be optimized. In this regard,
circuits involving feedback mechanisms are desired and has led
to analog circuit designs of SNNs. The relative efficiency of
an analog vs. digital implementation varies dependent on the
required signal-to-noise ratio. In neural dynamics challenging
temporal features are present, such as high and nonuniform pulse
latency and activity dependent synaptic plasticity that results
in long-lasting long-term potentiation (LTP) processing. This
creates a need for capacitors of value >0.1 E that imposes
physical constraints. This challenge is significant and nullifies
much of the advantage offered by analog circuits in terms of
a smaller number of transistors. Analog circuits also suffer
from transistor mismatch, process variation and model size
limitations owing to a process termed gate fan-out that relates
the number of gate inputs to a single original logic gate. Another
challenge is in reliable analog memory, that has not yet been
robustly achieved in regard to storage of significant processing
values. This includes synaptic weight whose subtle variations
have significant importance to the accuracy of the entire system.
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Hence, owing to essential needs in user capabilities, including
resource management and real-time speed, we employ a digital
solution for large-scale simulation of neural networks. Our
approach emulates neuron spiking with minimum possible error
and also importantly without sacrificing speed of processivity of
the digital system implemented as hardware.

A number of synaptic models have been developed for
digital implementation including the Time Machine approach,
SpinNaker (Furber et al., 2014), Neurogrid (Benjamin et al,
2014), and BrainScales (Pfeil et al, 2013), among others.
BrainScales is a wafer-scale neuromorphic system, in which
each wafer contains 48 reticles with eight High-Count Analog
Neural Network (HiCANN) dice. Each such HICANN die has the
capability to emulate 512 adaptive exponential neuron models.
SpiNNaker is a one-million-core supercomputer, developed
exclusively for massively-parallel real-time simulation of large-
scale neural networks, making it one of the largest digital
neuromorphic platforms to date. Neurogrid is a real-time system
consisting of over one million quadratic integrate-and-fire
neurons, in which neuron and synapse dynamics are emulated
using analog circuits and communications are performed by
digital means, for simulation of over a billion synapses. However,
since these models have been developed with the intention
of utilization in Spiking Neural Network (SNN) architectures,
they only approximate the effect of the numerous parameters
in a neuron.

In current large scale neuromorphic platforms that rely on
SNN architectures, the exclusive abstraction of intracellular
dynamics of a neuron that ignores other biologically modulated
parameters is severely restricted in applications to understand
and modulate plasticity. Our jointly developed software and
hardware solutions are designed instead to be able to retain
computational speed while also simulating the effect of a
broader range of individual biologically relevant parameters
in the neuronal synapse and its networks relevant to normal
function and synaptopathies. Glutamate is known to be the
main excitatory neurotransmitter in the CNS and accounts for
90% of the total neurotransmitter usage in the CNS. Glutamate
provides us with the most fundamental form of a neuron and is
ideal for extension to other models. In developing the hardware
architecture Synaptic Neuronal Circuit, SyNC, we focus on the
design of the excitatory glutamatergic neuron communication
network. Synaptic plasticity and multiple brain functions rely on
glutamate that is the most abundant excitatory neurotransmitter
in the brain. Glutamate and glutamatergic neurotransmission
dysfunction is central to ASD (reviewed in Rojas, 2014) and to
broader impacts on neurodegeneration (Lewerenz and Maher,
2015) as well as psychiatric disorders (Li et al, 2018). To
capture the speed of the network we use a retrograde messenger
mediated plasticity (RMMP) model as opposed to a glial cell-
mediated model (Postnov et al., 2007). In the RMMP bipartite
neuron system there are no intermediary dynamics considered
in the synaptic cleft and hence the synaptic current from
the pre-synaptic region is the same as the synaptic current
entering the post-synaptic region. We consider the dynamics
of retrograde messengers that travel across the synapse via
diffusion to be the feedback initiator in our model. These

considerations allow us to expand biological detail in a digital
framework to address multiple pre- and post-synaptic interacting
molecular mechanisms found in synaptopathies and to cross-
evaluate dysfunction by a rapid multi-classification comparison.
Expanded detail includes receptor inhibitors and activators,
including allosteric regulation, as well as receptor type ratios,
synaptic cell adhesion molecules, and calcium signaling and
organelle stores.

In our model, we consider Hebbian plasticity parameter A
which records the activity at pre-synaptic and post-synaptic
boutons and evaluates the gain in synaptic potential in the form
of synaptic weight. While many different mechanisms have been
suggested in the literature to explain LTP, we have approached
it from a rather simplistic model such that it can be adapted
for utility in other models as well. To our knowledge this is the
first work to co-develop and implement a diverse and highly
adaptable design of a neuron in detail in software and hardware
and we demonstrate its effectiveness in complex and scaled
neuronal networks applied to Autism Spectrum Disorders (ASD)
(Figure 1). We mapped and synthesized our SyNC hardware
designs in 45 nm technology. Our simulation results show that
differential forms of these equations reproduce the expected
characteristics of the pre-synaptic region of a neuron, while
conveniently transformed into discretized form. Application of
ASDint over the SyNC core demonstrates an ability to effectively
reproduce phenotypes for each synaptopathy. Synthesis results
show that using a posit operation core gives us PPA performance
that is slightly better than the IEEE 754 double precision while
having higher accuracy than the IEEE single precision operation
core. This outcome affirms the use of posit as a valid replacement
of floats. In relation to biological discovery, the SyNC platform
for the first time, allows us to examine complex individual and
combined impacts of synaptopathies on synaptic plasticity in
real time.

2. BACKGROUND

2.1. System Description

2.1.1. The Dynamic Synapse as a Lipid-Derived
Retrograde Signaling Model

How to best incorporate the interplay between synapse dynamics
that is generated by multiple underlying interacting mechanisms
(Choquet and Triller, 2013) and which defines plasticity remains
a challenge. In Figure 2, we describe the key elements in our
proposed synaptic dynamics model. Two primary components
in our software for synapse dynamics are retrograde signaling
and post-synaptic receptor type. Retrograde signaling (Brenman
and Bredt, 1997; Regehr et al., 2009) systems integrate the
post-synaptic response with regulation of pre-synaptic output
generating rapid changes in synaptic strength. Although diverse
chemical messengers exist, retrograde models share many
basic steps. Firstly, the production and release of retrograde
messengers from post-synaptic cells are regulated by post-
synaptic calcium, and triggered by post-synaptic metabotropic
receptors and second messenger. Secondly, the entirety of the
concentration of retrograde messenger produced at the post-
synaptic region is assumed to be transmitted to the pre-synaptic
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FIGURE 1 | Co-development of SyNC with neural algorithms to relay ASD complexity. The goal of this study was to advance algorithms of neuronal synapse modeling

in the context of a complex neural disorder, such as ASD, while obtaining high (1 GHz) optimal frequency in hardware. The diagram outlines general considerations in
codevelopment. mGIuR, metabatropic glutamate Receptor; NMDAR, N-methyl-D-aspartate Receptor.

receptors with no losses in transmission or within the synaptic =~ synapse, we consider the lipophilic (lipid-derived) retrograde
cavity. While such an assumption might feel out of place, signaling model (Chevaleyre et al., 2006). The output of our
we consider that such losses if they happen initially would model for observing effects of plasticity is calcium dynamics
eventually saturate to a point in which no loss occurs. The in the pre-synaptic region and therefore we can determine
retrograde messenger acts on the pre-synaptic target to modulate ~ the impact of all the processes in the model that impact that
the plasticity parameter and activity spike strength in the pre-  parameter. Plasticity is achieved in the system by increasing
synaptic region. the latency of calcium signals, which in turn can lower the
The duration and latency of a retrograde signal is controlled  peak calcium levels. Activation of Gq-coupled receptors such
by parameters of uptake and degradation of the molecules at a ~ as mGluR1 in the post-synaptic region can promote release of
cellular level. As a result, the nonlinear relationship between the  inhibitory factors in the pre-synaptic region by increasing the
release of a retrograde signal and the magnitude and duration of ~ production of retrograde messenger 2-AG that in turn reduces
the retrograde signal available to activate pre-synaptic receptors  calcium levels.
must be considered in the ultimate effect on synaptic strength.
A final consideration is the extent to which the release of the  2.1.2. Synaptic Gate Dynamics and Glutamatergic
retrograde messenger can be sustained. Many cells contain few  Receptors
vesicles and dense core secretory granules in their dendrites, =~ Amongst the six main neurotransmitters in the human body,
which suggest that it would be possible to deplete the release  the main excitatory neurotransmitter in the brain is glutamate,
of conventional neurotransmitters, peptides, and growth factors.  which activates several postsynaptic receptors. Two primary
The low density of vesicles suggests that the dendritic release may  types of receptors encountered in a glutamatergic neuron
be much more prone to depletion. The ability to recover from  are ionotropic Glutamate Receptors (iGluR) and metabotropic
depletion would then depend crucially on endocytosis and vesicle  Glutamate Receptors (mGluR). The mGluRs bind glutamate
and granule refilling. Alternately, some lipid-derived messengers  within a large extracellular domain and transmit signals through
are produced on demand (Piomelli, 2003; Chevaleyre et al., 2006),  the receptor protein to intracellular secondary messenger signals.
and as a result the release of these messengers may be sustained. ~ The receptors primarily involved in this process are the group I
To describe the regulated release of neurotransmitter at the ~ mGluRs: mGluR1 and mGluR5. Tonotropic glutamate receptors
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involved in inter-receptor dynamics. The parameters involved in synaptic activity are linked by solid arrows. The roles of the proteins in synaptic activity diagrammed
here are described in the text in regard to ASD mechanisms we have considered.

(iGluRs) are faster responding and the two major types of
iGluRs: @-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid
(AMPA) and N-methyl D-aspartate (NMDA) have central roles
in hippocampal synaptic plasticity. Both are ligand-gated ion
channels and have unique properties that subserve different
phases of synaptic plasticity. Glutamate released from the pre-
synaptic neuron opens AMPA receptors to depolarize the post-
synaptic cell. Each AMPA receptor has four sites to which an
agonist (such as glutamate) can bind, one for each subunit.
The channel opens when two sites become occupied, and
current increases with subsequent binding. The AMPA receptor’s
permeability to calcium, and other cations such as sodium
and potassium, is governed by the presence of the GluA2
subunit in the AMPARs. The presence of GluA2 renders the
channel impermeable to calcium and is proposed to guard
against excitotoxicity.

2.1.3. Calcium-Mediated Synaptic Events Including
Organelle Stores

Calcium mediated synaptic events have been proposed to
sustain temporary holding of information as in working
memory (Mongillo et al, 2008) and is considered in our
model. To enable the flow of synaptic current through the
post-synaptic receptors, mGluRI-type receptors coupled to
the G protein (Gq) are activated. Together calcium and Gq
activate phospholipase C beta (PLC), which cleaves the lipid
phosphatidylinositol bisphosphate (PIP2) into diacylglycerol
(DAG) and inositol trisphosphate (IP3). DAG is converted
into the endocannabinoid 2-arachidonoylglycerol (2-AG). The
rate-limiting and Ca2+-sensitive step in 2-AG production
is the formation DAG. IP3 and DAG are free to diffuse
through the cell cytoplasm and their impacts can be described

computationally. In our model we consider the role of
mitochondria and the endoplasmic reticulum (ER) in calcium
dynamics. Mitochondria are important for numerous roles
related to synaptic transmission and neurodegeneration (Lee
etal., 2018) including calcium regulation in neurons (Gunter and
Gunter, 1994; Gunter et al., 2004) along with the ER (Karagas and
Venkatachalam, 2019). Calcium mobilization from mitochondria
is controlled by neurotransmitter release (Rizzuto et al., 2003) as
well as more complex proposed buffering roles (Matthews and
Dietrich, 2015).

When IP3 binds to an IP3 receptor (IPR) on the ER membrane
it causes the release of Ca?" from the ER. Five pathways have
been considered in the modulation of Ca?* influx, which we
describe in a pair of dynamic equations. Thus, we efliciently
incorporate abstractions of several terms in our model (Figure 2)
to describe these dynamics. Ca’* taken up into (Juni), or
released from (Jmito) mitochondria, and that bound to (Jon),
or released from (Joff), Ca®*t buffers are considered to create a
constant Ca*" flow that does not vary with instigation of cell
membrane receptors. 2-AG then regulates pre-synaptic pathways
to affect synaptic transmission by decreasing the probability of
neurotransmitter release from the pre-synaptic terminal. In the
model, the common cell structures act as an impedance and the
calcium buffers in the cytoplasm provide capacitance and are not
a part of the signaling circuit, hence acting as a channel to drain
higher frequencies away.

2.2. Application of Anti-symmetric Hebbian
Plasticity
Synaptic strength is influenced by pre- and post-synaptic activity

in activity-dependent synaptic plasticity processes such as long-
term potentiation LTP and LTD (Lee et al., 2013). Hebbian
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plasticity is used to define these features in synaptic plasticity
(Hebb, 1949). The N-methyl-D-aspartate receptors (NMDARs)
are calcium permeable and when activated, allow an influx of
calcium needed for the induction of LTP. However, NMDARs
require both pre-synaptic transmitter release and post-synaptic
depolarization for activation. Enhancement in the amplitude of
action potential takes place when both the pre-synaptic and post-
synaptic regions are active, resulting in potentiation of synaptic
output potential. However, when either region is selectively
active, the amplitude of action potential is attenuated, resulting
in depression of synaptic output potential. These two processes
together constitute the synaptic plasticity mechanism and hence
act as substrates for fundamental brain function. LTP is a process
involving such persistent enhancement of synaptic gain resulting
in a long-lasting increase in synaptic transmission gain between
the neurons. It is an important process in the context of synaptic
plasticity. LTP recording is widely considered to be the cellular
model for storage of information in the brain. LTD is an opposite
process that modulates and controls the effect of LTP in the
brain. Full opening of the NMDAR channel and the consequent
influx of calcium requires both the binding of glutamate to
the receptor and post-synaptic depolarization. The induction of
potentiation is dependent on activation of NMDARs and a rise
in post-synaptic calcium. The NMDAR dependence provides a
ready explanation for the associativity and asymmetry of Hebbian
learning rule. The binding of glutamate follows the release of
a transmitter by the pre-synaptic spike, and the post-synaptic
depolarization is provided by the post-synaptic spike. Thus,
neither the release of glutamate alone nor the post-synaptic
spike alone will result in the opening of the receptor. Both must
occur at the same time. In the frog optic tectum (Zhang et al.,
1998) and in cultured hippocampal cells (Bi and Poo, 1998), no
potentiation was observed when the pre-synaptic spike preceded
the post-synaptic spike by more than 20 ms and no depression
was observed when the pre-synaptic spike followed the post-
synaptic spike by more than 20ms. LTD is induced at a lower
concentration of calcium than required for induction of LTP,
however the parameters of the timing window for depression
are not fully predicted by the expected calcium concentration
alone. In layer V/VI of the neocortex of the developing frog
optic tectum (Zhang et al., 1998) and cultured hippocampal
cells (Bi and Poo, 1998), the depression, like the potentiation,
depended on the activation of NMDARs, but the depression
found in layer II/III pyramidal cells of the somatosensory cortex
did not. It is observed for layer II/III pyramidal cells that the
interval for depression is considerably larger than the interval
for potentiation. All of these learning rules are asymmetric, in
that positive actions have different effects than negative delays.
Tsodyks and Markram (1997) proposed an anti-symmetric form
of Hebbian plasticity where the time interval of potentiation and
depression are comparably similar. This is the form of plasticity
we have used in our system.

2.3. Modeling Neuronal Damage Scenarios
Associated With Autism Spectrum Disorder
ASDs form a group of diverse neurodevelopmental conditions
defined by two core symptoms: social deficits that include
communication and interaction impairments; and stereotypical,

repetitive, and restricted behaviors. One of the main features of
ASD is the high level of heterogeneity resulting in complexity
both when considering symptoms and causative factors. It is
in fact possible that every single disorder within the group has
its unique mechanisms and consequences, with environmental
and genetic factors playing roles in the etiology of ASD. In
that regard, computational models will be imperative to help
compare and categorize ASD effects on synaptic function.
We consider multiple ASD mechanisms. It is in fact possible
that every single disorder within the group has its unique
mechanisms and consequences, with environmental and genetic
factors playing roles in the etiology of ASD. We consider multiple
ASD mechanisms in mathematical descriptions that incorporate
various regions of the synapse (Figure 3).

2.3.1. Fragile X Syndrome

For our model, we consider the role of Fragile X protein, FMRP,
in mRNA translation regulation and binding, which is decisive
in determining the quality of synaptic communication between
the pre-synaptic and post-synaptic regions (Davis and Broadie,
2017). It has been recently demonstrated that alterations in
signaling, expression, and function of group I mGluRs are related
to neurodevelopmental disorders (Wang et al., 2018). Group I
mGluRs comprising mGluR1 and mGluR5 have been proposed
as key regulators of syndromic and non-syndromic forms of ASD,
making them possible therapeutic targets. There are two distinct
groups of mGluRs. Some groups of mGluR couple with Gq
proteins and are involved in excitatory neural communication,
like mGluR1 and mGIluR5. The rest of the mGIuR groups
are involved in non-excitatory neural communication without
assistance from Gq proteins. mGIuR5 signaling was shown to
be affected in opposing directions in both Fragile X Syndrome
(FXS) and Tuberous Sclerosis Complex (TSC). We observe the
response of these variations onto secondary mediator dynamics
in our model, which is directly related to mGluR5 dynamics.
Activation of group 1 mGluR mediates the release of Ca®"
in the postsynaptic region through the activation of kinases
such as mTOR and ERK. These kinases are involved in the
modulation of Homer la protein generation in the nucleus,
which in turn modulates the mGluR5 receptor dynamics through
its companion protein Homer 1 b/c. FMRP in this mechanism
plays the role of a inhibitor responsible for attenuating the
production of Homer la. However, in the absence of FMRP,
there is an abnormal increase in mGluR5 receptor dynamics. The
consequent excessive mGluR-LTD constitutes the aberrations
observed in FXS.

FXS is the most common monogenic form of inherited
intellectual disability. In a majority of the cases observed, the
cause of hampered FMRP dynamics is the expansion of the CGG
trinucleotide, repeating in the five untranslated region of the
Fragile X FMRI gene. When the repetition of CGG is as high as
more than 1,000 times, this segment of the FMR1 gene undergoes
methylation, effectively silencing gene activity and consequently,
the generation of FMRP protein. FMRP suppresses mGluR5
receptor dynamics in the post-synaptic region and absence of
FMRP leads to exaggerated synthesis of proteins required for
mGluR dependent LTP, thereby enhancing its magnitude.
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FIGURE 3 | Representation of affected components and modulators in the model for each considered ASD scenario. The five scenarios here are described in detail in
the text. Orange boxes represent the modulating variables and red boxes represent the components being affected by those variables. Blue circles represent

2.3.2. Tuberous Sclerosis Syndrome

Another inherited intellectual disability associated with ASD
is Tuberous Sclerosis Syndrome (TSC). The syndrome is
caused by heterozygous mutations in genes of the TSC1/2
complex involved in mTOR mediated signaling that couples
cell surface receptors to protein synthesis (Kelly et al., 2018).
Several studies of mouse models of TSC in mouse models
have exhibited reduction in decreased mGluR5-mediated LTD
caused by impaired protein synthesis. Consistently, treatment
with an allosteric mGluR5 agonist was able to restore mGluR5-
mediated LTD (Auerbach et al, 2011). Both positive and
negative allosteric modulation of mGluR5 have been proposed
as a therapeutic intervention in neurodevelopmental disorders.
Negative allosteric modulators (NAMs) of mGluR5 have been
shown to alleviate long-term memory deficits, excessive repetitive
behaviors, motor stereotypes and social interaction abnormalities
in various models of autism (Silverman et al., 2012; Tian et al.,
2015). The mGluR5 positive allosteric modulator (PAM) was
reported to ameliorate deficits in learning and memory and
chemically induced hippocampal LTD in Tsc24-/mice.

2.3.3. NMDAR and the Partial Agonist D-Cycloserine

The NMDAR is a glutamate channel protein and ion receptor
at the synapse. The implication of NMDARs in the etiology
of ASD has been supported by both clinical and non-clinical
studies. Clinical studies have identified genetic variants in the
GRIN2A and GRIN2B genes encoding the GluN2A and GluN2B
subunits of the NMDAR, respectively. It is highly plausible that
differences in subunit composition affect functional properties
of NMDARs and/or NMDAR-dependent plasticity. A role for
NMDARs in ASD is supported by the fact that social withdrawal
and repetitive behavior in individuals with ASD can be alleviated

by the NMDAR co-agonist D-cycloserine. By contrast, NMDAR
antagonists memantine and amantadine improve ASD-related
symptoms. Thus, ASD could result, at least in part, from
deviations in hormetic NMDAR responses. D-cycloserine is
considered to be a partial agonist of NMDAR i.e,, it acts like
an agonist when it is the primary neurotransmitter involved but
has antagonistic features when it is abundant in the system. This
seems to be due to its different receptor subtype selectivity and
intrinsic action, which depends on various NR2 subunits (NR2A,
NR2B, NR2C), which happen to be the location of glutamate
binding. One of the most prevalent hypotheses suggested is that
the effects seen in vivo at low doses of D-cycloserine reflect its
agonistic action at the NR1/NR2C receptors, for which it has
a high affinity, while at high doses the effects might be due to
antagonistic inhibition of NR1/NR2A and NR1/NR2B receptors,
for which D-cycloserine has a lower affinity. It is observed that
this effects the glutamate binding and hence does not affect the
plasticity from its own path. The resultant glutamate binding is
inhibited at NR2A, NR2B once all sites of NR2C are occupied
by either of the agonist. It must be noted that D-cycloserine in
natural state is not an activated pathway, hence making it the
noise source in the system.

2.3.4. Shank and Neuroglin

Shank proteins are master scaffold proteins within the post-
synaptic density of glutamatergic neurons important for
synaptogenesis and function (Sala et al., 2015) but have also
recently been described to have a pre-synaptic role in Drosophila
(Wu et al, 2017). Mutations in human Shank genes are also
found in ASD (Durand et al., 2007; Berkel et al., 2010; Sato et al.,
2012) and expected to relate to their role in activity-dependent
formation and remodeling of synaptic function. Analysis in a
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mouse model of Shank2, lacking exons 6 and 7, showed reduced
hippocampal NMDAR function, whereas mice lacking only exon
7 show up-regulation of NMDARs in synaptosomes, increased
NMDAR/AMPAR ratio, and enhanced NMDAR dependent LTP
(Wegener et al., 2018). We can model this condition by varying
the equilibrium constant value of k or kKNMDAR. Hence, the
synaptic weight limit is increased as the limit of excitation current
is increased. Due to higher NMDAR/AMPAR value, we adopt a
working assumption that synaptic vesicle release is unbounded.
However, two Shank2 deletion mouse models resulted in very
similar social deficits, which support the notion that deviation
in NMDAR function in either direction can result in ASD
like phenotypes. Interestingly, aberrant NMDAR function and
behavioral deficits observed in those mice could be normalized
with systemic D-cycloserine and administration of the positive
modulator of mGluR5 3-Cyano-N-1, 3-diphenyl-1H-pyrazol-5-
ylbenzamide (CDPPB) (Jiang and Ehlers, 2013). Shank1 similarly
has been associated with ASD-like behavior in mice, including
increased anxiety and deficits in contextual fear learning, but
with improvements in spatial learning. This corresponds well
with the cognitive changes observed in many individuals with
ASD. Shankl mice additionally show smaller dendritic spines
in CA1l pyramidal hippocampal neurons and weaker synaptic
transmission (Hung et al., 2008), supporting recent evidence that
dendritic spine abnormalities are associated with ASD. We also
consider Neuroglins that are synaptic cell adhesion molecules
(Dean and Dresbach, 2006; Craig and Kang, 2007) in which
several mutations have been found associated with ASD (Siidhof,
2008). Knocking-in the ASD-associated R451C substitution into
the endogenous Neuroglins NLGN3 locus caused a prominent
decrease in Neuroglin levels that resulted in impaired social
behaviors, enhanced spatial learning, and increased synaptic
inhibition in the mouse somatosensory cortex. Its effects are
complementary to Shank, as in the ratio of AMPAR/NMDAR
becomes lower. We model the Shank and Neuroglin mechanisms
on the effective change in synaptic current and the impacted
changes can be observed in the secondary mediator dynamics.

2.3.5. Chromosomal Defects

2.3.5.1. Chromosome 15 Syndrome

A “chromosome 15 phenotype” characterized by ataxia, language
delay, intellectual disability, repetitive movement disorders and
facial dysmorphic features has been described in individuals with
chromosome 15 duplications (Muhle et al., 2004). Within the
15q11-15q13 locus. We model the chromosome 15 inhibitory
receptor action on neuronal dynamics onto the synaptic mediator
dynamics and observe their effect on the calcium dynamics in the
post-synaptic region of the neuron as a consequence of ITP3K
enzyme and ATP on IP3 dynamics.

3. METHODS FOR IMPLEMENTATION OF
SOFTWARE AND HARDWARE MODELS

3.1. Algorithm Design
3.1.1. Pre-synaptic Region
We consider the neuron model proposed by Faghini-Moustafa
(Faghihi and Moustafa, 2015) that describes the processes

involved in synaptic plasticity in a synapse mediated by
retrograde messengers (RMs). The model, described in Figure 2,
demonstrates the synaptic current release from the pre-synaptic
region when activity spike and retrograde messenger are
provided to it. The amount of RM that diffuses into the pre-
synaptic neuron consists of RMtrace. Activity trace of input spike
considers the effect of plasticity and assigns the effect of latency
to the input impulse train. RMtrace along with the activity trace
of input spike decide the amount of inhibitory complex released.
This inhibitory complex decides the effective release of synaptic
vesicles from the pre-synaptic region. Thus, inhibitory complex
concentration along with the concentration of neurotransmitter
release and the activity trace of input spike decide the magnitude
associated with the released synaptic current. This value is the
synaptic weight and its rate of change gives the synaptic efficacy,
a parameter that describes the strength of plasticity.

The equilibrium point of inhibitory complex is adjusted
because the value considered in Faghihi and Moustafa (2015) has
a very high threshold and is impractical, to a value where the
effects of the impulses can be observed distinctly.

The state variables of the pre-synaptic region: effective
strength of feedback of Retrograde Messenger (RMtrace),
Inhibitory complex concentration (Inh), and activity trace of
spike (C), and the concentration of neurotransmitter (D) are
defined using the Tsodyks Markram Model as:

d RMtrace
—RMtrace = —— + RM (1)
dt T

d Inh

—Inh = — " + RMtrace.C 2)

dt Tinh

d 1

—C=—— AS(t—t

GC=—(C+ a8 —1) 3)
D~ Lot Y5 - ) 4)
dar T4 d

where, 7, is the time constant associated with the influx of
RMs, T, is the time constant associated with inhibition of
release of neurotransmitters, t, is the time when an impulse is
received at the pre-synaptic neuron, RM is the concentration
of retrograde messenger present in the post-synaptic region
and 7. and t; are the time constants associated with the
biological latency in activity spike and neurotransmitter release,
respectively. Equations (1)-(3) give the resulting effect of the
action potential on the concentration of the inhibitory complex.
Equation (4) gives the concentration of neurotransmitter released
from the pre-synaptic neuron which depends on the rate at which
impulses enter. A is the parameter for Hebbian plasticity and is
calculated according to Table 1.

The probability of inhibition and release of neurotransmitter,
concentration of neurotransmitter and synaptic current are
written as:

_0.0000001
e In

©)
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TABLE 1 | Specific values of timescales, threshold values,
in neuron model.

and control parameters

u[n] sgn(RMtrace — RMrest) A
1 1 1
1 0 -1
0 1 -1
0 0 0
Pre = Pinit(l - Pinh) (6)

Here, the probability of inhibition is a function dependent only
on the concentration of the inhibitory complex. The probabilities
considered here decide the synaptic weight of a neuron i.e., the
amount by which the transmission of an impulse through the
synapse is magnified. The rate of change of synaptic weight is
called synaptic efficacy and is calculated as:

d
Zw=P,.CD

dt @)

Hence, the resulting synaptic current transmitted can be
written as:

t—

t—t 4
Isyn(t) = a)Z __r, = 8(t—tp)
T

(8)

3.1.2. Post-synaptic Region

At the post-synaptic RM, the RM depends on the calcium
concentration due to endoplasmic reticulum and secondary
mediator. Calcium effects due to endoplasmic reticulum and
secondary mediator can be written as:

7C, dic = —C — Co.f(C., C) + [r + a(Wpost — Wostye)
+BS] +k.%’ )
ch-ecc% =f(C,C,)  (10)
f(CC’CE)=C11—}(—:?Cg — lfgcg.cgch? - GC, (11)
dm C? [Na*t1? (12)

Cc
= Vlmax - Vzmax °
dt K3+ C? K3 ov + [Na>*12 1+ m

s S = (14 tanh(Son(lyn — Top))(1 = Sm) — S (13)
t dsm

Here, in these equations, c1, c2, ¢3, and c4 are the fixed control
parameters of the function f(cc,ce), cc describes the calcium
concentration in the cytoplasm, ce represents the calcium
concentration in the internal store (endoplasmic reticulum ER),
Wpost is the recovery variable for the post-synaptic current

in FHN model, Sm is the generation of IP3 in response to
the influx of calcium current. The term [r + a(Wpost —
Wpostrest) + B.Sm] represents the calcium influx from the
external space. Also, interaction between the cytoplasmic calcium
(cc) and endoplasmic calcium (ce) is described with a two-
variable function f(cc,ce). There is threshold value for the Sm
production that is triggered by the synaptic current. Threshold
parameter ISm is hence selected to distinguish between activated
and inactivated states of the variable.

The plasticity of the system is decided by the retrograde
messenger. The concentration of retrograde messenger is
only dependent on the post-synaptic calcium concentration.
The concentration of post-synaptic retrograde messenger is
written as:

_e—ev/3log(C)+25.4146

RM=e (14)

By FHN model, a simplified version of the Hodgkin-Huxley
model, for post-synaptic site, we get:-

AWpost
dA:OS = Vpost + Ipost - Isyn
(15)
d Vpost Vgost
dr = Vpost — — 5 — Wpost

3.2. Linearization of Neuron Model

The equations are optimized to improve the computational
efficiency of the model and reduce its implementation cost
by implementing polynomial expansion of functions to reduce
complex and lengthy functions. While this does mean that the
hardware will be easier to design, the approximations are taken
such that they resemble the curve closely in the domain the
functions shall be operating in.

3.2.1. Pre-synaptic Region
In the Ist order Tsodyks Markram differential Equations (14)-
(4), since all the equations are linear, there is no requirement to
make any adjustments to them.

For determining the probability of inhibition, we encounter
the implementation of exponential function. On using CORDIC
algorithm to implement the same, the area of the hardware is
increased by a large amount. Also since the CORDIC algorithm
operates on convergence, this would lead to an increase in time
taken per process for computation. Hence, we solve by using an
rectangular hyperbolic function that closely resembles the curve
in the region of operation.

p 000007
inh = Tuh —0.00001

(16)
For synaptic current, we consider the summation segment as a
reset enabled function. Thus, we obtain a pair of equations Y and
Z, which generate the form of unweighted synaptic current.

t—1t, t=tp
— Pe

T

T 17)
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For a pre-fixed frequency of £y interval, the summation symbol
in (8) is removed without any loss of accuracy by considering the
summation of each power for a finite number of terms. However,
for SyNC model to function for any form of t, provided, we
needed to make some approximations. Adoption of a piece-wise
approach leads to a trade-off between area efficiency and error
efficiency. Also the properties of the curve are lost at every new
impulse completely, which leads to significant error in output,
unless more functions are added to compensate the loss. But
this almost doubles the area. Hence, the alternative is to go
for differential form of these equations. As such the impulse
driven activation can be enabled, without removing the value
of Y completely before the activation. For this particular set of
equations, activation conditions can be met simply by adding 1
to Z, when an impulse arrives in each cycle. Such a form is more
robust in error handling for discretized calculations. Based on
above technique, Isyn is calculated as follows:

dY Z-Y
ot
1
P _ZZ s uin) "
T i
Isyn = w.Y (19)

3.2.2. Post-synaptic Region

It is observed that the value of f(c.,c.) is in the order of 10—
12, hence making the detection of this potential via instruments
impossible. Moreover, the value of the function is much lower
than the noise threshold, due to which the noise parameter will
be the primary contributor to the value of this function. Hence,
we consider f(c,E)=0. This in turn gives us E=0 (from Equation
12). Hence, the changed calcium dynamics equations are:

dC, dm
TC.—— dt =—-C.+ [r+a(Wpost Wpost,est)+/38m] +k— dt (20)
dm c: ct
= Vi CoKG(1 — ﬁ + —‘) V2, -k1L(1 — m + m?)
(21)
N 2412
Kl — [Na""]

K2 . + [Na?+]2

For secondary mediator, polynomial expansion of tanh is
implemented to reduce the complexity of the equation:

—(1+k *)(1—5 )—7

Sm=ar dsm
- ISm)

ks = Ssm (Isyn

(22)

For concentration of retrograde messenger, we implement
polynomial expansion of exponential function:

(k2.6M2  (k2.ck1)3
2 6

RM =1

— (k2.dM + (23)

where k1 =2.0447, k2 =9.1799x10 ',

We modify the original FHN model such that the nonlinear
terms are eliminated. Unlike the other equations, where we
have allowed powers of a variable in expansion, we avoid this
scenario here since we are able to reduce power taken in this
particular variable description with no noticeable precision loss.
This enables us to approximately solve both linearized FHN
equations for the power cost of one. So, the nonlinear term
from equation:

Vgost
3

f(Vpost) = Vpost - (24)

can be rewritten into the closest fitting linear curve (Hayati et al.,
2016). The curve we chose here is:

| Vpust|
2

f(Vpost) =1- (25)

4. RESULTS

4.1. Hardware Design

This section provides a detailed description of the hardware
realization of the proposed discretized SyNC model. The
computation core has been developed to work with IEEE-754
single precision floating point number system. The pathways
of information flow in the hardware realization of SyNC
are described in Figure4. Figure5 describes the different
stages of pipelining in terms of registers or flip-flops in each
arithmetic unit used in the model. The design has been
pipelined extensively and even arithmetic operators have been
pipelined for mantissa operations by using custom-made, non-
compressed, tree structured, pipelined, moderately large sized
and power consuming high speed, wallace tree multipliers. The
largest combinational unit floating point multiplier architecture
is a mantissa multiplication of respective mantissa widths,
whereas the largest one in division is the iterative Newton-
Raphson division method which consists of three mantissa
width multiplications for both posit and float. All of these
multiplications are done using custom implemented wallace
tree unsigned multipliers for gaining greater speed and to meet
acceptable operating frequency.

Design has been pipelined with basic pipeline registers and
clock speed has been achieved as high as 1 GhZ in 45 nm
technology node. The hardware design of the SyNC model, with
exact same input configurations, are simulated in Questasim
10.0b Simulator by simulation scripts and output results are
functionally verified by self-developed utility scripts in C++
v.11 and Python 3.8. For simulation as well as the hardware
design for the given system of equations, we consider a constant
input of retrograde messenger from the pre-synaptic region
such that it is always just above the threshold for activation of
synaptic plasticity parameter. We have implemented SyNC in
RTL which are then mapped and synthesized using Synopsys
Design Compiler on 45 nm OpenNangate technology. The
power consumption is derived using Synopsys Power Compiler.
Standard operating frequencies of almost 1 GHz is met for all the
designs in 45 nm ASIC.
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requirements for the complexity of the designed model.

FIGURE 4 | Description of flow of data in hardware architecture. Each submodule for its corresponding equation is highlighted. The architecture has the lowest power

For low power, economical and optimized implementation
of most widely used single precision float, we have made
use of reduced complexity hardware of base arithmetic units.
Complexity of other numerous subunits are also significantly
reduced. This brought down the power and area footprints by
orders of magnitude than the base version to 2.135 W and 1.877
mm?, respectively, by reduction of the number of intermediate
registers and less frequent switching of intermediate variables.
Through extensive pipelining, single precision floating point
optimized version is able to meet acceptable operating frequency
0f 1,030 MHz. The operation parameters are described in Table 2.

One of the key features of our mathematical design is that
an endocannabinoid feedback mechanism is involved. While this
is a staple in analog designs, for hardware implementation, an
inadvertent delay is obtained in the system. This is observed to
be equivalent to 25 clock cycles in the hardware domain. Here,

TABLE 2 | Operation parameters of SyNC architecture.

Sl.No. Parameter Value Units
1. Area 1.877 mm?
2. Dynamic power 2.135 Watt
3. Cell leakage power 32.1054 mwW
4. Total cell power 2.167 Watt
5. Total no. of gates 2.35 Million
6. Total no. of transistors 9.4 Million
7. Speed-up by pipelining 3.88 N/A

instead of resorting to Verilog AMS, we control the accuracy to
the model and minimize this delay to negligible extent by varying
8. The role of § in our model is defining the relationship between
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FIGURE 5 | Optimization of the hardware module pipelining stages to obtain 1 GHz frequency. Represented are the three arithmetic submodules used in the SyNC
architecture. Each task is represented with the number of pipelined stages involved for that task.

single precision submodule

the clock timing and the actual timeframe of operation. Hence by
increasing 8, we decrease the effective influence of the delay in the
timeframe of operation of the synapse.

4.1.1. Considerations for Error vs. Complexity in
Architectural Design

The primary focus for development of a hardware model
is for future use in large scale hardware implementations.
Such applications necessitate low power consumption designs.
Solutions such as linearization have been applied to obtain
the required level of biological complexity but with reduced
mathematical complexity. In the variable outputs obtained from
the hardware realization of the SyNC neuron model, a latency in
the results is observed. The net latency across all variables is 0.031
s, which is an effect of pipelining as well as the delay in feedback
of retrograde messenger to the pre-synaptic region. As can be
observed from the equations, while other equations have some
garbage value output before the system stabilized for accepting
action potential input, the only variable that does not always
return to rest and which impacts the variables that come after it is
synaptic weight, w. For this very reason, the first values obtained
just during the initialization of the model within this period must
be rejected and the value of w is fixed at 0, to remove the effect of
default values of w from influencing the nature of the curve. The
error is <1% for architectures designed, which are sufficiently low
and the output is barely affected and hence acceptable.

4.1.2. Device Sensitivity Compared to Mathematical
Model

For our hardware design with precision mode IEEE-754 Single
Precision floating point, we observe that the amplitudes of
the variables are higher in the hardware realization of our
models than that of our software results. This is a result of

using differential forms of the equations to develop the SyNC
hardware realization. The response of the variables in the
current curves is a consequence of the choice of value of § for
model implementation. The smoothness and root mean square
(RMS) accuracy of all obtained curves are directly proportional
to 8. Hence, we designed our hardware model with such
considerations in mind. We can’t increase the value of § in our
model because such an adjustment will reduce the speed-up
achieved by the system.

However, for a biological system, the currency of
communication is not entirely the form of the curve, but
also the concentration of calcium influx associated with it.
Rather, after RMS error reaches a particular range, it is this
concentration influx which is more important to replicate.
This can be evaluated by obtaining the error in area under
the curve in the form of Area Average Error (AAE). Since
for the SyNC neuron model, the conservation of molecules
involved is of higher importance from a biological perspective,
we disregard the amplitude error in favor of lower AAE after
RMS error is within 1%.

4.2. Software Analysis of Autism Spectral

Disorders

4.2.1. Designing Mathematical Modules for ASD
Scenarios in Extended Model

4.2.1.1. FXS Syndrome

For modeling the effect of FMRP in FXS syndrome in a synaptic
device, we consider its impact on mGluR5 LTD. We define
the equilibrium dynamics for the mGluR5 due to accelerated
generation of Homer la. The synaptic current influx in the
postsynaptic region can be considered a directly proportional to
mGluR5 activity. Since the increased sensitivity in dynamics is
observed, the gain achieved can be expressed as:
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dInflux
dt
Isyn' = Isyn + Influx

= —kfmrp.kt. [Isyn] (26)

Here, the dynamic parameter kg, is the outcome of molecular
stochastic process. Therefore, it behaves as the source of
noisy behavior in this model for FMRP concentration. The
variations in FXS are expressed first in secondary mediator in
our model.

4.2.1.2. Tuberous Sclerosis Complex

To understand and model TSC, we approach it from the
perspective of the solutions that have been suggested in the
literature. Allosteric modulation has been one of the most
promising solutions that have been studied extensively in the
recent times. Due to lack of an exact model of how both
enhancement and inhibition of mGIluR5 activity improves
synaptic output in allosteric modulation of TSC (Figure 6), we
hypothesize a mathematical form for the same that can duplicate
such behavior successfully. Hence in our model, we consider
the behavior of the NAM akin to lowering the threshold of
mGluR5 activation, leading to easier activation of the post-
synaptic region and improving mGIuR-LTP. We consider the
equivalent mechanism of the action of PAM by considering the
impact of impaired protein function behavior onto the output
dynamics of the synapse.

As observed from numerous studies, the activity of TSC
is essentially centered around the activity of mGluR5. This
is consistent with mGluR5 PAM alleviation of LTP by
compensating for reduced mGluR5. However, mGluR5 must
also be the primary carrier of distortion in this system because
reduction of mGluR5 activity by NAM is also beneficial for the
plasticity of the system. Hence, we hypothesize that the impaired
protein synthesis is the generator of distortion in the process. We
develop the equilibrium constructs of the system as follows:

dkm GIuR5

dt = +kaluR5 - knamGluRS
dkmGiurs 27
% = +kyGurs + kpumGluRS 7

KpamGiurs > kmGiurs > kpamGluRS

4.2.1.3. NMDAR and Partial Agonist

D-cycloserine’s activity as a partial agonist can be best described
as a competitive process at NMDAR. Electrodynamically, in
the concerned scenarios, the concentration of D-cycloserine is
more than the concentration of NMDAR, hence the molecules
unable to bind with NR1/NR2C receptors act as agonists.
However, it is also observed that this effects the glutamate
binding and hence does not affect the plasticity from its own
path. The resultant glutamate binding is inhibited at NR2A,
NR2B once all sites of NR2C are occupied by either of the
agonist. It must be noted that D-cycloserine in natural state is
not an action potential activated pathway involved in synaptic

transmission dynamics, hence making it the noise source in the
system. To demonstrate the role of D-cycloserine, we model
its role in synaptic transmission dynamics via the competitive
concentration dynamics process. The effect of such dynamics can
be first observed in our model at the secondary mediator, the
first state variable evaluated at the post-synaptic region and is
directly dependent to mGluR5 activity. To better understand the
process dynamics, the distortion for this specific case is evaluated
by comparison between the simulated outputs to a noisy signal
for the case where D-cycloserine is acting passively along with
primary neurotransmitter (glutamate).

For the scenario involving D-cycloserine along
with glutamate:
dlsyn Isyn N 1
Al o + ] (28)
dt kGlutumate kchycluserine kadjust

4.2.1.4. Shank and Neuroglin

The role of Shank proteins in synaptogenesis and function (Sala
et al, 2015) while understood to a certain extent, have not
been successfully generalized due to the numerous ways Shank
proteins can impact the synaptic function. Many experimental
studies have been made to understand its role, but the highly
diverse and often contentious conclusions from these studies
have been an impediment. Here, we seek to reduce the core
properties of the Shank such that all such scenarios can be
simulated successfully. The core properties of Shank protein can
be reduced to variations in NMDAR activity, NMDAR mediated
LTP and NMDAR/AMPAR ratio at the postsynaptic region. We
can model this condition by varying the equilibrium constant
value of k or kNMDAR. To be able to model a wide range
of NMDAR/AMPAR values, we adopt a working assumption
that synaptic vesicle release is unbounded. We also consider the
action of Neuroglins, synaptic cell adhesion molecules, which
have effects complementary to that of Shank, as in the ratio
of AMPAR/NMDAR becomes lower. We can hence develop a
composite model that can effectively demonstrate the impact
of Shank and Neuroglin dynamics on the effective change in
synaptic current and the impacted changes can be observed in
the secondary mediator dynamics.

kshank
IS)’" -kNeuroglin

Isyn’

-kadjust (29)

4.2.1.5. Chromosome 15 Syndrome

A “chromosome 15 phenotype” is characterized by ataxia,
language delay, epilepsy, intellectual disability, repetitive
movement disorders, and facial dysmorphic features and has
been described in individuals with chromosome 15 duplications
(Muhle et al., 2004). We model the chromosome 15 inhibitory
receptor action on neuronal dynamics onto the synaptic
mediator and observe the effects on calcium dynamics in the
post-synaptic region of the neuron.
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FIGURE 6 | The effect of allosteric modulation in TSC. The limitations for positive allosteric modulation (A) and negative allosteric modulation (C) are compared with
an unperturbed scenario (B) in which no allosteric modulation agents were introduced into the system. (A) Positive allosteric modulation results in higher amplitude
and low frequency filter. (C) Negative allosteric modulation results in lower amplitude threshold and high frequency filter.

4.2.2. Classification of Noise Response to Steady
Synaptic Output Potential for ASD Scenarios

Here, we observe the normalized impact of an identical noisy
input to the synaptic potential output at the post-synaptic
region of the neuron. The effective distortion observed in the
synaptic output potential can be classified into three primary
types (Figure 7). Type A shows the least amount of distortions.
The impact on one synapse can be considered unobservable
by experimental methods. Hence, we can say that to have
observable impact on the neuronal circuit, multiple synapses and
neural networks with them must be affected by these particular
synaptopathies. Type B events show considerable distortions
whose impact can be considered observable via high precision
experimentations. To have observable impact on the neuronal
circuit, a small collective of such affected synapses and networks
are sufficient. Type C shows abruptly high distortions whose
impact on a single synapse can be considered observable by
experimental methods. Few such altered synapses for neurons
in key processing regions of the brain will lead to observable
variations in the neuronal circuit.

5. DISCUSSION

In this work, we realize a biologically descriptive synaptic model
for neural communication, with primary focus on modeling
the complexity of a synapse in a way that can translate into
competent hardware models. Large scale implementation of such
models is aimed at utility in designing biologically extensive
neuronal circuits. We focus on Autism Spectrum Disorders
in which a variety of synaptopathy mechanisms operate in
various syndromes. By generating a set of ASD interrogation
algorithms (ASDint) we modeled changes to synaptic dynamics
in regard to corresponding disease variables and observed
the spread of their impact in larger neural circuits. This is
the first demonstration of algorithms designed specifically to
address complex synaptopathies of ASD. Co-development of
ASDint over the SyNC core algorithm provides a powerful

new computational and hardware approach to benefit ASD
experimental analysis and to help predict manifestation of
symptoms for ASD. This is accomplished by abstraction of
neuronal behavior at the synapse while describing the complexity
involved in the interactions of the implicated primary state
variables. Importantly, such an approach is not restricted to ASD
and the SYNC algorithmic core can be used to design network
models for any such synaptopathies with complex dynamics.

Most of the synapses in the CNS are low pass filters.
While the synaptic communication properties are not ideal, the
attenuation is not significant. For a large network of neurons
consisting of many synaptic nodes, it is important that the signal
amplitude is not attenuated to a large degree or else distant
synaptic nodes in the neural communication framework won’t
be able to communicate with each other. Synapses modulate
not only the amplitude of the action potential but also the
selectivity and accuracy of the synaptic output response. The
filter form of synapses has decisive implications on their noise
response (Voglis and Tavernarakis, 2006; Faghihi and Moustafa,
2015). Synapses as such can be widely classified into three
such classes: high pass, low pass and band pass filters. Those
synapses with release probability below 0.3 act as high pass
filters (Goda and Stidhof, 1997). Such synapses have very high
selectivity and noise resistance to environmental procedures.
However, the attenuation to synaptic output potential is also very
significant in such synapses. Synapses with initial probability of
neurotransmitter release greater than 0.7 act as low pass filters
(Murphy et al., 2004). Such synapses have very low selectivity,
while attenuation to synaptic output potential is also rather
insignificant in such synapses. However, the resulting synaptic
transmission is affected by noise generated by environmental
procedures to an observable degree. Synapses with intermediate
initial release probability, between 0.3 and 0.7, act as band pass
filters (Rose et al., 2013). In our models, we consider the initial
neurotransmitter release probability of 0.5, which adequately
describes a low pass filter glutamatergic synapse.

Synaptopathies can be described in the form of distortions
observed in the system compared to normal conditions.
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FIGURE 7 | Classification of ASD mechanisms considered based on distortion from the ideal synaptic output potential, with ideal distortion response set at 1. Noise
describes the variations in variables that are considered for these synaptopathies, with baseline for no noise input set at zero. The baseline for noise is added to the
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a small collective of such affected neurons. Type C synaptopathies show abruptly high distortions that can lead to easily observable variations in the neuronal circuit.
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The distortion obtained from the ASDint simulations show
consistency with the conditions underlying those specific
synaptopathies. Two primary ways to look at a noise response
is the gain in potential strength they provide and the number of
spikes in the resultant output that are at a threshold to impact
the system dynamics. Gain in potential results in stronger and
more sensitive LTP dynamics, reducing the threshold of action
potential spike input and frequency required to activate it. Such
an output response implies improved LTP dynamics and lower
LTD threshold, resulting in greater sensitivity of the model as
well as lower duration of information retention of the synapse.
Greater noise spikes result in false activation of the region and
can result in faulty activation of the boutons. Such impulses
can result in variations in synaptic weight and lead to repetitive
behaviors. In analysis of the ASD mechanisms different resulting
distortions occurred.

Evaluation of distortions provides insights into phenotypes
observed in ASD synaptopathies. For TSC under the impact of
negative allosteric modulation, the noise spikes in the distorted
curve, although of lower amplitude threshold, are greater than
the general scenario. This can manifest itself in the form
of false activation of the post-synaptic region, which can be
considered a trigger for repetitive behaviors. When positive
allosteric modulation occurs, we observe the distortion curve
to have higher noisy spikes as well as lower attenuation of
action potential. Hence, it has better LTP characteristics and LTD
threshold that can be associated with obstructions in learning and
lower attention span. Modeling the FXS syndrome in ASDint
module, we observe that LTP is very easily activated here and
can be observed in the form of lower LTP threshold. Thus,
it can be associated with difficulty in learning process as well
as increased sensitivity to noisy inputs in the neural circuitry.

The interactions of partial agonist with NMDAR show us the
output of competition in the synaptic channel manifested at
the synaptic gate. Social withdrawal and repetitive behavior are
associated with this particular synaptopathy. On observing the
noise response of the ASDint module, we see that the noise-
induced variations are the highest when compared to the other
three scenarios and can be considered a trigger for repetitive
behavior. For Shank, NG activity variations, the NMDAR
induced LTP is affected and results in higher required amplitude
of LTD, which we can see from the noise plots resembles
the expected activity variations. Chromosome 15 syndrome is
associated with repetitive movements which as observed from
the distortion curve, could be a consequence of false activation
of post-synaptic regions.

Large scale hardware usage is key for further understanding
the impact of plasticity and synaptopathy mechanisms on larger
circuits. In our hardware modeling, use of the IEEE 754 single
precision floating point has accuracy within tolerable error
ranges. It is also remarkably small and efficient in terms of PPA
(power, performance, area) vs. ARM core implementations. It has
been a prevalent practice of late to use floating point numerals
in 16 bit widths or lower order custom width floats to optimize
computational resources specifically for edge computing use-
cases. Such practices give us higher power efficiency which
increases the scalability of the neuronal circuit model. We were
unable to consider them without decisive loss in accuracy within
the neuron ASDint model. Due to such considerations, IEEE 754
single precision floating point is noticeably the most suitable bit
width for our application. For comparison of our neural network,
one of the well known state-of-the-art SNN architectures, IBM
TrueNorth (Akopyan et al., 2015) and Intel Loihi (Davies et al.,
2018) has been considered. IBM TrueNorth uses a smaller

Frontiers in Cellular Neuroscience | www.frontiersin.org

84

July 2021 | Volume 15 | Article 674030


https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/cellular-neuroscience#articles

Chatterjee et al.

SyNC Neural Net on Synaptopathies

technology node of 28 nm and consumes about 100 mW of
power. It has a power density of 20 mW/cm? consisting of 5.4
billion transistors. Intel Loihi has used a further smaller node
of 14 nm processor with a 2 billion transistor size or 60 mm?>
in chip area. The proposed SyNC architecture is designed on a
technology node of 45 nm and consists of 9.4 million transistors
over an area of 1.877 mm?. Hence, we can observe that we are able
to bypass the requirements of programmability to model diverse
descriptive synaptic models by design of a minimalist ASIC
synaptic core that describes every state variable in a synapse. On
utilization of lower technology nodes, we expect performance of
our device to be at par with state of the art SNN architectures. For
future studies a programmable Application Specific Processor
like the former chips are being targeted for better flexibility and
programmability and to have a one chip for all solutions.

Models built in equivalent Posit numeral representation,
such as Jaiswal and So (2019) and Chatterjee et al. (2021)
have demonstrated highly flexible and fast convergence in
specific format scientific functions. Such models have shown
accuracy comparable to IEEE 754 double precision floating point,
using much lesser resources than the latter. However, due to
complications in evaluations that result from dynamic power
owing to higher switching of states, the net power requirement
is significantly high on account of deep pipeline and conversion
of FPGA fabric optimized design to general ASIC.

CONCLUSION

The SyNC model provides us with an elaborate and accurate
neuron model. It is one of the only hardware models that
has efficiently used posit in highly sensitive systems, while
achieving low error percentages. Its low power and low error
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Neuropathic pain is mainly triggered after nerve injury and associated with plasticity
of the nociceptive pathway in primary sensory neurons. Currently, the treatment
remains a challenge. In order to identify specific therapeutic targets, it is necessary
to clarify the underlying mechanisms of neuropathic pain. It is well established that
primary sensory neuron sensitization (peripheral sensitization) is one of the main
components of neuropathic pain. Calcium channels act as key mediators in peripheral
sensitization. As the target of gabapentin, the calcium channel subunit 281 (Cava281)
is a potential entry point in neuropathic pain research. Numerous studies have
demonstrated that the upstream and downstream targets of Cava281 of the peripheral
primary neurons, including thrombospondins, N-methyl-D-aspartate receptors, transient
receptor potential ankyrin 1 (TRPA1), transient receptor potential vanilloid family 1
(TRPV1), and protein kinase C (PKC), are involved in neuropathic pain. Thus, we
reviewed and discussed the role of Cava281 and the associated signaling axis in
neuropathic pain conditions.

Keywords: neuropathic pain, primary sensory neuron, Cava231, molecular target, peripheral sensitization

INTRODUCTION

Neuropathic pain is a chronic pain triggered by peripheral nerve injury, postherpetic neuralgia,
diabetic neuropathy, and chemotherapeutic agents, such as cisplatin (Colleoni and Sacerdote,
2010). Its prominent symptoms are spontaneous pain, hyperalgesia (increased pain sensitivity
from a painful stimulus), and allodynia (pain in response to a non-painful stimulus) (Kim et al.,
2014). These symptoms lead to prolonged discomfort in patients. It is calculated that 9.8% of the
population in the United States experiences neuropathic pain (Yawn et al.,, 2009). Because the
molecular mechanisms of neuropathic pain have not been fully elucidated, the management of
neuropathic pain remains challenging.

Currently, the commonly used drugs for neuropathic pain include antiepileptics,
antidepressants, anticonvulsants, opioid analgesics, and N-methyl-D-aspartate receptor
(NMDAR) antagonists (Amato et al., 2019). Gabapentin (GBP), a second-generation antiepileptic
drug, is one of the first-choice drugs for the treatment of neuropathic pain (Moore and
Gaines, 2019). It has good curative effect on diabetic neuralgia, postherpetic neuralgia,
trigeminal neuralgia, and sciatica neuralgia. However, the adverse effects of gabapentin are
significant, and its precise mechanism of action is uncertain. Many lines of evidence have
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demonstrated that voltage-gated Ca?™ channels were directly
blocked by GBP binding to its a281 subunit (Grice and Mertens,
2008; Skubatz, 2019). That leaded to the reduction of presynaptic
Ca’" influx and the decreased synaptic release of glutamate,
which is the major excitatory neurotransmitter of the brain
(Grice and Mertens, 2008; Skubatz, 2019). Thus, the calcium
channel 0231 subunit is a potential target for the treatment of
neuropathic pain. To develop novel effective anti-neuropathic
pain agents with fewer side effects, it is promising to understand
the a281-related mechanisms and reveal new mechanism-specific
treatment targets.

The calcium channel 023 subunits were first described as
accessory subunits of voltage-gated calcium channels (VGCCs)
(Gurnett and Campbell, 1996). Four a23 subunits have been
cloned: 0231, 282, 0233, and 0234. The 281 subunit is the
receptor of GBP and certain thrombospondins (TSPs). It is
expressed in neurons and their axonal terminals and dendrites
throughout the central and peripheral nervous system (CNS and
PNS) (Eroglu et al., 2009). The TSPs secreted by astrocytes exert
their synaptogenic effects by binding to their neuronal receptor
a281 (Wang et al,, 2020). TSP-a231 interactions participate in
synaptic development and neuropathic pain (Risher et al., 2018).
Due to its very short cytoplasmic tail, a231 is not able to active
intracellular signaling by itself, while its extracellular domain
almost could functionally mimic the full-length 0281 during
synapse formation (Eroglu et al., 2009). Thus, Cava231 is linked
to intracellular signaling via other membrane proteins and is
involved in the occurrence and development of neuropathic pain
by interacting with several molecules.

This review will cover several novel findings concerning the
calcium channel ¢281 subunit and a281-related proteins of the
PNS, particularly their roles in neuropathic pain. This review will
aid in the better understanding of the peripheral mechanisms of
neuropathic pain and develop novel effective anti-neuropathic
pain agents with fewer side effects.

THE «231 SUBUNIT AND ITS ROLE IN
NEUROPATHIC PAIN

In the human genome, four «28 proteins (a281-0234) are
encoded by four genes (CACNA2D1-CACNA2D4), respectively
(Dolphin, 2012). Four different «28 isoforms have selective
effects on the level of functional expression and the voltage
dependence of different al subunits (Davies et al, 2007).
Among the genes encoded for 23, the CACNA2DI may
be appropriate for drug development to alleviate neuropathic
pain. The upregulated expression of CACNA2DI contributed
to chronically maintain neuropathic pain by enhancing VGCCs
activation, neuronal excitability, and neurotransmission (Yusaf
et al.,, 2001; Gribkoft, 2006; Li et al., 2006, 2014). Moreover,
CACNA2DI1 could modulate CGRP and AC-PKA/protein
kinase C (PKC)/MAPK signaling pathways in the dorsal root
ganglion (DRG) in chronic pain process (Sun et al, 2020).
Fundamentally, CACNA2DI gene performs these functions by
the genetic translation product—the «281 protein. In addition,
the expression of 0231 is also regulated by epigenetic factors.

The histone deacetylase inhibitors—JNJ-26481585—significantly
upregulated the expression of a281 subunit in spinal cord and
induced mechanical hypersensitivity in mice (Capasso et al.,
2015). MicroRNA-183 cluster (miR-183/96/182) controlled more
than 80% of neuropathic pain-regulated genes and scaled
mechanical pain sensitivity in mice by regulating the expression
of 0231 and 282 (Peng et al, 2017). Meanwhile, human
CACNA2D1 and CACNA2D2 genes of DRG are predictive
targets of miR-183 cluster. Bioinformatic analysis revealed
that miR-107 had a potential binding site for the «281
encoding gene CACNA2D]I. In laryngeal cancer cells, miR-107
decreased the expression levels of CACNA2D1 (Huang C.
et al., 2020). Thus, epigenetic mechanisms, such as histone
posttranslational modification and microRNA, may play an
important role in mediating the expression of a281 and chronic
neuropathic pain, as they are instructive for transcription, and
potentially long lasting.

The 0281 subunit is strongly expressed in the cardiac and
smooth muscles, and is likely to be the main 023 subunit
associated with calcium channels in these tissues (Bikbaev
et al,, 2020). In addition, the 0281, a structural subunit of
the VGCCs, is strongly expressed in the nervous system. The
core complex of neuronal VGCCs consists of an al subunit,
which contains the ion-conducting pore, and the auxiliary B
and a2d subunits. The ol subunit is a transmembrane protein
linking @28 and B. It consists of four transmembrane regions
(I-1V) that have the same transmembrane structure. Each
transmembrane structure has six transmembrane helices (S1-
S6). The vast majority of the «2d segment is extracellular
and most likely linked to the plasma membrane via glycosyl-
phosphatidylinositol (GPI) anchors. The B subunit is the
intracellular component and binds the intracellular I-IT linker
of al subunits at the so-called a-interaction domain (Figure 1;
De Waard et al., 1995; Davies et al.,, 2010; Catterall, 2011;
Geisler et al., 2015).

In the CNS, o281 is present in neurons, axonal terminals
(Marais et al., 2001), and dendrites (Eroglu et al., 2009). 0281
is correlated with excitatory rather than inhibitory neurons
(Bikbaev et al., 2020). It is mainly present in presynaptic terminals
and, to a much lower extent, in the cell bodies of neurons in
many brain regions under physiological conditions (Alles and
Smith, 2018; Bikbaev et al., 2020). In the PNS, a231 is strongly
expressed in all neuronal cell types of DRG and trigeminal
ganglion (TG), such as IB4*, CGRP™, and NF200" neurons
(Tachiya et al., 2018; Cui et al., 2020). It was found that 0281
was expressed in most neurons of different sizes after nerve
injuries, predominantly in small (less 20 pm) and medium (20-
50 wm) neurons in animal models of sciatica neuralgia and
trigeminal neuralgia (Tachiya et al, 2018; Cui et al, 2020).
In addition, studies using rat models of chronic constriction
injury to the infraorbital nerve (CCI-ION) have shown that
the number of a281-immunoreactive neurons over 25 pm in
diameter was obviously increased (Li et al., 2014). The «281
subunit was increased in the neurons of the DRG and TG
and was mainly associated with terminal fields, rather than cell
bodies, after nerve injury (Bauer et al, 2010). Research has
shown that 281 was synthesized in the neuron cell bodies
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FIGURE 1 | The neuronal voltage-gated calcium channel complex. Voltage-gated calcium channels include the transmembrane pore-forming a1 subunit (red),
extracellular a25 (green), and cytoplasmic B (blue) subunits. The a1 subunit is a transmembrane protein linking the a2 subunit and B subunit. The a23 subunit is
mainly extracellular and binds to the membrane via GPI anchors. The B subunit binds to a1 subunit via the intracellular I-Il linker.

and then trafficked to the plasma membrane of the DRG
presynaptic terminals that terminate in the spinal cord dorsal
horn (Bauer et al., 2009). Meanwhile, the ipsilateral myelinated
and non-myelinated DRG axons were increased after partial
sciatic nerve ligation and the 1281 accumulated at the ligation
site (Bennett et al., 2003). In a rat model of CCI-ION, the o281
and Vglut,-positive (Vglut,™) puncta (excitatory presynaptic
glutamatergic terminal) were increased in the superficial dorsal
horn of the cervical spinal cord, and all increased terminals
were a281F (Li et al., 2014). These studies indicated that 0231,
which was trafficked and accumulated in the superficial dorsal
horn of the spinal cord, regulated the excitatory synaptogenesis.
However, the mechanisms of trafficking and accumulation of
a2d81 in neuropathic pain remain unclear. If the key target is
found to block a231’s transmission and accumulation at the
terminal and prevent the generation of abnormal excitatory
synapses, the occurrence and development of neuropathic pain
will be attenuated.

Several studies have demonstrated that the expression level
of a281 was elevated in the TG after partial transection of the
infraorbital nerve (pT-ION) (Cui et al,, 2020) and CCI-ION
(Li et al., 2014). The mechanical and cold hyperalgesia induced
by nerve injury could be mimicked by injecting the Cava231
overexpression adeno-associated virus (AAV) and be reversed by
injecting the AAV of Cava231 downregulation in TG neurons
(Cui et al., 2020). These results indicated that the Cava2d1 of
primary afferent neurons play a vital role in neuropathic pain and
that is mainly related to its regulation of Ca?* inflow.

However, the regulation of Ca?T influx of 281 is different
from that of the well-studied TRP channels and NMDA
receptors in neuropathic pain. TRPs and NMDA receptors

can directly mediate the Ca?>* influx when they are activated,
but 281 indirectly. «231, an accessory subunit of VGCCs, is
fully exposed to the extracellular environment and anchored
outside the plasma membrane by a phosphatidylinositol. For
one thing, nociceptive stimuli induced the upregulation of
the expression of 23 subunit. That regulated the transport,
localization, and biophysical properties of al subunit and
induced the fast assembly of VGCCs (Gurnett et al., 1997;
Brodbeck et al., 2002). These processes triggered the influx of
Ca’* and the increased excitability of neurons. For another,
0231 can bind to other calcium channels through the binding
site and then induce the Ca®>* inflow. Thus, the study of 0231-
related targets is important to understand the role of a281 in
neuropathic pain.

THE «231 SUBUNIT IS THE NEURONAL
THROMBOSPONDINS RECEPTOR
RESPONSIBLE FOR SYNAPTOGENESIS

Thrombospondins are expressed in various cell types and play
various roles in cell signaling; these consist of extracellular,
oligomeric, multi-domain, and calcium-binding glycoproteins
(Adams and Lawler, 2011). They are present in various
tissues and consist of five members, TSP 1-5 (Sipes et al.,
2018). For example, platelets, endothelial cells, skeletal muscles,
fibroblasts, neurons, and astrocytes each express one or more
TSP isoforms (Christopherson et al., 2005; Sipes et al., 2018). In
mammals, TSPs have many functions, such as wound healing,
angiogenesis, and synaptogenesis (Adams and Lawler, 2011;
Ponticelli and Anders, 2017).

Frontiers in Cellular Neuroscience | www.frontiersin.org

September 2021 | Volume 15 | Article 699731


https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles

Cui et al.

CaVa2s1 in Neuropathic Pain

Studies have demonstrated that the expression levels of
TSPs were thoroughly altered in pathophysiological conditions
(Chen et al., 2000; Adams and Lawler, 2011). Particularly, the
expression of TSP4 was increased in the DRG after peripheral
nerve injury (Pan et al., 2015; Risher et al., 2018). Thus, TSP4
of PNS is the protein of focus in neuropathic pain research.
Risher et al. showed that elevated targeting of 0281 by TSP4
contributed to hypersensitivity of the peripheral sensory systems
by decreasing the activation of high-voltage calcium currents
while increasing low voltage-activated calcium currents in DRG
neurons (Risher et al., 2018). TSP4 promotes the assembly
of excitatory glutamatergic synapses by binding to 2381 in
the CNS (Crosby et al., 2015; El-Awaad et al, 2019). GBP
antagonizes the binding of TSPs to «231 and powerfully inhibits
excitatory synapse formation in vitro and in vivo (Eroglu
et al, 2009; Lana et al, 2016). Once a2l is activated by
TSP, the inter- and intracellular signaling events subsequently
occur, which trigger the gathering of synaptic adhesion and
scaffolding molecules at nascent synaptic sites. Overexpression
of 0231 in the absence of TSPs enhances calcium channel
surface expression, but does not lead to any changes in the
number of synapses (Eroglu et al., 2009). Overexpression of TSPs
increases synapse formation but is blocked in «281 knockout
mice (Eroglu et al., 2009). There is an interaction between the
VWE-A domain of a281 and the epidermal growth factor of
all TSPs (Figure 2; Eroglu et al., 2009). Drugs directed toward
the VWF-A domain of 0281 exert the synaptogenic function
of TSPs (Eroglu et al, 2009). This indicates that the binding
of TSPs and 231 is the key to synapse formation. Kim et al.
(2012) showed that nerve ligation induces upregulation of TSP4
in spinal astrocytes and the enhancement of excitatory synaptic
transmission in the dorsal horn, whereas spinal TSP1 and TSP2
exhibit no changes following injury. According to this study,
we can assume that increased 0231 subunits in the peripheral
ganglion transfer from cell bodies to the central terminal
and accumulate at the central terminal spinal region when
under the influence of elevated TSP4 levels after nerve injury.
This progress would promote synaptogenesis between neurons
themselves and between neurons and glial cells. Although it
has been reported that o231 interacts with TSP to trigger
synaptogenesis (Eroglu et al., 2009), a study demonstrated
that 0231 and thrombospondin had a weak interaction at the

membrane surface (Lana et al., 2016). Thus, more work remains
to be carried out to improve our knowledge of the role of
TSP4-0281 signaling in synaptogenesis in neuropathic pain,
particularly in the PNS.

THE «251-N-METHYL-D-ASPARTATE
RECEPTOR COMPLEX IS ESSENTIAL
FOR THE ACTIVATION OF PRESYNAPTIC
N-METHYL-D-ASPARTATE RECEPTOR
IN NEUROPATHIC PAIN

Although NMDARs are conventionally expressed in postsynaptic
neurons (Zhou et al, 2011), they are also expressed
presynaptically, particularly in primary sensory neurons of
the TG and DRG and in their central terminals in the spinal
dorsal horn (SDH) (Li et al., 2016; Xie et al., 2016). Pre- and
postsynaptic NMDARs play an indispensable role in many
physiological and pathological processes, such as the release
of neurotransmitters, synaptic plasticity, and neuropathic pain
(Li et al., 2016; Xie et al.,, 2016; Deng et al., 2019; Huang Y.
et al., 2020). The reason for this is that NMDARs are essential
for the coordinated activity of pre- and postsynaptic neurons
(Mayer et al., 1984). In the physiological state, the NMDARs of
the TG and DRG are functionally inactive and do not facilitate
the release of neurotransmitters (Yan et al., 2013; Deng et al,,
2019). However, NMDARs of the central terminals of primary
sensory neurons become tonically active in chronic neuropathic
pain conditions (Yan et al, 2013). Activation of presynaptic
NMDARs induces calcium influx and vesicle exocytosis, causing
neuronal depolarization and neurotransmitter release into the
SDH (in particular, glutamate) (Yan et al., 2013; Vandresen-Filho
et al., 2015). Increased glutamate release from primary afferent
terminals to SDH neurons is essential for the synaptic plasticity
in neuropathic pain induced by nerve injury and chemotherapy
(Yan et al, 2013). Meanwhile, the activation of NMDARs
induces activity-dependent DNA double-strand breaks and the
following transcription of several neuronal immediate-early
genes (Madabhushi et al., 2015; Hagenston et al., 2020). That is
important for synaptic plasticity and sensitization of neurons in
chronically maintained neuropathic pain.

CACHE |

FIGURE 2 | The domain structure of the 281 subunit. The a2 peptide contains N-terminal domain, VWA domain, and two extracellular domains (CACHE | and II).
The VWA domain is the potential binding site for gabapentin (GBP), pregabalin (PG), and thrombospondins (TSPs). The § peptide contains » amino acids, to which
the glycosyl-phosphatidylinositol (GPI) anchor can attach, C-terminal hydrophobic sequence (c-HS), and C-terminal, which is the NMDA binding site.
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The activity of NMDARs is regulated mainly by their own
phosphorylation status and/or the phosphorylation status of
their interacting targets. The «281 subunit directly interacts
with NMDARs and forms a heteromeric complex through its
C-terminal domain (Figure 2). This induces the activation
of presynaptic NMDARs by facilitating synaptic targeting and
trafficking of a281-NMDAR complexes at primary afferent
terminals in neuropathic pain caused by nerve injury and
chemotherapy (Chen et al, 2018, 2019; Deng et al, 2019).
The «281-NMDAR complex in the SDH was significantly
increased in rats with spinal nerve ligation (SNL) (Chen
et al., 2018). The 281 subunit knockout and intrathecal
injection of w281 C termini-interfering peptides or pregabalin
reversed the synaptic NMDAR hyperactivity associated with
neuropathic pain by interrupting the a281-NMDAR interaction
and complex formation (Dengetal,2019). Thus, increased
synaptic expression of the a281-NMDAR complex is essential
for the enhancement of the activity of synaptic NMDARs in
neuropathic pain.

Chemotherapeutic drugs, such as paclitaxel, are known to
potentiate nociceptive input by inducing the tonic activation
of presynaptic NMDARs, but not postsynaptic NMDARs in
the SDH (Xie et al, 2016; Chen et al, 2019; Deng et al,
2019). Given that a2d1 is involved in surface trafficking as
a highly glycosylated protein, the chemotherapy or nerve
injury induced excess of 0231 protein at primary afferent
terminals may facilitate its interaction with NMDARs and
promote synaptic expression of a231-NMDAR complexes (Chen
et al, 2018; Deng et al, 2019). Chemotherapy induces the
assembly of o231 and causes increases in «281-NMDAR
complexes at central terminals, causing persistent increases in
glutamatergic nociceptive input to postsynaptic SDH neurons,
thereby incurring chronic neuropathic pain (Chen et al., 2019).
0281 knockout and the inhibition of «231 trafficking by
pregabalin or by disrupting a281-NMDAR interactions with
0281 C-termini-interfering peptides completely normalized the
paclitaxel-induced NMDAR-dependent glutamate release from
primary afferent terminals to postsynaptic SDH neurons and
significantly attenuated neuropathic pain (Chen et al., 2019).
Overexpression of «281 in neurons results in an increased
frequency (but not amplitude) of mEPSCs that were induced
by NMDA receptors upon depolarization. In addition, selective
blocking of the GluN2A subunits of NMDARs decreases the
frequency of mEPSCs evoked from SDH neurons in paclitaxel-
induced neuropathic pain rats (Xie et al., 2016). Paclitaxel failed
to increase the frequency of mEPSCs by dorsal root stimulation
in 0281 knockout mice (Chen et al., 2019). These results
indicated that a transition from being a231-free to a231-bound
NMDAR is essential for the activation of presynaptic NMDARs
in the SDH and the increase in glutamate release from the
central terminals of presynaptic neurons. Targeting 0231-bound
NMDARs (not the physiological a231-free NMDARs) may be
a new promising strategy for treating neuropathic pain. Unlike
VGCCs, the NMDARs is also permeable to Na* and K™ except
for Ca2™ (Zhou et al., 2011). Thus, whether the a281-NMDAR
interactions can regulate NMDA-dependent cation inflow is also
the focus of neuropathic pain research.

TRANSIENT RECEPTOR POTENTIAL
VANILLOID FAMILY 1 AND TRANSIENT
RECEPTOR POTENTIAL ANKYRIN 1 ARE
INTERACTIONAL TARGETS OF THE «251
SUBUNIT IN PRIMARY SENSORY
NEURONS

The transient receptor potential (TRP) channel family was first
discovered in Drosophila and proposed as a Ca’t permeable
channel/transporter (Bloomquist et al., 1988). This discovery led
investigators to focus on the study of Ca?* signaling in TRP
channels (Zhu et al., 1996; Minke and Parnas, 2006). The high
Ca’* selectivity of TRP channels is due to their crucial amino
acid residues (Hardie and Minke, 1992). Thus, TRP channels
play an important role in the understanding of sensory nerve
function in pain conditions (Silverman et al., 2020; Aleixandre-
Carrera et al., 2021). TRP channels contribute to many processes,
such as the activation of neurons, the release of neurotransmitters
from presynaptic central terminals to postsynaptic SDH neurons,
and the release of inflammatory mediators (Hung and Tan,
2018; Silverman et al., 2020). Among all TRP channels, transient
receptor potential ankyrin 1 (TRPA1) and transient receptor
potential vanilloid family 1 (TRPV1) are generally considered
to be expressed in nociception-specific neurons (Patil et al.,
2020). Thus, they are the two most frequently reported members
of pain research.

TRPAL, a cold-sensing channel, is expressed mostly in small-
diameter DRG neurons and activated by temperatures lower
than 17°C (Peier et al., 2002; Kobayashi et al., 2005; Chukyo
et al,, 2018). It is a non-selective channel permeable to Ca?*,
Na*, and KT, with a much higher permeability to Ca?™
compared to other TRPs (Souza et al., 2020). In human, the
methylation of a CpG dinucleotide in the promoter of TRPA1
was negatively correlated with the thermal and mechanical
pain sensitivity (Gombert et al., 2017). Some studies reported
that pharmacological antagonizing and channel silencing of
TRPAL in the peripheral nerves significantly reduced mechanical
allodynia as well as chemical and thermal hyperalgesia in different
pain models (Honda et al, 2017; Marone et al,, 2018). One
study indicated that the increased expression of TRPA1 in the
cell bodies of TG neurons contributed to migraines induced
by glyceryl trinitrate (Marone et al, 2018). Moreover, the
TRPA1 receptor antagonist HC-030031 significantly attenuated
mechanical allodynia and cold hyperalgesia in a mouse
migraine model (Marone et al, 2018). In our research, the
expression of TRPA1 was found to be increased in the TG
after trigeminal nerve injury and was inhibited by Cava231
downregulation in the TG (Cui et al, 2020). Importantly,
adenovirus-mediated Cava281 overexpression in TG neurons
induced an increase in the expression of TRPAI in the TG
(Cui et al.,, 2020). These results indicate that TRPA1 in the
peripheral nerves contributes to cold, thermal, and mechanical
hyperalgesia in neuropathic pain models and that Cava231
could potentially be an upstream target of TRPAl. A study
suggested that the expression of TRPA1 was increased in models
of inflammatory and nerve injuries; TRPA1 knockdown reduced
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cold hyperalgesia but had little effect on mechanical allodynia
and thermal hyperalgesia in these models (Obata et al., 2005).
Although these data indicated that TRPA1 was involved in
cold sensing, the results from TRPA1 knockout mice were
confusing; further experimental studies by the authors also
failed to clarify the relationship between TRPA1 and cold-
sensitive neurons (Obata et al., 2005). Therefore, the role of
TRPAL in the occurrence and development of cold hyperalgesia
remains controversial.

Although TRPA1 and «281 are co-involved in the occurrence
and development of neuropathic pain, TRPA1 has different
cellular localization and functional characteristics. Glial TRPA1
becomes a new focus of neuropathic pain research. Activated
Schwann cells TRPA1 induced the generation of reactive
oxygen species (ROS) and 4-HNE involved in alcohol-evoked
neuropathic pain (De Logu et al, 2019). It suggests that
Schwann cells TRPA1 is closely related to oxidative stress in
neuropathic pain. TRPA1 is activated not only by external
stimuli but also by intracellular calcium released by the
endoplasmic reticulum (Zurborg et al, 2007; Cavanaugh
et al., 2008). Certainly, TRPAl is important for neuronal
calcium homeostasis in both physiological and pathological
states. Interestingly, several lines of evidence support that a
compensatory expression of TRPAI could occur after nerve
injury; the expression of TRPA1 was downregulated in L5/DRG
and upregulated in L4/DRG (Obata et al., 2005; Katsura et al.,
2006; Staaf et al, 2009). However, the mechanism of this
expression mode is unclear. Further studies are recommended to
illuminate the physiological and pathological actions of TRPA1
in sensory transduction and the interaction between TRPA1
and Cava231.

TRPV1 is predominantly expressed in primary afferent
terminals as well as in the cell bodies of DRG and TG neurons.
Immunofluorescence results demonstrated that 85% of w231
immunoreactive neurons co-expressed TRPVI1, and 64% of
neurons that were positive for TRPV1 immunoreactivity also
co-expressed 0231 (Figure 3; Li et al, 2014; Cakici et al,

2016; Bikbaev et al., 2020). These findings suggest a functional
relationship between TRPV1 and «281 in primary sensory
neurons. One study demonstrated that gabapentin regulated
mosquito allergens induced itching by acting on the voltage-
dependent calcium channels’ €281 subunits, which were located
in the TRPV1-positive sensory neurons in the peripheral nerve
system (Akiyama et al., 2018). Although TRPA1 channels occupy
advantageous positions to allow gabapentin to infiltrate primary
afferent terminals, it is still unclear whether the activation
and opening of TRPV1 channels in peripheral nerve endings
effectively transport GBP to its presumed position of action in
primary afferent terminals. Future investigations are required to
verify this question.

Like VGCCs, TRPV1 activation also mediates Ca?™ influx.
However, TRPV1 is also subject to calcium-dependent
desensitization (Tominaga et al, 1998), which may involve
interaction between Ca’T-calmodulin and one or more
cytoplasmic regions at the N and C termini of the channel
(Numazaki et al., 2003; Rosenbaum et al., 2004; Lau et al., 2012).
In addition, TRPV1 is mainly expressed in unmyelinated, slowly
conducting primary neurons (C-fibers) (Tominaga et al., 1998;
Kobayashi et al., 2005). Activation of these fibers promotes the
release of proinflammatory factors. Indeed, TRPV1 has come
to represent the preeminent molecular marker for defining the
nociceptor subpopulation that accounts for sensitivity to thermal
stimulation, neurogenic inflammation, and low pH environment
(Julius, 2013). Remarkably, 30-50% of TRPVI-expressing
neurons also express TRPA1 and TRPV1 interacts with TRPA1
to form a heteromeric channel (Kobayashi et al., 2005; Fischer
etal., 2014). In human, neuropathic pain was associated with the
specific single-nucleotide polymorphism of TRPV1 and TRPA1
channels (Binder et al., 2011). Rare genetic variants in the genes
coding for TRPA1 and TRPV1 had also been found in patients
with erythromelalgia (Zhang et al., 2014). Therefore, TRPV1 may
be involved in many physiological and pathological processes
by interacting with TRPA1. Of course, more research is needed
to confirm these.

a261* neurons

FIGURE 3 | The co-expression proportion of a281 and TRPV1 in primary sensory neurons. a281 and TRPV1 co-expression neurons occupy 85% of 231
immunoreactive neurons (x281F) and 64% of neurons that were positive for TRPV1 immunoreactivity (TRPV17).

TRPV1* neurons
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CAVux231 CONTRIBUTES TO
NEUROPATHIC PAIN BY ACTIVATING ITS
DOWNSTREAM PROTEIN KINASE C
TARGET

PKC, the family of serine/threonine kinases, is composed of 11
different isoenzymes and divided into many subtypes (Nishizuka,
1988). This family is calcium-dependent and activated by
phosphatidylserine (PS), diacylglycerol (DAG), and protein-
protein interactions (Newton, 2010). Different PKC isoforms
exist in different tissue and cell locations. For instance, PKCa is
expressed at the outer surface of pre- and postsynaptic vessels,
while PKCy is mainly found in the perikaryal cytoplasm and
postsynaptic dendrites in adult rats (Hirai, 2018). Interestingly,

PKCs are mainly located in the cell bodies and presynaptic central
terminals of DRG-nociceptive neurons with small and medium
diameters in the SDH (Ase et al., 1988). All PKC subtypes have
an identical carboxyterminal that is highly conserved and linked
to a divergent amino-terminal regulatory domain by a hinge
region (Hirai, 2018; He and Wang, 2019). Normally, PKCs are
self-inhibited by a pseudo-substrate sequence that appears at
the regulatory domain and occupies the substrate binding site
(Hirai, 2018). The self-inhibition of PKCs is disturbed when the
regulatory domain is transported to the plasma membrane under
the effects of second messengers and allosteric effectors, where its
phosphorylation domain is then exposed to the target substrates
(He and Wang, 2019).

In cultured DRG neurons separated from adult rats, PKCs,
a PKC isoform, was activated by paclitaxel in a dose- and
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time-dependent manner (He and Wang, 2015). PKCy inhibitors
administered intrathecally reduced the excitability of DRG
neurons and relieved neuropathic pain in a paclitaxel-induced
peripheral neuropathy mouse model (Chen et al, 2011).
In response to inflammatory mediators such as bradykinin
and substance P (SP), PKCe from primary sensory neurons
was transported from afferent nerve terminals to the plasma
membrane of nociceptors in neuropathic pain and inflammatory
pain models (Zhang et al., 2007; Penniyaynen et al., 2019). It is
verified that PKCe regulates nociception through the modulation
of the function of TRPV1 (Chen et al.,, 2011; Liu et al., 2020).
The activation of PKCe can phosphorylate the Ser502 and Ser800
sites of TRPV1, which mediate the increase of capsaicin-induced
excitability in afferent neurons (Minke and Parnas, 2006; Chen
et al., 2011; Liu et al.,, 2020). Thus, PKC may have significant
implications for neuropathic pain. However, it has not yet
been determined which proteins PKC interacts with, or if these
proteins are being phosphorylated by PKC.

TSP4 modulates intracellular Ca?>" homeostasis in primary
sensory neurons of the TG and DRG by activating PKC signaling
and subsequently regulating Ca’>* influx and buffering. This
process involves the Ca’?t-ATPase of the sarco-endoplasmic
reticulum and plasma membrane after binding to the w231
subunit (Figure 4; Guo et al.,, 2017). The regulating action of
TSP4 on intracellular Ca?™ signaling is weakened in conditional
knockout Cava281 mice and is also dependent on the PKC
signaling pathway (Guo et al., 2017). These findings indicate
that TSP4 contributes to the process of neuropathic pain by

increasing the concentration of intracellular Ca?* via binding
to Cava23l and activating the downstream PKC signaling
pathway (Figure 4). Cava281 contributes to the occurrence
and development of neuropathic pain by modulating the
PKA/PKC/MAPK signaling pathways in the DRG (Sun et al,
2020). GBP significantly attenuates neuropathic pain by binding
to Cava23l and regulating the intracellular PKC signaling
pathway in the SDH of rats (Sun et al., 2020). Moreover, our
recent study showed that the phosphorylation of PKC was
increased in the TG after pT-ION, and the PKC inhibitor
GF109203X (0.2 mg/kg) significantly attenuated the mechanical
allodynia and cold hyperalgesia induced by trigeminal nerve
injury (Cui et al., 2020). The p-PKC elevation induced by nerve
injury was inhibited by Cava281 downregulation in the TG (Cui
et al., 2020). Adenovirus-mediated Cava281 overexpression in
TG neurons induced the increased expression of p-PKC in the TG
(Cui et al,, 2020). Meanwhile, TRPA1 and gap junctions (CX26,
CX36, and CX43) are regulated by PKC, the downstream target
of Cava2d1 (Cui et al,, 2020). In the aforementioned study, the
amount of Cava231 bound to either TSP4 or NMDARs increased
after pT-ION. The increased binding induces the activation and
opening of these channels and then increases the amount of
Ca?* flowing into the neurons, and thus triggers a downstream
signaling cascade reaction, such as the phosphorylation of PKC.
However, the mechanisms of Cava231/PKC signaling in primary
sensory neurons in neuropathic pain remain unclear. The
targets of Cava281/PKC signaling in primary sensory neurons in
neuropathic pain have yet to be determined.
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CONCLUSION AND IMPLICATION

Neuropathic pain is induced and maintained by the activation
of molecular targets that trigger primary sensory neuron
sensitization. Current therapies for neuropathic pain are
intractable, and these are limited by unclear mechanisms. In
clinical practice, many patients with neuropathic pain do not
achieve satisfactory pain relief using analgesic drugs. Moreover,
the side effects of analgesic drugs are unbearable. Cava281 is
described as an accessory subunit of VGCCs. It contributes to
the activation of primary sensory neurons by regulating the entry
of Ca?*. As discussed above, nerve injury promotes the binding
of Cava28l to either TSP4 or NMDA receptors in primary
sensory neurons, which upon activation will increase the influx
of Ca?" into the neurons and thus stimulate PKC and the
downstream signaling of TRPA1 and TRPV1 channels (Figure 5).
These molecules have emerged as alternative targets for the
treatment of neuropathic pain. Despite progress being made in
terms of understanding the mechanisms of presynaptic Cava231,
our knowledge on its roles and interactions with target sites in
the development of neuropathic pain is inadequate. Extensive
research is required to further elucidate the genetics and
epigenetic mechanisms of Cava281 in long-lasting neuropathic
pain. In addition, the specific intraganglionic administration
method requires further validation and subsequent inclusion to
clinical practice.

Cava281 is the important target of gabapentin and pregabalin
that are clinically used to treat neuropathic pain (Grice and
Mertens, 2008; Chen et al,, 2019; Deng et al,, 2019; Huang Y.
et al., 2020). Recently, mirogabalin, a novel selective ligand for
the calcium channel a23 subunit, is approved for the treatment
of neuralgia (Deeks, 2019; Tetsunaga et al., 2020; Zajaczkowska
et al,, 2021). Drugs targeting 0231 for neuralgia are constantly
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Rett syndrome (RTT) and Fragile X syndrome (FXS) are two monogenetic
neurodevelopmental disorders with complex clinical presentations. RTT is caused by
mutations in the Methyl-CpG binding protein 2 gene (MECPZ2) altering the function of
its protein product MeCP2. MeCP2 modulates gene expression by binding methylated
CpG dinuclectides, and by interacting with transcription factors. FXS is caused by
the silencing of the FMRT gene encoding the Fragile X Mental Retardation Protein
(FMRP), a RNA binding protein involved in multiple steps of RNA metabolism, and
modulating the translation of thousands of proteins including a large set of synaptic
proteins. Despite differences in genetic etiology, there are overlapping features in RTT
and FXS, possibly due to interactions between MeCP2 and FMRP, and to the regulation
of pathways resulting in dysregulation of common molecular signaling. Furthermore,
basic physiological mechanisms are regulated by these proteins and might concur to
the pathophysiology of both syndromes. Considering that RTT and FXS are disorders
affecting brain development, and that most of the common targets of MeCP2 and
FMRP are involved in brain activity, we discuss the mechanisms of synaptic function and
plasticity altered in RTT and FXS, and we consider the similarities and the differences
between these two disorders.

Keywords: Rett syndrome, Fragile X syndrome, synaptic plasticity, FMRP, MeCP2, neurodevelopmental disorders

INTRODUCTION

Rett syndrome (RTT) and Fragile X syndrome (FXS) are neurodevelopmental disorders associated
with mutations in genes located on the X chromosome. Hence, in both RTT and FXS, the
presentation is more severe in male patients, and the reduced severity in females is to be attributed
to the presence of two copies of the genes, although X-inactivation influences the number of copies
that remain active.

Patients with RTT show apparent normal development up until 18 months, after which
there is a regression in motor and language skills accompanied to behavioral and autonomic
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deficits. Diagnosis of RT'T in males is rare as patients do not often
survive past infancy (Reichow et al., 2015), except for rare cases
reported beyond early childhood (Pitzianti et al., 2019; Takeguchi
etal,, 2020). Consequently, the majority of patients with RTT are
females with a prevalence of one in every 10,000 births. RTT is
caused by mutations in the MECP2 gene (Amir et al., 1999) which
codes for Methyl-CpG binding protein 2 (MeCP2), a protein
that binds to methylated DNA to regulate transcription. MeCP2
also interacts with other important molecules by regulating
microRNA (miRNA) (Wu et al,, 2010). Although ubiquitously
present, MeCP2 is expressed mostly in the brain, and it
is an important regulator in brain development. Its altered
functionality leads to neurodevelopmental deficits including
impaired modulation of brain cell connectivity.

Fragile X syndrome affects one in every 4000 males, and one
in every 7000 females. The symptoms in male patients with FXS
are more severe than in females, and include developmental
delays, behavioral and social deficits. FXS patients may show
some degree of intellectual disabilities, while females may have
normal intelligence to mild intellectual disability (Maurin et al,,
2014; Dahlhaus, 2018).

Fragile X syndrome is caused by the silencing of the Fragile
X Mental Retardation gene 1 (FMRI), which is associated to
CGG repeat expansion in its 5UTR region (Pieretti et al,
1991; Verkerk et al., 1991; Dahlhaus, 2018). As result of the
expansion, the 5UTR and the promoter of the FMRI gene are
hypermethylated, FMRI expression is silenced and its encoded
protein, the Fragile X Mental Retardation Protein (FMRP) is not
expressed. FMRP is an RNA-binding protein and a component
of ribonucleoprotein complexes involved in shuttling between
nucleus and cytoplasm, transport along dendrites and association
to polyribosomes (Maurin et al., 2014; Richter and Zhao, 2021).
Indeed, FMRP modulates the subcellular localization (Xing and
Bassell, 2013) and expression of thousands of its target mRNAs
(Maurin and Bardoni, 2018; Richter and Zhao, 2021). The role
of FMRP in translational regulation - being both repressor and
enhancer of translation - is to date its most studied function
(Bechara et al., 2009; Darnell et al., 2011; Maurin and Bardoni,
2018; Richter and Zhao, 2021).

Because of their monogenic origin, it has been possible
for researchers to develop animal models to study RTT (Na
et al., 2012; Pietri et al., 2013; Ezeonwuka and Rastegar, 2014;
Cortelazzo et al., 2020) and FXS (Dahlhaus, 2018). These models
provide the necessary framework to study the function of MeCP2
and FMRP and extrapolate mechanisms of action and putative
targets. In addition, these animal models allow pre-clinical testing
to set up therapeutic approaches. Many animal models are now
available to study RTT, and several of them have the same
mutation present in patients. Additionally, Mecp2 mutant models
can also be generated for studying MeCP2 overexpression or
MECP?2 duplication syndrome (Collins et al., 2004; Na et al.,
2012; Bodda et al., 2013). Mecp2 duplication syndrome is marked
by features of autism and it is distinct from typical RTT
(Ramocki et al., 2009, 2010).

Multiple models for FXS have been generated in flies
(Drozd et al., 2018), zebrafish (Vaz et al., 2019), rat (Kulkarni
and Sevilimedu, 2020), and mice (Bakker et al, 1994;
Mientjes et al., 2006; Dahlhaus, 2018). The mouse model is

the most used, as it recapitulates the main phenotype of the
disorder. The similarities are present even if silencing of the
gene was obtained by a classical knockout (KO) approach and
not by CGG expansion: the KO-1 (Bakker et al., 1994) with the
neomycin cassette in the exon 5 of the FmrI-gene and the KO-2
(Mientjes et al.,, 2006) that was generated from a conditional
Fmrl KO by flanking the promoter and first exon of Fmrl with
lox P site. In addition, two Fmrl knockin (KI) model mice
have been generated and they reproduced sporadic missense
mutations identified in the FMRI gene in FXS patients (Zang
et al., 2009; Prieto et al., 2021).

Despite different molecular etiology and severity of clinical
presentation, there are several overlapping symptoms between
the disorders: intellectual disabilities, seizures, communication
deficits, attention deficits, and defects in the skeletal apparatus.
At the cellular level, the impairment of synaptic function and
plasticity is recognized in both diseases.

These commonalities can be explained by the interplay
between MeCP2 and FMRP, and by the common targets between
both molecules. Recently, it was reported that MeCP2 expression
is elevated in Fmrl KO mice cerebral cortex, while FMRP
levels are reduced in mice mutants for Mecp2 (Arsenault
et al.,, 2020). This reciprocal relationship was confirmed using
MeCP2 knockdown mouse N2A, and human HEK-293 cells lines
(Arsenault et al., 2020). MeCP2 association with FMRI gene has
been shown in silico (Bach et al., 2020). Moreover, MeCP2 and
FMRP influence the expression of brain derived neurotrophic
factor (BDNF), and, on the other hand, alteration in BDNF
signaling affects the expression of Fmrl (Castrén and Castrén,
2014; Vicario et al., 2015).

Several authors, to clarify the neurobiology of RTT and FXS,
investigated the molecular targets of MeCP2 and of FMRP (Skene
et al, 2010; Darnell et al., 2011; Baubec et al., 2013; Maxwell
et al., 2013; Gabel et al., 2015; Rube et al., 2016; Maurin et al.,
2018; Sawicka et al., 2019). These studies show that many of the
targets are involved in neurodevelopment and modulate brain
function. With this premise, here we discuss the similarities
and differences between mechanisms of synaptic function and
plasticity in RTT and FXS as well as common molecular factors
modulated in both disorders.

ALTERED SYNAPTIC FUNCTIONING IN
RETT SYNDROME AND FRAGILE X
SYNDROME

Alterations in synaptic function have been reported in both
RTT and EXS (Sidorov et al., 2013; Bagni and Zukin, 2019;
Banerjee et al, 2019) with functional consequences on the
balance between excitation and inhibition (E/I ratio) and the
mechanisms of synaptic plasticity (Table 1). The E/I ratio has
been found to be altered in several neuropsychiatric disorders.
While it represents a change in the extent of excitatory and
inhibitory transmission, the underlying activity is complicated
and multifaceted (Sohal and Rubenstein, 2019). Several sources
report a shift in the E-I ratio in both RTT and FXS, however
the alterations may differ depending on the brain region or
cell-type investigated.
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TABLE 1 | Altered synaptic function in Rett syndrome and Fragile X syndrome.

Source Cell type (Age) Finding References

Mecp2NUlly, Hippocampal neurons (7—-14 DIV) MeCP2 regulates glutamatergic synapse number and Chao et al., 2007

Mecp29" synapse strength

Mecp2=/Y L5 neurons in S1 (P28-P35) Reduced Cortical Activity: | mEPSC Dani et al., 2005

Mecp2~=/Y L2/3 neurons of M1 (P21-28) JLocal Excitatory input; No Change to Local Inhibitory Wood and Shepherd, 2010
input

Mecp2~/Y L2/3 neurons of V1 (P~45) J Excitatory and |, inhibitory conductance; Altered Banerjee et al., 2016
GABA reversal potential

Mecp2~=/Y Pyramidal Neurons of the Hippocampus (P1, DIV 11-14) } MEPSC; No change in mIPSC Nelson et al., 2006

Mecp2~/Y Layer 2/3 pyramidal neurons of S1 (P25-35). Primary J mIPSC Chao et al., 2010

MGC,O otm1.1Jae

culture of striatal neurons (P1, newborn)
Pyramidal CA3 Hippocampal Neurons (P40-60)

Mecp2=/Y Layer 4 pyramidal and paravalbumin neurons of V1
(P28-30 and P50)
Mecp2~/Y PV 4 and SOM + neurons

Mec,o otm1.1Jae

Layer 5 pyramidal neurons of mPFC (p32-42)

Mecp2~/Y Layer 2/3 and layers 5/6 of V1 (P60-240)

Mecp2® IPSCs differentiated into glutamatergic neurons

heterozygous

iPSCs

Fmr1=/Y Layer 2/3 neurons of S1 (P19-31)

Fmr1=/Y Principal excitatory neurons of Basolateral amygdala
(P21-30)

Fmr1=/, Pyramidal neurons of CA1 (P18-23)

Fmr1—/HET

Fmr1=/Y Layer 2/3 and layer 4 fast-spiking inhibitory and excitatory
(mostly spiny stellate), Neurons of somatosensory cortex

Fmr1=/Y CA1 pyramidal layer of dorsal hippocampus

Fmr1=/Y Layer 4 fast-spiking neurons, layer 5 fast-spiking and layer

4 excitatory neurons in the somatosensory cortex

4+ mEPSC | mIPSC
Selective | excitatory input; No change in inhibitory or
thalamo-cortical input

Specific RTT-like symptoms: | Motor coordination and
learning/memory (PV + Mecp2~/Y), seizures and 1
Stereotypes (SOM + Mecp2~/Y)

| E/I Ratio and sEPSC; No change sIPSC, mEPSC,
mIPSC

| E/I Ratio; | Excitatory input
J Sodium and potassium currents | sSEPSC frequency

J Inhibitory control on pyramidal output
| Tonic GABAergic capacity; No change in E/I ratio

4 B/l ratio; | GABA release (TA inhibitory synapses)

| Excitatory input onto fast spiking Inhibitory neurons
and onto excitatory neurons

4 Theta oscillation power; 1 Slow gamma band
coherence; | Spike count of specific interneurons

J Excitatory input on fast-spiking inhibitory neurons

Calfa et al., 2015
He et al., 2014

lto-Ishida et al., 2015

Sceniak et al., 2016

Durand et al., 2012
Farra et al., 2012

Paluszkiewicz et al., 2011
Martin et al., 2014

Wahlstrom-Helgren and
Klyachko, 2015

Gibson et al., 2008
Arbab et al., 2018

Patel et al., 2013

Main findings of studies reporting on synaptic function in Rett syndrome and Fragile X syndrome. Mecp2, methyl-CpG binding protein 2 gene; S1, primary somatosensory
cortex; M1, primary motor cortex; /1, primary visual cortex; mEPSC, miniature excitatory postsynaptic currents; mIPSC, miniature inhibitory postsynaptic currents; DIV,
days in vitro; PV+, parvalbumin-positive neurons; SOM+, somatostatin-positive neurons; mPFC, medial prefrontal cortex; sEPSC, spontaneous excitatory postsynaptic
currents; sIPSC, spontaneous excitatory postsynaptic currents, iPSC, induced pluripotent stem cells; Fmr1, fragile X mental retardation 1 gene; TA, temporoammonic.

In symptomatic Mecp2 KO mice there is a shift in E/I ratio
in favor of inhibition present in a number of brain regions
including S1, V1, and mPFC (Dani et al., 2005; Durand et al,
2012; Sceniak et al, 2016). However, at birth Mecp2 mutant
mice show an increased glutamatergic transmission, due to the
altered shift in GABA function, which is excitatory during the
first phases of development, but reverses during the first weeks
of postnatal development. In Mecp2 KO mice the GABA shift is
postponed, and treatment with bumetanide, an inhibitor of the
chloride channel NKCC1 reduces the effects of the delay. When
bumetanide is administered prenatally, some of the symptoms
of RTT are decreased, but the respiratory dysfunction and the
mortality remain (Lozovaya et al., 2019). Symptomatic Mecp2
KO mice display decreased dendritic spine density (Kishi and
Macklis, 2004; Tropea et al., 2009; Castro et al., 2014) and MeCP2
deficit has been found to decrease glutamatergic synapse number
and strength (Chao et al., 2007).

Deletion of Mecp2 in particular cell neuronal subtypes in
mice, reveal the complicated nature of shifts in E/I ratio.
Conditional deletion of Mecp2 in parvalbuminergic (PV) neurons
removes the experience dependent critical period of plasticity
in the visual cortex, and produces only a partial Rett-like
phenotype, specifically motor dysfunction (He et al, 2014;
Ito-Ishida et al, 2015). A more general effect of GABAergic
neurons has been observed in the brainstem, with a reduction
in the number of GABAergic synapses. In patients with
RTT, abnormality of inhibitory transmission is associated
with respiratory dysfunction, and blockade of GABA reuptake
decreased the breathing dysfunction in Mecp2 KO mice
(Abdala et al., 2016).

Studies in patients-derived cells confirm the decrease
excitatory synaptic transmission in iPS cells derived from mice.
These results were also observed in mouse preparations in vivo
and in vitro (Farra et al., 2012).
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In FXS mouse models changes to E/I ratio appear to be more
specific compared to the Mecp2 KO mice. Increased intrinsic
excitability is observed in FXS at cellular, circuit and behavioral
level. The cellular excitability stays with altered ion channels
activity, dependent both on the translational activity of FMRP, but
also on the direct interaction between FMRP and ion channels
(Contractor et al., 2015). In FXS, one aspect of hyperexcitability
is linked to the delayed switch in GABA polarity. As for RTT,
this timeline is delayed in FXS, where the GABA transmission
remains excitatory for longer. The overall increased excitability
of the circuits influences also synaptic excitability and spike-
timing dependent plasticity, and it is dependent on the chloride
transporter NKCCI.

Another aspect of the increased excitability in FXS is due to a
reduced expression of GABAA receptors” subunits, with reduced
frequency of IPSCs, but not amplitude of GABA currents. The
general imbalance in favor of excitation in FXS reflects on
the hyper-reactivity to stimuli, anxiety, and seizures in animal
models and patients.

Studies in human-derived cells confirmed the morphological
findings in FMRP deprived cultures, but they not always
confirmed the altered excitability, especially at early stages of
development (Telias et al., 2015). This discrepancy can be due to
an un-matched decrease in FMRP expression during the in vitro
development (Linda et al., 2018).

The frequency of the brain waves is also affected in FXS.
In Fmrl KO mice, increased synchronization of local field
potentials occurs and may underlie deficits to information
processing in hippocampal circuitry. This hyper-synchronization
was characterized in a freely moving mouse, as increased theta
power and coherence of slow gamma oscillations (Sohal et al.,
2009; Arbab et al., 2018). More recently, the single-cell analyses
of a subpopulation of interneurons in FmrI-KO brain at Post-
natal day (PND) 18 highlighted the increased levels of inhibitory
markers in the absence of FMRP (Castagnola et al., 2020).

Morphological Correlates of Synaptic

Functions

Alterations in synaptic functions are reflected also in
morphological differences between the two disorders. Reduced
neuronal cell size and numbers of dendrites have been observed
in patients with RTT alongside short dendrites and a decrease
in dendritic spines (Armstrong, 2005; Belichenko et al., 2008).
In RTT, there is an overall decrease in brain volume differences
and altered brain structures that are also present in mice studies
(Chen et al., 2001; Ballas et al., 2009; Xu et al., 2014).

In contrast to RTT and MeCP2 deficiency, a lack of FRMP
is associated with increases spine density in human patients and
mice models (Levenga et al., 2011; Hodges et al., 2017). Both in
Fmrl KO mice, and in brain from patients, it has been reported
an increase in the number of elongated spines (filopodia) in
absence of functional FMRP (Comery et al., 1997), suggesting a
reduction in the pruning of spines (Irwin et al., 2000). However,
recent studies on spine functionality (Thomazeau et al., 2020)
and spine compartmentalization over time (Wijetunge et al.,
2014), find that the altered morphology does not correlate with

abnormal function between Fmrl KO mice and controls. These
findings challenge the view of immature status of connections
in FXS (He and Portera-Cailliau, 2013), and even the turnover
of the spines seems to be invariant to that of matched controls.
However, all these measures can be dependent on the brain area
and on the stage of development (He and Portera-Cailliau, 2013).

In fact, the presence of the filopodia is dependent on the stage
of development and on the preparation. Nimchinsky et al. (2001)
analyzed mutant and control mice at several developmental
stages and showed that differences in spine morphology and
density decreased between 1 and 4 weeks of age. The closing of
these phenotypic gaps originally suggested that FMRP played a
role in coordinating synaptogenesis in a time-dependant manner.
Different cell populations of the hippocampus also show that long
and irregular spines are also present in juvenile and adult Fmrl
KO mice, while in vitro and in vivo studies show discrepancies
for spine densities as with LTP and LTD function (as reviewed
by Bostrom et al., 2016). A summary of the studies investigating
morphological correlates of synaptic functions in RT'T and FXS is
reported in Table 2.

COMMON FORMS OF SYNAPTIC
PLASTICITY DISRUPTED IN RETT
SYNDROME AND FRAGILE X
SYNDROME

The long-term activity-dependent variation in synaptic
connectivity and the associated molecular changes are defined
as synaptic plasticity (Citri and Malenka, 2008). Several forms
of synaptic plasticity have been reported to be disrupted in RTT
and FXS (Huber et al., 2002; Blackman et al., 2012; Wang et al,,
2012; Na et al., 2013; Wondolowski and Dickman, 2013).

Alterations in Long-Term Potentiation
and Long-Term Depression in Rett

Syndrome and Fragile X Syndrome

Both RTT and FXS display endophenotypes that signal aberrant
Long-term potentiation (LTP) and long-term depression (LTD),
which are Hebbian Forms of plasticity.

In RTT, deficits have been reported in excitatory synapses and
LTP. Hippocampal slices show reduced LTP in Mecp2 KO (Asaka
et al., 2006) and Mecp2308/Y mice (Moretti et al., 2006). Reduced
potentiation is present around onset of symptoms while pre-
symptomatic mice maintain the same level of activity observed
in matching controls, suggesting that synaptic dysfunction and
decline in plasticity is an early event in RTT. Pyramidal
neuron synapses in the hippocampus are indeed potentiated in
Mecp2 KO mice, however there is a failure to regulate AMPA
receptors post-activation and an overall deficit in LTP (Li et al.,
2016). Mecp2 KO mice display a lack of structural plasticity,
and enlarged spines are observed regardless of stimulation or
sham (Li et al., 2016). AMPA receptor-related transmission
is enhanced at hippocampal synapses and over time, the
decrease in internalization fails to counterbalance excessive
accumulation. In addition, the lack of receptor trafficking
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TABLE 2 | Morphological correlates in Rett syndrome and Fragile X syndrome.

Source Region/Sample Experiment

Findings References

Mecp2tm1-1Jae, Hippocampus, cortex, cerebellum Imaging studies

MGCPZSOS/Y,
Mecp2tm1 ,1Brrd’
Patients with RTT
Mecp2~/Y, Patients Cerebral cortex, total brain Imaging studies
with RTT
Fmr1=/Y Hippocampus (25 weeks)
studies
Fmr1~/Y, Patients Cortex (16 weeks), temporal cortex
with FXS studies
Fmr1=/Y CA1 and layer 5 neurons Imaging studies
(P14-P37), hippocampal slices
(P25-P35)
Fmr1=/Y Layer 5 neurons (P7-P28) Imaging studies

Immunohistochemistry, imaging

Immunohistochemistry, imaging

| Neuronal size; |, Dendrite
numbers; | Dendrite length; |
Dendrite spines

Armstrong, 2005;
Belichenko et al., 2008

Chen et al., 2001;
Armstrong, 2005
Levenga et al., 2011;
Hodges et al., 2017
Comery et al., 1997;
Irwin et al., 2000

Wijetunge et al., 2014;
Thomazeau et al., 2020

J Volume

1 Spine density

4 Filopodia; 1 Dendrite length; 1
Dendrite spines

Altered morphology may not
correlate with abnormal function

Synaptogenesis is mediated by
FMRP in a time-dependant manner

Nimchinsky et al., 2001

Main findings of studies reporting on morphological phenotypes in Rett syndrome and Fragile X syndrome. Mecp2, methyl-CpG binding protein 2 gene; RTT, Rett

syndrome; Fmr1, fragile X mental retardation 1 gene, FXS, Fragile X syndrome.

prevents activated synapses from becoming plastic, affecting
both LTP and LTD.

Long-term depression is also altered in RTT, however
to a lesser extent than LTP. Moretti et al. (2006) induced
LTD with two different stimulus paradygms in the
hippocampus of Mecp2>®®/Y mice and show that when
LTD was induced by administration of the mGluR agonist 3,5-
dihydroxyphenylglycine (DHPG), the response was comparable
in mutant and wildtype mice. However, when paired pulse
stimulation was applied, LTD was observed in wild type mice, but
not in Mecp23%®/Y mice. Since both stimulation paradigms affect
the post-synaptic sites, but only the paired pulse stimulation
protocol is dependent on the presynaptic site, the authors
conclude that the impairments in plasticity are due to altered
presynaptic terminals, while there is some preservation of LTD.
It has also been shown that hippocampal slices of symptomatic
mice with an Mecp2 KO show no NMDAR-dependent LTD by
low frequency stimulation (Asaka et al., 2006). More recently, in
younger P15 Mecp2 KO mice, LTD has been induced by DHPG
at two different stages: early and late (Lozovaya et al., 2019).
Only early induced LTD displays a significant decrease in the
amplitude of the response, implicating even earlier synaptic
impairment onset in RT'T mice.

In FXS LTP was reported to be reduced in several brain
regions (Desai et al., 2006; Lauterborn et al., 2007; Suvrathan and
Chattarji, 2011; Seese et al., 2012), however, the main form of
plasticity studied in FXS is LTD.

The first to show alterations in synaptic plasticity in the
absence of FMRP were Huber and colleagues (Huber et al.,
2002), who showed an increase in mGluR-dependent LTD in
the hippocampus of Fmrl KO mice. The dysregulation of
mGluR signaling was further confirmed by other authors (Weiler
et al., 1997; Gross et al.,, 2012; Tian et al.,, 2017), and all the
data support the theory that FMRP controls the translation
of specific proteins involved in synaptic function, including
glutamatergic receptors.

Similarly to what reported in RTT, AMPA aberrant receptors
trafficking is driven by a lack of FMRP and consequently
associated with cognitive deficits (Nakamoto et al., 2007). PSD-
95 synthesis increases in response to DHPG-activation of mGluR,
and is co-translated with FMRP (Todd et al., 2003). Further
studies in other brain areas showed that LTD in enhanced in
multiple cell populations, including cerebellum, where it controls
abnormal motor behavior and development of synaptic circuitry
in the somatosensory cortex (Greenough et al., 2001; Huber et al.,
2002; Koekkoek et al., 2005).

Overall, LTP deficits have been shown in RTT and to a lesser
extent in FXS. On the other hand, FXS tends to display enhanced
LTD, while RTT shows some LTD preservation.

A summary of the experiments exploring Hebbian forms of
plasticity in RTT and FXS is reported in Table 3. Beside LTP and
LTD, other forms of plasticity are affected in RTT and FXS.

Alterations in Homeostatic Plasticity in
Rett Syndrome and Fragile X Syndrome

Homeostatic plasticity controls the changes in synaptic strength
that individual neurons operate in response to prolonged changes
of neuronal stimulation, and it also mediates the balance of
excitation and inhibition. Both RTT and FXS have shown
alterations in mechanisms of homeostatic plasticity, and these
alterations may explain the general changes in neuronal activity
in patients and animal models with RTT and FXS (Table 4).

One of the main mechanisms controlling homeostatic changes
is synaptic scaling, and it relies on the synthesis, trafficking, and
function of AMPA receptors.

Defects in functional levels of Mecp2 alter homeostatic
plasticity. Hence, in RTT, where there is a loss of function of
MeCP2, there is impaired ability to respond to homeostatic
changes (Na et al., 2013). One of the first studies of homeostatic
plasticity in RTT was performed in neuronal cultures. In this
study, stimulation with bicuculline produced an increase in
neuronal activity, with a sequential decrease in the expression
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TABLE 3 | Alteration of long-term potentiation and long-term depression in Rett syndrome and Fragile X syndrome.

Source

Region/Sample

Experiment

Findings

References

Mecp2~/Y
established by
crossing two lines
(Chen et al., 2001;
Guy et al., 2001)
Mecp2308/Y

Mecp2~/Y
Mecp2~/Y
FmﬂexonSfKO by
CRISPR/Cas9
Fmr1=/Y
Fmr1=/Y and
Purkinje
cell-specific
L7-Fmr1=/Y
Fmr1=/Y

Fmr1=/Y

Fmr1=/Y

Hippocampal slices

Hippocampal slices
Hippocampal slices (P20-P22,

P45-P65)
CAS pyramidal layer (P14-P16)

Rat hippocampi (8—12 weeks)

Hippocampal slices (P21-30)

Cerebellar slices

Hippocampal slices
Hippocampal slices (P35-P56)

Somatosensory cortex (P5-P11)

Tetanic stimulation, theta-burst
stimulation, low frequency
stimulation

DHPG LTD conduction, theta-burst
stimulation, paired-pulse facilitation

Theta-burst stimulation,
forskolin-induced chemical LTP

DHPG LTD Induction, maternal
pretreatment of bumetanide

Theta-burst stimulation, DHPG LTD
Induction, low frequency stimulation

Paired-pulse low-frequency
stimulation, NMDAR-LTD induction

Low frequency stimulation

High frequency stimulation
Paired-pulse facilitation, theta-burst
stimulation

LTP stimulation, bumetanide
treatment

1 NMDA- dependant LTP; |
NMDA- dependant LTD in
symptomatic mice; No difference in
presymptomatic mice

4 STP; | LTP; No changes in LTD

J LTP

| Early-LTD; No difference in
late-LTD; Bumetanide improves
early-LTD

4 LTD by DHPG LTD induction; |
LTD by low frequency stimulation; |,
LTP

4+ mGluR-dependant LTD; No
difference in NMDAR-LTD or LTP

+LTD

No difference in LTP
No difference in LTP

4 LTP which is corrected by
bumetanide

Asaka et al., 2006

Moretti et al., 2006

Lietal, 2016

Lozovaya et al., 2019

Tian et al., 2017

Huber et al., 2002

Koekkoek et al., 2005

Godfraind et al., 1996
Paradee et al., 1999

He et al., 2019

Main findings of studlies reporting on long-term potentiation and long-term depression in Rett syndrome and Fragile X syndrome. Mecp2, methyl-CpG binding protein
2 gene; NMDA, N-methyl-p-aspartate; LTF, long-term potentiation; LTD, long-term depression; DHPG, 3,5-dihydroxyphenylglycine; STR, short-term potentiation; Fmr1,
fragile X mental retardation 1 gene; NMDAR, N-methyl-D-aspartate receptor.

TABLE 4 | Altered homeostatic plasticity in Rett syndrome and Fragile X syndrome.

Source Region/Sample Experiment Findings References
Mecp2~/ by Hippocampus Whole cell voltage clamp Mecp2 downregulation prevents Qiu et al., 2012
shRNA activity-dependent synaptic scaling

Mecp2 knockdown Rat visual cortex neurons Whole cell patch clamp MeCP2 is necessary for Blackman et al., 2012
by shRNA cell-autonomous scaling up

MeCthrm AJae

Mecp2Si21Ais424Aly
and Mecp2~
Fmr1=/Y

Fmr1=/Y

Hippocampal neurons

Hippocampal neurons

Hippocampal slice/cultures

Hippocampal neurons

Whole cell patch clamp and
molecular analysis

Whole cell patch clamp and

molecular analysis
Patch Clamp

Patch Clamp

1 EEA1 expression re-establishes
synaptic scaling in Mecp2 mutant
mice

MeCP2 phosphorylation is
necessary for synaptic scaling
FMRP is necessary postsynaptically
to mediate the RA mediated
synaptic scaling

GluA1 ubiquitination synaptic
downscaling is prevented in Fmr1
knockout mice

Xu and Pozzo-Miller,
2017

Zhong et al., 2012

Soden and Chen, 2010

Leeetal, 2018

Main findings of studies reporting homeostatic plasticity in Rett syndrome and Fragile X syndrome. Mecp2, methyl-CpG binding protein 2 gene; Fmr1, fragile X mental
retardation 1 gene, FRMR, fragile X mental retardation protein EEAT, early endosome antigen 1, RA, retinoic acid.

of the AMPA receptors subunit GluR2 and a reduction of
mEPSC amplitude. However, the expression of GluR2 is under
the control of the transcriptional repressor MeCP2, whose levels
also increase during bicuculline stimulation. As a result, the
bicuculline treatment in Mecp2 KO neurons, does not lead to
the expected decrease of the GluR2 receptor subunit at the

synapse. These experiments were among the first to show the
importance of Mecp2 in the control of synaptic scaling (Qiu
et al, 2012), and they were confirmed by Blackman et al.
(2012), who showed that reduced neuronal drive in Mecp2 KO
preparations does not produce the expected increase in synaptic
scaling as observed in WT controls. One of the factors controlling
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homeostatic plasticity in RTT is the Early Endosome Antigen
1 (EEAL), which regulates AMPA receptor endocytosis. EEA1
expression is reduced in Mecp2 KO mice, where the synaptic
scaling is reduced. However, the increased expression of EEA1
in Mecp2 KO cultures, reinstates the ability to scale the synapses
in response to changes in activity (Xu and Pozzo-Miller, 2017).
It is important to remember that not only Mecp2 expression,
but also its activation, is important for the proper functioning of
the protein. Indeed, post translational modifications of MeCP2
have also been found to be implicated in synaptic function
and homeostasis (Bellini et al., 2014) and the phosphorylated
MeCP2 modulates synaptic scaling -down through mGIuR5
(Zhong et al., 2012).

Fragile X mental retardation protein has been involved in
synaptic scaling in response to both increased and decreased
activity- as observed in Fmrl KO mice and in neuronal cultures
derived from patients with FXS. The increased activity of AMPA
receptors consequent to a decrease in activity, is mediated by the
Retinoic Acid (RA), which is produced in response to the altered
activity, and promotes the synthesis of new AMPA receptors.
However, in FXS, while the transcription of the AMPA receptor
remains unchanged, the RA- mediated translation of AMPA is
reduced, and only restoration of the proper full length functional
FMRP re-establishes synaptic scaling in primary cultures derived
from FmrIKO mice (Soden and Chen, 2010). These results
suggest that FMRP is essential for the postsynaptic response
in RA-mediated synaptic scaling. However, RA is required for
the combined action of TTX and NMDA blockade- as there
are no changes in scaling with TTX alone. In this regard it is
interesting to note that the RA does not affect spine morphology
and number. Zhang and colleagues confirmed the impaired
synaptic scaling in neuronal cultures derived from patients with
FXS (Zhang et al, 2018) and the role of RA as mediator of
synaptic scaling. The RA action is effective both on excitatory and
inhibitory synapses. Interestingly, RA is one of the mediators of
the post- to presynaptic communication and could be involved
in linking the post-synaptic events to pre-synaptic adjustments.
In FXS, the imbalance in protein synthesis determines a
dysregulation in RA which is important at postsynaptic level,
but also at the presynaptic level with the regulation of EPSC
frequencies (Wang et al., 2011; McCarthy et al., 2012).

Synaptic downscaling — the scaling down in response to
increased synaptic activity- is also altered in Fmrl KO mice.
One of the mechanisms of downscaling is the degradation of
AMPA receptor through ubiquitination (Lee et al., 2018). The
ubiquitination of AMPA receptors is mediated by a complex
cascade of molecules, which includes cell-cycle molecules and
phosphatases, and FMRP interferes with the mechanism that
leads to homeostatic-dependent ubiquitination.

It is worth of note that the Neuroligin-Neurexin complexes,
involved in circuitry development and function is also essential
for presynaptic homeostatic plasticity (Sons et al., 2006). Several
molecular studies in RTT and FXS report that these molecules are
targets of FMRP and MeCP2 (Darnell et al., 2011; Gulmez Karaca
et al,, 2018; Maurin et al., 2018; Raman et al., 2018), suggesting
that impaired homeostatic plasticity in these syndromes may be
mediated by deficits in Neuroligin or Neurexin.

MOLECULES AND PATHWAYS
CONTROLLING CHANGES IN SYNAPTIC
STRENGTH AND CONNECTIVITY IN
RETT SYNDROME AND FRAGILE X
SYNDROME

The alteration in several forms of plasticity observed in RTT and
FXS can be explained considering that many molecular targets
of MeCP2 and FMRP are involved in the regulation of synaptic
function. The identification of these molecular regulators can
shed light on the neurobiology of RTT and FXS and can suggest
strategies for treatment. In this section we will examine several of
these molecules and pathways (Table 5).

Brain derived neurotrophic factor (BDNF) controls
brain development and function, and it is involved in
activity dependent plasticity. Its expression is highly
specific and functionally defined in the mammalian brain
(Kowianski et al.,, 2018). BDNF expression is dependent on
the neurodevelopmental stage, and it is present in several
different forms that bind different receptors. Pre-Pro-BDNF is
concentrated at the endoplasmic reticulum before becoming
pro-BDNF at the Golgi apparatus (Foltran and Diaz, 2016). Pro-
BDNF is highly expressed during early postnatal development
and binds p75 Neurotrophin Receptor (p75NTR) and Sortilin
receptor, with a particular polymorphism Val66Met dictating the
receptor binding properties (Anastasia et al., 2013). Meanwhile
the mature BDNF protein (mBDNF) is present more during
adulthood and binds the tyrosine kinase B receptor (TrkB)
(Reichardt, 2006).

All these receptors are located on the membranes and
in intracellular compartments. The complex resulting from
pro-BDNE Sortilin receptor, and p75NTR signals to RhoA,
NFKB and JNK related pathways. These pathways have
roles in neurodevelopment, survival and apoptosis respectively
(Reichardt, 2006). mBDNF binding to TrkB results in receptor
dimerization and phosphorylation on membrane lipid rafts.
This complex is also associated with a number of downstream
signaling pathways including PI3K, mitogen-activated protein
kinase (MAPK), PLC-gamma and GTPases of the Rho family
all with a range of neuronal functions (Suzuki et al., 2004). The
amount of neuronal cellular processes that BDNF effects means
that its expression is highly relevant to synaptic plasticity and
functioning. Indeed decrease in BDNF concentration inhibits
synaptogenesis and dendritic arborization (Wang et al., 2015).

Brain derived neurotrophic factor administration in control
mice increases the synaptic localization of PSD95. This effect is
suppressed in Fmr]l KO mice, but it can be retrieved by inhibition
of mMTORC-S6K1 signaling (Yang et al., 2019). PSD95 is one of the
core postsynaptic proteins that functions by regulating activity
of excitatory neurotransmitter receptors (Keith and El-Husseini,
2008), and its expression is modulated by FMRP (Muddashetty
etal., 2011; Xing and Bassell, 2013; Ifrim et al., 2015).

Brain derived neurotrophic factor level is deficient in Mecp2
KO mouse brain and, consistently, its overexpression has been
shown to reverse some RTT phenotypes (Chang et al., 2006). In
patients with RTT, BDNF serum and cerebrospinal fluid (CSF)
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TABLE 5 | Pathways implicated in Rett syndrome and Fragile X syndrome.

Source

Region/Sample

Experiment

Findings

References

Brain-derived neurotrophic factor signaling pathway

Mecp2~/Y~
Conditional
BDNF-over-expression

Patients with RTT

Mecp2~/Y, patients
with RTT
Mecp2~=/"

Fmr1="

Fmr1=/%

CA2 neurons

Serum and CSF

Cerebrum, frontal cortex, whole
brains (mice)

Hippocampal glutamatergic
neurons, CA1

Hippocampal neurons (PO)

Primary cortical cultures (14-15DIV;
E15), hippocampal neuronal
cultures (E19)

Insulin-like growth factor 1 signaling pathway

Mecp2~/
Mecp2~", Mecp2~/+

Fmr1=/"

Fmr1~/, Patients with
FXS

Cyclic adenosine monophosphate (cCAMP) response element binding protein signaling pathway

MECP2T1 58M/T158M
hESC, MECP2-
V247fs-MT iPSC,
Mecp2~/+

SWR/J mice, dfmr13/+

Drosophila

CSF
Motor cortex, cortical slices

Testes

Mice (14 weeks), primary
hippocampal cell cultures (17 DIV)

hESC differentiated into forebrain
neurons, iPSC

SWR/J mice (15-25 weeks,

Phosphatidylinositol-3-kinases signaling pathway

Mecp2°08,
I\/Iecp thl IJae

Fmr1=/%

Fmr1=%

Male (Mecp22°8, 5 months),
cortical neurons (P1)

Primary hippocampal neurons (E17)
Cortex, cerebellum (P11-13),

hippocampus (P28-32)
Hippocampal slices (4-6 weeks)

Mitogen-activated protein kinase signaling pathway

Mecp2~=/

Fmr1=W

Bioenergetics
Patients with RTT

Mecp2'm1-18id
Patients with RTT

Motor cortex, cortical slices

Mice (14 weeks), primary
hippocampal cell cultures (17 DIV)

34 patients with RTT, 37 healthy
controls

Isolated microglia, primary
hippocampal cell cultures,
fibroblasts isolated from patients
with RTT

Behavioral assessment,
electrophysiology,
immunohistochemistry

Patient studies

Chromatin immunoprecipitation,
qPCR

Immunofluorescence
Western blotting
Immunofluorescence, western

blotting, mRNA stability assay

Patient studies

Behavioral assessment,
immunocytochemistry,
electrophysiology

Western blot, /gf1r knockout

Clinical trials, behavioral
assessment, kinase assays

Electrophysiology, western blotting,

behavioral assessment

qPCR, western blotting,
immunofluorescence, behavioral
assessment

Behavioral assessment, gPCR,
western blotting,
immune-histochemistry
Western blotting,
immune-histochemistry, kinase
assays
Immuno-histochemistry,
bioinformatics, gPCR,
electrophysiology

Behavioral assessment,
immuno-cytochemistry,
electrophysiology

Behavioral assessment, kinase
assays

Metabolomic analysis

Immunofluorescence, gPCR,
imaging studies, western blotting,
bioenergetic assays

BDNF overexpression reverses
some RTT phenotypes

No changes in BDNF expression in
patients with RTT vs. healthy
controls

| BDNF expressiont; TrkB

1PSD95; (1-3)IGF1 restores
PSD95 levels

1 PSD95 localization; restored by
inhibition of MTORC-S6K1 signaling

JPSD95; FMRP binds to and
stabilize Psd95 mRNA

No changes in IGF1 expression

IGF1 improves several RTT
symptoms incl. cortical plasticity

Correcting IGF1R levels reduces
macro-orchidism

NNZ-2566 administration improves
patients’ symptom scoring

JCREB; Correcting CREB levels
improves some RTT phenotypes

Fmr1 is bound by CREB

JPIBK pathway activation

1PIBK pathway activation

+mTOR phosphorylation

JMAPK activation; rhIGF1
increases activation

+MAPK activation; Corrected by
NNZ-2566

Metabolic dysfunction, oxidative
stress.

I Microglial viability; | Microglia
numbers; 1ROS; | ATP production;
+Glutamate

Chang et al., 2006

Vanhala et al., 1998

Abuhatzira et al., 2007;
Deng et al., 2007

Chao et al., 2007;
Tropea et al., 2009

Yang et al., 2019

Todd et al., 2003; Zalfa
etal., 2007

Riikonen, 2003

Tropea et al., 2009;
Castro et al., 2014;
Khwaja et al., 2014;
O’Leary et al., 2018

Wise, 2017

Deacon et al., 2015;
Berry-Kravis et al.,
2020

Buetal., 2017

Kanellopoulos et al.,
2012; Rani and Prasad,
2015

Ricciardi et al., 2011;
Yuan et al., 2020

Gross et al., 2010

Sharma et al., 2010;
Casingal et al., 2020

Castro et al., 2014

Deacon et al., 2015

Neul et al., 2020

Jinet al., 2015;
Crivellari et al., 2021

(Continued)
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TABLE 5 | (Continued)

Source Region/Sample Experiment Findings References
Fmr1=% Fibroblasts cell lines, Behavioral assessment, Mitochondrial proton leak Licznerski et al., 2020
synaptosomes, primary immune-precipitation, western
hippocampal (E19) and cortical cell blotting, gPCR, bioenergetic assay
cultures (PO-P2)
Fmr1 =/ Brain slices, macrophages, total Bioenergetic assay, 1ROS; Lipid peroxidation; El Bekay et al., 2007
brain; (2-6 months) 1Protein oxidation; 1NADPH
oxidase activity
Fmr1=W Various Review tMetabolites from superoxide Maurin et al., 2014

attack on lipids 1ROS

Main findings of studies reporting signaling and pathway dysfunctions in Rett syndrome and Fragile X syndrome. Mecp2, methyl-CpG binding protein 2 gene; BDNF,
brain-derived neurotrophic factor; RTT, Rett syndrome; CSF, cerebrospinal fluid; TrkB, tropomycin receptor kinase B; Fmr1, fragile X mental retardation 1 gene, PSD95,
postsynaptic density protein 95, DIV, days in vitro;, FRMF fragile X mental retardation protein; IGF1, insulin-like growth factor 1; Igf1r/IGF1R, insulin-like growth factor 1
receptor; NNZ-2566, (1-3)IGF1 tripeptide; CREB, cAMP response element binding protein; hESC, human embryonic stem cells; iPSC, induced pluripotent stem cells;
PISK, phosphatidylinositol-3-kinase; mTOR, mammalian target of rapamycin; MAPK, mitogen-activated protein kinase,; rhIGF1, recombinant human insulin-like growth

factor 1; ROS, reactive oxygen species.

protein levels have been found to be no different from healthy
controls (Vanhala et al., 1998), while in the brain the BDNF level
is decreased and TrkB level is increased (Abuhatzira et al., 2007;
Deng et al., 2007).

Insulin-Like Growth Factor 1
Another factor influencing the intracellular pathways controlling
synaptic strength is IGF1, which is a protein involved in growth,
maturation, and neuronal development. Although CSF levels of
Insulin-Like Growth Factor 1 (IGF1) have been found to be
unchanged in RTT (Riikonen, 2003), both the full IGF1 molecule,
and its functionally active cleavage product (1-3)IGF1 have been
shown to ameliorate symptoms of the RTT pathophysiology
(Tropea et al., 2009; Castro et al., 2014; Khwaja et al., 2014;
O’Leary et al., 2018). IGF1 and (1-3)IGF1 administration in
a RTT mouse model increases PSD95, dendritic arborization
and excitatory current. Interestingly, these treatments also
appear to re-establish cortical plasticity in Mecp2 KO mice
to levels observed in controls (Tropea et al., 2009; Castro
et al., 2014). IGF1 signaling occurs primarily through PI3K-
AKT and MAPK pathways (Fernandez and Torres-Alemadn,
2012). IGF1R activates PI3K-AKT functions to increase neuronal
survival (Dudek et al., 1997), while prolonged administration
of IGF1 with growth hormone, determines pro-inflammatory
responses via activation of MAPK (Wolters et al., 2017). IGF
signaling to a lesser extent has been implicated in FXS, where
correcting the low level of IGFIR was found to reduce macro-
orchidism (enlarged testes) a phenotype characterizing all the
adult male patients with FXS (Wise, 2017). More promising
evidence comes from the use of the (1-3)IGF1 analog, NNZ-
2566 (Trofinetide) as a treatment for FXS; in fact mouse
models of FXS treated with NNZ-2566 showed improvements
in cognitive function and hyperactivity. Also patients with
FXS treated with NNZ-2566 improved in a number of clinical
scoring tools (Deacon et al., 2015; Berry-Kravis et al., 2020),
but further clinical tests are required to confirm the benefits
of the treatment.

Both BDNF and IGF1 signals involve the activation of
intracellular pathways involving the PI3K and MAPK cascades,

which are related to both RTT and FXS and are involved in
activity-dependent plasticity.

Cyclic Adenosine Monophosphate

Response Element Binding Protein

Cyclic adenosine monophosphate (cAMP) response element
binding protein is involved in transcriptional changes induced by
synaptic plasticity, including increasing neuronal excitability and
synapse strengthening associated to LTP induction (Caracciolo
etal., 2018). Transcriptional genes expressed by CREB activation
include c¢-Fos, whose protein is linked to memory and learning
(Gallo et al.,, 2018), and the co-localization of CREB and c-Fos
is associated with long term synaptic plasticity (Miyashita et al.,
2018). This molecule has been found to be decreased in Mecp2
KO mice and rectifying CREB levels can correct some of the
RTT symptoms (Bu et al., 2017). The Fmrl gene is thought to
be bound and therefore regulated by CREB (Kanellopoulos et al.,
2012; Rani and Prasad, 2015), however the relationship of CREB
signaling to FXS synaptic plasticity requires further investigation,
especially considering the role that FMRP has in the modulation
of cAMP and cGMP levels, two molecules upstream the CREB
expression (Delhaye and Bardoni, 2021). It was shown that In
the hippocampus, Cilostazol (an inhibitor of Phosphodiesterase
3) increases the levels of c-fos and of insulin-like growth factor
1 (IGF-1) (Zhao et al.,, 2010) and activates CREB in PC12 cells
(Zheng and Quirion, 2006). This result suggests a link between
the levels of cAMP and cGMP - both targets of PDE3 - and the
levels of IGF-1. Remarkably, the inhibition of PDEs both in FXS
(PDE2, PDE4, PDE4D) and in RETT (PDE4) has been shown to
improve socio-cognitive deficits in animal models and in patients.

Phosphatidylinositol-3-Kinases
Phosphatidylinositol-3-kinases  (PI3K) are a family of
intracellular signaling molecules functioning downstream
of G protein coupled receptors and tyrosine kinases.

Once activated, PI3K subsequently phosphorylates AKT
which regulates cell cycle and apoptosis (Chalhoub and Baker,
2009). Further downstream of AKT phosphorylation, is the
mammalian Target of Rapamycin (mTOR) whose activation

Frontiers in Cellular Neuroscience | www.frontiersin.org

November 2021 | Volume 15 | Article 764761


https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles

Bach et al.

Dysfunctions in RTT and FXS

regulates nutrition, energy sensing and growth (Zoncu et al,
2011). In Mecp2 KO mice the activation of the PI3K/AKT/mTOR
pathway is reduced, while in FXS it is increased. The alterations
in PI3K/AKT/mTOR level in Mecp2 KO mice can be restored
using IGF1, and treatment with PI3K antagonists rescue FXS
defects (Gross et al., 2010; Ricciardi et al.,, 2011; Yuan et al,,
2020).

Alterations of FMRP levels affect the mGluR-PI3K-AKT-
mTOR cascade. In normal conditions mGluR-dependent LTD
requires rapid translation of dendritic mRNA, but in Fmrl
KO mice LTD it is enhanced and insensitive to inhibition of
protein synthesis (Huber et al., 2002; Nosyreva and Huber, 2006).
This insensitivity is due to the de-repression of FMRP, which
causes increased basal levels of mGluR-stimulated checkpoint
proteins (Thomazeau et al., 2020). Hence in FXS, mGluR-LTD is
decoupled from protein synthesis/mTOR activation. Interestingly
in Fmrl KO mice, mTOR phosphorylation is increased in
embryonic neocortex and in postnatal hippocampus samples
(Sharma et al., 2010; Casingal et al., 2020).

Mitogen-Activated Protein Kinase

The MAPK signaling pathway includes extracellular signal-
Regulated Kinase 1 and 2 (ERK1 and ERK2), which are
essential for neuronal transcriptional events, including synaptic
plasticity, learning and memory (Thomas and Huganir, 2004).
When Mecp2 KO mice are treated with recombinant human
IGF1, both AKT, ERKI1, and ERK2 levels are increased in
conjunction with the increase of the post-synaptic marker
PSD95 (Castro et al., 2014). The MAPK pathway is upregulated
in Fmrl KO mice, and is modulated by NNZ-2566 (Deacon
et al., 2015), suggesting that mechanisms controlling plasticity
may be potential targets of therapeutics in FXS and RTT,
although the mechanisms of action of NNZ-2566 requires
further investigation.

PSD95

Also at the synaptic level, MeCP2 and FMRP control the
expression and localization of PSD95, which is strongly related
to synaptic strength in excitatory synapses. In the hippocampus,
MeCP2 controls the number of glutamatergic synapses. VGLUT1
and PSD95, which are respectively pre- and postsynaptic
markers, and they are both downregulated upon loss of MeCP2
in mutant mice. Conversely, a two-fold increase of MeCP2
expression, determines an increase in density and colocalization
of these two markers (Chao et al., 2007). PSD95 levels are rescued
by (1-3)IGF1I to levels comparable in wild type animals (Tropea
et al.,, 2009) achieving the same phenotype as double mutants
for loss and doubling of MeCP2 (Collins et al.,, 2004; Chao
et al,, 2007). PSD-95 expression is also deregulated in Fmrl
KO mice. FMRP binds to PSD95 mRNA in vivo (Todd et al.,
2003; Zalfa et al, 2007), suggesting that FMRP stabilizes the
PSD95 transcript, leading to adequate expression levels of PSD95
(Zalfa et al., 2007).

Bioenergetics

All energy-demanding activities, including synaptic function and
plasticity, are dependent on bioenergetics, which appears to be
dysfunctional in both RTT and FXS. Recent works in both
FXS (Mithal and Chandel, 2020) and RTT (Neul et al., 2020)
pointed at dysfunctions in mitochondria: the organelles devoted
to produce the energy necessary for neuronal function. Alteration
in bioenergetics has been proposed for RTT (Jin et al., 2015;
Crivellari et al., 2021) and FXS (D’Antoni et al., 2019), and reflect
the evolutionary need to match the cognitive function with the
capacity of producing the adequate supply of energy to fulfill
the requests. The link between energy metabolism and cognition
has been well reviewed, and it appears clear that several brain
disorders are now depending on the capacity of the organism to
provide the fuel requested by the brain and to control the number

TABLE 6 | Astrocyte function in Rett syndrome and Fragile X syndrome.

Source Region/Sample Experiment Findings References

Mecp2~/ Hippocampal neurons (P1), cortical Astrocyte/neuron co-culture, Mecp2~/ astrocytes negatively Ballas et al., 2009
astrocytes (P1-P2) immune-cytochemistry influence dendrite arborization

Mecp25tor/y Hippocampal neurons (3 months +)  Immunohistochemistry, behavioral Re-expression of Mecp2 rescues Lioy et al., 2011

Mecp2tm1-15ird Primary astrocyte cultures (P1) from

cerebral cortex

Fmr1=% Hippocampal neurons, Primary
astrocyte cultures (PO-P1)

Fmr1=W Conditional knockout and
conditional restored astrocytes
(P24-P30, P38-P45), cortical slices

Fmr1=W iPSC from patients with FXS

differentiated into astrocytes

assessment

Expression microarray, ChIP-seq

Astrocyte/neuron co-culture,
immune-cytochemistry

Behavioral assessment, Whole cell
patch clamp

RNA sequencing,
immunocytochemistry.

dendrite morphology, locomotor
and respiratory phenotypes
Astrocytes express a unique gene
profile incl. synaptic genes

Fmr1 astrocytes-neuron co-cultures
results in abnormal increased
dendritic protrusions

Loss of FMRP: tCortical activity,
tLocomotor activity, | Social
novelty preference and memory
acquisition deficits; Corrected by
Fmr1 reactivation

+uPA expression that alters
neuronal phosphorylation of TrkB

Yasui et al., 2013

Jacobs and Doering,
2010

Jin et al., 2021

Peteri et al., 2021

Main findings of studies reporting on astrocyte function and morphology in Rett syndrome and Fragile X syndrome. Abbreviations: Mecp2, methyl-CpG binding protein 2
gene; Fmr1, fragile X mental retardation 1 gene, FRMR, fragile X mental retardation protein, iPSC, induced pluripotent stem cell; FXS, Fragile X syndrome; uPA, urokinase

plasminogen activator; TrkB tropomycin receptor kinase B.
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of oxidative species, which are the natural side products of aerobic
metabolism. Therefore, the ability to produce energy goes hand
in hand with the capacity to control the reactive oxygen species
and the possible damage created by an excess of these radicals.
Considering the oxidative stress in FXS, it is interesting to
underline that El Bekay et al. (2007) found that Fmrl KO mouse
brains have higher levels of reactive oxygen species, nicotinamide
adenine dinucleotide phosphate (NADPH)-oxidase activation,
lipid peroxidation and protein oxidation compared to wild type
mice. In the cortex of Fmrl KO it was also reported an increased
level of metabolites that result from the attack of unsaturated
lipids by the superoxide anion (Maurin et al., 2014). In normal
conditions, the superoxide anion is detoxified by Sod1, the level
of which is reduced in the absence of FMRP (Bechara et al., 2009),
thus providing a source of oxidative stress (Maurin et al., 2014).

It is also worth mentioning that there is a two-way interaction
between the systems controlling the production of energy in
the cell, and the ion homeostasis (Castaldo et al., 2009), and
that such interaction controls the onset and progression of
neurodegeneration. These additional mechanisms should be
taken into account for uncovering the underlying mechanisms in
brain disorders and for designing to routes of treatment.

THE CONTRIBUTIONS OF ASTROCYTES

Considering that non-neuronal cells are involved in synaptic
function and plasticity, we now discuss the contribution of
astrocytes in cellular mechanisms of RTT and FXS (Table 6).
Astrocytes have been largely studied in RTT with a smaller
body of research carried out in FXS. Astrocytes express both
MeCP2 and FMRP. There is clear evidence that glial cells support
normal neuronal growth and morphology, and in fact, both
in RTT and FXS the co-culturing of astrocytes and neurons
influence the morphology of neuronal arborization. In RTT
coculturing of Mecp2~/ astrocytes with wildtype hippocampal
neurons stunts dendrite arborization and cannot sustain typical
cell growth. Conversely, culturing Mecp2 KO neurons with
wildtype astrocytes results in typical dendrite morphology (Ballas
et al., 2009). Re-expression of Mecp2 in astrocytes of Mecp2
deficient mice improves locomotor and respiratory phenotypes;
moreover, re-expression of Mecp2 in astrocytes rescues mutant
neuron dendritic morphology (Lioy et al., 2011). Additionally,
astrocyte gene expression profiling has identified uniquely
dysregulated genes because of Mecp2 deficiency. These genes
include Cntnl, Syn2, Gabrgl, and Grial, which function at the
tripartite synapse (Yasui et al., 2013). These studies suggests that
MeCP2 deficiency in astrocytes contribute to the RT'T phenotype.
Fragile X mental retardation protein is expressed in astrocytes
and cocultures of FmrI KO astrocytes with wildtype hippocampal
neurons result in neurons with abnormal increased dendritic
protrusions (Jacobs and Doering, 2010). While there is an
increase in dendritic density, there is reduction in overall
dendrite length. There is also a significant decrease in pre-
and postsynaptic proteins. Interestingly, coculturing Fmrl KO
neurons with wildtype neurons rescues the morphological
abnormalities to near wildtype phenotype (Cheng et al., 2012).

These results suggest that astrocytes are implicated in neuronal
dendritic morphology also in FXS.

Recently, Jin and co-workers (Kang et al., 2021) provided
evidence that FMRP mediates synaptic connectivity through
astrocytes and therefore controls learning and behavior. By
using conditional knockout (cKO) and conditional restored
(cON) mice in astrocytes, they find that loss of FMRP results
in cortical hyperactivity, increased locomotor activity, reduced
social novelty preference and deficit of memory acquisition.
Reactivation of the astrocyte Fmrl rescues these phenotypes
(Jin et al., 2021).

Interestingly, in human FXS astrocytes generated from
human induced pluripotent stem cells an increased expression
of urokinase plasminogen activator (uPA), which modulates
degradation of extracellular matrix, was reported. Increased
uPA augmented neuronal phosphorylation of TrkB within the
docking site for the phospholipase-Cyl (PLCyl), indicating
effects of uPA on neuronal plasticity (Peteri et al., 2021) and
connecting this molecular alteration to the BDNF pathway.

CONCLUSION

In recent years it has become clear that neurodevelopmental
disorders share common molecular mechanisms, and that their
complex clinical presentation results from the interaction of
genetic and environmental factors. Genetic studies are growing in
power and are showing that genes involved in synaptic function
are major risk factors for neurodevelopmental disorders, but
other mechanisms, such as neuroimmunity, and mitochondrial
functions are also emerging as contributors to the onset and
progression of several disorders. In this context, the study
of convergent and divergent mechanisms between RTT and
FXS can be instructive in understanding the general biological
mechanisms that underlie a variety of disorders, including those
with multi-genic components. Encouraging results in therapeutic
strategies for RTT (Glaze et al., 2019) and FXS (Berry-Kravis
et al.,, 2020) confirm the perspective that some treatments can
be effective for multiple conditions, and foster research that
uncover overlapping mechanisms across disorders. In line with
this perspective, our review suggests that the analysis of common
and divergent mechanisms controlling synaptic function and
plasticity can instruct new criteria for the classification of
neurodevelopmental disorders, with applications to diagnosis,
prognosis, and drug discovery.
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Patterned cell death is a common feature of many neurodegenerative diseases. In
patients with autosomal-recessive spastic ataxia of Charlevoix-Saguenay (ARSACS) and
mouse models of ARSACS, it has been observed that Purkinje cells in anterior cerebellar
vermis are vulnerable to degeneration while those in posterior vermis are resilient.
Purkinje cells are known to express certain molecules in a highly stereotyped, patterned
manner across the cerebellum. One patterned molecule is zebrin, which is expressed
in distinctive stripes across the cerebellar cortex. The different zones delineated by the
expression pattern of zebrin and other patterned molecules have been implicated in
the patterning of Purkinje cell death, raising the question of whether they contribute
to cell death in ARSACS. We found that zebrin patterning appears normal prior to
disease onset in Sacs™/~ mice, suggesting that zebrin-positive and -negative Purkinje
cell zones develop normally. We next observed that zebrin-negative Purkinje cells in
anterior lobule Il were preferentially susceptible to cell death, while anterior zebrin-
positive cells and posterior zebrin-negative and -positive cells remained resilient even
at late disease stages. The patterning of Purkinje cell innervation to the target neurons
in the cerebellar nuclei (CN) showed a similar pattern of loss: neurons in the anterior
CN, where inputs are predominantly zebrin-negative, displayed a loss of Purkinje cell
innervation. In contrast, neurons in the posterior CN, which is innervated by both zebrin-
negative and -positive puncta, had normal innervation. These results suggest that the
location and the molecular identity of Purkinje cells determine their susceptibility to cell
death in ARSACS.

Keywords: ataxia, mouse models, patterning, cerebellum, Purkinje cell, zebrin/Aldolase C

INTRODUCTION

Autosomal-recessive spastic ataxia of Charlevoix-Saguenay (ARSACS) is a progressive
neurodegenerative disorder (Bouchard et al., 1978) caused most often by a deletion mutation in
the SACS gene encoding the large (521 kD) protein sacsin (Engert et al.,, 2000) that functions
as a chaperone (Parfitt et al., 2009) and regulates the cytoskeleton (Duncan et al, 2017;

Frontiers in Cellular Neuroscience | www.frontiersin.org 116

December 2021 | Volume 15 | Article 707857


https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/journals/cellular-neuroscience#editorial-board
https://www.frontiersin.org/journals/cellular-neuroscience#editorial-board
https://doi.org/10.3389/fncel.2021.707857
http://creativecommons.org/licenses/by/4.0/
mailto:alanna.watt@mcgill.ca
mailto:anne.mckinney@mcgill.ca
https://doi.org/10.3389/fncel.2021.707857
http://crossmark.crossref.org/dialog/?doi=10.3389/fncel.2021.707857&domain=pdf&date_stamp=2021-12-14
https://www.frontiersin.org/articles/10.3389/fncel.2021.707857/full
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles

Toscano Marquez et al.

Anterior Cerebellar Vulnerability in ARSACS

Gentil et al., 2019). Mouse models of ARSACS have been
developed that recapitulate key disease phenotypes, such as ataxia
and progressive loss of cerebellar Purkinje cells (Girard et al,
2012; Lariviere et al., 2015, 2019). Remarkably, Purkinje cell
death is patterned in human patients (Bouchard et al., 1998)
and mouse models (Lariviere et al., 2015, 2019): cell death is
more prominent in Purkinje cells in the anterior vermis while
Purkinje cells in the posterior vermis are largely spared. The
factors that cause anterior Purkinje cells to be vulnerable to
changes in cellular function caused by the absence of sacsin have
yet to be determined.

Patterning is a striking feature of the molecular identity of
Purkinje cells. Purkinje cells express aldolase C, also known as
zebrin II (zebrin), in a distinctive, striped pattern across the
cerebellum that is evolutionarily conserved (Brochu et al., 1990).
More recently, other molecules have been shown to be expressed
in a patterned distribution across the cerebellum (Wadiche and
Jahr, 2005; Apps and Hawkes, 2009; Marzban and Hawkes,
2011). How the molecular identity of neurons affects their
function is not completely understood. Remarkably, however,
recent evidence suggests that the molecular identity of Purkinje
cells and their location within the cerebellum confer differences
in both synaptic (Wadiche and Jahr, 2005; Hawkes, 2014) and
firing properties (Zhou et al., 2014; Perkins et al., 2018).

The observation that many diseases show specific deficits
related to molecular patterning underscores the urgency of
understanding cerebellar patterning in more depth (Sarna and
Hawkes, 2003). For instance, some diseases display Purkinje
cell death predominantly in specific regions of the cerebellum,
such as regions that are comprised of largely zebrin-negative or
zebrin-positive cells (Sarna and Hawkes, 2003). One intriguing
hypothesis is that diseases that share common vulnerabilities
in Purkinje cells of a particular molecular identity may share
pathophysiology that could be targeted by the same therapeutic
interventions. It is therefore important to identify whether a
neurodegenerative disease displays patterning in its cell loss
and whether that patterning is associated with a specific
molecular identity. We thus wanted to determine whether the
patterned cell death observed in ARSACS arose from changes
in specific populations of Purkinje cells that express specific
molecular markers.

To shed light on whether Purkinje cells of a particular
molecular identity are vulnerable to cell death, we explored
whether zebrin expression is altered in a mouse model of
ARSACS. We found that there were no changes in the zebrin
patterning in Sacs™/~ mice prior to Purkinje cell death,
suggesting that the developmental sequences of patterning
(Larouche and Hawkes, 2006) are unaltered in ARSACS.
Interestingly, however, we found that Purkinje cell death occurs
predominantly in zebrin-negative cells in the anterior vermis,
even at later disease stages when Purkinje cell death is more
widespread. Finally, we show that the deficit that we had
previously observed in Purkinje cell synaptic innervation in
the cerebellar nuclei (CN) (Ady et al., 2018) is also shaped by
zebrin identity and anterior-posterior divisions. We observed
that the reduction of Purkinje cell inputs onto CN neurons is only
observed for zebrin-negative Purkinje cell terminals made onto

cells in the anterior CN. In contrast, Purkinje cell innervation
to the posterior CN, which is comprised of both zebrin-negative
and -positive puncta, appears unaffected. These findings support
the hypothesis that zebrin-negative Purkinje cells in the anterior
vermis are uniquely susceptible to Purkinje cell death in ARSACS.

MATERIALS AND METHODS

Animals

Sacs™/~ mice carrying a deletion of the Sacs gene were used as
previously described (Girard et al., 2012; Lariviere et al., 2015;
Ady et al., 2018). Heterozygous Sacs™/~ mice were bred to obtain
litter-matched Sacs~/~ and wildtype (WT) mice. Roughly equal
numbers of male and female mice were used in all experiments.
Sex differences were tested for but not observed. Experiments
were performed at postnatal day 40 (P40; N =4 for WT and N =4
for Sacs~/~ mice), P150 (N = 7 for WT and N = 8 for Sacs™/~
mice), P270 (N =4 for WT and N = 4 for Sacs~/~ mice), and P365
(N =4for WT and N = 4 for Sacs~/~ mice). Breeding and animal
procedures were approved by the McGill University Animal Care
Committee and were in accordance with the rules and regulations
established by the Canadian Council on Animal Care.

Tissue Preparation and

Immunohistochemistry

Brain tissue from WT and Sacs™/~ mice was prepared as
previously described (Ady et al, 2018). In brief, mice were
deeply anesthetized with 2,2,2-tribromoethanol (Avertin) via
intraperitoneal injection, and tissue fixation was carried out
via intracardiac perfusion. An initial flush was performed with
phosphate-buffered saline (PBS, 0.1M, pH 7.4) and 5.6 g/ml
heparin salt. This was followed by perfusion with 40 ml of 4%
paraformaldehyde (PFA) in phosphate buffer (PB, pH 7.4), which
was also used for post-fixation storage of the extracted brains
for a further 3 days at 4°C on a shaker at 70 RPM. If further
storage was required, brains were stored in PBS with 0.5% sodium
azide until slicing.

The cerebellum was sliced coronally using a Vibratome 3000
sectioning system (Concord, ON, Canada) to produce 100 pm
thick slices. Immunohistochemistry was carried out on free-
floating slices and two sections per location were used for each
animal. Briefly, slices were incubated for half an hour in blocking
solution (containing 1 x PBS, pH 7.4, 0.4% Triton X, 5% bovine
serum albumin (BSA), and 0.05% Sodium Azide) followed by
a 3-day incubation with the primary antibodies in blocking
solution and 90 minutes for secondary antibodies in blocking
solution. Following the final incubation, slices were washed
in PBS and mounted using ProLong Gold Antifade mounting
medium (ThermoFisher Scientific, Waltham, MA, United States),
protected from light, and kept at 4°C. All chemicals were
purchased from Millipore Sigma (Oakville, Canada) unless
otherwise indicated.

Lobule immunohistochemistry: To label zebrin-positive cells,
we used goat Aldolase C antibody (1:300; Catalogue number
SCI-12065; Santa Cruz Biotechnology, Dallas, TX, United States)
in combination with Alexa-488 conjugated anti-goat antibody
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(A11055; Life Technologies, Burlington, ON, Canada). In
addition, we used rabbit anti-calbindin antibody (1:500, CB-
38a; Swant, Marly, Switzerland) as a Purkinje cell marker in
combination with Alexa-594 conjugated anti-rabbit secondary
antibody (R37119; Life Technologies). All secondary antibodies
were used at 1:1,000 dilution. In a separate set of experiments
to validate the use of calbindin staining to determine Purkinje
cell numbers in Supplementary Figure 1, we performed
immunohistochemistry as previously described for calbindin,
followed by a counterstaining step using NeuroTrace 435/455
blue fluorescent Nissl stain (1:80; 1-hour incubation; N21479;
Life Technologies).

Cerebellar nuclei immunohistochemistry: To label Purkinje
cell terminal puncta in the CN, sagittal cerebellar slices
were prepared and stained with rabbit anti-calbindin antibody
(1:500, CB-38a, Swant) in combination with an Alexa-594
conjugated anti-rabbit secondary antibody (711-585-152, Jackson
Immunoresearch, West Grove, PA, United States). To label
zebrin-positive Purkinje cell puncta, mouse aldolase-C antibody
(1:500, ab190368, Abcam, Toronto, Canada) was used in
combination with Alexa-488 anti-mouse secondary antibody
(715-545-150, Jackson Immunoresearch). CN neurons were
labeled with guinea pig anti-NeuN antibody (1:500, abN90,
Millipore, Burlington, MA, United States) in combination
with DyLight 405 anti-guinea pig secondary antibody (1:500,
106475003, Jackson Immunoresearch). In separate experiments
on additional slices from the same experimental animals,
guinea pig vesicular GABA transporter (VGAT) antibody (1:200,
131 004, Synaptic Systems, Gottingen, Germany) with Alexa-
488 anti-guinea pig secondary antibody (1:1000, 706-545-148,
Jackson Immunoresearch) was used in conjunction with rabbit
anti-calbindin antibody (Swant, as before), to label GABAergic
terminals in the CN, shown in Supplementary Figure 2. For
each animal, eight sagittal slices were collected at spaced intervals
to ensure sampling across the fastigial and interposed CN. We
used four WT and three Sacs™/~ P90 mice. Number of cells:
WT anterior = 28 cells, WT posterior = 26 cells, Sacs~/~ mice
anterior = 25 cells, Sacs ™/~ mice posterior = 46 cells.

Image Acquisition and Analysis

Zebrin stripe imaging: Images were acquired using an Axio
Observer Z1 fluorescent microscope equipped with Zen blue
software (Zeiss, Oberkochen, Germany) at a 20x magnification
and tiled together for a whole lobule visualization. Gain and
contrast were kept constant for all conditions during the imaging
process. To compare across conditions, we used anatomical
markers in the cerebellum to ensure that we were comparing
data at the same brain location. We selected the cerebellar slices
using images from the coronal view of the interactive Allen
Mouse Brain atlas viewer' (Allen Institute of Brain Science,
mouse coronal Atlas, 2011). For the analysis of the anterior
lobules, we selected sections that matched images between 115
and 117; and for the posterior lobules, we selected sections
that matched images between 127 and 130. We used two
sections per lobule per animal. Mean fluorescence intensity and

Thttps://mouse.brain- map.org/static/atlas

band thickness were measured using Image] 1.51F software.
Briefly, the mean intensity was measured by tracing a box
that contained both soma and dendrites of each zebrin-positive
band. A similar box (size and position) was used to measure
the zebrin-negative bands. To measure the thickness of the
bands, a line containing only the zebrin-positive label was traced
parallel to the length of the lobule, midway of the length of
the dendritic tree. Complementary measurements were done in
the zebrin-negative bands (refer to Supplementary Figure 3 for
illustration of analysis).

Purkinje cell counts: Images were acquired at a 20x
magnification. Images were taken in one focal plane where the
label of both primary antibodies was seen. In a separate set of
experiments, we confirmed using a Nissl stain that calbindin
gave us a good measurement of total Purkinje cell number
(Supplementary Figures 1, 3), at an age when Purkinje cell
death was observed. Thus, calbindin labeling was used to count
total Purkinje cell numbers, while zebrin labeling was used to
discern zebrin-positive (that were co-labeled for calbindin and
zebrin) cells from zebrin-negative cells (that were labeled only
for calbindin), even when Purkinje cell death was evident. We
measured Purkinje cell density by measuring the number of
Purkinje cells as a function of the length of the Purkinje cell layer,
reporting numbers per 100 pm. The same measurement was used
for zebrin-positive and zebrin-negative cells. Measurements were
performed on sections that were identified using coordinates
from the Allen Mouse Brain Atlas as described above. Briefly,
anterior lobule III and possibly the boundary of lobule IV
were identified between positions 115 and 117, and posterior
lobules (lobules VIII and IX) were identified between positions
127 and 130. Total Purkinje cell length per condition was
similar and is reported in Table 1. Representative images of the
immunostaining are shown in pseudo-color.

Cerebellar nuclei imaging: Images were acquired using an
LSM800 confocal microscope (Zeiss) at 1024 x 1024 resolution
with a 63x objective and consistent imaging conditions and
settings throughout. Images stacks of CN cells were obtained,
and the cross-section of each cell at the widest point was chosen
for analysis. The number of Purkinje cell synapses onto each
CN cell was quantified by counting the number of calbindin-
positive puncta surrounding large CN cells (> 15 pm diameter).
Puncta were only included in counts if they were immediately
adjacent to the NeuN-positive CN cells. Puncta that were not
touching the CN cell (located more than 0.5 wm away from
the NeuN-positive area) were determined to not be forming
a synapse with that CN cell and were not included in counts
(refer to Supplementary Figure 2 for examples). Zebrin-positive
Purkinje cell synapses were identified by counting the number
of the previously identified calbindin-positive puncta that were
also zebrin-positive (Supplementary Figure 2). The number
of zebrin-negative Purkinje cell synapses was then determined
by subtracting the number of zebrin-positive puncta from the
total number of calbindin-positive puncta. The data were then
collated to show the number of zebrin-positive or zebrin-negative
Purkinje cell puncta per large CN cell. All imaging was acquired
and analyzed blind to condition, and images are presented
in pseudo-color.
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TABLE 1 | Animal and section number per condition.

Age Anterior Lobule Posterior Lobule
WT Sacs~/~ WT Sacs™/~
N animals Total length of N animals Total length of N animals Total length of N animals Total length of
(sections) Purkinje cell layer (sections) Purkinje cell layer (sections) Purkinje cell layer (sections) Purkinje cell layer
analyzed (mm) analyzed (mm) analyzed (mm) analyzed (mm)
P40 4(8) 37.19 4(8) 38.33 4(8) 35.54 4(8) 37.34
P150 7(14) 73.94 8(16) 73.39 4(8) 34.01 4(8) 37.14
P270 4(8) 37.48 4(8) 37.99 4(8) 38.43 4(8) 37.94
P365 4(8) 34.10 4(8) 34.61 4(8) 34.96 4(8) 35.67

Animal number and the number of sections used for each condition are indicated for both genotypes in anterior and posterior lobules. Total Purkinje cell layer length (in
mm) used in the analysis is indicated for each comparison. For each animal and lobule (anterior, posterior), two slices were selected for the analysis and one image was

taken per slice.

Statistics

Comparisons were made using paired or unpaired Student’s
t-tests for normally distributed data or Mann Whitney U tests
for when data were not normally distributed using JMP 12 (SAS,
Cary, NC, United States) software. Data are represented by box
and whisker plots, showing the median (horizontal line within
boxes), second and third quartiles (rectangles) = 1 SD (whiskers),
or by an average &= SEM.

RESULTS

Patterning of Purkinje Cell Death in
Autosomal-Recessive Spastic Ataxia of
Charlevoix-Saguenay Mouse Model

The anterior-posterior differences in Purkinje cell firing
properties have been associated with the expression profile of
zebrin (Larouche and Hawkes, 2006): zebrin-positive cells are
enriched in posterior lobules and fire at a lower frequency than
zebrin-negative cells, which are enriched in anterior lobules
(Xiao et al., 2014; Zhou et al., 2014). Since abnormal zebrin
expression has been observed in rodent models of other forms
of ataxia (Sawada et al., 2009; Sarna and Hawkes, 2011; Bailey
et al,, 2014; White et al., 2021), the changes in anterior-lobule
firing that we previously reported (Ady et al., 2018) may likewise
arise from abnormal expression of zebrin in the cerebellum
in Sacs~/~ mice. Conversely, intact neurotransmission from
Purkinje cells to their downstream targets is required for proper
zone formation in the cerebellum (White et al., 2014), and given
that we have previously shown that Purkinje cells in Sacs™/~
mice both fire at reduced frequencies and have deficits in their
innervation of the CN (Ady et al., 2018), we wondered whether
changes in Purkinje cell properties could themselves lead to
disrupted zebrin patterning.

Anterior lobules (IIT and IV) are comprised of mostly zebrin-
negative Purkinje cells, with only three thin, sagittally oriented

zebrin-positive stripes in the vermis. We rationalized that if
changes we observed in firing rates were due to changes in
zebrin expression, they might arise either from the expansion
of the width of zebrin stripes or from aberrant ectopic zebrin
expression in regions that are normally zebrin-negative, which
would be associated with lower Purkinje cell firing rates. We
used immunohistochemistry in coronal slices from WT and
Sacs~/~ mice at disease onset (P40-50) to examine zebrin
expression throughout anterior lobules III/IV (Figure 1A and
Supplementary Figure 3). We found no significant differences
in the width of zebrin-positive stripes when comparing WT
and Sacs~/~ cerebellum (N = 4 mice for WT and Sacs™/~, 2
sections/brain analyzed; Figure 1B, see Table 2 for individual
P-values for each band). If developmental changes in zebrin
patterning occurred in Sacs™/~ mice, the intensity of zebrin
staining in both zebrin-negative and -positive bands might be
altered, since changes in molecular compartmentalization have
been reported in other mice (Miyazaki et al, 2012; Bailey
et al., 2014). We determined the intensity of zebrin staining
in both zebrin-positive and zebrin-negative stripes in anterior
lobules and found no significant differences in Sacs™/~ mice
compared to WT (Students t-test for all comparisons other
than posterior bands 2, 1r, and 2r when Mann Whitney U
tests were performed, not significantly different; zebrin-positive
bands: band 21: P =0.217, band 1: P = 0.075, band 2g: P = 0.109;
zebrin-negative bands: band 21: P=0.10, band 1y: P = 0.525, band
Ir: P = 0.675, band 2g: P = 0.706; Figures 1C,D). This suggests
that the reduction in Purkinje cell firing rates that we observed
in anterior lobules at P40 (Ady et al., 2018) does not arise from
abnormal expression of zebrin in these cells or from changes in
the developmental patterning or expression of zebrin. Previously,
it has been reported that Purkinje cell death is not observed at P30
but is evident at P90 (Lariviere et al., 2015). To determine whether
cell death is observed at P40, we determined the density of
Purkinje cell bodies and found that no differences were observed
in Sacs™/~ mice compared to WT (Student’s t-test, P = 0.99;
Figure 1E). Similarly, there were no detectable differences in
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FIGURE 1 | Anterior vermis zebrin expression is unaltered in disease-onset (P40) Sacs~/~mice. (A) Schematic (top) illustrates a coronal view of anterior lobules (L)
and zebrin bands. Measurements were taken from anterior lobule 1Il/IV at P40. Representative images show anterior zebrin expression (green) in WT (middle) and
Sacs~/~ mice (bottom). (B) The widths of the zebrin-positive bands in the anterior lobule were not significantly different in Sacs~/~ cerebellum (blue) compared to
WT (gray). (C,D) Similarly, there were no significant differences observed between the mean fluorescence intensity (arbitrary fluorescence units, a.u.) of (C)
zebrin-positive bands (D) or zebrin-negative bands in WT (gray) and Sacs~/~ (blue) cerebellar vermis. (E-G) No significant reduction was observed in the total
density of Purkinje cells in anterior lobules [(E) shown as the number of cells per um]. We also observed no differences in zebrin-positive (F) and zebrin-negative (G)
cell densities. No significant differences were observed for any comparisons. N = 4 for both WT and Sacs~/~ mice, two sections per animal; see Table 2 for
P-values; Student’s t-test, P > 0.05 when no comparison is shown. Scale bar, 1 mm. WT, wildtype.

TABLE 2 | Statistics for anterior lobules.

Age Anterior Lobule band width
Zebrin-positive bands Zebrin-negative bands
2, 1 2R 2, 1. 1R 2r
P40 0.865 0.5634 0.54 0.585 0.609 0.692 0.678
P150 0.022 0.233 0.0056 0.937 0.26 0.164 0.678
P270 0.012 0.271 0.002 0.269 0.042 0.093 0.504
P365 0.0009 0.0028 0.001 0.102 0.044 0.03 0.985

P-values are indicated for all comparisons of anterior lobule bandwidths for zebrin-positive and -negative bands at all ages studied. Mann Whitney U tests were used for
italicized values, while all other comparisons were performed using Student’s t-tests. Statistically significant P-values are indicated in bold.
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either zebrin-positive (Student’s t-test, P = 0.37; Figure 1F) or
zebrin-negative (Student’s t-test, P = 0.89; Figure 1G) cell density.

Zebrin-positive Purkinje cells are more prominent in posterior
lobules. We predicted that zebrin expression would be unchanged
in posterior Sacs™/~ cerebellar vermis, since we observed no
Purkinje cell firing deficits (Ady et al., 2018) and no later Purkinje
cell loss (Lariviere et al., 2015, 2019) in this region. To address
this, we measured zebrin expression in posterior lobules VIII and
IX (Figure 2A and Supplementary Figure 3) and observed no
differences in zebrin band width (Figure 2B and Table 3), or
zebrin intensity in either zebrin-positive (Students ¢-test for all
comparisons, not significantly different; zebrin-positive bands:

band 3;: P = 0.878, band 2;: P = 0.89, band 1: P = 0.543,
band 2g: P = 0.368, band 3gr: P = 0.47; Figure 2C) or zebrin-
negative (Student’s t-test for all comparisons, not significantly
different; zebrin-negative bands: band 2;: P = 0.515, band 1r:
P = 0.467, band 1g: P = 0.43, band 2r: P = 0.401; Figure 2D)
bands from posterior lobules in WT and Sacs~/~ mice. Similarly,
we observed no differences in the total cell density in posterior
lobules (Student’s t-test, P = 0.52; Figure 2E) or in the densities
of zebrin-positive (Student’s ¢-test, P = 0.54; Figure 2F) or zebrin-
negative (Student’s ¢-test, P = 0.70; Figure 2G) cells.

Although Purkinje cell death is known to occur in the
predominantly zebrin-negative anterior lobules of the Sacs™/~
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FIGURE 2 | Posterior vermis zebrin expression is unaltered in disease-onset (P40) Sacs~/ ~mice. (A) Schematic (left) illustrates the coronal view of posterior lobules
(L) and zebrin bands. Measurements were taken from posterior lobules VIIl and IX. Sample images (right) show posterior zebrin expression in WT (top) and Sacs ™/~
mice (bottom). (B) The widths of the zebrin-positive bands in the posterior lobules were not significantly different between WT (gray) and Sacs~/~ cerebellum (blue).
(C,D) Similarly, there were no significant differences observed between the mean fluorescence intensity (arbitrary fluorescence units, a.u.) of (C) zebrin-positive, or
(D) zebrin-negative bands in WT (gray) and Sacs~/~ (blue) cerebellar vermis. (N = 6 for both WT and Sacs~/~ mice. (E-G) There was no significant change in the
total number of Purkinje cells of the posterior lobules [(E) the number of cells per 100 wm]. We also observed no differences in zebrin-positive (F) and zebrin-negative
(G) cell densities. N = 4 for WT; N = 4 for Sacs~/~, two sections per animal; see Table 3 for P-values; Student’s t-test, P > 0.05 when no comparison is shown.
Scale bar, 1 mm.

TABLE 3 | Statistics for posterior lobules.

Age Posterior Lobule band width
Zebrin-positive bands Zebrin-negative bands
3L 2. 1 2g 3R 2. 1 1r 2R
P40 0.076 0.10 0.483 0.063 0.524 0.272 0.786 0.118 0.272
0272P150 0.307 0.12 0.631 0.155 0.615 0.126 0.035 0.844 0.626
P270 0.093 0.043 0.434 0.272 0.603 0.138 0.303 0.723 0.974
P365 0.829 0.793 0.018 0.236 0.603 0.0514 0.50 0.375 0.437

P-values are indicated for all comparisons of posterior lobule bandwidths for zebrin-positive and -negative bands at all ages studied. Mann Whitney U tests were used for
italicized values, while all other comparisons were performed using Student’s t-tests. Statistically significant P-values are indicated in bold.
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mouse cerebellum (Lariviere et al.,, 2015, 2019), the molecular  progression (P150; Figure 3). We used immunohistochemistry
profile of surviving neurons has not been determined in Sacs™/~  to label Purkinje cells with calbindin for total Purkinje cells,
mice. To ascertain this, we examined an age when Purkinje cell and zebrin to discern zebrin-positive (which are dual labeled)
death is known to occur that is still relatively early during disease ~ and zebrin-negative (which only express calbindin) cells. We
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measured the width of bands in the anterior zebrin-negative
lobules and found no difference in Sacs™/~ mice compared to
WT (Figure 3B and Table 2). Interestingly, the width of two of
the three zebrin-positive bands in the anterior lobules at P150 was

slightly expanded in Sacs~/~ mice compared to WT (Figure 3C
and Table 2). We next measured the width of zebrin-negative
(Figure 3D and Table 3) and zebrin-positive (Figure 3E and
Table 3) bands in posterior lobules at P150 and found a small
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increase in one zebrin-negative band (band 1r; Figure 3D and
Table 3), with no other statistically significant differences in
Sacs~/~ mice posterior bands.

To determine if changes in band width reflect changes in
Purkinje cell density at P150, we next measured this in WT and
Sacs~/~ mice (Figure 3F). We found that the total density of
calbindin-labeled Purkinje cell somata was reduced in anterior
lobules in P150 Sacs~/~ mice, consistent with previous reports
(Student’s ¢-test, P < 0.001; Figure 3F) (Lariviere et al., 2015).
To determine whether this reduction was observed equally in
zebrin-positive and -negative Purkinje cells, we then examined
cells of each molecular profile separately. We observed a
significant reduction in anterior lobule zebrin-negative Purkinje
cells (Student’s t-test, P < 0.0001; Figure 3G, left). Although
the number of zebrin-positive cells in anterior lobules is low
(Figure 3A, left), we did not observe any significant differences
in their density in Sacs™/~ mice (Student’s t-test, P = 0.68;
Figure 3G). Since cell death has not been reported in posterior
lobules in Sacs™/~ mice (Lariviere et al, 2015, 2019), we
expected no differences in the proportion of zebrin-positive and -
negative Purkinje cells there. Consistent with this, we observed
that the densities of both zebrin-positive and -negative cells
in posterior lobules were not significantly different in P150
Sacs~/~ mice (Student’s t-test for all measurements: P = 0.82
for total cell density; P = 0.44 for zebrin-negative cell density;
and P = 0.70 for zebrin-positive cell density; Figure 3H). These
results suggest that Purkinje cell death occurs primarily in zebrin-
negative neurons in anterior lobules at an early stage of disease
progression (P150) and that although zebrin-positive bands
expand, they appear to do so to occupy the space left by the
zebrin-negative cell death.

ARSACS is a progressive neurodegenerative disease, and in
mouse models, increased levels of Purkinje cell death have been
observed with aging (Lariviere et al., 2015, 2019). Therefore, we
wondered whether advanced stages of disease progression extend
cell death to include previously resilient zebrin-positive cells.
To determine this, we measured zebrin-positive and -negative
Purkinje cells in anterior and posterior lobules at advancing
disease stages. First, we examined P270 (9 months; Figure 4A).
We found that in anterior lobules, one zebrin-negative band was
reduced, while two were unchanged (Figure 4B and Table 2)
and two of the three zebrin-positive bands were wider in
Sacs~/~ mice (Figure 4C and Table 2), just as we observed
at P150. In posterior lobules, however, there was only a small
reduction observed in one zebrin-positive band (band 2p;
Figure 4E and Table 3), with no other differences were observed
in the remaining zebrin-positive and zebrin-negative bands
(Figures 4D,E and Table 3). Similar to our findings at P150,
the total cell density was reduced in anterior but not posterior
lobules in Sacs™/~ mice (Student’s t-test, P = 0.02; Figure 4F),
which was reflected in a reduction in zebrin-negative, but not
zebrin-positive cell density in anterior lobules (Student’s ¢-test for
both measurements; zebrin-negative cell density: P = 0.01; zebrin-
positive density: P = 0.52; Figure 4G). However, no differences in
total zebrin-positive or -negative cells were observed in posterior
lobules (Student’s t-test for all comparisons; total: P = 0.13;
zebrin-negative: P = 0.26; zebrin-positive: P = 0.08; Figure 4H).

Finally, we examined an even more advanced stage of disease
progression at 1 year (P365; Figure 5A) and found results similar
to those at P150 and P270, but more severe. We now observed
that two out of four anterior zebrin-negative bands were reduced
in Sacs™/~ mice compared to WT (Figure 5B and Table 2),
and this was accompanied by significant increases in the band
width of all three anterior zebrin-positive bands in Sacs~/~ mice
at P365 (Figure 5C and Table 2), suggesting that Purkinje cells
become more disorganized in anterior lobules as the disease
progresses. However, restructuring was predominantly observed
in anterior lobules, as even at this later disease stage, posterior
bandwidths appeared largely normal in Sacs~/~ mice for zebrin-
negative (Figure 5D and Table 3) and most zebrin-positive
(Figure 5E and Table 3) bands, other than a small increase in
zebrin-positive band 1 (Figure 5E and Table 3). The density of
Purkinje cells in Sacs™/~ mice at P365 was again only affected
in anterior, but not posterior lobules (Student’s ¢-test for both
comparisons; anterior: P = 0.003; posterior: P = 0.48; Figure 5F).
Similar to what we observed at earlier ages, this change appeared
to arise predominantly from changes in anterior zebrin-negative,
but not zebrin-positive cell density (Students t-test for both
comparisons; zebrin-negative cell density: P = 0.004; zebrin-
positive cell density: P = 0.75; Figure 5G). In agreement with
results from overall posterior cell density at P365 (Figure 5F),
no change in posterior zebrin-negative and -positive cell densities
was observed in Sacs™/~ mice at P365 (Students t-test for
both comparisons, zebrin-negative cell density: P = 0.67; zebrin-
positive cell density: P = 0.60; Figure 5H). These results agree
with our hypothesis that cell death is largely limited to anterior
lobules even at relatively advanced disease stages and that this
is manifested by changes in cell density of zebrin-negative cells.
However, although no changes in zebrin-positive numbers are
observed, anterior lobules become more disorganized at P365 in
Sacs~/~ mice, likely because zebrin-positive bands expand into
space where zebrin-negative cells have died.

Given that we have examined the progression of Purkinje
cell loss in a mouse model of ARSACS over time, we wondered
whether this represented change arising from aging or from
disease progression. We compared the change in anterior lobule
Purkinje cells across time, from P40 to P365, which allows us
to normalize to WT cells, and thus graphically represent the
contribution arising exclusively from disease progression. We
observed a gradual decrease of Purkinje cell numbers in anterior
lobules (Figure 6A), which was reflected in the proportion of
zebrin-negative cells over time (Figure 6B), while the proportion
of zebrin-positive cells remained remarkably similar at all
ages (Figure 6C).

Patterned Loss of Purkinje Cell Puncta
Made Onto Large Cells in the Cerebellar

Nuclei

Purkinje cell death is one of the most prominent
pathophysiological changes in both ARSACS brains and
animal models of ARSACS, but other changes have also been
observed. For instance, although the numbers of cells in the
CN of the cerebellum are unaltered in Sacs™/~ cerebellum,
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***P < 0.001, P > 0.05 if no comparison is shown. Scale bar, 200 pum.

the number of puncta, likely reflecting the number of synaptic
inputs onto these cells, is reduced at the onset of disease in
Sacs~/~ mice (Ady et al, 2018). Changes in the innervation
of target neurons in the CN will likely have a profound impact
on cerebellar function. This raises the question of whether this
reduction arises from changes in numbers of inputs from all

Purkinje cells or whether specific subsets of Purkinje cells also
show preferential changes in their innervation of the CN?

We first determined whether the decrease in the number of
puncta, which we used as a proxy for the number of potential
Purkinje cell terminals innervating the CN neurons, that we
previously observed at disease onset (Ady et al., 2018), was
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observed as the disease progressed (at P90). We measured the
number of calbindin-positive Purkinje cell puncta made onto
large projection neurons in the fastigial and interposed nuclei
(Figure 7A) since these receive innervation from the vermis
(Voogd and Ruigrok, 2004). We found that the number of puncta
was reduced in Sacs™/~ mice (Student’s t-test; P < 0.0001;
Figures 7A,B), similar to what is observed at earlier ages (Ady
et al, 2018). We have previously demonstrated that in the
CN of both WT and Sacs™/~ mice, there is a high degree of
colocalization between calbindin-positive puncta and puncta that
are stained with VGAT at P40 (Ady et al., 2018). This indicates
that these previously identified calbindin-positive puncta are
likely functional GABAergic Purkinje cell terminals. We found
a high degree of co-labeling in WT and Sacs~/~ mice at P90
(Supplementary Figure 2). Thus, the reduction in the number
of calbindin-positive puncta in the CN of ARSACS mice at P90
appears to reflect a loss of functional Purkinje cell presynaptic
terminals rather than a shift in the proportion of inputs arising
from Purkinje cell terminals compared to other inputs.

It has previously been described that the pattern of zebrin
projections respects the anterior - posterior (or rostral -
caudal) division of the CN (Hawkes and Leclerc, 1986;
Sugihara, 2011), with the anterior regions of the nuclei
receiving predominantly zebrin-negative input and posterior
nuclei receiving predominantly zebrin-positive input (Sugihara,
2011). We observed this division in both WT and Sacs~/~ mice
(Figure 7C). Thus, to determine whether changes were made in
the number of zebrin-positive or -negative puncta in the CN,
we analyzed neurons with respect to their anterior — posterior
location within both CN nuclei.

In anterior CN, which receives largely zebrin-negative
Purkinje cell innervation, we observed a reduction in the number
of zebrin-negative puncta onto large CN neurons compared to
WT (WT: N = 4; Sacs—/~ N = 3; Student’s ¢-test, P < 0.0001;
Figures 8A,B). The number of zebrin-positive Purkinje cell
puncta in anterior CN was low in both WT and Sacs™/—
mice and did not significantly differ between genotype (Mann
Whitney U test, P = 0.81; Figures 8A,B), which suggests
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that no major rewiring of puncta occurs from zebrin-positive
cells. Interestingly, although the total number of zebrin-negative
puncta made onto neurons was lower in posterior CN compared
to anterior CN, there was no significant reduction in the number
of zebrin-negative puncta in Sacs™/~ cerebellum compared to
WT (Mann Whitney U test, P = 0.15; Figures 8C,D). We
also observed unchanged numbers of zebrin-positive Purkinje
cell puncta in posterior CN in Sacs™/~ mice (Student’s t-test,
P = 0.16; Figures 8C,D). These data suggest that reduction in
the innervation of targets in the CN by Purkinje cell axons
is predominantly arising from alterations in zebrin-negative
Purkinje cells in the anterior vermis. Taken together, our results
are consistent with a specific population of Purkinje cells, which
do not express zebrin and reside in anterior vermis, that are
uniquely vulnerable to loss of sacsin. Vulnerable cells display
firing deficits (Ady et al., 2018), show reduced innervation of
downstream targets (although Purkinje cells in other projection
regions may also be affected in this altered innervation pattern,
Figures 8A,B) and also are vulnerable to Purkinje cell death as
the disease progresses (Figures 3-6).

DISCUSSION

In this study, we show that the patterned Purkinje cell
death that has been previously described in Sacs™/~ mice
(Lariviere et al., 2015, 2019) occurs predominantly in cells in
the anterior vermis that do not express the molecule zebrin,
even at late disease stages. Although these cells eventually die,
their development appears normal, as the zebrin patterning
that arises during development appears largely unaffected in
young adult mice prior to Purkinje cell death. Projections
from Purkinje cells to target large neurons in the CN also
show a pattern of degeneration: reduced synaptic innervation
is observed only among zebrin-negative calbindin-positive
puncta in anterior CN, but neither zebrin-negative nor zebrin-
positive puncta appear affected in posterior CN. These findings
support the hypothesis that zebrin-negative Purkinje cells
residing in the anterior vermis are uniquely susceptible to cell
death in ARSACS.

Patterned Purkinje cell death has been observed in several
different diseases and conditions. Sarna and Hawkes suggested
that four distinct patterned cell death motifs existed (Sarna
and Hawkes, 2003): (1) zebrin-negative cells were uniquely
susceptible to cell death, (2) zebrin-positive cells were uniquely
susceptible to cell death, (3) cell death is not random, but does
not respect a particular molecular profile, or (4) Purkinje cells
die randomly. While zebrin-negative cells appear to be uniquely
affected in Sacs™/~ mice, it appears that not all zebrin-negative
cells are susceptible, only those residing in anterior lobules. It
is possible that in addition to the lack of zebrin expression,
there are additional molecules that can be used to characterize
these cells. Indeed, there exist molecules that are expressed in
subsets of Purkinje cells in patterns that are more reminiscent
of the patterning of degeneration we observe, such as PLCB4
(Sarna et al., 2006), and it is likely that heterogeneity exists even
within the zebrin bands that we describe. The predominantly

zebrin-negative anterior-vermis degeneration observed here is
reminiscent of several other forms of ataxia that show similar
patterns of degeneration (Sarna and Hawkes, 2003), including
SCA1 (White et al, 2021). It is possible that diseases that
share similar patterns of cell degeneration may share common
pathophysiological pathways (Niewiadomska-Cimicka et al,
2021), which suggests that common treatment strategies may be
pursued for these disparate diseases.

Although we observe no significant differences in zebrin-
positive Purkinje cells in anterior lobules since their density is
low, it is reasonable to question whether anterior zebrin-positive
cells do also degenerate, but their proportion is simply too small
to detect. Given that we have queried zebrin-positive cell density
at four different ages, and observed virtually identical results
across these ages (Figure 6C), even while cell death increases in
Sacs~/~ mice overall to ~40% of WT levels (Figure 6A), we feel
that this is unlikely, although still possible. We do see systematic
increases in the width of zebrin-positive bands as zebrin-negative
cells die, suggesting that some rearrangement does occur in the
Purkinje cell layer. However, the most parsimonious explanation
for our data is that zebrin-positive cells are resilient to cell death
in anterior lobules.

We have previously observed that CN neurons showed
reduced innervation by Purkinje cell puncta in P40 Sacs™/~
mice, before cell death in Purkinje cells is observed (Figures 1, 2;
Ady et al, 2018). Purkinje cell projections to the CN are
not randomly organized, but cluster into different zones with
different molecular profiles (Chung et al., 2009), and CN neurons
receiving input from predominantly zebrin-negative Purkinje
cells fire at higher frequencies in vivo than those that receive input
predominantly from zebrin-positive Purkinje cells. Therefore, the
preferential loss of either zebrin-negative or -positive innervation
of the CN likely leads to a drastic alteration in the output of the
cerebellar circuit (Beekhof et al.,, 2021). Notably, there is very
little zebrin-positive innervation in the anterior portions of the
nuclei (Hawkes and Leclerc, 1986; Sugihara, 2011). Given that
firing deficits (Ady et al., 2018) and cell death are predominantly
in anterior lobules (Figures 3-5; Lariviere et al, 2015), we
wondered whether there were changes in the innervation of the
CN that we had hitherto missed in Sacs™/~ mice, since we
had not explored the molecular profile of inputs, nor where the
neurons we examined were located within the CN. We found
that the innervation deficits that we had previously reported
(Ady et al., 2018) arose exclusively due to a reduction in zebrin-
negative innervation of anterior CN neurons, with no differences
observed for neurons in posterior CN in either zebrin-negative
or -positive inputs. This suggests that both zebrin identity and
positional information help determine the deficits observed in
Sacs~/~ mice. Further molecular subdivision of zebrin-negative
neurons may exist, which might shed light on pathophysiological
pathways in the Purkinje cells affected in ARSACS.

We have previously reported that sacsin is expressed in
cerebellar Purkinje cells (Lariviere et al., 2019), where we did
not observe any visible patterning in its distribution. Our
results suggest that it is a particular subset of Purkinje cells
that are vulnerable to loss of sacsin in ARSACS and that
these vulnerable cells, which do not express zebrin and are
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located in anterior lobules in the cerebellar vermis, also are
likely those that display firing deficits (Ady et al, 2018).
However, it is possible that the reduced innervation from zebrin-
negative puncta in anterior CN (Figure 6) arises from these
anterior zebrin-negative Purkinje cells, although zebrin-negative
Purkinje cells in other regions may contribute as well. Our
data caution that it is essential to consider both the location
and the molecular identity of Purkinje cells when studying the
disease-causing changes in ARSACS, and likely in other cerebellar
disorders since zebrin-negative cells in posterior lobules appear
to be resilient. Perhaps by examining the expression pattern
of several molecular markers that display unique patterned
expression, we will identify a molecular characterization that
uniquely identifies the susceptible population of Purkinje cells in
ARSACS. Understanding the molecular characteristics that give
rise to this vulnerability may contribute to understanding the
pathophysiology of ARSACS.
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Biallelic pathogenic variants in TBCK cause encephaloneuropathy, infantile hypotonia
with psychomotor retardation, and characteristic facies 3 (IHPRF3). The molecular
mechanisms underlying its neuronal phenotype are largely unexplored. In this study, we
reported two sisters, who harbored biallelic variants in TBCK and met diagnostic criteria
for IHPRF3. We provided evidence that TBCK may play an important role in the early
secretory pathway in neuroprogenitor cells (iINPC) differentiated from induced pluripotent
stem cells (iPSC). Lack of functional TBCK protein in iINPC is associated with impaired
endoplasmic reticulum-to-Golgi vesicle transport and autophagosome biogenesis, as
well as altered cell cycle progression and severe impairment in the capacity of
migration. Alteration in these processes, which are crucial for neurogenesis, neuronal
migration, and cytoarchitecture organization, may represent an important causative
mechanism of both neurodevelopmental and neurodegenerative phenotypes observed
in IHPRF3. Whether reduced mechanistic target of rapamycin (mTOR) signaling is
secondary to impaired TBCK function over other secretory transport regulators still
needs further investigation.

Keywords: STAM, early secretory pathway, vesicle trafficking, autophagy, GM130, clathrin, mTOR, iPSC-
neurodevelopmental disease modeling

INTRODUCTION

Genomic high throughput studies in cohorts of individuals with neurodevelopmental disorders,
involving autism spectrum disorder (ASD), epilepsy, and intellectual disability (ID), have
recognized several novel rare genetic syndromes. Among them, biallelic pathogenic variants in
TBCK (TBCI1 domain containing kinase) have been shown to cause infantile hypotonia with
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psychomotor retardation and characteristic-facies 3 (IHRPF3,
OMIM#616900), a severe early onset encephaloneuropathy
mainly characterized by developmental delay, hypotonia, and
facial dysmorphisms (Bhoj et al, 2016; Chong et al, 2016;
Sumathipala et al., 2019). The number of reported cases is still
limited to about 40 cases, and the description of novel cases can
contribute to a better characterization of the spectrum of clinical
variability of this syndrome.

TBCK, a member of the TBC family of proteins, contains a
predicted active TBC Rab-GAP domain, which usually functions
as GAP for members of the Rab family of small GTPases
(also known as small G-proteins), flanked by an N-terminal
catalytically inactive kinase domain and a C-terminal rhodanese
homology domain (RHOD) (Komurov et al., 2010; Gabernet-
Castello et al,, 2013). TBCK has been proposed to act on cell
proliferation and autophagy through the mechanistic target of
rapamycin (mTOR) signaling pathway in non-neural studies
(Liu et al., 2013; Ortiz-Gonzalez et al., 2018). However, to date,
less is known about the mechanism of action of TBCK, being
unknown whether disruption of mTOR signaling is a primary or
secondary effect of loss of TBCK. In addition, depending on the
cell type, TBCK has been associated with both tumor-promoting
and tumor-suppressive function (Liu et al., 2013; Wu et al., 2014;
Wu and Lu, 2021), suggesting variable regulation according to
the cell type. Although biallelic loss-of-function variants in TBCK
are associated with several neural clinical phenotypes, functional
studies of TBCK in neural cells are still lacking.

In this study, we described two new IHPRF3-affected
sibs that present autism as an additional clinical feature of
the syndrome and are compound heterozygotes for loss-of-
function variants in TBCK. In order to gain more insights
into mechanisms of action of TBCK in neural cells and to
better understand the pathophysiology of IHPRF3 syndrome, we
employed neuroprogenitor cells (iNPC) derived from induced
pluripotent stem cells (iPSC) from the two IHPRF3-affected sibs.
Colocalization analysis of the TBCK protein with early secretory
pathway markers suggests altered ER-to-Golgi vesicle transport
as a possible mechanism for the impaired autophagosome
biogenesis, cell cycle progression, and migration observed in
cells of patients. iNPC of patients also showed decreased mTOR
signaling, which may be secondary to impaired regulation
of TBCK-mutated protein over other early secretory vesicle
transport regulators.

MATERIALS AND METHODS

Subjects
The two affected sisters (F6331-1 and F6331-4) were ascertained
after initial diagnosis of ASD and the following referral to the
genetic counseling service at Centro de Estudos do Genoma
Humano e Células-Tronco (CEGH-CEL), Universidade of Sio
Paulo (USP). Patients were routinely diagnosed based on DSM-5
(American Psychiatric Association, 2013) and CARS evaluation.
Control individuals (F7007-1, F8799-1, and F10006-1; one
male and two females, respectively, aged 31, 29, and 33 years) are
healthy and unrelated to the affected individuals.

This study was approved by the National Ethics Committee
(Comissio Nacional de Etica em Pesquisa no Brazil, Process
no. CAAE43559314.0.0000.5464). Blood from all the individuals
was collected after a signed written informed consent by the
participants of the study or their legal representatives.

Investigation of Pathogenic Variants

DNA Extraction

Genomic DNA extraction from whole blood was performed
using the QIAsymphony automated workstation, following the
instructions of the manufacturer (Qiagen, United States).

Selection of Whole-Exome Sequencing and Variants
Whole-exome sequencing (WES) and bioinformatic analysis
were performed at the CEGH-CEL sequencing facility. Exome
capture was carried out using the TruSeq Exome Library Prep Kit
(Ilumina, Inc., United States) following the recommendations of
the manufacturer. HiSeq 2500 sequencer (Illumina) was used for
sequencing paired-end reads of approximately 100 bp x 100 bp.
Reads were aligned with Burrows-Wheeler Aligner (BWA),
against the hgl9 reference genome (Li and Durbin, 2009).
Data processing and variant calling were carried out on Picard
and Genome Analysis Tool Kit (GATK) (McKenna et al,
2010). ANNOVAR (Wang et al, 2010) was used to annotate
variants. Candidate pathogenic variants were filtered according
to the following criteria: (a) exclusion of low-quality variants;
(b) inclusion of rare variants with minor allele frequency
(MAF) < 0.01 in reference databases (i.e., 1,000 Genomes
Project (1000G), National Institutes of Health; 6,500 Exome
Sequencing Project (6500ESP), Washington University; and
ABraOM, University of Sdo Paulo (Naslavsky et al., 2017); (c)
inclusion of variants with frequency < 0.05 in internal control
samples (i.e., DNA samples that were sequenced and processed
in the same batch); (d) exclusion of polymorphic genes (Fajardo
et al.,, 2012); and (e) exclusion of variants located within the last
three amino acids of a protein. We prioritized homozygous or
compound-heterozygous loss-of-function (LoF) variants shared
between the two affected siblings. The position of the candidate
LoF variant identified was manually converted to GRCh38/hg38,
using the UCSC website'.

Sanger Sequencing

Sanger sequencing of genomic DNA and cDNA was performed
for the validation of the candidate variant and segregation
analysis. Primers for PCR amplification and sequencing were
designed on Primer-BLAST (NCBI;?) (Supplementary Table 1).

Array Comparative Genomic Hybridization and
Real-Time Quantitative PCR for Copy Number
Analysis

Array comparative genomic hybridization (aCGH, 180K, Agilent,
United States) was performed in both patients according to
the recommendations of the manufacturer. The analysis was
carried out using Agilent Genomic Workbench 7.0 (Agilent
Technologies, Santa Clara, CA, United States).

Thttps://genome.ucsc.edu/
Zhttp://www.ncbi.nlm.nih.gov/tools/primer-blast/
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Real-time quantitative PCR (RT-qPCR) of TBCK was
performed to detect the predicted small deletion in the
region chr4:107,071,580—107,113,380. Six primer pairs were
designed on Primer-BLAST (Supplementary Table 2). Relative
quantification was carried out by normalization to GAPDH, and
quantification data were calibrated relative to a control without
any known CNV in TBCK (D’haene et al., 2010).

iPSC Reprogramming

Induced pluripotent stem cells were reprogrammed from
peripheral blood mononuclear cells (PBMC), using a non-viral
method with non-integrating plasmids (Okita et al., 2013), which
was established at HUG-CELL with minor modifications (Griesi-
Oliveira et al., 2015; Miller et al., 2017). AMAXA nucleoporator
(Lonza, Basel, Switzerland) was used for the transfection of
plasmids containing the transcription factors OCT-4, SOX2,
KLF4, L-MYC, and LIN28. Each reprogrammed cell line was
cocultivated with irradiated murine embryonic fibroblasts (MEE,
Millipore) in DMEM/F12 medium supplemented with 2mM
GlutaMAX-I, 0.1 mM non-essential amino acids, 55 uM
2-mercaptoethanol, 30 ng/ml fibroblast growth factor (FGEF-
2), and 20% of knockout serum replacement (KSR, Life
Technologies). iPSC colonies with typical morphology were
then transferred to Matrigel (BD-Bioscience) coated plates and
fed with E8 medium (Life Technologies). All iPSC colonies
were tested for plasmid integration into the host genome
and excluded for the presence of aneuploidies with SALSA
MLPA P070 Human Telomere-5 probe mix (MRC-Holland). Cell
pluripotency was evaluated through stem cell markers prior to
differentiation to iNPC.

Neuroprogenitor Cells Differentiation
Differentiation of iPSC into iNPC was carried out using a
protocol previously established at HUG-CELL (Griesi-Oliveira
et al,, 2015). In brief, iPSC were cultivated in 0.5 x NB
medium (1/2 DMEM/F12: 1/2 Neurobasal media with 0.5 x N-
2 supplement (100x) (Thermo Fisher Scientific) and 0.5 x B27
minus vitamin A supplement (50x) (Thermo Fisher Scientific)
supplemented with Dorsomorphin, 1 pM (Tocris) for 2 days.
Then, iPSC were harvested with accutase treatment, and cell
clumps were manually transferred into low-attachment plates
(Corning) on 0.5 x NB medium supplemented with 1 uM
dorsomorphin. The next day, the medium was replaced with
0.5 x NB medium supplemented with 20 ng/ml FGF-2 and
20 ng/ml epidermal growth factor (EGF) (Thermo Fisher
Scientific) and allowed to grow in suspension for 7 days. Then, the
resulting embryoid bodies were lightly dissociated with accutase
and plated on matrigel-coated plates, from which rosettes start
to form within 4-7 days. The selected rosettes were manually
collected and plated in poly-L-ornithine (10 pg/ml; Sigma) and
natural mouse laminin (5 pg/ml; Invitrogen) coated plates for
iNPC expansion. All iNPC were characterized through neural
progenitor markers.

Except in cell cycle and BrdU incorporation assays, for which
we used iNPC only from patient F6331-1, in each experiment
performed in this study, we used iNPC from all individuals

(patients: F6331-1 and F6331-4; and controls F7007-1, F8799-
1, and F10006-1).

Neurosphere Formation (3D Model)

Notably, 25 pl drops of cell suspension containing a total of
4 x 104 iNPC (N = 5, in passage number ranging between 6
and 8) in 0.5 x NB medium containing 20 ng/ml FGF-2 and
20 ng/ml EGF were placed onto the lid of a 10-cm dish and set
to rest for 48 h at 37°C and 5% CO,. After this period, the cells
aggregated into homogeneous neurosphere sizes were placed into
6-well low attachment plates in 0.5 x NB medium supplemented
with 20 ng/ml FGF-2 and 20 ng/ml EGF.

Cell Culture Conditions

mTOR signaling activity and autophagy in iNPC were evaluated
in normal culture condition and in the following three stress-
inducing conditions: (i) absence of EGF and FGF-2 for 24 h;
(ii) absence of EGF and FGF-2 and concomitant incubation
with mTOR inhibitor, rapamycin (100 nM) for 24 h; and (iii)
absence of EGF and FGF-2 for 24 h and subsequent addition
of brefeldin A (BFA, 4 wM), which induce Golgi complex
fragmentation, for 3 h.

RNA Extraction and RT-gPCR

Total RNA from all iPSC and iNPC cultures was isolated using
NucleoSpin RNA II Kit (Macherey-Nagel, Thermo Fisher; Merk
Millipore), and cDNA was synthesized by reverse transcription
using SuperScript IV (Thermo Fisher Scientific).

Primer pairs for TBCK, CLTC, CLTD, RAB5A, STAM]I, and
STAM?2 (Supplementary Table 3) were designed at Primer-
BLAST, while primers of pluripotency markers (OCT3/4 and
NANOG), neural markers (PAX6 and SOX1), and housekeeping
genes (GAPDH and TBP) were adopted from the literature (Ishiy
et al., 2015; Miller et al.,, 2017). Each sample was analyzed in
triplicate with the use of Fast SYBR Green PCR Master Mix
(Applied Biosystems) according to the recommendations of the
manufacturer. The reactions were run in a QuantStudio® 5 Real-
Time PCR system (Applied Biosystems). The expression of each
gene was normalized to GAPDH or TBP housekeeping gene, and
the results are shown as the mean fold change of the normalized
gene expression relative to a calibrator sample. For pluripotency
or neural markers, another cell type with no expression of the
gene tested was used as a negative control.

Cell Lysis and Western Blot

Cells were homogenized in RIPA buffer (Thermo Fisher
Scientific) containing protease and phosphatase inhibitor
cocktails (Sigma). Lysates were incubated on ice for 10 min
and then centrifuged at 8,000 x g for 15 min at 4°C, and
the supernatants of total cell lysates were collected. Protein
concentrations were determined with a BCA microprotein
assay kit (BioAgency). A total of 20 pg of protein from
each sample were separated by sodium dodecyl sulfate-
polyacrylamide gel electrophoresis (SDS-PAGE) and transferred
to nitrocellulose membranes, which were blocked with 5%
bovine serum albumin (BSA) for 1 h and then incubated
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with primary antibodies overnight at 4°C. Detection was
performed using horseradish peroxidase-coupled anti-mouse
or anti-rabbit secondary antibodies (1:2,000, Cell Signaling
Technology), enhanced chemiluminescence (ECL) substrate
(GE Healthcare), and ImageQuant LAS-4000 (GE Healthcare).
The intensity of the bands was determined by densitometry
using NIH Image] software (Bethesda, MD, United States)’.
The following primary antibodies were used: anti-TBCK (1:50,
#sc-81865, Santa Cruz Biotechnology), anti-pRPS6240/244
(1:5,000, #5364), anti-LC3A/B (1:1,000, #12741), anti-BECN1
(1:1,000, #3738), anti-p62/SQSTM1 (1:1,000, #8025) from Cell
Signaling Technology, anti-Cathepsin D (1:2,000, #ab75852),
anti-Vinculin (1:5,000, #ab18058) from Abcam, and anti-Pactin
(1:15,000, A2228 Sigma) antibodies. All target protein levels
were quantified and normalized to the corresponding B-actin or
vinculin levels.

AKT/Mechanistic Target of Rapamycin
Multiplex Assay

mTOR signaling activity from iNPC cultured in the absence of
EGF and FGF-2 for 24 h was also assayed using the MILLIPLEX
MAP® Akt/mTOR Phosphoprotein Magnetic Bead 11-Plex panel
(#48-611MAG) and the MILLIPLEX MAP AKT/mTOR 11-
plex panel (#48-612MAG) (Millipore) with 10 pg of total
protein extracts of each sample, according to the instructions of
the manufacturer.

Immunofluorescence

iPSC and iINPC grown on coverslips were fixed in 4%
Paraformaldehyde (PFA), permeabilized in 0.2% Triton X-
100 in Phosphate Buffered Saline (PBS) for 30 min at 4°C,
and blocked for 1 h in PBS containing 5% BSA, and then
incubated overnight at 4°C with primary antibodies diluted
in the same blocking buffer. Primary antibodies used are as
follows: anti-SOX1 (1:200, #4194S), anti-RAB7 (1:200, #9367),
anti-LC3 (1:200, #3868) from Cell Signaling Technology; anti-
SOX2 (1:100, #ab171380) and anti-GM130 (1:50, #ab52649) from
Abcam; anti-COPII (1:200, #PA1-069A) from Thermo Fisher
Scientific; anti-TBCK (1:50, #sc-81865), anti-RAB5A (1:100, #sc-
309), anti-clathrin (1:200, #sc-6579), and anti-caveolin (1:200,
#sc-894) from Santa Cruz Biotechnology; anti-STAM (1:200,
#12434-1-AP, Proteintech). Cells for anti-LC3 labeling were
fixed with methanol and proceeded with the same protocol
described. Then, cells were washed 3 times with PBS and
incubated with secondary antibodies conjugated with Alexa fluor
488 or Alexa fluor 680 for 1 h at room temperature. After
another washing step, the cells were mounted in a Vectashield
mounting medium with 4’,6-diamidino-2-phenylindole (DAPI)
(1 pg/ml, Vector Labs). Samples were analyzed using a confocal
laser scanning microscope, LSM800 (Zeiss), using an immersion
lens (63 x /1.40 Oil). Each channel was imaged separately.
The acquired fluorescent images were converted to tiff format
and further processed using Fiji software. Background from
all the images was subtracted using the Fiji background
subtraction algorithm (rolling ball radius = 50 pixels). To

*http://rsbweb.nih.gov/ij/

quantify TBCK colocalization with Caveolin, Clathrin, RAB5A,
STAM, GMI130/GOLGA2, and COPII, the Manders method
of correlation (MCC) was performed using ImageJ/Fiji-Coloc2
plugin. For the analysis of LC3 puncta, the binary images
generated after background subtraction were filtered for particles
with Feret diameter larger than 100 nm. The number of puncta
was calculated by dividing the total number per number of cell
nuclei labeled in a given image. Then, we calculated the mean
and SD for the puncta number and puncta size (Kjos et al.,
2017) of each sample.

Cell Cycle and Cell Proliferation Analysis
A total of 5 x 105 iNPC from each sample (in similar passage
number, ranging between 5 and 6) were seeded in duplicate into
6-well plates (Corning) in 0.5 x NB medium supplemented with
20 ng/ml EGF and 20 ng/ml FGF-2. The day after seeding, EGF
and FGF-2 were removed from 0.5 x NB medium during 24 h
for cell cycle synchronization at GO/G1 (T0) (Mazemondet et al.,
2011). After this period, the medium was replaced with 0.5 x NB
medium supplemented with EGF and FGEF-2 to induce cell cycle
progression and cell proliferation. Cells were collected at TO
(right after 24 h of EGF and FGF-2 deprivation), 24 and 40 h after
growth factor supplementation (T24 and T40, respectively).
Three hours before collection of the cells, at each time
point, 20 uM BrdU was added (Sigma-Aldrich). Then, iNPC
were rinsed twice with PBS, harvested with trypsin incubation,
and fixed in 70% EtOH overnight at —20°C. After complete
fixation, cells were double-stained with propidium iodide (PI)
and anti-BrdU (BrdU Monoclonal Antibody, FITC, Invitrogen),
in order to ascertain the cell distribution through cell cycle
stages (GO/G1, S, and G2/M) and cell proliferation, respectively.
Appropriate assay controls were used in the assay (unstained
sample; PI-stained- and anti-BrdU-stained-only samples), and at
least 5,000 events were acquired. Data were analyzed using Guava
Express PRO software (Millipore) and gated to remove debris
and cell clumps.

Apoptosis Analysis

A total of 2 x 105 iNPC were seeded into a 12-well plate
(Corning), in duplicate. In the following day, cells were incubated
with 20 pl of CellEvent® Caspase-3/7 Green ReadyProbes
Reagent (Thermo Fisher Scientific) for 1 h, at 37°C, and 5%
CO;. Then, iNPC were rinsed with PBS, fixed with 4% PFA,
and the nuclei stained with Vectashield mounting medium
with DAPI. Images were captured using a Nikon fluorescence
microscope (Nikon Eclipse Ti-E, Nikon). The quantification of
caspase marked cells was performed using Image] software from
three different fields from each duplicate. We determined the
total number of cells by DAPI nuclear staining.

Cell Migration

For radial migration assay, 25 pl drops of cell suspension
containing a total of 5 x 104 iNPC (in passage number
ranging between 5 and 6) in 0.5 x NB medium containing
20 ng/ml FGF-2 and 20 ng/ml EGF were placed onto the lid
of a 10-cm dish and set to rest for 48 h at 37°C and 5%
CO,. After this period, the cells aggregate into homogeneous
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neurosphere size. A total of 4 neurospheres per sample were then
transferred to poly-L-ornithine (10 pg/ml; Sigma) and natural
mouse laminin (5 pg/ml; Invitrogen) coated plates in 0.5 x NB
medium containing 20 ng/ml FGF-2 and 20 ng/ml EGF. Images
were captured at 4, 8, and 24 h after adhesion to the coated
plates. The pictures were acquired using the EVOS Cell Imaging
System (Thermo Fisher Scientific). Cell migration was analyzed
using Image] software. For each time point, we measured the
neurosphere outer edges. Cell migration was estimated by the
outer diameter of neurosphere migration normalized to inner
neurosphere diameter (um) (Ge et al,, 2016).

Statistical Analysis

Data were analyzed using the non-parametric unpaired two-
tailed Wilcoxon-Mann-Whitney test or one-way ANOVA
followed by the recommended correction test, using Graphpad
7.0 (Graphpad Software Inc., La Jolla, CA, United States).
A regression via decision tree was used to analyze cell-cycle
progression, using the R package (R Core team, 2019). For
functional enrichment analysis of proteomic data, Fisher’s exact
test was applied. p-values < 0.05 were considered statistically
significant. In the figures, statistical significances are indicated
as follows: *p < 0.05, **p < 0.01, and ***p < 0.001. Data are
expressed as mean =+ SD.

RESULTS

Clinical Presentation of Patients

The two affected sisters in this study reported were born from
a non-consanguineous healthy couple (Figure 1A) at 38 weeks
of gestation via vaginal delivery, with normal anthropometric
measurements (Table 1). The proband (Patient F6331-1), first
evaluated at CEGH-CEL by the age of 6 years, presented with
global developmental delay. At the age of 3 months, her parents
noticed she had low muscle tone (e.g., she could not hold her neck
and head). Later, they noticed delayed unassisted sitting (after
12 months) and walking (after 30 months), as well as delayed
speech (first words after 24 months), which was limited to a few
words. At the age of 3 years, she was diagnosed with autism and
ID, and at the age of 7 years, she had a severe psychotic episode.
Further clinical evaluation showed several dysmorphic features,
prominent digit pads, metabolic abnormalities like dyslipidemia
and hypothyroidism, and brain MRI at 12 years showed white
matter volumetric reduction and T2 hyperintensity (Table 1 and
Supplementary Figure 1A). ECG and EEG were normal. At
14 years of age, she attended a special school and only said a few
words and short sentences and showed inattention and lack of
motivation to engage in educational activities.

The second affected sister (Patient F6331-4), first evaluated
at CEGH-CEL by the age of 3 years, showed a better initial
psychomotor developmental course. She sat unaided at about
6 months and could walk unassisted at about 14 months, but at
around 12 months, she was diagnosed with autism and global
developmental delay. She had the first seizure episode at the age of
4 years and was diagnosed with focal and generalized epilepsy at
approximately 6 years of age. EEG demonstrated diffuse bilateral
slow waves with multifocal epileptiform discharges. Clinical

evaluation at the age of 7 years showed similar dysmorphic
features to her sister F6331-1, in addition to brachydactyly
of the fourth and fifth toes and hypoplastic nails. She also
developed metabolic abnormalities, and an MRI of the brain at
the age of 9 years showed a volumetric reduction of the white
matter (Supplementary Figure 1B). At 10 years of age, she
showed progressive weakness in her lower limbs, first noticed
approximately at the age of 8 years. ECG was normal.

Biallelic Loss-of-Function Variants in
TBCK Cosegregate With the Syndrome

To investigate the genomic cause of the clinical phenotypes of
patients, we performed array comparative genomic hybridization
(aCGH), whole-exome sequencing (WES), and subsequent
site-specific quantification of genomic DNA using the RT-
qPCR. WES and RT-qPCR analyses revealed that the sisters
share rare LoF variants in exon 23 of the TBCK gene: a
stopgain variant (NM_001163435: c.2130C > G; p.Tyr710%)
and a microdeletion (NM_001163435: ¢.2060_2235del;
p-Glu687Valfs9*) (Figures 1B,C and Supplementary Figure 2).
Conventional PCR and Sanger sequencing, using either genomic
DNA or cDNA isolated from iNPC validated both variants and
are better described below.

c¢DNA sequencing revealed that the microdeletion leads to the
loss of exon 23 and juxtaposition of exons 22 and 24, resulting
in a predicted premature termination codon (PTC) in exon
24 (Figures 1B,C and Supplementary Figure 2C). Segregation
analysis showed that the stopgain variant was inherited from their
father and the microdeletion from their mother (Supplementary
Figures 2A,B), while the unaffected sib did not inherit any
of these variants. Both variants were considered pathogenic
according to the American College of Medical Genetics and
Genomics (ACMG) guidelines (Richards et al, 2015). No
additional disrupting variants following an autosomal recessive
inheritance model were identified by WES or aCGH.

Quantitative analyses showed that iNPC of patients exhibited
over the twofold decrease in TBCK mRNA expression, both
truncated alleles were transcribed (Figures 1B,D), and through
Western blot (WB), we observed a single faint band with the same
electrophoretic mobility as the wild type (WT) TBCK protein in
controls (Figures 1E,F). These results show that the C-terminal
variants identified in these patients cause a strong disruption in
TBCK translation.

Patient-Derived Neuroprogenitor Cells
Under Stress-Inducing Conditions

Exhibit Downregulation of Mechanistic
Target of Rapamycin Signaling Activity

To explore the neural functional consequences of the identified
variants in TBCK, we differentiated iNPC from iPSC from
the 2 THPRF3 patients and 3 unrelated controls. All iPSC
colonies were positive for pluripotency markers (OCT3/4 and
NANOG) (Supplementary Figures 3A,B), and the iNPC were
positive for neural stem cell markers (SOXI, SOX2, and
PAX6) (Supplementary Figures 3C,E), suggesting successful cell
reprogramming and differentiation.
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FIGURE 1 | IHPRF3 patients harboring biallelic pathogenic variants in TBCK and relative quantification of mRNA and protein expression levels in iNPC. (A) Pedigree
of family F6331. Circle—female; square —male; symbol-filled —affected patients; symbol empty —not affected sister; circle half-filled —harbors the heterozygous
microdeletion; square half-filled —harbors the heterozygous stopgain variant. (B) Chromatograms of the cDNA sequence show that both alleles are expressed: in the
left image, a base change in Band 1 (expected base G changed to a C in reverse strand) represents the stopgain variant; and in the right image, the juxtaposition of
exons 22 and 24 (excision of exon 23) in Band 2 representing the allele with the microdeletion. Bands 1 and 2 represent cDNA PCR products for TBCK in agarose
gel (Supplementary Figure 2A). (C) Schematic representation of TBCK transcript and protein. The illustration shows the two mutant isoforms identified in the
patients and the predicted positions on the protein. The antibody target region is also represented. The pathogenic variants create a putative premature termination

codon (PTC) in exons 23 and 24, located within the C-terminal region of the protein, upstream of the RHOD domain. (D) TBCK mRNA expression (data from
TBCK-mRNA-3 primer pair) shows reduced transcript levels in patients, compared with controls. Each biological sample had three technical replicates, and each
individual was considered a biological replicate. (E,F) Western blot (WB) shows low levels of TBCK protein in iNPC of patients, compared with iNPC of controls,
which are compatible with an autosomal recessive inheritance condition. *p-value < 0.05, ***p-value < 0.001, and n.s.—not significant. Data on graphs are shown
as mean £ SD of technical replicates and biological samples. Patients: F6331-1 and F6331-4 (N = 2); controls: F7007-1, F8799-1, and F10006-1 (N = 4).

First, to investigate whether iNPC from IHPRF3 patients
show abnormal mTOR signaling activity, we analyzed by
Western blot the phosphorylation levels of the ribosomal protein
RPS6, a downstream target of the mTORCI signaling pathway.
Phosphorylated RPS6 (p-RPS65240/244) was quantified in iNPC
grown in normal conditions (in the presence of EGF and
FGF-2 growth factors) and in three stress-inducing conditions.

Under normal growth conditions, we did not detect any
difference in p-RPS6S240/244 levels between patient-derived
and control-derived iNPC (Figures 2A,C and Supplementary
Figures 4A,C,D). Intracellular stress caused by the withdrawal
of EGF/FGF-2 alone significantly decreased RPS6 activation in
iNPC of patients in comparison to controls (p-RPS65240/244
protein level: patients—0.55 &£ 0.11 vs. controls—0.96 £ 0.05;
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TABLE 1 | Clinical characteristics of two patients with IHPRF3.

Patient F6331-1 F6331-4

Age (year), Sex 14, F 10, F

Birth evaluation

°Birth Weight (centile) 3,990 g (p90) 3,850 g (p50)

°Birth Length (centile) 51 cm (p75) 48 cm (p50)

°Apgar Scores (1st/5th  10/10 8/9

min)

Last evaluation

°Weight (centile) 58.5 kg (p90) 33.5 kg (p75)

°Height (centile) 164 cm (p > 97) 133 cm (p50)

°Head circumference 55 cm (p96) 53.5cm (p < 96)

(centile)

Development

°Regression No yes

°Seizures no yes

°Speech Few words Non-verbal

°Neuropsychomotor Severe delay Severe delay

development

°Cognitive Severe delay Severe delay

°ASD yes yes

°ID yes yes

°Hypotonia yes no

°Motor Motor delay Motor dyspraxia

EEG No Diffuse bilateral slow waves
with multifocal epileptiform
discharges

MRI Volumetric reduction and Volumetric reduction and

Facial dismorphism

Other features

Metabolic alterations

abnormal T2 signal
hyperintensity in white
matter

Deep-set eyes, prominent
nasal bridge, accentuated
Cupid’s bow of the upper
lip, high palate, widely
spaced teeth; bitemporal
narrowing

Prominent digit pads

dyslipdemia and
hypothyroidism

abnormal T2 signal
hyperintensity in white
matter

Deep-set eyes, prominent
nasal bridge, accentuated
Cupid’s bow of the upper
lip, high palate, widely
spaced teeth, bitemporal
narrowing

prominent digit pads,
brachydactyly of the 4th
and 5th toes and
hypoplastic nails
dyslipdemia and
hypothyroidism

ASD,  autism

spectrum  disorder;  ID,

intellectual

disability;  EEG,

electroencephalogram; MRI, magnetic resonance imaging.

Mann-Whitney test, two-tailed, p-value = 0.0238), and the
same was observed under EGF/FGF-2 withdrawal combined
with treatment with mTORC1 complex inhibitor rapamycin (p-
RPS65240/244 protein level: patients—0.46 &= 0.09 vs. controls—
0.73 £ 0.13; Mann-Whitney test, two-tailed, p-value = 0.0286)
(Figures 2A,B and Supplementary Figures 4B,C). Conversely,
inhibition of mTOR signaling through EGF/FGF-2 deprivation
for 24 h and subsequent addition of BFA (which interferes
with glutamine-induced lysosomal localization and activation
of mTOR—Jewell et al, 2015; Meng et al, 2020) led to
similar RPS6 phosphorylation in both groups (Figure 2C and
Supplementary Figure 4D). Together, these results show that
mTOR signaling in patient-derived iNPC is altered only under

specific stress-inducing conditions and suggest that TBCK acts
through an indirect mechanism over mTOR signaling.

TBCK Colocalizes With Proteins Involved
in Both Endocytic and Secretory
Pathways

To evaluate whether TBCK plays a role in intracellular vesicle
transport in iNPC, we first investigated intracellular localization
of TBCK through the analysis of immunocolocalization levels
with several proteins involved in endocytic (caveolin, RAB5A)
and/or secretory (COPII, GMI130/GOLGA2) pathways, in
addition to Clathrin and STAM implicated in both. In iNPC of
patients and controls growing under normal culture conditions,
we observed that TBCK protein was diffusely distributed
in the cytosol, together with a more condensed perinuclear
localization, suggesting that a fraction of TBCK-mutated protein
is translated and that this protein is not retained in any particular
cellular compartment in iNPC of patients (Supplementary
Figures 5A-F). Subsequent colocalization analysis showed that
WT TBCK exhibits modest colocalization with caveolin (MCC
mean value: 0.32 + 0.15) and GM130/GOLGA2 (MCC mean
value: 0.37 £ 0.13) and high colocalization levels with STAM,
RAB5A, COPII, and clathrin (MCC mean values: 0.76 £ 0.13,
0.74 £ 0.28, 0.79 & 0.17, and 0.8 =£ 0.13, respectively), consistent
with an important role for TBCK in both endocytic and
early secretory pathways (Figures 3A-F and Supplementary
Figures 5A-F). Importantly, whereas a similar colocalization
pattern was observed between TBCK-mutated protein and
caveolin, COPII, and RAB5A (MCC mean values: 0.29 &+ 0.23,
0.74 + 0.26, and 0.67 £ 0.35, respectively) (Figures 3A,F
and Supplementary Figures 5A-C), decreased colocalization
was observed with clathrin (MCC mean value: 0.73 £ 0.14;
p < 0.00001) (Figure 3B and Supplementary Figure 5D),
and increased colocalization with STAM (MCC mean value:
0.83 £ 0.1; p < 0.0001) (Figure 3D and Supplementary
Figure 5E) and GM130/GOLGA2 (MCC mean value: 0.49 &£ 0.14;
p < 0.0001) (Figure 3C and Supplementary Figure 5F).

We also examined the effect of lack of functional TBCK
protein over clathrin, RAB5A, and STAM expression in iNPC
grown as neurospheres (3D model system). RT-qPCR showed
reduced clathrin heavy chain CLTD and STAMI transcript
levels in neurospheres of patients, compared with controls
(Figure 3G). Interestingly, quantification of clathrin and STAM
by Western blot showed a tendency to increase protein
levels in patients but not statistically significant (Figure 3H
and Supplementary Figures 4E,F). Together, these results
suggest altered intracellular membrane trafficking along the
endolysosomal and/or the early secretory pathways in patient-
derived iNPC.

Patient-Derived Neuroprogenitor Cells
Do Not Show Evidence for Altered
Endosome Maturation Along With the

Endolysosomal System
As part of the ESCRT sorting machinery, STAM together
with clathrin contributes to the recognition and sorting of

Frontiers in Cellular Neuroscience | www.frontiersin.org

January 2022 | Volume 15 | Article 803302


https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles

Moreira et al.

TBCK Syndrome: Altered ER-to-Golgi Transport

mEm Controls
Patients
A — B C
2.0- ns ek
2.5+ ns 5 ns
T
c
& 5 1.51 T c C 201 c C 4
%]
25 10 £3 15 53
g i — gs gs T
cw (O sk o
= © —
) € % 1.0- € % 24
S o g R
T T 054 T 8% IS
o LY (S = T S
& & g5 & 48y -~
0.0 . T T
0.0- 0
EGF/FGF  + -
EGFIFGF  + - EGFIFGF  + -
RAPA = + BFA - +
FIGURE 2 | Under stress-inducing conditions, patient-derived iNPC exhibits reduced RPS6 phosphorylation. (A-C) Protein level of phospho-RPS6 (residues
S240-244) from INPC cultivated under normal growth conditions and three stress-inducing conditions. INPC without epidermal growth factor (EGF) and FGF-2 for
24 h only (A), without EGF/FGF-2 and concomitant treatment with rapamycin (100 nM) for 24 h (B), or without EGF/FGF-2 and subsequent treatment with brefeldin
A (BFA, 4 uM) for 3 h (C). *p-value < 0.05. WB experiments were replicated twice. Data are shown as mean + SD of technical replicates and biological samples.
Patients: F6331-1 and F6331-4 (N = 2); controls: F7007-1, F8799-1, and F10006-1 (N = 3). **p-value < 0.01, **p-value < 0.001, ns - not significant.

ubiquitinated cargos at early endosomes, which mature to
late endosomes prior to targeting ubiquitinated proteins
for degradation at lysosomes (Vietri et al, 2020). Thus, to
investigate whether altered colocalization of TBCK-mutated
protein with STAM and clathrin is associated with defects in the
endolysosomal system, we quantified the immunofluorescence
intensities of RAB7A, a late-endosome marker. RAB7A
fluorescence intensities did not differ between patients and
controls (Supplementary Figure 6), suggesting that the
expression of TBCK-mutated protein does not disrupt late
endosome maturation in cells under normal growth conditions.

Lack of Functional TBCK Protein May
Alter Early Secretory Pathway and
Autophagosome Membrane Recruitment
in Basal Autophagy

Next, we sought to verify if the patient-derived cells show
impairment of the early secretory pathway. STAM has been
implicated in the deubiquitination of SEC31A (component of
COPII outer layer), modulating the formation of large COPII
carriers that mediate the transport of macromolecules (such
as procollagen) from the endoplasmic reticulum (ER)-to-Golgi
(Rismanchi et al., 2009; Kawaguchi et al., 2018). Thus, we first
investigated whether patient-derived iNPC present abnormal
large COPII-carrier formation (> 1 pm). Measurement of the
diameter of COPII puncta showed that iNPC of patients had
a smaller average diameter compared with controls (average
diameter of large COPII carriers—patients: 1.89 & 1.01 pm and

controls: 2.31 £ 1.23 pm; p < 0.0001) (Figure 3I) and a tendency
to have less large COPII carriers per cell (Figure 3J).

COPII-coated vesicles have also been shown to act as
templates for LC3 lipidation (conversion of cytoplasmic LC3I
to membrane-bound LC3II) during autophagy, playing an
important role as a membrane source for autophagosome
biogenesis (Ge et al., 2014; Farhan et al., 2017; Shima et al.,
2019). Thus, we also evaluated whether iNPC of patients show
evidence of defective autophagosome biogenesis, by quantifying
the protein levels of the autophagosome marker LC3 under
normal culture condition (basal autophagy) and the three
stress-inducing conditions (absence of EGF/FGF-2, and absence
of EGF/FGF-2 + rapamycin or BFA). Western blot analysis
of cells in all conditions showed a modest decrease in the
LC3II/I ratio in iNPC of patients but not statistically significant
(Figures 4A,B and Supplementary Figures 4G-J). Several
other autophagy markers, including BECN1, p62/SQSTM1, and
cathepsin D, did not show differences between patients and
controls in the absence of EGF/FGF-2 only (Supplementary
Figure 7). Despite the lack of statistical significance, the
LC3II/I ratio always shows a trend to be decreased in iNPC
of patients. Further confocal microscope analysis of LC3B
under normal growth conditions showed that the number
of LC3B puncta is also trended to be reduced in cells of
patients, while the average diameter of LC3B puncta was
significantly smaller compared with controls (LC3B average
puncta diameter—patients: 528.7 4+ 280.6 nm and controls:
621 £ 3412 nm; p < 0.001) (Figures 4C-E). These results
suggest altered autophagosome formation in basal autophagy in
patient-derived iNPC.
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FIGURE 3 | Patient-derived iNPC show altered colocalization levels with endocytic and early secretory pathway markers. (A-F) Representative images of confocal
microscopy of INPC coimmunostained for endogenous TBCK and specific vesicle transport machinery components: (A) Caveolin (Cav), (B) Clathrin,

(C) GM130/GOLGAZ2, (D) STAM, (E) COPII, and (F) RAB5A. For more detailed images, see Supplementary Figure 5. White arrowheads indicate TBCK dots; white
arrows indicate the vesicle transport regulators indicated on each image; blue arrows indicate the colocalized dots. (A’-F’) Graphs of Manders coefficient
colocalization (MCC) of TBCK with each target protein. Measurements were performed using ImageJ/Fiji-Coloc2 plugin. Error bars indicate SD (each dot represents
the MCC in each cell; data represent the analysis of n > 150 cells/individual). (G) Relative mRNA expression of vesicle transport regulators in INPC grown as
neurospheres show reduced clathrin heavy chain CLTD and STAM1 transcript levels in neurospheres of patients, compared with neurospheres of controls.

(H) Clathrin and STAM immunoblot densitometries reveal a tendency to increase protein levels in neurospheres of patients, compared with neurospheres of controls.
(I,J) Analysis of large COPII carrier (>1 wm) average diameter (I) and number per cell (J). ***p-value < 0.0001. Unpaired t-test, two-tailed. Data are shown as
mean =+ SD of biological replicates. 4',6-diamidino-2-phenylindole (DAPI) (blue) marks cell nuclei. Scale bar = 10 uM. Patients: F6331-1 and F6331-4 (N = 2);
controls: F7007-1, F8799-1, and F10006-1 (N = 3). *p-value < 0.05, **p-value < 0.01, ns - not significant.

Detection of S-phase cells via BrdU incorporation showed
that BrdU-positive cells in the control population increased
on average 4.5 and 6.7% after 24 h and 40 h of medium
supplementation, respectively, while BrdU-positive cells in the
TBCK-mutated population decreased 12.6 and 6.8% after 24 h

Neuroprogenitor Cells Expressing
TBCK-Mutated Protein Show Altered Cell
Cycle Progression and Severe
Impairment in the Capacity of Cell

Migration

Finally, we sought to verify whether the expression of TBCK-
mutated protein is associated with aberrant cell proliferation and
migration in the context of neural development. Flow cytometry
analysis showed a higher percentage of cells arrested at G0/G1
in patient-derived iNPC at 24 h and 40 h of recovery from
the withdrawal of growth factors compared with control iNPC
(p-value < 0.01) (Figure 5A and Supplementary Figure 8).

and 40 h of medium supplementation, respectively (Figure 5B).
These alterations were not attributed to an increase in apoptosis
since activation of caspase 3/7 did not differ between patient
and control cells (Supplementary Table 4). Taken together, these
results suggest that patient-derived iNPC show reduced cell
proliferation due to delayed cell cycle progression.

We also evaluated the migration rates of iNPC from IHPRF3
patients and controls by quantifying the distance of cell migration
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outward from the edge of neurospheres at 4, 8, and 24 h
after adhesion. While iNPC from control neurospheres showed
robust migration rates after 24 h, we observed that patient-
derived iNPC showed dramatically reduced capacity of migration
(Figures 5C,D).

DISCUSSION

In this study, we described two sisters who were referred
to the CEGH-CEL at the age of 3 and 6 years due to
suspected ASD. Detailed clinical investigation and follow-
up for 7 years revealed several facial dysmorphic features and

progressive muscle weakness and psychomotor developmental
delay. These clinical symptoms along with the biallelic
LoF variants in TBCK led to the diagnosis of IHPRF3
(OMIM#616900), an autosomal recessive condition with
approximately 40 cases reported so far. Several cases of IHPRF3
show premature death before early adulthood. Importantly,
in keeping with another patient described by Bhoj et al
(2016), we highlighted autism as an additional clinical feature
of the syndrome.

Our patients are compound heterozygous for pathogenic
LoF variants in TBCK: a stopgain variant (p.Tyr710*) in
exon 23 and a microdeletion (p.Glu687Valfs9*) predicted
to create a premature stop codon in exon 24 that has been
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FIGURE 5 | iINPC expressing TBCK-mutated protein show altered cell cycle progression, cell proliferation, and cell migration. (A) GO/G1-phase analyses at three
time points, showing an increased percentage of cells of patients arrested at GO/G1 cell cycle stage. Cell cycle experiments were replicated twice. (B) BrdU-positive
cells showed that INPC of patients had lower incorporation of BrdU. Data are shown as percentages. BrdU incorporation experiment was performed once for each
sample. Patient: F6331-1; controls: F7007-1, F8799-1, and F10006-1. (C,D) iNPC migration from neurospheres, measured as the distance of the longest outer
diameter of the cells that migrated from the neurosphere, normalized to the inner neurosphere edge. (D) Representative images of migration assay. Red dashed
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(N = 3); Neurosphere technical replicates = 4. Data are shown as mean values + SD of patients and control biological replicates. **p-value < 0.01,

previously identified in homozygosity in another IHPRF3 patient
(Sumathipala et al., 2019).  While most pathogenic variants
reported in IHPRF3 patients located at the region encompassing
the kinase and TBC domains (Zapata-Aldana et al., 2019), the
variants in this study identified, together with two variants
reported elsewhere (Bhoj et al., 2016; Sumathipala et al., 2019),
located in a more distal region, downstream of the TBC domain.

The hypomorphic variants in TBCK in this study reported
led to reduced mRNA and protein expression levels in
patient-derived iNPC; however, we found a high number of
TBCK-positive puncta in iNPC of patients through confocal
microscope immunofluorescence labeling, with the same
subcellular localization as iNPC of controls. Previous studies
on fibroblasts and lymphoblastoid cells of IHPRF3 patients,
harboring variant upstream of the TBC domain, also showed
a drastic reduction to an absence of TBCK protein in cells of

patients (Bhoj et al., 2016; Sumathipala et al., 2019). These results
may suggest that TBCK in patient-derived iNPC partly escapes
from both nonsense mediated-mRNA decay and protein quality
control pathways (Giannandrea et al., 2013; Supek et al., 2021).
Similar findings were described for odontochondrodysplasia
(OCDC) (Wehrle et al., 2019). OCDC patients, who harbored
hypomorphic mutations in the thyroid hormone receptor
interactor 11 (TRIP11), also known as Golgi-associated
microtubule-binding protein (GMAP-210), expressed different
mutant isoforms of this gene, which can maintain the partial
function of the wild-type isoforms. Thus, we can speculate
that the clinical progression of the syndrome in our patients,
which are milder than most of the patients reported so far
(Beck-Wodl et al., 2018; Sumathipala et al., 2019; Zapata-Aldana
et al,, 2019), may possibly be due to a higher expression of
mutant TBCK.
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Neuroprogenitor cells from our patients showed reduced
RPS6 phosphorylation when submitted to the withdrawal
of EGF and FGF-2 growth factors either with or without
rapamycin treatment, indicating reduced mTOR signaling
pathway activation. Conversely, the addition of BFA, which
interferes with glutamine-induced lysosomal localization and
activation of mMTORC1 (Jewell et al., 2015; Meng et al., 2020), to
growth factor-deprived cells led to similar RPS6 phosphorylation
levels between patients and controls. That is, BFA seems to
have affected iNPC of controls in a more pronounced way than
iNPC of patients. Previous study also demonstrated reduced
mTOR signaling pathway on TBCK depleted non-neuronal cells
(Liu et al.,, 2013; Bhoj et al., 2016; Ortiz-Gonzalez et al., 2018),
which could be partially rescued by leucine treatment. mTOR
signaling activation by leucine depends on Rag GTPase (Lee
et al., 2018), which does not seem to be dysregulated in IHPRF3
patients. In contrast, our results may suggest that TBCK plays
a role in mTOR signaling through the same pathway as BFA,
and preexisting disruption of this signaling in iNPC of patients
makes cells of patients less sensitive to the inhibitory effect of
BFA compared with controls. BFA targets the GEF of intra-
Golgi vesicle transport regulator ARF1 GTPase, preventing the
conversion of ARF1 from its GDP-bound state to the active GTP-
bound state (Robineau et al., 2000). ARF1 activity toward mTOR
signaling pathway is induced by a specific subset of amino acids,
including asparagine and glutamine, with the latter being highly
enriched in the NB medium (Jewell et al., 2015; Meng et al,
2020). Thus, reduced RPS6 activation in iNPC expressing TBCK-
mutated protein may be due to impaired ARF1 activation making
patient-derived iNPC less sensitive to an inhibitory effect of BFA.

Consistent with a role in endosomal and/or early secretory
vesicle transport regulation, we showed that TBCK protein in
iNPC under normal growth conditions localizes to both the
endosomes (e.g., RAB5A™ compartment) and the early secretory
pathway (e.g., COPII vesicles). In fact, knockdown of TBCK
has been suggested to affect vesicle transport at RAB5T/EEAL™
early endosomes in non-neural cells (Collinet et al., 2010).
However, in this study, iNPC of patients did not show altered
endosome maturation.

Notably, our results provide support for the interaction
between TBCK and STAM, which have been predicted to act as a
complex, together with HGS and RANGREF in HeLa and HEK293
cell lines (Havugimana et al., 2012). Increased colocalization
of TBCK-mutated protein with STAM and GM130/GOLGA2
(a cis-Golgi tethering factor that facilitates ER-derived vesicle
fusion) and decreased colocalization with clathrin observed in
cells of patients suggest altered early secretory transport and
impaired clathrin-coated vesicle-dependent post-Golgi transport
of proteins. In agreement with this view, patient-derived iNPC
showed a smaller average diameter of COPII carriers, suggesting
impaired macromolecule transport from ER to Golgi. Consistent
with early secretory defects, iNPC of our patients showed smaller
LC3B puncta. Despite the lack of statistical significance, which
may be due to the limited detection capability of Western blot, the
average LC3II/I ratio tends to be decreased in iNPC of patients,
in both basal and stress-induced autophagy. Thus, further study
is needed to elucidate the autophagy regulation in iNPC with

depletion of functional TBCK. Regardless, our findings support
the hypothesis that TBCK acts in ER-to-Golgi vesicle trafficking
and that lack of functional TBCK protein might impair both
the transport of newly synthesized proteins to their destination
and autophagosome biogenesis due to altered early secretory
transport (Supplementary Figure 9). It is important to note
that unlike observations by Ortiz-Gonzalez et al. (2018) reduced
mTOR signaling in iNPC of patients treated with the well-
established autophagy inducer, rapamycin, was not associated
with an increased level of autophagosome formation. This
apparent contradictory data may be associated with previous
suggestions that TBCK seems to present functional differences
according to the cell type (Liu et al., 2013; Wu et al,, 2014; Wu and
Lu, 2021) and emphasize the relevance of studying neural cells
to investigate the pathophysiological mechanisms of neuronal
phenotypes of IHPRF3. Furthermore, the discordance between
mTOR signaling activity and autophagosome formation observed
in cells of our patients suggests that dysregulated mTOR signaling
alone may be insufficient to account for all the clinical features
of the syndrome.

Furthermore, in this study, we observed that patient-derived
iNPC showed GO/G1 cell cycle arrest and delayed S-phase
progression, as well as a significantly impaired capacity of
migration. Impaired cell cycle progression has also been observed
by Wu et al. (2014). These authors together with Liu et al. (2013)
observed an overlapped localization between TBCK and «- and
y-tubulin, respectively, suggesting a potential role of TBCK on
microtubule (MT) nucleation. In this context, studies have shown
that Golgi apparatus can function as an important microtubule-
organizing center (MTOC) in many cell types, and unlike
centrosomal MTOG, it can give rise to polarized MTs important
for a number of cellular processes, including Golgi reassembly
after mitosis (Maia et al., 2013) and polarized transport of post-
Golgi carriers that are important for cell migration (Vinogradova
et al., 2009, 2012; Hurtado et al., 2011; Wu et al., 2016).
In neuronal cell types, Golgi-anchored MTs have also been
implicated in neurite outgrowth and branching (Oddoux et al.,
2013; Yalgin et al.,, 2015). Thus, it is tempting to speculate that
impaired activity of TBCK mutant protein over other Golgi
resident vesicle transport regulators impact MT nucleation and
Golgi-derived MT dependent processes that are essential for
normal brain development and structural organization, such
as cell division, migration, and neuronal morphogenesis (Ori-
McKenney et al., 2012; Etienne-Manneville, 2013; Roccio et al,,
2013; Borrell and Calegari, 2014; Maizels and Gerlitz, 2015;
Garcin and Straube, 2019; Shokrollahi and Mekhail, 2021).
However, we cannot rule out that the migration defect observed
in the TBCK-deficient neurospheres may also be related to the
altered proliferation of cells of patients. Nevertheless, impairment
in these processes may further contribute to abnormal brain
structures, like microcephaly and cortical atrophy presented by
IHPREF3 patients.

In summary, we described a novel IHPRF3 family, adding
autism as a clinical feature of this syndrome. Using iNPC from
IHPRF3 patients and control individuals, we pinpointed a role
for TBCK in regulating the early secretory pathway and suggested
that the impairment in mTOR signaling and autophagosome
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biogenesis observed in TBCK-mutated cells might be related
to impaired signaling toward other early secretory transport
regulators, such as RAB1A or ARF1 small GTPases. It is of
note that pathogenic mutations in other members of the TBC
family of proteins (TBC1D20, TBC1D23, TBC1D24), which also
mediate intracellular membrane transport, such as endosome-to-
Golgi and ER-to-Golgi trafficking or autophagy, have also been
implicated in neurodevelopmental syndromes (OMIM#615663,
OMIM#617695, and OMIM#220500, respectively) with high
clinical overlap with IHPRF3 (Falace et al., 2014; Sidjanin et al.,
2016; Ivanova et al., 2017; Shin et al., 2017; Aprile et al,
2019), reinforcing the importance of vesicle trafficking kinetics
in neurodevelopment.
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We have recently shown that the cognitive impairments in a mouse model of high-
frequency head impact (HFHI) are caused by chronic changes to synaptic physiology.
To better understand these synaptic changes occurring after repeat head impact, we
used Thy1-GcCAMPG6f mice to study intracellular and intercellular calcium dynamics
and neuronal ensembles in HFHI mice. We performed simultaneous calcium imaging
and local field potential (LFP) recordings of the CA1 field during an early-LTP paradigm
in acute hippocampal slice preparations 24 h post-impact. As previously reported,
HFHI causes a decrease in early-LTP in the absence of any shift in the input-output
curve. Calcium analytics revealed that HFHI hippocampal slices have similar numbers
of active ROls, however, the number of calcium transients per ROl was significantly
increased in HFHI slices. Ensembles consist of coordinated activity between groups
of active ROIs. We exposed the CA1 ensemble to Schaffer-collateral stimulation in an
abbreviated LTP paradigm and observed novel coordinated patterns of post stimulus
calcium ensemble activity. HFHI ensembles displayed qualitatively similar patterns of
post-stimulus ensemble activity to shams but showed significant changes in quantitative
ensemble inactivation and reactivation. Previous in vivo and in vitro reports have shown
that ensemble activity frequently occurs through a similar set of ROls firing in a repeating
fashion. HFHI slices showed a decrease in such coordinated firing patterns during
post stimulus ensemble activity. The present study shows that HFHI alters synaptic
activity and disrupts neuronal organization of the ensemble, providing further evidence
of physiological synaptic adaptation occurring in the brain after a high frequency of
non-pathological head impacts.

Keywords: calcium imaging, subconcussive head impact, mouse model, brain injury-traumatic, plasticity

INTRODUCTION

Traumatic brain injury (TBI) is one of the most common neurological disorders worldwide. The
majority of TBIs (~80%) are mild TBI with symptom resolution occurring in a matter of days
to weeks (Cassidy et al., 2004; Laker, 2011; Frost et al., 2013; Voss et al., 2015; Blennow et al.,
2016; Lefevre-Dognin et al., 2021). Repetitive mild TBI (rmTBI), such as those injuries seen in
contact sports athletes and members of the armed forces, increases the severity and duration of
symptoms (Guskiewicz et al., 2007; Greco et al., 2019). Evidence is also emerging to suggest that
sub-concussive impacts such as heading a soccer ball or sustained high frequency low amplitude
cranial movement seen in professional sled athletes can lead to lasting cognitive symptoms

Frontiers in Cellular Neuroscience | www.frontiersin.org 146

January 2022 | Volume 15 | Article 763423


https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/journals/cellular-neuroscience#editorial-board
https://www.frontiersin.org/journals/cellular-neuroscience#editorial-board
https://doi.org/10.3389/fncel.2021.763423
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fncel.2021.763423
http://crossmark.crossref.org/dialog/?doi=10.3389/fncel.2021.763423&domain=pdf&date_stamp=2022-01-18
https://www.frontiersin.org/articles/10.3389/fncel.2021.763423/full
https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/cellular-neuroscience#articles

Chapman et al.

Head Impacts Change Ensemble Dynamics

(Colvin et al., 2009; Talavage et al., 2014; McCradden and
Cusimano, 2018). The mechanism by which high frequency sub-
concussive impacts can lead to lasting cognitive impairments is
poorly understood.

Recently, our lab has shown that mice exposed to a high-
frequency of closed head impacts (HFHI) have chronic cognitive
impairments (Sloley et al., 2021). The HFHI protocol consists of
five closed head impacts given in rapid succession every day for
6 days totaling thirty impacts (Main et al., 2017).

The average college football player receives 21 head impacts
per week, with defensive ends receiving 41 head impacts
per week (Crisco et al, 2010). To study the physiological
changes that occur following head impact, we developed the
HFHI mouse model of very mild impact to model the large
number of human head impact exposures that occur during
a single week of contact sport (Crisco et al, 2010). We
recently reported that the HFHI model has very limited TBI
or neurodegenerative disease pathology, and does not produce
p-tau or AP accumulation, and no evidence of inflammation,
cell death, or axonal damage outside of the optic tract (Sloley
et al, 2021). Using transcriptomics, electrophysiology and
pharmacology, we found that the cognitive impairments caused
by HFHI are due to impaired long-term potentiation (LTP)
in the CA3-CAl synapse and reduced AMPA/NMDA ratio in
CA1l pyramidal cells (Sloley et al, 2021). HFHI mice have
strong transcriptomic changes in synaptic signaling and synaptic
processes pathways in both the hippocampus and cortex that
are present acutely, and are maintained through 1 month post-
HFHI (Sloley et al, 2021). The cognitive deficits in HFHI
mice can be blocked by pre-administration of memantine, an
extrasynaptic NMDA antagonist, supporting the theory that the
synaptic adaptations in HFHI mice are driven by short acute
bursts of glutamate release at excitatory synapses. Other animal
models of mild closed head impacts have demonstrated similar
synaptic changes such as shifts in excitatory/inhibitory (E/I)
balance in cortical areas (Witkowski et al., 2019). The HFHI
model is considerably milder than other published TBI models,
including the controlled cortical impact model and lateral fluid
percussion models which result in widespread inflammation,
cell death and lesion formation. The HFHI model is also
pathologically less severe than other published mild TBI models
that have associated cognitive deficits with pathologies such as
axonal injury, inflammation, and p-tau pathology that are present
(Laurer et al., 2001; Prins et al., 2010; Creed et al., 2011; Kane
et al., 2012; Ren et al.,, 2013; Aungst et al., 2014; Mouzon et al,,
2014).

Our previous whole cell electrophysiology experiments
provide insight into synaptic adaptations on a single cell basis.
However, while spatially accurate, they lack information on the
integration of the patched neuron into the neuronal network.
In contrast LFPs provide rapid measurements from a large
population of neurons but have poor spatial localization. Neither
of the techniques provide information on the coordinated activity
occurring between neurons, known as an ensemble. Neuronal
ensembles are understudied in the TBI field, and it is unknown
how repetitive head impacts effect neuronal activity at the
population level.

In this manuscript, we use Thyl-GCaMP6f transgenic mice
expressing fluorescent calcium indicators to measure meso-scale
neuronal activity with single cell resolution. While calcium
imaging allows for higher spatial specificity, the slow indicator
dynamics yield decreased temporal resolution. To observe both
the spatial specificity with the temporal resolution, we combine
calcium imaging simultaneously with local field potential (LFP)
recordings to elucidate microcircuit changes following HFHI
using methods recently developed in our lab (Caccavano et al,,
2020). Combining these two methods allows for comparison of
the relatively slow calcium dynamics in an ensemble specific
fashion to canonical and rapid time series data from traditional
electrophysiological long-term potentiation (LTP) studies.

MATERIALS AND METHODS
High Frequency Head Impact Model

All procedures were performed in accordance with protocols
approved by the Georgetown University Animal Care and Use
Committee. Closed head High Frequency Head Impact (HFHI)
procedures were performed as previously described (Main et al.,
2017; Sloley et al., 2021). Male and female, 2-3-month-old, Thy1-
GcAMP6f mice were anesthetized for 3 min in 3% isoflurane in
1.5 L/min oxygen. Mice were placed in the injury device with their
unrestrained head resting on a gel pad and isoflurane delivered
via a nosecone for an additional minute. The 10 mm diameter
Teflon tip was positioned to impact directly on the midline dorsal
surface of the head with the front of the impact tip positioned
immediately rostral to the eye socket and equidistance from the
mouse ears. The area impacted is equivalent to the rostro-caudal
length of the parietal bone, with inclusion of rostral areas of the
frontal bone. The pneumatically controlled impact was delivered
at an impact speed of 2.35 m/s, dwell time of 32 ms, and an impact
depth of 7.5 mm. Five impacts were delivered in rapid succession
per day for 6 days (totaling 30 hits). Shams received identical
handling and anesthesia protocols, but no head impacts.

Slice Preparation

Acute transverse hippocampal (no preference was given along
the dorso-ventral axis) slices were prepared from experimental
animals 24 h following the final impact. Brain slices were
prepared in NMDG and HEPES-buffered artificial cerebrospinal
fluid (aCSF), as previously described (Ting et al, 2014).
Briefly, mice were anesthetized in open isoflurane prior to
transcardial perfusion, brain dissection, and brain slicing in
0°C NMDG solution (92 mM NMDG, 2.5 mM KCI, 1.25 mM
NaH,PO4-2H,0, 30 mM NaHCOs, 20 mM HEPES, 25 mM
glucose, 10 mM sucrose, 5 mM ascorbic acid, 2 mM thiourea,
3 mM sodium pyruvate, 5 mM N-acetyl-L-cysteine, 10 mM
MgSO4-7H,0, 0.5 mM CaCl,-2H,0, pH ~ 7.4, osmolarity ~
300-310 mOsm). 350 pm thick transverse slices were prepared
using a Vibratome Series 3000. Slices were bisected in the slicing
chamber and immediately placed in 32°C NMDG solution for
12 min before being transferred to an incubation chamber
containing room temperature carboxygenated HEPES solution
(92 mM NaCl, 2.5 mM KCl, 1.25 mM NaH,P0O42H,0, 30 mM
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NaHCOs3, 20 mM HEPES, 25 mM glucose, 5 mM ascorbic acid,
2 mM thiourea, 3 mM sodium pyruvate, 5 mM N-acetyl-L-
cysteine, 2 mM MgSO4-7H,0, 2 mM CaCl,-2H,;0, pH ~ 7.4,
osmolarity ~ 300-310 mOsm) and were allowed to recover for
at least 4 h prior to recording.

Electrophysiology

Slices were transferred to a Siskiyou PC-H perfusion chamber,
anchored to the bottom of the recording chamber and submerged
in circulating carboxygenated aCSF (124 mM NaCl, 3.5 mM KClI,
1.2 mM NaH,PO4-2H;0, 26 mM NaHCOs3, 10 mM glucose,
1 mM MgCl,-6H,0, 2 mM CaCl,-2H,0, pH ~ 7.4, osmolarity
~ 300-310 mOsm) at 5 mL/min. Recordings were performed
with a Multiclamp 700B amplifier (Molecular Devices), digitized
to 20 kHz, and low-pass filtered at 2 kHz with a computer
running Clampex 11 and DigiData 1440 (Molecular Devices).
One recording channel for the LFP was recorded with 0.5-1 MQ
borosilicate pipettes pulled the day of recordings and filled with
aCSF and placed in stratum radiatum to measure peak amplitude
of field excitatory post synaptic potentials (fEPSPs). A bipolar
stimulating electrode was placed in the Schaffer Collaterals. All
recording sessions consisted of 10 stimulations given 10 seconds
apart. LFP sessions were kept to this short time limit so as
not to risk photobleaching of the slice during simultaneous
calcium imaging. Recording field potentials between imaging
sessions was also not possible since the LFP signal and the
calcium imaging signal needed to be time aligned for analysis
and we were unable to record multiple separate imaging sessions
during a single long LFP recording session. For the input/output
response, stimulus pulses ranging from 0 to 90 mA were given to
determine the responsiveness of each slice to increasing current
pulses. The order of stimulus intensity during input/output
sessions was counterbalanced so that the highest intensity
stimulus responses weren’t recorded in succession to avoid
harming the surrounding tissue or unintentionally inducing
a plasticity response (usually depression) in the slice during
the input/output response. A stimulus intensity that resembled
30-50% of the maximum response was selected for the high
frequency stimulation (HFS) paradigm. Another session was
recorded as a baseline before the same stimulus was used in
a high-frequency stimulation paradigm to elicit LTP, whereby
four tetanic trains were delivered at 100 Hz, 1 s each, with
an interstimulus interval of 10 s (Partridge et al., 2000; Sloley
et al., 2021). Three LTP sessions were recorded; thirty seconds
following HFS, 5 min post HFS, and 10 min post HFS. For
LTP analysis, slices that showed depression (<1 normalized peak
amplitude) in the post HFS session were excluded from analysis
(5/13 sham slices, 4/13 HFHI slices).

Calcium Imaging

Ca’* ensemble activity of acute slices from Thyl-GcAMP6f
mice was simultaneously recorded during LFP sessions with a
resonant scanning confocal laser (Thorlabs) at 488 nm. The
confocal head is mounted on an Eclipse FN1 microscope (Nikon
Instruments). Recordings consisted of seven-hundred and twenty
512 x 512-pixel frames captured at a sample rate of 7.5 Hz
using a 40x immersion objective lens covering an area of

350 x 350 pm directly over the stratum pyramidale in the
CA1 region. To avoid recording too deep in the slice such that
a poor signal/noise ratio or too shallow such that too many
calcium loaded cells from slicing were obtained, the z-stepper
was used to ensure that each recording took place 30 £ 2 um
below the surface of the slice. Following imaging, imaging files
were subject to bleach and motion correction followed by semi-
automatic ROI extraction using EZCalcium. LFP and calcium
imaging signals were then time matched and feature extraction
was then performed (see below).

Data Analysis

Local Field Potential

Local Field Potential preprocessing was done in Clampfit 11
(pClamp, Molecular Devices). Files for the imaging experiments
were trimmed around the confocal laser signal for alignment
with the calcium transients. Stimulus events were detected using
threshold search and stimulus start, peak, and end times were
transferred to independent excel files for each session. Cursors
were manually placed around the fEPSP response so that slope
and maximum response were recorded and transferred to the
excel file for that session.

Bleach Correction

Raw imaging files were preprocessed as previously described
(Caccavano et al,, 2020). Briefly, TIF files were converted to
change in fluorescence normalized to baseline (AF/F) using
custom built Image] (FIJI) macros. Images were imported
using the Bio-Formats plugin and saved as TIF stacks. The
resulting stacks were corrected for photo-bleaching using two
iterations of the exponential Correct-Bleach plugin for fast
and slow bleaching.

Motion Correction

Non-rigid motion correction was performed for each session
using the EZCalcium package (Cantu et al., 2020). A grid size of
48 x 48 and an upsampling factor of 50 across 200 frames were
used for an original template. A sliding bin size of 200 frames
with a max shift of 15 pixels was used for subsequent templates
for motion correction.

ROI Extraction

Somatic ROIs were automatically extracted from motion
corrected TIF stacks using the Constrained FOOPSI-SPGLI
algorithm in the EZCalcium package (Cantu et al., 2020). The
stacks were spatially downsampled by a factor of two with no
temporal downsampling. The algorithm was initialized with a
greedy search for an estimated 100 ROIs biased toward an
ellipsoid shape. Estimated ROI width was 8 pixels with a merge
threshold of 0.9 and a fudge factor of 0.95.

ROI Refinement

ROIs were excluded in a semiautomatic fashion using the
ROI refinement tool in EZCalcium (Cantu et al., 2020). The
automatic exclusion criteria were as follows: no more than 25%
baseline drift over the course of 100 frames, baseline stability of
1,000, maximum 2.2 roundness, maximum 3.6 oblongness, area
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between 5 and 500. Skewness and kurtosis were not assessed at
this stage of processing (see below) and zero saturated frames
were allowed. A blinded experimenter also manually excluded
ROIs on an anatomical basis. Only ROIs in stratum pyramidale
were included and ROIs with largely irregular activity such as
those on the border of the field of view or near bright pixels that
may have moved into or out of the ROI mask were also excluded.

Aligning Local Field Potential With AF/F

Calcium events from raw AF/F were detected as previously
described using custom MATLAB scripts (Caccavano et al,
2020). Briefly, slow changes in fluorescence from further photo-
bleaching or drifting of the imaging plane was smoothed using
a moving average calculated with locally weighted regression.
Baseline corrected AF/F traces were then interpolated from
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the raw frame rate of 7.5 Hz-2 kHz and the LFP signal was
downsampled from 20 to 2 kHz for post stimulus analysis.
Calcium event detection was set at 4 SD above the calculated
baseline with start and end times for events set at 2 SD.
Baselines for each ROI was determined by an iterative algorithm
of Gaussian fitting to the histogram of all data points. After
calculating the baseline mean, SD, and event thresholds, features
of detected events for each cell were extracted [start, peak,
end, inter-event-interval (IEI), amplitude, and frequency]. To
detect events occurring during spontaneous epochs and post
stimulation, the interpolated calcium traces were trimmed and
aligned with the downsampled LFP trace.

Calcium Threshold Normalization

Analysis and visualization of calcium time series data was done
using custom MATLAB scripts. To extract ensemble activity, the
data set was truncated below the 4 SD event threshold for each
cell and normalized to the maximum AF/F for that session as
previously described (Hamm et al., 2017). Briefly, on a cell-by-
cell basis for each session, all values in the time series vector
below the 4 SD event threshold were set to 0 and the resulting
above threshold signal was divided by the maximum value for
that session. This was done for two reasons: (1) calcium events are
not binary and thus a relative magnitude should be assessed and
(2) spurious pairwise correlations and ensemble peaks resulting
from baseline noise are not indicative of true functional activity.

Shuffled Dataset

To assess the stimulus evoked ensemble activity, a bootstrapping
method was used as previously described (Hamm et al., 2017).
For each session, a random number was generated for each ROI
to circularly shift the time series signal on a cell-by-cell basis.
At each shuffling, the ensemble activity and similarity during the
three post-stimulus epochs (see below) was calculated. This step
was repeated 1,000 times to generate a dataset with ensemble
activity at chance levels.

Ensemble Activity

To observe CAl ensemble activity, the mean for each frame
across ROT’s were taken such that the resulting one-dimensional
signal represented a percentage of the total active ensemble
through time. This upsampled ensemble trace was aligned with
the downsampled LFP to determine the periods of stimulus
onsets. The continuous ensemble activity was binned into 10 s
sweeps of activity between stimulus onsets. For characterization
of this activity, sweeps for each session were averaged to give a
clear pattern of ensemble activity for each slice and session. Due
to the difference in timing of ensemble events (see below) relative
to the stimulus, which we attribute to differences in placement
of the stimulating electrode and position of the slice along
the dorso-ventral axis, the timing of the three epochs of post-
stimulus activity characterized in this paper were individually
determined for each slice and session using the MATLAB
“islocalmax” and “islocalmin” functions for ensemble maxima
and minima respectively. Ensemble fraction during these epochs
was calculated by determining the fraction of ROIs with calcium

transients during a 10 ms window surrounding the local maxima
and minima in the averaged ensemble sweeps for that session.

Ensemble Overlap

Overlap of ROI activity during ensemble epochs between
stimulations was calculated using a Hamming distance metric
between active ROIs of one epoch to the same epoch following
a different stimulation. The Jaccard index and cosine similarity
metric have been used in the past (Hamm et al., 2017; Caccavano
et al., 2020), however, these metrics cannot account for similarity
values between two zero matrices, a finding often seen during the
ensemble minimum epoch and were not used for this reason.

Statistics

All statistics were done in Prism 8 (GraphPad). In total, 13 slices
from 8 sham animals (5 animals with two slices) and 13 slices
from 9 HFHI animals (4 animals with two slices) were recorded
from. “n” values in figure legends refer to the number of slices.
The n number can vary from analysis to analysis as some sessions
were excluded due to slice shifting or a diminishing number of
ROIs below the determined minimum of 3 during one session but
valid during other sessions. Outliers were defined as those slices
showing a value 1.5 times the interquartile range above or below
either quartile. Due to this, a mixed effects analysis with Sidak’s
post hoc comparisons were performed on the LFP response and
continuous calcium metrics (Figures 1B,C, 2C,D, 3B-1, 5A-F,
6A-F) throughout the paradigm. Shaded regions on line graphs
indicate mean + SEM.

Code Availability

MATLAB code for semiautomatic extraction of calcium ROIs
using EZCalcium is openly accessible (Cantu et al., 2020).
MATLAB functions for aligning raw calcium traces with LFP
and extracting calcium events from Caccavano et al. (2020) can
be found here: https://github.com/acaccavano/SWR- Analysis.
Custom MATLAB software used in the present study for feature
extraction and ensemble analysis can be found here: https://
github.com/dpchapma/CalciumImagingAnalysis.

RESULTS

High-Frequency Head Impact Impairs

Early-LTP 24 h Post-injury

To assess synaptic plasticity 24 h following HFHI, we investigated
early-LTP in the CA3-CA1l circuit (Figure 1A). Mixed effects
analysis revealed no changes to the input-output response in
HFHI brain compared to sham brain (Figure 1B). Following
10 baseline stimulations at a stimulus intensity that was 30-
50% of the maximum response a high frequency stimulation
(HFS) was given (ending at time 0) and the relative field
response was measured 0-, 5-, and 10-min post HFS (Figure 1C).
We found a significant interaction between injury group and
time following HFS despite between group effects not reaching
significance [mixed effects analysis: Time x Group, p = 0.0104,
F(39, 553) = 1.633; Group, p = 0.1291, F(1, 15) = 2.580; Time,
p = 0.0061, F(2.073, 29.40) = 5.987; ngyam = 8, nppmr = 9).
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These results corroborate previous work from our lab showing
a reduction in early-LTP in the absence of a change in the
input/output curve (Sloley et al., 2021).

High Frequency Head Impact Does Not
Change Number of Active ROls

To understand the inability of the repeat head impact brain to
fully potentiate, we examined calcium dynamics in the CA1 field
during the early-LTP paradigm. The active constituents of the
CA1 ensemble were assessed during the early-LTP paradigm by
imaging the CA1 field of Thyl-GCaMP6f animals simultaneously
during the CA3-CA1 LTP protocol (Figure 2A). To assess the
number of active neurons in the CAl field following HFHI,
somatic ROIs were extracted, and raw calcium traces were aligned
with the LFP signal (see section “Materials and Methods”) in both
groups (Figure 2B). Calcium transients were defined as periods of
time in which the AF/F reached 4 SD above the baseline for each
ROL The number of ROIs with calcium transients did not differ
between the groups during the input/output sessions (Figure 2C)
or the LTP sessions (Figure 2D). We also quantified the number
of ROIs with calcium transients across all sessions for each slice
and found no difference between the groups (Figure 2E). This
corroborates previous reports from our group that HFHI does
not lead to neuron cell death. However, due to the importance of
calcium following TBI, we next quantified differences in calcium
transients following HFHI.

Number of Calcium Transients Are
Increased in High Frequency Head

Impact Slices

We next sought to understand whether the calcium event
dynamics differed between groups across the stimulation
paradigm. Average transient amplitude, duration, IEI, and
number of transients were averaged across ROIs for each input
output sessions and an abbreviated LTP paradigm (Figure 3A).
Only active ROIs were considered and all events across the
sessions were considered irrespective of each transient time
relation to the stimulus onset. Event duration did not differ
between the groups during the input output sessions (Figure 3B)
and LTP sessions (Figure 3C). Similarly, calcium transient AF/F
remained unchanged between the groups during both input
output sessions (Figure 3D) and LTP sessions (Figure 3E).
Calcium transient IEI displayed an inverse relationship with
stimulus intensity in HFHI slices, but no relationship with sham
slices, resulting in a significant decrease of IEI in HFHI across
the input output sessions [Figure 3F, Mixed effects analysis:
Stimulus x Group, p = 0.2260, F(5, 102) = 1.4; Group, p = 0.0313,
F(1, 24) = 5.234; Stimulus, p = 0.3399, F(2.660, 54.27) = 1.134;
Nsham = 13, ngpar = 13]. This change in IEI, however, was not
reflected during the LTP sessions (Figure 3G) which took place
at relatively low stimulus intensities (~20-50 mA). The number
of calcium transients per ROI were significantly increased in
HFHI slices during the input/output sessions [Figure 3H, Mixed
effects analysis: Stimulus x Group, p = 0.4038, F(1, 23) = 9.31;
Group, p = 0.0057, F(1, 23) = 9.31; Stimulus, p = 0.1498,
F(2.706, 52.50) = 1.879; figham = 11, nppar = 12; Sidaks multiple

comparisons test; 60 mA, p = 0.0326; 80 mA p = 0.0447] as well
as during the LTP sessions [Figure 3I, Mixed effects analysis:
Time x Group, p = 0.9892, F(3, 49) = 0.03; Group, p = 0.0092,
F(1, 21) = 8.241; Time, p = 0.8361, F(2.568, 41.94) = 0.2439;
fsham = 11, ngrpr = 12]. These data demonstrate that individual
ROIs of HFHI slices differ in the number of calcium transients,
but not amplitude or duration.

High Frequency Head Impact and Sham
Slices Show Coordinated Patterns of

Post Stimulus Ensemble Activity
We next sought to understand how individual calcium ROIs were
functionally connected during the early-LTP paradigm. Calcium
imaging offers the ability to record from tens-of-thousands
of neurons simultaneously to assess network changes in vivo
(Cossart et al., 2003; Hamm et al., 2017). Ensembles are defined
as groups of transiently coactive neurons and are thought to
be one of the most basic units of neural computation (Buzsaki,
2010). We assessed the correlation between individual pairs of
cells but found no significant relationships or differences between
groups (Mean & SEM pairwise correlations across all sessions:
Sham = 0.1177 £ 0.015, HFHI = 0.1294 & 0.010). To assess CA1
ensemble activity following HFHI, collective calcium activity was
mapped across our stimulation paradigm (Figure 4A). Ensemble
activity was calculated by averaging the normalized activity across
ROIs (Figure 4B: example session with individual ROIs). The
resultant trace (Figure 4C), which reflects the averaged ensemble
activity across time, was time aligned with the downsampled LFP
signal (Figure 4C: vertical lines) to assess ensemble activity in the
seconds following each stimulus. We then binned the ensemble
activity for each recording into 10-second inter-stimulus sweeps
(9 total) and averaged ensemble activity across each sweep.
Both sham and HFHI slices showed coordinated patterns of
activity and we observed three distinct features (Figures 4D-F)
numerically illustrated in the shaded regions as (1) first ensemble
maximum, (2) ensemble minimum, and (3) second ensemble
maximum. All three features are best illustrated from example
sessions in Figure 4D where the first maximum (epoch 1) which
usually occurred <1 s followed by the ensemble minimum (epoch
2) occurring 1-3 s following the stimulus and ending with the
second ensemble maximum (epoch 3) occurring within 5 s of
the stimulus. Both sham and HFHI slices displayed patterns of
activity with one or all three of these patterns. Interestingly,
across groups as well as individual slice ensemble patterns, the
ensemble minimum (epoch 2) was the most consistent pattern of
(in)activation seen and was observed in every slice in both groups
at the highest stimulus intensity.

We classified slices as either having a Type A (1st maximum
is greater and an ensemble inactivation, Example 4D), Type B
(2nd maximum and no 1st maximum Example 4E), or Type C (no
maxima, only a transient inactivation of the ensemble, Example
4F) patterns at the highest stimulus intensity recorded for that
slice (Figure 4G). We chose the highest stimulus intensity for
this classification since the consistency and magnitude of these
patterns at lower stimulus intensities was reduced compared
to higher intensities. Despite this fact, slices which displayed
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a particular ensemble activity pattern at higher intensities
displayed the same pattern at lower intensities as well, albeit
with diminished consistency from stimulus to stimulus. Chi-
squared analysis revealed no difference between the prevalence
of these patterns amongst slices. The timing of each feature did
not differ between groups or with stimulus intensity during the
input/output sessions and time during the LTP session. These
traces demonstrate a novel pattern of CAl calcium ensemble
activity following SC stimulation and show that these patterns are
qualitatively unaffected by HFHI.

High Frequency Head Impact Increases
CA1 Ensemble Fraction During
Coordinated Activity Periods

We next sought to quantify ROI activity during the ensemble
epochs in sham and HFHI slices to characterize differences
in these activity patterns in the repeat head impact brain. To
quantitatively assess ensemble activity following stimulus onset,

we calculated the fraction of ROIs with calcium transients during
10 ms windows in the three major events described in Figure 4
were calculated. The activity of the raw ensemble was compared
to a shuffled dataset generated similar to Hamm et al. (2017).
During the input/output sessions, a positive correlation was seen
between stimulus intensity and the ensemble fraction during the
first ensemble maximum (Figures 4D-F, epoch 1). Ensembles
from both groups displayed a larger fraction of active ROIs
compared to their shuffled datasets, however, there was no
difference observed between groups (Figure 5A). ROI fraction
during the first ensemble maximum activity was not altered
by HFS and did not differ between groups but remained well
above the fraction seen in the shuffled datasets (Figure 5B).
Unsurprisingly, the ensemble fraction during the ensemble
minimum (Figures 4D-F, epoch 2) was substantially lower than
that of the first ensemble maximum and the shuffled data,
however it did not differ between groups or correlate to stimulus
intensity (Figure 5C). During the LTP sessions, a significant
difference between groups was seen in the ensemble fraction
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during the ensemble minimum with HFHI slices displaying
elevated activity during this epoch compared to sham slices
[Figure 5D, Mixed effects analysis: Time x Group, p = 0.7627,
F(35, 644) = 0.8189; Group, p = 0.0462, F(1, 22) = 4.465; Time,
p = 03541, F(6.016, 110.7) = 1.122; ngham = 12, nppar = 12).
Lastly, assessing the second ensemble maximum (Figures 4D-
F, epoch 3) revealed an inverse relationship between stimulus
intensity and ensemble fraction in sham slices, with the ensemble
fraction dropping below chance levels with increasing stimulus
intensity. This did not occur in HFHI slices, which remained
at chance levels throughout the paradigm. This resulted in
a significant interaction between time and group with HFHI
slices displaying an increased ensemble fraction [Figure 5E,
Mixed effects analysis: Stimulus x Group, F(5, 85) = 2.398;
Group, p = 0.3107, F(1, 24) = 1.072; Time, p = 0.6682,

F(2.882, 59.81) = 0.5122; Siddk’s multiple comparisons test;
60 mA, p = 0.05 ngpem = 13, ngrar = 13]. However, there
was no difference between groups during the second ensemble
maximum throughout the LTP sessions, which took place at
relatively low stimulus intensities (~20-50 mA), nor did either
group differ from their shuffled dataset (Figure 5F). We generally
found an increase in number of calcium transients in HFHI
slices compared to shams when assessing transients across the
entire session (Figures 3F-I) and revealed a similar trend in
the ensemble analysis during the second ensemble maximum
(Figure 5E) and ensemble minimum (Figure 5D) during the
input/output curve and LTP sessions, respectively. These findings
illustrate an abnormality in HFHI animals in the normal calcium
transient firing during specific time periods related to stimulus
induced ensemble activity.
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Repetitive Ensemble Firing Is Partially
Diminished Following High Frequency

Head Impact

Previous reports of calcium activity from various brain regions
in vivo and in vitro have revealed that ensemble activations
frequently occur through a similar set of ROIs firing in a
repeating fashion (Cossart et al, 2003; Villette et al, 2015;
Hamm et al., 2017) and plasticity events are known to alter
the makeup of the ensemble in vitro (Yuan et al., 2011). To
assess the repetitive nature of specific ROIs during the novel
post-stimulus ensemble epochs described in the present study
(Figures 4D-F), we quantified a distance metric, a comparison
between the pattern of ROIs that fired or didn’t fire, following
each stimulation and compared them against a shuffled dataset
for reference (Figure 6). Generally, groups did not differ in
ROI set distance during the first ensemble maximum (1) during
either the input/output (Figure 6A) or LTP sessions (Figure 6B).
Interestingly, there was no difference in distance in the ensemble
minimum epoch (2) between group, stimulus intensity during
the input output sessions (Figure 6C), or time during the
LTP sessions (Figure 6D), however, ensemble distance was well
below that of the shuffled datasets during this epoch in both
groups. Contrarily, we observed a significant increase in HFHI
ensemble distance during the second ensemble maximum (3)
of the input/output sessions [Figure 6E, Mixed effects analysis:
Stimulus x Group, p = 0.1388, F(4, 83) = 1.78; Group, p = 0.0091,
F(1, 24) = 8.334; Stimulus, p = 0.8951, F(3.401, 70.58) = 0.2319;
Nsham = 13, ngpar = 13]. Like our findings on ensemble fraction
during this epoch (Figure 5E), we observed an inverse correlation
between ensemble distance and stimulus intensity in sham mice,
but not HFHI, despite starting at similar levels to both the HFHI
group and shuflled datasets at the lower intensities (Figures 5E,
6E). No difference was seen between group, time, or against the
shuffled datasets, however, during the LTP sessions (Figure 6F).
Collectively, this data shows an abnormality in repetitive ROI
activation during patterns of ensemble activity following HFHI.

DISCUSSION

Sub-concussive impacts or sustained high frequency low
amplitude cranial movement seen in high school football players,
soccer players, and professional sled athletes can lead to lasting
cognitive symptoms (Colvin et al., 2009; Talavage et al., 2014;
McCradden and Cusimano, 2018); however, the mechanism
by which these impacts can contribute to changes in brain
function is poorly understood. Here we used field recordings to
demonstrate that Thyl-GCaMP6f mice exposed to HFHI have
reduced early-LTP, and matched calcium imaging to demonstrate
that CA1 neurons have increased calcium activity and impaired
ensemble dynamics.

High Frequency Head Impact Impairs

Early-LTP and Increases Calcium Activity
Impaired hippocampal plasticity has been reported in several TBI
models of various severity and frequency (Miyazaki et al., 1992;

Albensi et al., 2000; Goldstein et al., 2012; Aungst et al., 2014;
Mei et al., 2018; Tagge et al., 2018). However, the heterogenous
pathologies that occur following TBI, such as neuron death, axon
shearing, reduction in synapses, and synaptic adaptation can all
affect plasticity. For this reason, the mechanism behind impaired
LTP in other TBI models can often be difficult to dissect out due
to the multi-pathology phenotypes. Contrarily, we do not observe
hippocampal cell death or inflammation in the HFHI model,
but instead reported isolated synaptic changes that underlies this
altered plasticity (Sloley et al., 2021). In the present study we
extended those results to Thyl-GCaMP6f mice exposed to sham
or HFHI and found that HFHI reduced hippocampal early-LTP
which occurs without measurable change in the input/output
curve, similar to our previous findings in HFHI C57Bl/6 mice
(Sloley et al., 2021).

We hypothesized that synaptic adaptations occur following
HFHI, whereby the neurons adapt to the head impacts in a
manner that is designed to protect the brain against future insult.
If true, we would expect that the synaptic adaptations would
act to alter the downstream events occurring in response to
TBI-induced glutamate release, including changes to calcium
dynamics. In this study, we report that HFHI slices have similar
numbers of somatic ROIs to sham animals but show increased
calcium transient frequency in these ROIs. These data contrast
with previous calcium imaging done in vivo hyperacutely (~1 h)
following two-successive days of blast injury, which showed
hypoactivity, including vastly decreased intracellular calcium
activity and altered calcium event dynamics (Hansen et al,
2018). There are several experimental differences that could
account for these contrasting results. The blast model is more
severe, has a lower frequency of impacts, and imaging was
performed at a much earlier timepoint relative to the injury
when compared to our study (Hansen et al., 2018). Furthermore,
the recent characterization of HFHI by our group showed a
general pattern of decreased excitability in whole-cell patch
clamp recordings of HFHI neurons (Sloley et al., 2021). Despite
this hypoexcitability phenotype in whole cell configuration, it is
possible to see increased calcium dynamics possibly originating
from several sources: increased spontaneous glutamate release,
decreased reuptake, disinhibition, and decreased intracellular
calcium sequestration. In a single and repetitive controlled
cortical impact model, a much more severe model of TBI,
single cell electrophysiology and calcium imaging revealed
increased baseline calcium accompanied by hyperexcitability in
the input/output response in TBI groups (McDaid et al., 2021).
This both corroborates and contrasts our results as we see an
increase in calcium transients but no change in the input/output
response in HFHI animals. Further work using pharmacological
isolation is needed to understand the source of increased calcium
transients seen in the present study.

The CA1 Field Shows Coordinated
Patterns of Ensemble Activity Following

Schaffer-Collateral Stimulation
Ensemble dynamics in vitro are impossible to reasonably
correlate to behavior states; however, they can provide useful
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activity down into three distinct features that occurred between
~0 and ~5 s following stimulus onset and consisted of (1)
a first ensemble maximum; a narrow (~0.2 s) and prominent
peak usually between 0 and 1 s following stimulus onset. (2)
An ensemble minimum; a significant and consistent decrease in

insight into network integrity at the meso- and micro-circuit
level. In our experiment, we measured ensemble activations
following stimulation by averaging across ROI activity and
aligning this activity trace with the stimulus onsets. This analysis
revealed a pattern of activity similar to a previous report using

genetically encoded voltage indicators (GEVI) in vitro (Nakajima
et al,, 2021) but, to our knowledge, has not been previously
characterized using Thyl-GCaMP6f animals. We broke the

ensemble activity, often times even to 0% of the ROIs being active
and lasting around 1 s. We attribute this to lateral inhibition
in the CAl field following excitation of somata in the first
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maximum. This hypothesis is supported by the previous study
of CAl stimulation using GEVI mice as the similar dip in
activity following stimulation was sensitive to GABA blockers
(Nakajima et al., 2021). This decrease in ensemble activity was the
most consistent across slices, groups, and sessions. (3) A second
ensemble maximum; a broader peak than the first ensemble
maximum that usually was of less amplitude. This third epoch
is the most variable in terms of timing and amplitude of the three
epochs identified.

By combining these three features (see above) we observed
one of the three patterns (type A, B, or C) in all slices and the
type of pattern observed did not change across different stimulus

intensities within the same slice, although some slices did not
display coordinated ensemble activity at the lowest stimulus
intensity of the input output curve. Some animals had multiple
slices recorded from (Sham, n = 5; HFHI, n = 4 animals with two
slices), some of which displayed different patterns of activation
between slices of the same animal. This precludes the possibility
that the type of coordinated ensemble activity observed is implicit
to the animal but rather reflects slight differences in experimental
parameters at the time of recording. Thus, we attribute the
qualitative difference in coordinated activity patterns (Type A, B,
or C) to slice level along the dorso-ventral axis and/or the exact
placement of the stimulating electrode relative to the CA1 field.
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While our pattern of ensemble activity reflects a mirror
image of that seen reported from Nakajima et al., their report
drew data from all regions of the imaging field rather than
just looking at active soma in stratum pyramidale and did
not look at plasticity inducing stimulations. Furthermore, the
timescale for activity in the present study is significantly drawn
out due to the slow indicator dynamics of GCaMP6f when
compared to GEVIs. Despite these differences, ensemble activity
extracted from active soma in the CAl from Thyl-GCaMP6f
mice and mined activity using GEVIs showed similar qualitative
properties following stimulation. Other groups have reported
similar calcium ensemble spikes in the dorsal CAl (Xia et al,
2017) and amygdala (Corder et al, 2019) in vivo relating
to conditional behavior paradigms as opposed to stimulation
paradigms, however, none have reported the same pattern of
lateral inhibition following stimulus onset.

Qualitatively, no difference was seen between sham and HFHI
slices in the pattern of post-stimulus ensemble activity. These
findings along with the unchanged input/output curve during
the field recordings would indicate a grossly intact network
architecture in the CAl field, once again reaffirming our findings
that neuron death, axon shearing, or widespread inflammation
are unlikely causes of decreased learning and plasticity in HFHI.

High Frequency Head Impact Alters ROI
Activation During Periods of Coordinated
Ensemble Activity

We quantified the percentage of ROIs with calcium transients
(ensemble fraction) during the periods described above for
both the input/output and LTP sessions and compared groups
against each other and a shuffled dataset. Ensemble activity from
both groups during the first maximum and ensemble minimum
showed an increase and decrease in ensemble activity compared
to the shuffled data, respectively. During the second maximum,
only the sham slices significantly deviated from the shuffled
datasets at higher stimulus intensities during the input/output
sessions, but not the LTP sessions, which took place at lower
stimulus intensities (~20-40 mA). When comparing the real data
from both groups, we found a significant increase in HFHI slices
of ensemble fraction during the ensemble minimum of the LTP
sessions. This corresponds to the decreased IEI seen in HFHI
slices during the input/output sessions, which was only observed
at the two highest stimulus intensities, indicating that the general
decrease in IEI at higher stimulus intensities can be accounted for
by events occurring during the ensemble minimum.

Some authors hypothesize that white matter disruptions or
neuronal degeneration following rmTBI are the cause of network
disruptions (Sharp et al., 2014; Wolf and Koch, 2016; Schumm
et al., 2020). However, other work done in vivo following a fluid
percussion injury showed decreased CAl network synchrony
despite no change in firing rates or neuron cell death (Koch
etal., 2020) and further in vitro work suggests changes to NMDA
subunit density and distribution due to mechanical forces reduces
network correlation (Patel et al., 2014). This is complemented by
modeling work showing that altered NMDA receptor properties
following TBI showed deficient spike time dependent plasticity

and computational properties in injured networks compared to
uninjured ones without the removal of network components
(Gabrieli et al.,, 2021). Thus, we attribute the differences seen
in ensemble fraction activity across the stimulation paradigm in
HFHI to a synaptic mechanism.

There are several possible mechanisms that could explain
this finding. Given that the ensemble minimum is likely due
to lateral inhibition in the CAl field (Nakajima et al., 2021),
one possible mechanism to explain the observed increase in the
HFHI slices is a disruption in the microcircuit between pyramidal
cells and inhibitory interneurons. Given that qualitative pattern
of coordinated ensemble activity can differ across slices of the
same animal, but not across stimulus intensity within the same
slice (see above), we believe that efficacy of lateral inhibition in
the CA1 field of HFHI slices may be compromised and lead
to the altered ensemble fractions seen in this study. This is in
line with previous work done in a more severe model of TBI
which found prominent increases in cortical E/I balance in the
hours following injury, but these effects were dampened by 48 h
post injury (Witkowski et al., 2019). Similarly, another report
found decreased cortical inhibition in a fluid percussion model,
however, this inhibition occurred at later timepoints (Hsich et al.,
2017). Changes to inhibitory neurons following HFHI have yet to
be characterized, however, their prominent role in hippocampal
ensemble coordination during network events such as sharp-
wave ripples (Buzsaki, 1986) suggest that changes to inhibition in
the CA1 microcircuit could contribute to the decreased ensemble
coordination observed in the present study.

A second possible explanation is decreased glutamate reuptake
at the CA3-CAl synapse. A growing body of literature
in the Alzheimer’s field has pinpointed impaired glutamate
reuptake as a possible source of hyperactivity seen in various
models of pathology (Busche et al., 2008; Zott et al., 2019).
While these studies showed hyperactivity in vivo and not
naturally in vitro, a similar mechanism could explain both the
increased ensemble activity during minima and rebound maxima
following stimulation as well as the diminished LTP from field
recordings. Lingering glutamate in the synaptic cleft can activate
extrasynaptic NMDA receptors, leading to a slower and more
drawn-out entry of calcium into cells, a pattern most often
associated with synaptic depression. If this were true in the
present study, we may have expected to see an increase in
event duration. While we did not see this effect, it is possible
that an extension of the event duration is present closer to
the synapse at dendritic ROIs but is washed out by the time
transients reach the soma.

Lastly, calcium indicators are proxy for neural activity,
however, in theory not all calcium events represent neural
activity. Thus, a third explanation for the general hyperactivity
in both individual calcium transients and coordinated ensemble
activity in HFHI slices could be due to decreased intracellular
calcium sequestration mechanisms. Previous studies in a single
and repetitive CCI model showed increased levels of basal
calcium due to voltage-gated calcium channels but found that
ryanodine receptor (RYR) calcium responses decreased with
repetitive head impacts (McDaid et al., 2021), indicating that
intracellular calcium is not the source of increased calcium events
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we see. Our HFHI model is notably less severe than a CCI model
of TBI, however, further work to pharmacologically block the
intracellular RYR is necessary to understand this mechanism.

While the exact mechanism of ensemble asynchrony in
the present study is currently unknown, our characterization
of the HFHI model showed a persistent decrease in the
AMPA/NMDA ratio as well as changes in neuronal excitability
24 h following HFHI despite no changes in input/output
responses or hippocampal neuron damage (Sloley et al., 2021),
indicating that the altered ensemble patterns seen in the present
study are not likely due to white matter disruptions or neuron
cell death, but rather alterations to excitatory and/or inhibitory
synaptic function.

CONCLUSION AND LIMITATIONS

The results of this experiment show that HFHI alters CAl
calcium ensemble dynamics and provide further evidence of
physiological adaptations in neurons following non-damaging
head impacts. Decreased, but not fully abolished, plasticity
responses and functional changes to activity in neurons are
likely to contribute to behavioral deficits seen in the repeat
head impact brain. The present study employed calcium imaging
simultaneously with LFP recordings in the CA1 field during a
plasticity paradigm. While these techniques offer the ability to
simultaneously image dozens of neurons, we chose only to select
somatic ROIs in stratum pyramidale. This was initially done from
an empirical perspective as it is rarer to find slices that contain
dendritic ROIs compared to somatic ROIs. This analysis shed
light on stimulus evoked ensemble activity, however, limiting
ROI extraction to soma only could potentially limit the ability
of our experimental design to capture plasticity induced calcium
events that may be occurring if dendritic ROIs in stratum
radiatum were assessed. As such, the potentiation of the slices
had little effect on the somatic calcium activity (spontaneous
and stimulus evoked) observed in this study as somatic analysis
only represents an integration of upstream synaptic inputs and
not a direct measure of synaptic activity. Future work, likely
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involving pharmacological isolation, is needed to parse apart
the exact mechanisms of stimulus evoked ensemble activity to
determine the role of lateral inhibition and glutamate reuptake
in the seconds following SC stimulation. A further limitation
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Chronic intermittent hypoxia (CIH) occurs in obstructive sleep apnea (OSA), a common
sleep-disordered breathing associated with malfunctions in multiple organs including
the brain. How OSA-associated CIH impacts on brain activites and functions
leading to neurocognitive impairment is virtually unknown. Here, by means of in vivo
electrophysiological recordings via chronically implanted multi-electrode arrays in male rat
model of OSA, we found that both putative pyramidal neurons and putative interneurons
in the hippocampal CA1 subfield were hyper-excitable during the first week of CIH
treatment and followed by progressive suppression of neural firing in the longer term.
Partial recovery of the neuronal activities was found after normoxia treatment but only in
putative pyramidal neurons. These findings correlated well to abnormalities in dendritic
spine morphogenesis of these neurons. The results reveal that hippocampal neurons
respond to CIH in a complex biphasic and bidirectional manner eventually leading to
suppression of firing activities. Importantly, these changes are attributed to a larger
extent to impaired functions of putative interneurons than putative pyramidal neurons.
Our findings therefore revealed functional and structural damages in central neurons in
OSA subjects.

Keywords: chronic intermittent hypoxia, obstructive sleep apnea, in vivo recording, neurocognitive impairment,
neural firing

INTRODUCTION

Obstructive sleep apnea (OSA), a common sleep-disordered breathing, is associated with
intermittent hypoxia resulting from upper airway obstruction of structural or neural causes
(Mathieu et al., 2008). The most distinct features of OSA are episodes of oxyhemoglobin
desaturations, which are terminated by brief microarousals that result in sleep fragmentation and
alteration in sleep pattern (Deegan and McNicholas, 1995). The impact of OSA on neurocognitive
performance has been well-documented, including impairment in attention, perception, memory,
executive functions and also behavioral problems in children (Ali et al., 1996; Chervin et al., 1997;
Gozal, 1998; Gozal et al., 2001; Row et al., 2002).
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Many of the neurocognitive deficits found in OSA are
consistent with malfunctions of the temporal lobe, including the
hippocampal and para-hippocampal region, and other cortical
areas such as the prefrontal cortex (Beebe and Gozal, 2002;
Rosenzweig et al., 2015). In the past, investigators largely relied
on neuroimaging techniques, especially magnetic resonance
imaging (MRI), to investigate brain changes in OSA subjects.
Significant changes in the gray matter and white matter are often
found in the hippocampal area in both adult and children OSA
subjects (Macey et al., 2002; Morrell et al., 2010; Torelli et al.,
2011; Cha et al, 2017; Song et al, 2018; Owen et al., 2019).
However, how intermittent hypoxia that occurs in OSA impacts
on the neurons in the hippocampus or other brain areas are far
from clear.

Animal models have been indispensible in advancing our
understanding of the pathophysiology of OSA. For example,
studies on rodents have shown that chronic intermittent hypoxia
treatment, as a model of OSA, could impair spatial memory
functions of the animals to different degrees (Goldbart et al.,
2003a,b; Kheirandish et al., 2005a,b; Tartar et al., 2006; Ward
et al,, 2009). These results are consistent with studies showing
that hippocampal long-term synaptic plasticity is impaired after
chronic intermittent hypoxia treatment (Payne et al., 2004; Xie
et al., 2010; Xu et al,, 2015). However, the key question of how
episodes of hypoxia affect the activity and therefore functions of
hippocampal neurons in the intact brain is still unsolved.

In this study, we performed real-time and long-term
recordings from neuronal ensemble in hippocampal CAl
region of rats at single cell and population levels during
and after a chronic intermittent hypoxia paradigm. We found
complex effects of intermittent hypoxia on the activities of
principal neurons and interneurons in CAl. In addition, we
correlated these results with the effects of chronic intermittent
hypoxia on morphogenesis of dendritic spines of hippocampal
neurons. Our findings help identify the cellular correlates of
impaired hippocampal function imposed by chronic intermittent
hypoxia that occurs in OSA and possibly other related
pathological conditions.

MATERIALS AND METHODS

Animals

A total of 29 six-week old male Sprague Dawley rats weighing
220-250 g were used in the experiments, including 14 control and
15 chronic intermittent hypoxia rats. The animals were housed
under standard laboratory conditions, namely 12h light/dark
cycle at 22-24°C, with food and water provided ad libitum.
The procedures of experimentation were approved by the
Animal Experimentation and Ethics Committee of the Chinese
University of Hong Kong.

Implantation of Microwire Electrode
Recording Array

Eleven rats (five controls and six IH) were used for implanting
microwire electrode. Before electrode implantation, the rats
were deeply anesthetized with pentobarbital sodium salt (Sigma-
Aldrich, Darmstadt, Germany) at the dosage of 50 mg/kg by

intraperitoneal injection. To record multi-unit neuronal activities
and local field potentials in vivo, a multi-channel recording array
consisting of 16 stainless steel Teflon-coated microwires of 50 um
diameter, arranged in 4 x 4 and measured ~1.1 x 1.1 mm?
(Plexon Inc, Dallas, TX), was implanted unilaterally targeting
at hippocampal CAl region according to standard stereotaxic
atlas (center position: AP, —3.5 mm, ML, —2.0 mm, DV, 2.05 mm
from dura). Four stainless steel screws were firmly attached to the
skull for electrode anchoring, and an additional ground wire was
connected to one of them as reference. The whole electrode array
was secured with dental cement.

Rat Model of Chronic Intermittent Hypoxia
After two weeks of recovery from the implantation surgery,
a rat was put in a specially designed chamber (46 x 20 x
22 cm) and exposed to intermittent hypoxia environment under
the control of an oxygen profiler (Oxycycler model A48XOV;
Reming Bioinstruments, Redfield, NY). The hypoxia paradigm
consisted of cycles of oxygen levels between 10 and 21% every 90s,
i.e., 40 cycles/h, pioneered by Gozal’s group which demonstrated
its effectiveness decreasing pO, values during the hypoxic cycles
(Gozal et al., 2001). This or highly similar protocol has since
been widely adopted (e.g., Goldbart et al., 2003a,b; Ma et al,
2008), including in our previous works (Xie et al., 2010; Xu
etal,, 2015). The hypoxia treatment was given during the daytime
for 8h, from 09:00 to 17:00 while the temperature, humidity
and CO; level inside the chamber were monitored by remote
sensors. The temperature and humidity were maintained at 22—
24°C and 40-50% respectively. Ambient CO; in the chamber
was periodically monitored and maintained at 0.03% by adjusting
the overall chamber basal ventilation. The hypoxia treatment was
given during the daytime for 8 h, from 09:00 to 17:00 for two
weeks. After 2 weeks of IH treatment, the animals were returned
to normoxia condition for 1 week.

In vivo Electrophysiological Recording

Both the extracellular single-unit activities and local field
potentials in the hippocampal CA1l subfield were recorded
simultaneously by the 32-channel OmniPlex® system (Plexon
Inc., Dallas, TX). Continuous spike signals were amplified
(x2500-3000), band-pass filtered (300Hz to 5k Hz, 4-pole
Bessel) and sampled at 40k Hz. For the control rats, data were
recorded 5min before IH. For the IH rats, the recorded data
included 5 min before IH, the first of 5min of IH and another
5 min after 8 h TH.

In order to avoid problems associated with responses to
initiation of IH, all animals, including control rats and IH rats,
were put into the CIH chamber for acclimatization with the
environment two days before IH experiments. In addition, at the
first and second day of IH treatment, several cycles of changing
oxygen were given but with the door of the chamber opened,
to minimize the behavorial and physiological responses to the
flushing of gas and associated sounds. Real IH and recording
started after this procedure.
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Spike Sorting and Long-Term Stability

Analysis

Off-Line Spike Sorter (Version 3, Plexon Inc., Dallas, TX)
was used for analysis of electrophysiological data by using a
combination of automatic and manual sorting techniques (Li
et al,, 2012, 2017). A minimum waveform amplitude threshold
of 3SDs higher than the noise amplitude was detected as a
spike in each channel for analyzing the continuous spike trains.
The first three principal components (PC) of all waveforms
recorded from each channel were depicted in 3-dimensional (3D)
space. Initially, individual clusters were separated by automatic
clustering techniques (K-means clustering and valley seeking
methods) based on the unit waveform (Li et al., 2012, 2017).
Each cluster was then checked manually to ensure that the cluster
boundaries were well-separated and the spike waveforms were
consistent in each day. A similar waveform in each channel
was considered as being generated from a single neuron only
if it defined a discrete cluster in 2D/3D PC space. Each cluster
was termed as a “single-unit” which was different from another.
In addition, single-units had a characteristic waveform and
exhibited a clearly recognizable refractory period (>1ms) in its
inter-spike interval (ISI) histogram.

The stability of units throughout the experiment was
confirmed by plotting the PC1 and PC2 vs. the time stamp for
each waveform. Furthermore, three different statistics were used
to objectively quantify the overall separation between identified
clusters in a certain channel. These evaluation indexes included
the classic E, the J3 and the Davies-Bouldin (DB) validity index
(Nicolelis et al., 2003). F is a parametric statistics of multivariate
analysis of variance (MANOVA), J3 is a measure of the ratio of
between-cluster to within-cluster scatter, and DB is a measure
of the ratio of the sum of within-cluster scatter to between
cluster separations. Channels with high J3 and F statistics and
low DB values indicate the presence of well-separated clusters.
Although none of these measures alone provided the optimal
criterion for separating clusters, using them in conjunction
improves the quality of unit isolation. Based on the offline sorting
result, multi-unit spikes generated by both principal, pyramidal
and interneurons could be recognized. Pyramidal neurons and
interneurons were identified based on their waveforms and
temporal firing characteristics (Csicsvari et al., 1999; Hussaini
etal,,2011). In order to validity of the long-term study, the “single
unit” which consistently appeared in each detection without
waveform change was included for analysis while those which
were separated in the first time of detection but disappeared
subsequent recording days were excluded.

Golgi—-Cox Staining

Golgi-Cox staining was performed using the FD Rapid
GolgiStain kit (FD NeuroTechnologies) according to the
instruction of the manufacturer. Neurons from the CA1 region of
the hippocampus were observed under a light microscope (Zeiss
Microscope Axiophot 2, USA) by an investigator blind to the
treatment. 18 rats (nine control and 9 IH, three rats for each
time point, including Day 1, Day 14 and Day 21) were sacrificed
to assess dendritic change. Pyramidal neurons and interneurons

were identified according to the location of the cell body and
the morphology of dendrites (Klausberger and Somogyi, 2008).
The spines, classified as stubby, mushroom or thin subtypes
based on well-defined criteria (Harris et al., 1992). Three rats
were used in each group, and 15 putative pyramidal neurons (54
dendrites) and 12 putative interneurons (45 dendrites) of each
group were selected.

Statistical Analysis

Results are displayed as box plots, and in each box, the central
mark indicates the median, and the bottom and top edges of
the box indicate the 25th and 75th percentiles, respectively,
while mean £+ SEM are used in Figures 2A,B, 3A,B, 4. Paired
Student’s t-test was performed on the data from the same
animal for two different time points except firing rates of
pyramidal neurons which were analyzed by Wilcoxon’s paired
signed rank test. Unpaired Student’s ¢-tests were used to compare
between two different groups. Repeated-measures ANOVA and
the Newman-Keuls post-hoc test were applied to compare values
from the same group or more than two time points expect
analyzing firing rate of pyramidal neurons which was performed
by Repeated-measures ANOVA (Friedman test) and Dunn’s
multiple comparisons post-hoc test. One-way ANOVA and the
Newman-Keuls post-hoc test were applied to compare values
from the multiple groups.

RESULTS

Characterization of Neural Activities in CA1

During Prolonged in vivo Recordings

To mimic OSA-associated intermittent hypoxia, rats were placed
in specially designed chambers and exposed to intermittent
hypoxia paradigm consisting of cycling oxygen levels between
10 and 21% in 90s for 8h (Figure 1A). Neural activities from
hippocampal CA1l regions were recorded at specified time
via prior implantation of multi-electrode arrays (Figure 1B;
Supplementary Figure 1A). Extracellular action potentials
originating from individual units were identified and sorted by
their characteristic waveforms, and checked for their long-term
stability (Supplementary Figure 2). Based on the duration of
the spikes and their frequencies, two populations of neurons
were found with properties that are consistent with the principal,
pyramidal neurons (lower frequency of < 5 spikes/s; spikes
with broad widths with peak-to-trough width > 0.3 ms) and
interneurons (higher frequency of > 5 spikes/s; spikes with
shorter widths with peak-to-trough width < 0.3 ms) reported
previously (Csicsvari et al., 1999; Hussaini et al., 2011). As shown
in Figure 1B, putative pyramidal neurons (five rats, 41 neurons
in control group; six rats, 50 neurons in IH group) have relatively
long spike duration of more than 0.3ms (0.53 = 0.0l ms in
control group, 0.51 £ 0.02ms in IH group,) and a mean firing
frequency <5Hz (2.43 £ 0.13 spikes/s in control group, 1.86 +
0.16 spikes/s in TH group; 50 cells). On the other hand, putative
interneurons (5 rats, 10 neurons in control group; six rats, 12
neurons in IH group) have shorter spike duration of <0.3 ms
(0.20 £ 0.01 ms in control group; 0.21 £ 0.02ms in IH group)
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FIGURE 1 | Characterization of neural activities in hippocampl CA1 sub-field during prolonged in vivo recordings. (A) (Left) Ventilated cages that mimic typical housing
conditions were used to expose the experimental rats to intermittent hypoxia paradigms while recording the neural activities from the hippocampus. (Right) The
intermittent hypoxia pattern consists of cyclic oscillations of O2 between 21 and 10% within 90 s during the 8-h daylight. Five-min recording sessions was conducted
which were immediately before, at the beginning and also at the end of the daily 8-hr hypoxia treatment during the entire 2-weeks study. (B) Recorded neurons were
classified into putative pyramidal neurons (PNs) and putative interneurons (INs) based on their electrophysiological properties. (Top) Two typical single-units
representing PN (blue) and IN (red) respectively. (Bottom) Scatter plots depicting the distribution of mean firing rate vs. spike width of all PNs and INs recorded from
the CA1 region of hippocampus in control and intermittent hypoxia (IH) group. Compared with putative pyramidal neurons, putative interneurons exhibited spikes with
shorter spike width but higher firing rates. (C) Repeated measure ANOVA revealed that the amplitudes of putative pyramidal neurons (top) and putative interneurons

(bottom) during the 2 weeks showed no significant changes.

and a mean firing rate of more than 10 Hz (14.60 = 1.35 spikes/s
in control group; 12.15 =+ 0.87 spikes/s in IH group).

To ensure the validity of our approach in elucidating
the long-term effect of intermittent hypoxia on neuronal
activities, we performed stringent tests for inclusion of
units for analysis (see Methods; Supplementary Figures 1, 2).
Examples of stable single-unit recordings during the 2 weeks

are shown in Supplementary Figure 2. In this report, data
presented were obtained from 41(80.4%) and 50 (85.1%)
putative pyramidal neurons, and also 10 (19.6%) and 12
(14.9%) putative interneurons, in the control and hypoxia
group respectively that met our criteria of recording stability
(Supplementary Figure 1B). As summarized in Figure 1C, the
stability was also reflected in the stable mean amplitudes of the
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FIGURE 2 | Intermittent hypoxia (IH) exerts complex acute and long-term effects on the firing activities of CA1 putative pyramidal neurons. (A) Repeated measured
ANOVA revealed that neuronal firing was not significantly affected in control group which was recorded at about 9:00-9:05 a.m. (B) Summary of the mean firing rates
of putative pyramidal neurons recorded in the 3 recording sessions in each day over the 2-week period. Putative pyramidal neurons in CA1 region tended to increase
their firing activities during the first week of IH treatment, particularly apparent at the late hours (at 8 h) but not early hours (at 5 min and 3 h) of daily IH paradigm.
Repeated measured ANOVA revealed that neuronal firing was significantly affected in the 2nd and 3rd day. The hyper-excitability, however, was followed by gradual
suppression of firing in the second week. (C) Typical raster plots of the CA1 putative pyramidal neurons recorded before IH on day 1, 2, 7 and 14 (up panel). Statistical
results are shown on the bottom. (D) Typical raster plots of the CA1 putative pyramidal neurons recorded in the first 5 IH min of IH treatment on day 1, 2, 7 and 14 are
shown on the up and the mean data are summarized on the bottom. (E) Typical raster plots of the CA1 putative pyramidal neurons recorded in the last 5 IH min of IH
treatment are shown on the up and the mean data are summarized on the bottom. *P < 0.05, ***P < 0.001.

extracellular spikes in both control and hypoxia groups in day 1,  Acute and Long-Term Effects of

day 7 and day 14, for both putative pyramidal neurons [control  |Intermittent Hypoxia on the Firing of CA1
group: F(141, 5646) = 1.75, n = 41, from five rats, P = 0.19; IH  pytative Pyramidal Neurons

group: F(147,7225) = 049, n =50, from six rats, P = 0.56; top] e conducted 5-min recording sessions immediately before,
and putative interneurons [control group: F(1 69,15.17) = 140, =" 4t the beginning and also at the end of the daily 8-h

10, from five rats, P = 0.27; IH group: F(1,35, 14.81) = 4.28,n  hypoxia treatment during the entire 2-weeks study. This design
=12, frorn six rats, P= 005, bottom] Therefore, we concluded enabled us to determine the acute as Well as prolonged

that we could reliably track the activities of the recorded neurons  effects of intermittent hypoxia on neuronal excitability and
throughout the periods studied. population activities in the hippocampus. In addition, we
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FIGURE 3 | Acute and long-term effects of intermittent hypoxia (IH) on the firing of CA1 putative interneurons. (A) Repeated measured ANOVA revealed that neuronal
firing was not significantly affected in control group. (B) Summary of the mean firing rates of putative interneurons recorded in the three recording sessions in each day
over the 2-week period. Apart from the significantly elevated firing of the putative interneurons after 8 h of IH treatment in some days of the first week, the major effect
of the chronic intermittent hypoxia was a strong suppression of firing found in the second week of IH treatment. (C) The up panel shows typical raster plots of the
putative interneurons recorded before IH on day 1, 2, 7 and 14. Statistical results are shown on the bottom. (D) Typical raster plots of the putative interneurons
recorded in the first 5 IH min of IH treatment on day 1, 2, 7 and 14 are shown on the up and the mean data are summarized on the bottom. (E) Typical raster plots of
the putative interneurons recorded in the last 5 IH mins of IH treatment on day 1, 2, 7 and 14 are shown on the up and the mean data are summarized on the bottom.
*P < 0.05, ™ P <0.01, **P < 0.001.

could assess the sustained effects of intermittent hypoxia after
the subjects had been re-exposed to normal oxygen levels,
and also the accumulated effects of intermittent hypoxia
over days and weeks. Control animals received the same
handling procedures except the hypoxic treatments. During the
recording in the daytime that corresponded to the inactive
phase of the daily cycle, the animals were mainly resting and
largely immobile.

We did not find any changes in the firing rate of the control
animals in the morning hours (08:55-09:00) during 2-week
recording (Friedman statistic = 22.08, n = 41, from five rats, P

= 0.05; Figure 2A). In the case of intermittent hypoxia-treated
group, Figure 2B summarizes the mean firing rates of putative
pyramidal neurons in the 3 recording sessions in each day over
the 2-week period. We observed a complex profile of neuronal
firing, which was dependent on the time of recording (namely
before, at the start, or at the end of hypoxia treatment) and
also the days of treatment. First, we found that within the daily
hypoxia episode, the firing of the neurons in the first 5min of
intermittent hypoxia was not affected. In contrast, in the 2nd
and 3rd day, 8h of prolonged intermittent hypoxia treatment
significantly increased the firing rates of these neurons (Friedman
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statistic = 23.08, n = 50, from six rats in 2nd day, P < 0.001;
Friedman statistic = 16.59, n = 50, from six rats in 3rd day, P
< 0.001), although no significant effect was found in the other
days. This increased firing under long hours of intermittent
hypoxia did not persist overnight, and the firing rates returned
to baseline values the next day (Figure 2B), indicating that these
were transient rather than sustained effects.

Regarding the prolonged, accumulative effects of daily
intermittent hypoxia on the baseline firing of the neurons, a
bi-phasic and bi-directional response was observed. Thus, we
observed a general increase in firing of the neurons in the first
week, followed by a gradual and finally significant decrease in
firing activities (Figure 2B). Typical raster plots of the CAl
putative pyramidal neurons recorded before, during the first
5min and the last 5min of intermittent hypoxia on day 1, 2,
7 and 14 are shown in Figures 2C-E. First, it was found that
the basal mean firing, that is, recordings made before the IH,

was significantly increased at day 7 when compared with day 1
and then the firing rate was decreased at day 14 (Figure 2C).
The basal firing rate before the intermittent hypoxia session on
day 14 was only 60.5 % of that of day 1 (1.86 % 0.16 spikes/s
in day 1, 50 cells; 1.13 & 0.22 spikes/s in day 14, 50 cells; P <
0.01). The increase in firing reached statistical significance at day
7 when compared with day 1 for recordings made before and also
toward the end of the intermittent hypoxia. Second, the mean
firing was significantly altered in the first 5min IH on day 1, 2,
7 (Figure 1D). Finally, a clearly elevated firing could be found on
day 2 and 7, but this effect was not apparent in day 14, in which
the firing was significantly suppressed (Figure 2E).

Effects of Intermittent Hypoxia on the

Firing of Putative Interneurons in CA1
We also analyzed the effects of chronic intermittent hypoxia on
the interneurons in the same area. First, in the control animals,
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the mean firing rate in putative interneurons did not change
significantly during the 2-weeks ([F(;.40,1260) = 0.38, n = 41,
P = 0.62]; Figure 3A). Second, we observed a similar but not
identical response pattern of these neurons with that of putative
pyramidal neurons. Figure 3B plots the profile of the responses
of the putative interneurons to intermittent hypoxia spanning
the 2 weeks. Similar to the putative pyramidal neurons, no acute
changes in the firing rates of the putative interneurons were
found in the first 5min of intermittent hypoxia, regardless of
the number of days of treatment. We also found that, almost
throughout the first week, continuous intermittent hypoxia for
8 h increased the firing rate of putative interneurons, with respect
to the beginning of the intermittent hypoxia episode of the
same day (Figure 2B). For example, repeated measured ANOVA
showed that neuronal firing was significantly affected on day
3 [F(1.15,12.60) = 4.70, n = 12, from six rats, P < 0.05], day 5
[F1.10,1213) = 6.13, n = 12, from six rats, P < 0.05] and day 6
[F(1.14,12.50) = 7.59, n = 12, from six rats, P < 0.05].

Regarding the accumulated effects of daily intermittent
hypoxia, different from the biphasic response of the putative
pyramidal neurons, no upregulation of basal firing was observed
but only a significant decrease in firing was found in the second
week. Representative raster plots of putative interneurons at the
different sampling time and days are shown in Figures 3C-E.
First, the basal firing, that is, recordings made before the IH,
was significantly decreased at day 14 when compared with day
1 (Figure 3C). On day 14, only 28.1% of basal firing remained,
which represents a much bigger suppression in neural activities
compared with that of the putative pyramidal neurons [P < 0.01;
13.46 £ 2.50 spikes/s in day 1, 12 cells; 3.78 £ 0.97 spikes/s in
day 14, 12 cells; Figure 2C). Second, there was no significant
difference in firing rates among day 1, 2 and 7 in the first 5 min IH
but a significant reduction was found in the same period in day
14 (Figure 3D). Finally, when recordings were made 8 h after IH
and compared among different days, only a significant reduction
in firing rate was detected on day 14 by Newman-Keuls’s test.

Furthermore, neuronal discharges between control
and CIH rats also compared across exposure
time), which confirmed significant decrease in neuronal
firing of PNs (Supplementary Figure 3A) and INs
(Supplementary Figure 3B) toward the second week.

were

Real-Time Response of Neuronal Firing
With Hypoxic Cycle

Under the condition of sleep apnea, there are cyclic changes of
the oxygenation level in the circulation, and therefore oxygen
supply to the brain. One question of interest is whether the
level of oxygenation has a real-time impact on the activities of
brain neurons. Although the level of oxygen in the vicinity of
the neurons under recording cannot be measured, studying the
temporal relationship between the ambient air oxygen level and
the instantaneous firing rate of the neurons may provide insight
into this question.

For most of the time, we did not find a clear temporal
relationship between the firing rates of the neurons with the
ambient oxygen level. When we compared the sampled mean

ON DO O

Mean firing rate (spikes/s) >

FIGURE 5 | Effect of intermittent hypoxia on CA1 putative interneurons firing is
long-lasting. (A) Repeated measured ANOVA showed that firing activities in
putative pyramidal neurons was altered on day 1 (before IH treatment), day 14
(before IH treatment) and day 21 (Friedman statistic = 20.73, n =50, from six
rats, P < 0.001). Post Dunn’s multiple comparisons showed that significant
recovery in the firing activities in putative pyramidal neurons after 1 week of
normoxia. (B) Repeated measured ANOVA showed that firing rate was
different among day 1 (before IH treatment), day 14 (before IH treatment) and
day 21 [F(1.05,13.74y = 11. 98, n = 12, from six rats, P < 0.01], furthermore,
post-hoc Newman-Keuls’s test showed that no recovery of firing rate of
putative interneurons was found 1 week after normoxia treatment. “P < 0.05,
P < 0.01.

firing rates of the recorded neurons when the oxygen level
was above mean level (15.5%) with those below the mean
level (Figure4A), no differences were detected after 5min
of intermittent hypoxia (Figures4B,C). The only exception
was found at the times when the overall firing rates were
elevated after 8h of intermittent hypoxia in the first week
(Figures 4D,E). Under this condition, in both pyramidal neurons
and interneurons, the mean firing rates were lower when the
ambient oxygen level was below the mean, that is, when there
was a relatively low supply of oxygen. The average firing rate of
all pyramidal neurons recorded in the phase of relatively high
oxygen level (2.27 £ 0.27 spikes/s in day 1, n = 50 cells; 3.10
=+ 0.42 spikes/s in day 2, n = 50 cells; 3.88 £ 0.64 spikes/s
in day 3, n = 50 cells; 3.45 £ 0.62 spikes/s in day 5, n = 50
cells) was significantly higher than that in the phase of lower
oxygen level (2.02 £ 0.26 spikes/s in day 1, n = 50 cells ; 2.53
=+ 0.32 spikes/s in day 2, n = 50 cells; 3.49 £ 0.63 spikes/s
in day 3, n = 50 cells; 3.12 £ 0.54 spikes/s in day 5, n = 50
cells; P < 0.05). Although real-time pO; or SaO, values were
not monitored in the freely moving rats, such cyclic changes in
neuronal activities with an interval of 90s could be very obvious
in some neurons (Supplementary Figure 4), consistent with the
effect of the cyclic TH.

Long-Lasting Efforts of Intermittent

Hypoxia on Putative Interneurons

One important consideration of the adverse effects of chronic
intermittent hypoxia on neural activity is whether they are long
lasting or readily recoverable. Thus, in our study, after two weeks
of intermittent hypoxia, we allowed some animals to breathe
in normoxia condition for 1 week, and tracked the progress of
recovery on neuronal firing in the hippocampus at 8:55-9:00 a.m.

Frontiers in Cellular Neuroscience | www.frontiersin.org

January 2022 | Volume 15 | Article 784045


https://www.frontiersin.org/journals/cellular-neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/cellular-neuroscience#articles

Xu et al.

Intermittent Hypoxia Affects Neuronal Firing

Putative pyramidal neurons Putative pyramidal neurons
2
Day 1 B 2 - 3
c 5 20 v g_15 ns
= 73
.qE) :EL 15 qE) E_ 10 ns ns
510 T Esddd
55 3
g§ O 8 " 1 o -
N & N NN a9
N A AV B B
OV P P AV OV &
= 2
= 7]
‘@ c ns
8 —_ 15 ns _a°> 6 *kk
T E 10 _NS N
w 3
£e o 554 x
3S 5 2o
£ % £=2
< 0 = . - o
[= i & s 0
N > N Y N
B N D s RN
Q% B o N
Q* < Q ors\ P
Putative interneurons
D 2 =
= o
S 20 —*—*—*—** 5 —_ns
T = ns 9 T _ns _ns
'g g_ 15 %’- g. 10
5210 2= 5
T~ 5 )
e Qo
g 0 8 . . = T T T
@ N N
O &\ \\,\b‘ \{L\ S R *\b‘ r
Q > 2 (3
R 5 o O
£ 2
‘@ 15 [}
5= *kk S 6
o £ e *kk
o 210 *% ns 354
£0o - » S %% ns
= ES2
Folamlg = o
£ 0 T < o ]
N N =]
N *\b‘ *'1' b= ,b*\ A:\b‘ *‘b\
Q P QP° Q P i
FIGURE 6 | Chronic intermittent hypoxia (IH) reduces mature spine formation of CA1 pyramidal neurons and interneurons. (A) Typical morphologies of individual
pyramidal neurons in CA1 region revealed by Golgi staining on day 1, 14 and 21. Scale bar: 50 um. The higher magnification pictures shown in the lower panels
allowed quantification of spine density and classification of individual spines. Black arrowheads indicate stubby spines; white arrowheads indicate thin spines; arrows
indicate mushroom spines Scale bar: 4 wm. (B) Quantification analysis from 54 dendrites revealed no significant difference between day 1, 14 and 21 in terms of
overall spine density (top left), stubby spine density (top right) and thin spine density (bottom left). However, the density of the mushroom spine was significantly altered
(bottom right). Meanwhile, post-hoc Newman-Keuls’s test revealed mushroom spine density was decreased significantly in 2 weeks IH treatment, which could recover
on day 21 (right panel). **P < 0.001. (C) Typical morphologies of individual interneurons in CA1 region revealed by Golgi staining on day 1, 14 and 21. Scale bar:
50 um. Higher magnification pictures are shown in the lower panels. Scale bar: 4 um. (D) Quantification of data from 45 dendrites showed that there was significantly
difference in the overall spine density (top left), thin spine density (bottom left) and mushroom spine (bottom right) except stubby spine density (top right). Post-hoc
Newman-Keuls’s test revealed clear reduction of overall spine density after 2 weeks of IH treatment, compared with day 1, as well as the densities of thin spine and
mushroom spine. These changes were not recoverable even after 1 week of normoxia treatment, *P < 0.01, ***P < 0.001.

As shown in Figure 5A, after 1 week of recovery, the firing
rate of putative pyramidal neurons was largely recovered. In
contrast, there was no significant recovery of the firing rate of the
putative interneurons (Figure 5B). These results suggested that
not only the putative interneurons were more sensitive to chronic
intermittent hypoxia, but their activities could not be restored, at
least one week later.

Correlation to Spine Morphogenesis

The previous results indicated that intermittent hypoxia could
exert both transient and persistent effects on the functions of
hippocampal CA1l neurons. We therefore also examined the
morphology of dendritic spines in the pyramidal neurons and
interneurons by the end of the 2-week hypoxia treatment as well
as in the recovery phase. Based on Golgi staining, pyramidal
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neurons and interneurons could be readily distinguished
according to their cellular morphology as well as somatic
locations (Supplementary Figure 5) (Klausberger and Somogyi,
2008). As demonstrated in Figures 6A,B, there was no significant
change in the overall spine density of pyramidal neurons between
day 1 group (9.72 % 0.33 spines/10 um, 54 dendrites) and 2
weeks intermittent hypoxia group (9.43 £ 0.28 spines/10 wm,
54 dendrites). Further analysis, however, revealed that the
mushroom spine density was significantly reduced in 2 weeks
intermittent hypoxia group (0.97 %+ 0.09 spines/10 um, 54
dendrites) when compared with day 1 group (1.71 £ 0.14
spines/10 wm, 54 dendrites) while no significant difference was
found for the stubby and thin spines (Figure 6B). On the
other hand, consistent with the functional data, we found that
interneurons were vulnerable, as the overall density of the spines
(6.83 + 0.34 spines/10 um, 45 dendrites), as well as mushroom
spines (0.61 £ 0.09 spines/10 wm, n = 45) and thin spines (2.00
=+ 0.16 spines/10 um, 45 dendrites) were all decreased after 2
weeks of intermittent hypoxia treatment compared with that of
day 1 group (overall spines density: 8.01 & 0.36 spines/10 pm;
mushroom spines density: 0.99 = 0.08 spines/10 pm; thin spines
density: 2.72 £ 0.26 spines/10 pum, 45 dendrites, Figures 6C,D).

Finally, the change in the density of the spines in pyramidal
neurons was recoverable after one week of normoxia treatment
(Figure 6B). In contrast, in the interneurons, the decrease in the
overall spine density, thin spines and mushroom spines were not
restored despite one week of normoxia period (Figures 6C,D).
These results further support that alterations of neuronal
activities in the hippocampus are more related to impaired
function and structure of interneurons.

DISCUSSION

The nervous system has a high energy demand and is therefore
particularly sensitive to oxygen supply (Jiang and Haddad, 1994;
Ances et al,, 2008). Although there exists in the literature a large
volume of data suggesting structural and functional deficits in
the hippocampus of OSA subjects and animal models (Macey
et al., 2002; Morrell et al., 2010; Torelli et al., 2011; Cha et al,,
2017; Song et al., 2018; Owen et al., 2019), the impact of chronic
intermittent hypoxia on the excitability of hippocampal neurons
is virtually an untackled question. The present attempt is the
first to systematically investigate both the acute and accumulated
effects of intermittent hypoxia on the neuronal firing rate of
hippocampal neurons in the intact brain. In terms of individual
neurons in CA1l sub-field, we found that there are intricate and
multiple phases of response to intermittent hypoxia treatment.
CA1 putative pyramidal neurons tended to increase their firing
activities during short-term (i.e., within 1 week) exposure to
daily intermittent hypoxia. During this period, an episode of
intermittent hypoxia for hours also increased the sensitivity of
both putative pyramidal neurons and putative interneurons to
ambient oxygen levels, resulting in exaggerated and probably
aberrant firing activities. These phenomena were then followed
by a progressive decline in firing in the second week finally
leading to strong suppression of neural activities. Recovery of the

neuronal activities was evident after 1-week recovery, only for
putative pyramidal neurons but not putative interneurons.

Given the known heterogeneity in response to hypoxia and
the different time courses of distinct adaptive or regulatory
processes (Richter et al, 1991; Bickler and Donohoe, 2002;
Pena and Ramirez, 2005), our finding of a complex response to
chronic intermittent hypoxia is not entirely surprising. Although
the exact causes of the biphasic, bi-directional responses are
unclear and are beyond the scope of the present study, one
may speculate that the increase in activity during the short-
term intermittent hypoxia treatment could be related to altered
neurotransmission, e.g., as a consequence of enhanced glutamate
release (Hansen, 1985; Vangeison and Rempe, 2009) or other
factors such as increased release of brain-derived neurotrophic
factor (Vermehren-Schmaedick et al., 2012), consistent with
increased expression of c-fos (Ma et al,, 2008; Sharpe et al.,
2013). On the other hand, the decrease in excitability after a
long-term exposure to daily intermittent hypoxia may reflect
the cellular damages caused by elevated level of oxidative
stress (Kim et al., 2013) and ER stress (Xu et al., 2015), or
represents an adaptive response important for the survival of
the neurons, at the cost of reduced neuronal function (Gavello
et al,, 2012). Meanwhile, more prolonged IH could trigger other
adaptive responses such as down-regulation of Na-channels (Gu
and Haddad, 2001), which could confer some advantages in
preventing excessive energy expenditure. The impaired activities
could also be contributed by changes in the density of mature
spines after 2 weeks of intermittent hypoxia treatment, which
were evident in both pyramidal neurons and interneurons.
Despite that a causal relationship between impaired activities
and density of mature spines was not investigated in the present
study, it had been demonstrated that NMDA and AMPA receptor
existed in mature spines which could affect neuronal activity
(Duman and Li, 2012; Wang et al., 2016).

It should be noted that hemodynamic compensatory changes
may influence IH-mediated neural activities alteration. For
example, higher respiration rhythm and instability (Chang et al.,
2013) and a significant shift of the heart rate variability power
spectrum, with a predominance of the sympathetic modulation
(Tturriaga et al., 2010) were observed in OSA patients. In
agreement, sustained sympathoexcitation and elevated arterial
pressure present in OSA patients or after exposure to IH
treatment had been found (Weiss et al., 2015). However, exactly
how hemodynamic changes affect the neuronal firing of the
hippocampal neurons would require further investigation.

Sleep fragmentation is an important factor in behavioral and
functional defects in OSA patients. But one feature of the OSA
model adopted in the present study is its dissociation from
the impact of sleep fragmentation, as the hypoxia was induced
not by respiratory blockade but by mimicking the resulting
hypoxic cycles (Gozal et al., 2001). Therefore, in this study,
we showed that in the absence of clear or significant sleep
fragmentation, cyclic hypoxic episodes could affect hippocampal
neuronal structures and functions.

Intriguingly, we found that there were no obvious changes
in the activities of CAl neurons in the first few minutes of
intermittent hypoxia. This is in sharp contrast to previous
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in vitro studies which have shown that hippocampal neurons
stop to generate action potentials in response to even brief
period of hypoxia because of membrane depolarization or
hyperpolarization affecting ion channel activities (Hansen et al.,
1982; Hansen, 1985). Whether such tolerance is due to the
involvement of anaerobic metabolism in vivo (Milton and
Dawson-Scully, 2013) or is a reflection of the difference between
intermittent and continuous hypoxia is not known.

Unlike the pyramidal neurons, the effect of intermittent
hypoxia on interneurons has not been addressed before and
thus their roles in mediating alteration of neuronal circuits in
hypoxia are not known. An important finding of the present
study is that, in the hippocampus, putative interneurons are
more vulnerable to damage than putative pyramidal neurons in
response to accumulative intermittent hypoxia. Not only that
putative interneurons exhibit a much stronger suppression in
neuronal firing, their activities also could not recover when the
animals were allowed to breathe under normoxia for up to one
week. Together, these observations implicate that dysfunctions
of interneurons might contribute to a much larger extent than
pyramidal neurons on neuronal circuit malfunctions under CIH.

There are several technical issues in this study that should
be pointed out. Although control rats were also put into a
chamber which was identical to the hypoxic chamber, no flushing
of O2/NO, was given to the control animals, which breathed
normal O;. It is possible that flushing of gases may have a
mild effect on neuronal activities of the IH animals. For the in
vivo recording, Teflon-coated microelectrode arrays rather than
tetrodes were used to track the activity of neurons. Although
this may compromise the accuracy in the identification of single
units, non-tetrode microarrays had also been used successfully
for chronic recordings by others (Tseng et al., 2011) as well
as in our previous study (Li et al, 2017), fulfilling multiple
criteria. Furthermore, in the present study, the animals were
singly housed in the present study, which may have imposed
some stress on them and influencing activities of hippocampal
neurons (Irvine and Abraham, 2005). Also, only male rats were
used in this study since it was reported that the prevalence of
OSA was higher in men when compared with women (Lurie,
2011; Kang et al., 2014). Although the reason remains obscure,
hormonal factor has been considered to contribute to gender
difference in OSA prevalence. Further investigation is needed
to determine if there is any difference in the response of the
hippocampus to chronic intermittent hypoxia between male
and female rats. Finally, although memory deficits would be
induced by the current CIH protocol as had been demonstrated
in previous works (Gozal et al., 2001; Xie et al., 2010), we had
not conducted parallel] measurement of memory and learning
capability of the animals in the present study.

CONCLUSION

In conclusion, for the first time, our study reveals that
hippocampal neurons respond to chronic intermittent hypoxia
in a complex biphasic and bidirectional manner finally leading to
suppression of firing activities. Notably, these changes correlate

better with impaired functions of interneurons than those of
pyramidal neurons.
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Supplementary Figure 1 | Single-unit spike sorting and electrophysiological
identification of pyramidal neurons (PNs) and INs (INs) in CA1 region of freely
behaving rats. (A) Verification of electrode tips by post-mortem histological
staining. Scale bar: 1 mm (left); 0.1 mm (right). (B) The number of PNs and INs
included and excluded for analysis in the control group and intermittent hypoxia
group.

Supplementary Figure 2 | Spike sorting and assessment of long-term stability of
single-unit recordings by single microwire array over 14 days IH treatment.
Example of spike sorting from single microwire array in 14 days, showing the
superimposed spike waveforms of PNs and INs (left panel) and the
inter-spike-interval histogram (ISIH, right panel), and the corresponding identified
clusters in the PCs space (far right panel). Clear isolation of units from a given
recording channel is indicated by high, F statistic of MANOVA (F), J3 and low
Davis-Bouldin (DB) index. Scale bar : 200 uS; 58 V.

Supplementary Figure 3 | The pyramidal neurons [PNs, (A)] and INs [INs, (B)]
discharge was compared between control and CIH rats. Significant decreases in
neuronal firing were found toward the second week of CIH.

Supplementary Figure 4 | A typical example showing that there were cyclic
changes in firing oscillating at the same frequency of the hypoxia paradigm.

Supplementary Figure 5 | Identification of pyramidal neurons (PNs) and
interneurons (INs) in Golgi staining for quantitative analysis of spine
morphogenesis. In the CA1 region of the hippocampus, PNs and INs were
identified by their somatic location and somatodendritic morphologies. Scale bar:
0.4mm.
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Schizophrenia is a debilitating mental disorder that affects approximately 1% of the world
population, yet the disorder is not very well understood. The genetics of schizophrenia
is very heterogenous, making it hard to pinpoint specific alterations that may cause
the disorder. However, there is growing evidence from human studies suggesting a link
between alterations in the 14-3-3 family and schizophrenia. The 14-3-3 proteins are
abundantly expressed in the brain and are involved in many important cellular processes.
Knockout of 14-3-3 proteins in mice has been shown to cause molecular, structural,
and behavioral alterations associated with schizophrenia. Thus, 14-3-3 animal models
allow for further exploration of the relationship between 14-3-3 and schizophrenia as
well as the study of schizophrenia pathology. This review considers evidence from both
human and animal model studies that implicate the 14-3-3 family in schizophrenia. In
addition, possible mechanisms by which alterations in 14-3-3 proteins may contribute
to schizophrenia-like phenotypes such as dopaminergic, glutamatergic, and cytoskeletal
dysregulations are discussed.

Keywords: 14-3-3 proteins, schizophrenia, knockout mice, animal models, human studies, genetic linkage

INTRODUCTION

Schizophrenia is a psychiatric disorder that affects both cognition and behavior. The symptoms
of schizophrenia are generally grouped into positive, negative, and cognitive symptoms including
hallucinations, delusions, anhedonia, and reductions in attention and memory. The onset of
schizophrenia typically occurs in late adolescence to early adulthood (Jablensky, 2000). However,
schizophrenia symptoms can manifest differently for each individual and can vary in severity over
that individual’s lifetime (Freedman, 2003). Certain genetic variations, stressful life circumstances,
and altered brain structure or functions have been linked to a higher incidence of schizophrenia.
Nevertheless, both the etiology and the pathology of schizophrenia remain elusive. No single gene
is responsible for the development of the disorder and there are no biomarkers to aid in diagnosing
patients. These limitations hinder our ability to both diagnose and properly treat schizophrenia.
Antipsychotic drugs are typically prescribed to treat the symptoms of schizophrenia and have been
a useful therapeutic. These drugs can help alleviate the positive symptoms, and to a lesser extent the
negative symptoms of the disorder, but are ineffective in treating cognitive symptoms (Freedman,
2003). In addition, many of these drugs come with undesired side effects like movement disorders
(Mentzel et al., 2017) and weight gain (Volavka et al., 2002); which can lead to inconsistent usage
and reduced treatment effectiveness (Kane et al., 2013). Therefore, further investigation of the
etiology and pathophysiology of schizophrenia can facilitate our understanding of this disorder
and is critical for the development of more effective treatments. Several genes which show promise
in helping us decipher the developmental risks and mechanisms behind schizophrenia belong to
the 14-3-3 family.
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The 14-3-3 family of proteins has been identified in all
eukaryotic organisms (van Hemert et al., 2001). There are seven
known mammalian 14-3-3 genes, each of which expresses a
distinct protein isoform; beta (B), gamma (y), epsilon (¢), zeta (¢),
eta (1), theta (0), and sigma (o) (Berg et al., 2003). The highest
concentration of 14-3-3 proteins is found in the brain, where
they encompass around 1% of the total soluble proteins (Boston
et al., 1982). The crystalline structure of 14-3-3 shows that two
L shaped monomers come together in a dimerized pair to form
a cup-shaped structure (Liu et al., 1995). All 14-3-3 isoforms
can form either hetero or homodimers (Takahashi, 2003). This
allows for the binding of two regions of the same interacting
protein (Berg et al., 2003) or the binding of two different ligands
(Fu et al, 2000). Thus, 14-3-3 proteins have a diverse range
of hundreds of binding partners. Inside the concave face of
the 14-3-3 dimer, polar-charged and hydrophobic amino acids
create an amphipathic groove that interacts with phosphoserine
and phosphothreonine containing motifs located on its binding
partners (Yaffe et al., 1997; Wang et al., 1998). Consequently,
14-3-3 can modulate the function or subcellular location of its
binding partners through phosphorylation-dependent protein—
protein interactions. Many cellular processes and pathways have
been linked to 14-3-3 function and expression. In the nervous
system, published studies have indicated the involvement of
14-3-3 proteins in intracellular signaling, cell division and
differentiation, apoptosis, and ion channel function (Berg et al,,
2003). In addition, both human and animal studies have
implicated 14-3-3 in several neurodegenerative and psychiatric
diseases, including schizophrenia (Foote and Zhou, 2012).

Several human genome-wide association studies (GWAS)
have revealed a genetic link between the 14-3-3 family and
schizophrenia. In addition, 14-3-3 knockout animal models
have shown schizophrenia-like phenotypes, providing further
evidence for this connection. This review will discuss the results
of some of the genetic and animal model studies that provide
evidence for the link between 14-3-3 and schizophrenia.

14-3-3 AND SCHIZOPHRENIA IN HUMAN
STUDIES

Genetic linkage and proteomic studies have sought to identify
gene or protein expression that may be altered in individuals
who are affected by schizophrenia. However, the genetics of the
disorder can be heterogeneous; no single gene nor mutation has
been identified as the sole cause of schizophrenia. Nevertheless,
the 14-3-3 family has been implicated in several studies of
schizophrenia patients (Table 1). These results suggest that 14-3-
3 alterations may contribute to the development of the disorder;
therefore, further investigation of this relationship is warranted.
A proteomic pathway analysis revealed that changes in
the hippocampus of schizophrenia patients prominently
implicate 14-3-3 signaling (Schubert et al, 2015). Further,
several studies have revealed that there are 14-3-3 isoform
specific changes associated with schizophrenia. In an expression
analysis of peripheral leukocytes of drug-naive first-episode
schizophrenia patients, there were four down and one

upregulated 14-3-3 mRNA isoforms, and five downregulated
protein isoforms (Qing et al., 2016). There was a positive
correlation between these isoform specific expression changes
and schizophrenia. In addition, there was a negative correlation
between the expression of the €, 6 and ¢ isoforms and the positive
symptoms of schizophrenia. While in a more recent study of
peripheral blood expression levels, five of the seven 14-3-3 family
members showed significantly higher baseline expression and
significant changes in expression in schizophrenia patients who
converted to psychosis compared to those that did not convert
(Demars et al., 2020). Interestingly, there also is evidence that
the 14-3-3 isoform expression levels respond differentially to
antipsychotic treatment (Middleton et al., 2005; Rivero et al,
2015). Together these findings suggest that each of the 14-3-3
isoforms may be involved in schizophrenia in different capacities
and are worthy of individual investigation. In fact, the genetic
link between schizophrenia and individual isoforms has been
further studied, particularly the €, 1, and ¢ isoforms.

The 14-3-3¢ isoform is encoded by the YWHAE gene, which
has been proposed to be a schizophrenia susceptibility gene.
Gene-based analyses have shown that common variants in
the YWHAE gene contribute to schizophrenia (Torrico et al,
2020). In the study of one Japanese population, the rs28365859
single nucleotide polymorphism (SNP) of the YWHAE gene
showed a significant difference between schizophrenia patients
and controls (Tkeda et al., 2008). The minor allele was more
frequent in controls and corresponded to higher protein
expression, indicating that a major allele may be a risk factor
for schizophrenia. In subsequent MRI studies, the same SNP as
well as several others were shown to be related to changes in
the orbitofrontal sulcogyral pattern and changes in the volume of
the insula, putamen, and hippocampus of schizophrenia patients,
possible developmental abnormalities that could contribute to
the disorder (Kido et al., 2014; Takahashi et al., 2014).

Among other chromosomal loci, susceptibility for
schizophrenia has been identified at the 8p and 22q locations
(Badner and Gershon, 2002). 14-3-3¢ is genetically encoded by
the YWHAZ gene at the 8p23 location. In addition to being
located on a susceptible locus, genetic studies have releveled
associations between SNPs and ultra-rare variants of the
YWHAZ gene and schizophrenia (Jia et al., 2004; Wong et al.,
2005; Torrico et al., 2020). The YWHAH gene which encodes
14-3-3n is located at 22q12.3, another susceptibility locus.
Interestingly, a deletion in 22q11.2 leads to 22q11.2 Deletion
Syndrome and a phenotype that often includes schizophrenia
(Bassett and Chow, 2008). An estimated 1% of schizophrenia
patients have also been diagnosed with 22ql11.2 Deletion
Syndrome. The proximity of 22q11.2 to the YWHAH gene and
the overlapping association with schizophrenia seems to indicate
a strong genetic link between 14-3-3n and schizophrenia. In
further support of this link, both SNPs and variable number
tandem repeats (VNTRs) in YWHAH have been associated with
schizophrenia in genetic microarray studies (Toyooka et al,
1999; Wong et al., 2003; Grover et al., 2009). In addition, several
studies have shown that the 14-3-3n protein is differentially
expressed in schizophrenia (Vawter et al., 2001; Altar et al., 2009;
Wu et al., 2012). Thus, both YWHAZ and YWHAH genes have
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TABLE 1 | 14-3-3 Human Studies.

Population/patient sample

Analysis method

Results

References

24 Drug-nalive first-episode
schizophrenia patients and 24
age/gender matched control subjects

Tissue from 10 subjects with
schizophrenia and 11 matched control
subjects

1,429 schizophrenia and 1,728 control
subjects from a Japanese population

72 Schizophrenia patients and 86
healthy controls from a Japanese
population

186 Control and 188 schizophrenia
subjects from 11 studies

18 Studies with 1,789 subjects total

A Northern Chinese population

35 Schizophrenia, 35 bipolar disorder
and 35 control subjects

118 Schizophrenia patients and 118
healthy controls

1,211 Subjects from 318 nuclear
families

18 Control and 18 schizophrenia
subjects

9 Schizophrenia patients and 9
non-psychiatric controls were sourced
from the NSW Tissue Resource Center

82 subjects across 7 studies

1,140 Unrelated schizophrenia cases
and 1,140 controls from the Chinese
Han population

24 Schizophrenia patients and 24
controls, 308 schizophrenia patients
and 135 controls

5 cDNAs and 72 ESTs, 21,155 bp of
sequence

235 Trios: healthy parents and their
affected offspring from a Chinese Han
population

Expression analysis of peripheral leukocytes

DNA microarray analysis of the PFC, ISH
analysis and multivariate analysis of covariance

Screened for DISC1-interacting molecules,
assessing a total of 25 tagging SNPs

Voxel-based MRI study of the relationship
between the YWHAE polymorphism
rs28365859 and the OFC subtypes of the
“H-shaped” sulcus

Review of proteomic investigations of the brain
of schizophrenia patients

Meta-analysis of linkage data applied to
published genome scans of schizophrenia

An association study between three SNPs in
the 14-3-3 family and paranoid schizophrenia

qg-PCR used to determine relative mRNA levels
in dorsolateral PFC samples

Investigated allele frequencies of a VNTR in the
5’-non-coding region of the 14-3-3n chain gene

A family based genetic association test
between subtypes of bipolar disorder

Used cDNA to investigate gene expression
patterns in several brain regions

Alignment of RNA-Seq data to a reference
genome and assembled into transcripts for
quantification of exons, splice variants and
alternative promoters in postmortem superior
temporal gyrus

Review

A genetic association analysis between
common SNPs of YWHAE and psychiatric
diseases

Systematic search for nucleotide variants in the
coding region, 5" and 3’ untranslated region,
and in the exon-intron boundaries of YWHAH
Systematic screening of YWHAE for
polymorphisms in parallel with single-stranded
conformational polymorphism analysis

A family-based genotype association analysis

Positive correlation between isoform
specific mMRNA/protein expression and
schizophrenia, negative correlation
between ¢, 6 and ¢ expression and the
positive symptoms of schizophrenia
Reduced expression of the B, ¢, y, and
1 isoforms in schizophrenia samples

A significant difference in the
rs28365859 SNP of YWHAE between
schizophrenia patients and controls
that corresponded to differential protein
expression

rs28365859 SNP of the YWHAE related
to changes in the orbitofrontal
sulcogyral pattern of schizophrenia
patients

Differential expression of YWHAZ and
YWHAH, which are located
chromosomally close to loci that are
disrupted in schizophrenia
Susceptibility for schizophrenia has
been identified on 8p and 22q, YWHAZ
located at 8p23, YWHAH located at
22912.3

SNP rs983583 G/A in the YWHAZ gene
showed significant association with
paranoid schizophrenia

No significant differences in 14-3-3
mRNA expression levels, a significant
genetic association with schizophrenia
and SNPS of the ¢ isoform

Frequencies of the two-repeat allele
were increased in the schizophrenia
patients, particularly in those with onset
before age 22

The rs2246704 SNP of YWHAH was
associated psychotic bipolar disorder
14-3-3 differentially expressed in
schizophrenia

YWHAH and YWHAE differentially
expressed

A deletion in 22g11.2 leads to 22g11.2
Deletion Syndrome, a phenotype that
often includes schizophrenia

No association between YWHAE SNPs
and schizophrenia

Failed to find significant associations
between YWHAH and schizophrenia

Failed to find significant associations
between YWHAH and schizophrenia

Failed to find significant associations
between YWHAH and schizophrenia

Qing et al., 2016

Middleton et al., 2005

lkeda et al., 2008

Takahashi et al., 2014

English et al., 2011

Badner and Gershon, 2002

Jia et al., 2004

Wong et al., 2005

Toyooka et al., 1999

Grover et al., 2009

Vawter et al., 2001

Wu et al., 2012

Bassett and Chow, 2008

Liu et al., 2011

Hayakawa et al., 1998

Bell et al., 2000

Duan et al., 2005

(Continued)
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TABLE 1 | (Continued)

Population/patient sample

Analysis method

Results

References

583 Cases and 372 controls in the
Chinese Han population

52 Controls and 22 schizophrenia
patient Caucasian subjects

Japanese sample of 72 schizophrenia
patients and 86 healthy controls

Publicly available sequencing data for
6,135 schizophrenia and 9,090 control
samples of a European population

Brain tissue from 20 schizophrenia
cases, 20 bipolar disorder cases, and
20 healthy controls

92 young individuals at ultra-high risk
for psychosis

Investigated several published polymorphisms
in the YWHAH gene

Immunoreactivity values of cytosolic 14-3-38
and 14-3-3¢ proteins were evaluated by
Western blot in the prefrontal cortex

Whole brain voxel-based morphometric MRI
study regarding the effects of YWHAE SNPs
(rs28365859, rs11655548, and rs9393) on gray
matter volume

Study of the contribution of common and rare
risk variants in 14-3-3 genes using ASD and
schizophrenia transcriptomic data

Used data from comprehensive
difference-in-gel electrophoresis (2-D DIGE)
investigations of postmortem human
hippocampus for Ingenuity Pathway Analysis
(IPA) of implicated protein networks and
pathways

Explored the peripheral-blood expression level
of the seven YWHA genes using multiplex

Failed to find significant associations
between YWHAH and schizophrenia
When all schizophrenia subjects were
grouped together, no differences in
14-3-8 immunoreactivity were found,
but when more appropriately grouped
the results did show genetic linkage
Significant genotype-by-diagnosis
interaction for rs28365859 in the left
insula, right putamen, and right
hippocampus

Common variants in YWHAE contribute
to schizophrenia whereas ultra-rare
variants were found enriched in
schizophrenia for YWHAZ

IPA most prominently implicated 14-3-3
and aryl hydrocarbon receptor signaling
in schizophrenia

Converters had a significantly higher
baseline expression levels for 5 YWHA

Wang et al., 2005

Rivero et al., 2015

Kido et al., 2014

Torrico et al., 2020

Schubert et al., 2015

Demars et al., 2020

quantitative PCR

168 Schizophrenia probands and their
families
analyzed

Genetic association between schizophrenia and
the 14-3-31 gene and SNAP-25 genes was

family genes, and significantly different
longitudinal changes in the expression
of YWHAE, YWHAG, YWHAH, YWHAS,
and YWAHZ

Significant association with
schizophrenia for two polymorphisms in
the 14-3-3n gene: a 7 bp VNTR in the
5’ non-coding region and a 3’
untranslated region SNP

Wong et al., 2003

been considered as schizophrenia risk genes because they are
located chromosomally close to loci that have been genetically
associated with schizophrenia (English et al., 2011).

Despite the evidence discussed above for the genetic
link between 14-3-3 and schizophrenia, there are some
incongruencies in the literature. One study found no association
between YWHAE SNPs and schizophrenia (Liu et al., 2011).
While several studies have failed to find significant associations
between YWHAH and schizophrenia (Hayakawa et al., 1998; Bell
et al., 2000; Duan et al., 2005; Wang et al., 2005). In recognition
of these discrepancies, Rivero et al. (2015) performed a western
blot analysis of schizophrenia subjects and controls. This study
indicated that the outcomes of genetic and proteomic studies
in schizophrenia are likely influenced by gender, postmortem
delay, age, and pharmacological differences in the subjects
being tested. When all schizophrenia subjects were grouped
together, no differences in 14-3-3 immunoreactivity were found
in comparison to controls. However, when the subjects were
more appropriately grouped, the results did show genetic linkages
(Rivero et al., 2015). While the symptoms, demographics, and
environmental factors of schizophrenia are widely varied, it is also
important to consider the genetic heterogeneity of the disorder.
Therefore, studying the genetic link between just one family of
proteins with schizophrenia is further complicated by the fact

that over 200 genetic loci have been identified in association with
schizophrenia (Legge et al., 2021), and that interaction between
two or more of these loci may contribute to the development
of the disorder. These data suggest that the heterogeneity of
schizophrenia may contribute to mixed results in the literature,
especially when there is not proper grouping or when controls
are not careful case matched. Thus, it is important to consider
these limitations when interpreting genetic linkage studies and
their discrepancies. Taking these considerations into account in
future work will help further clarify the genetic link between the
14-3-3 family and schizophrenia.

Considering the evidence that 14-3-3 protein expressions are
changed in the brain of schizophrenia patients, investigation
of 14-3-3 levels in the cerebrospinal fluid (CSF) may serve
as a promising new direction to take in the diagnosis of
schizophrenia. Although the CSF is an indirect representation of
neurochemistry, changes in mRNA and protein levels of various
14-3-3 isoforms could potentially be reflected in the CSF of
schizophrenia patients. The 14-3-3 family has been implicated
in several other neurodegenerative, neurodevelopmental, and
neuropsychiatric disorders (Foote and Zhou, 2012). In fact, CSF
levels of 14-3-3 have been used as a biomarker for several of these
neurological diseases (Van Everbroeck et al., 2005; Antonell et al.,
2020; Figgie and Appleby, 2021; Nilsson et al., 2021) as well as
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several other diseases (Neal and Yu, 2010; Zeng and Tan, 2018;
Morales et al., 2012). Early diagnosis of schizophrenia is difficult,
yet early treatment can often make a difference in the prognosis
of disease progression and severity. The history of 14-3-3 being
used as a biomarker suggests that it could potentially serve as an
indicator of schizophrenia, thus further study into this diagnostic
possibility is warranted.

14-3-3 ANIMAL MODELS AND
SCHIZOPHRENIA

Although human studies have provided valuable insight into the
link between the 14-3-3 family and schizophrenia, they do not
provide sufficient information about the role of 14-3-3 in the
pathogenesis of schizophrenia. In order to better understand
the pathology of schizophrenia and how 14-3-3 proteins may
be involved; animal models are needed. Several animal models
have been used to study the 14-3-3 family in the context of
schizophrenia and have provided further support for the link
suggested by human studies (Table 2).

14-3-3¢ Knockout Mice

One isoform of particular interest in regards to animal models
of schizophrenia is 14-3-3¢. Several 14-3-3¢ knockout models
exhibit schizophrenia-like phenotypes. Homozygous 14-3-3¢
knockout mice of the Sv/129 background display behavioral
abnormalities including hyperactivity, impaired recognition
memory, reduced anxiety, dysfunction in hippocampal-
dependent memory, and altered sensorimotor gating (Cheah
et al, 2012). It is important to note that 14-3-3¢ knockout
in this model is prominent in the hippocampus and dentate
gyrus, pointing to the role of these regions in schizophrenia-like
behavior. Defects in the hippocampus that may underlie these
behavioral changes were apparent before the region was fully
developed. The defects included neuronal migration defects,
abnormal mossy fiber navigation, and altered glutamatergic
synapse formation (Cheah et al., 2012). While the glutamate
system may be altered, there is also evidence that 14-3-3(
knockout affects the dopamine system within this model. The
hyperactivity of 14-3-3¢ knockout mice is rescued by clozapine
administration and knockout animals are more sensitive to
amphetamine administration when compared to wildtype
controls (Ramshaw et al., 2013). The mechanisms of action of
these drugs and their effects on 14-3-3¢ knockout animals suggest
that the dopamine system may underlie some of the behavioral
abnormalities in this model. In fact, 14-3-3¢ was shown to have
a physical association with the dopamine transporter (DAT).
Further, decreased DAT levels found as a result of 14-3-3C
knockout also led to increased striatal dopamine (Ramshaw et al.,
2013). However, clozapine administration was not able to rescue
altered anxiety behavior, the structural abnormalities in spine
formation, or neuronal mis-localization in 14-3-3¢ knockout
mice (Jaechne et al., 2015). This result suggests that the loss of
14-3-3t causes changes beyond the dopamine system as well.
Although these studies provide evidence that alterations
in 14-3-3¢ can lead to schizophrenia-like phenotypes, these

abnormalities have not been fully recapitulated in 14-3-
3¢ knockout mice from other genetic backgrounds. When
backcrossed into a BALB/c background, homozygous 14-3-3¢
knockout mice can live to adulthood. However, these mice
show only weak learning disability and do not differ from
controls in many of the same behavioral tests that Sv/129 14-3-3¢
knockout animals display schizophrenia-like behavior (Xu et al.,
2015). In addition, the dopamine system appears intact in this
model, as dopamine signaling and DAT expression are unaltered
in the 14-3-3¢ knockout mice. Despite the discrepancies in
behavior and dopamine function, BALB/c homozygous 14-3-
3¢ knockout mice do display many of the same structural
abnormalities in the brain as 14-3-3¢ knockout mice from the
Sv/129 background. These abnormalities included mis-localized
hippocampal neurons, reduced CA3 spine density, and abhorrent
mossy fiber tracts (Xu et al.,, 2015).

Interestingly, overexpression of 14-3-3¢ can lead to increased
spine density in primary hippocampal neuron culture (Angrand
etal., 2006). This is consistent with the reduction in spine density
seen in 14-3-3¢ knockout mice, indicating that 14-3-3¢ positively
regulates spine density. Overall there is evidence that 14-3-3¢
knockout does induce schizophrenia-like defects in mice, but
these defects seem to depend on the genetic background of
the animal models. Thus, the models discussed above provide
further support for the importance of 14-3-3¢ to many structural
processes in the brain that may underlie schizophrenia-like
phenotypes when altered.

14-3-3¢ Knockout Mice

Several human studies have found a link between 14-3-3¢ and
schizophrenia, prompting further studies in 14-3-3¢ knockout
animals. Homozygous knockout of 14-3-3¢ is prenatally lethal
in in-bred genetic backgrounds. Thus, Toyo-oka et al. (2003)
examined the brains of homozygous and heterozygous 14-3-3¢
knockout mice at embryonic day 18.5, prior to homozygous
lethality. Both genotypes had hippocampal defects and cortical
thinning, structural issues which were underscored by shortened
neuronal migration and mis-localization of key proteins involved
in migration processes. The lethality of homozygous knockout
mice points to the increased severity of these defects with
complete loss of 14-3-3e. Additional studies of heterozygous
14-3-3¢ knockout mice revealed further molecular, structural,
and behavioral alterations. One such alteration seen in the
hippocampal formation was significantly increased levels of
VMAT2, a protein involved in the transport of monoamine
neurotransmitters into neuronal vesicles (Iritani et al., 2010).
Another study found that 14-3-3¢ knockout mice have decreased
numbers of tyrosine hydroxylase positive fibers that also
exhibit altered functional structure (Sekiguchi et al., 2011).
Behavioral testing of this heterozygous 14-3-3¢ knockout model
revealed weak deficits in working memory and moderately
enhanced anxiety like behavior (Ikeda et al., 2008). However, a
mixed genetic background model of 14-3-3e knockout showed
different behavioral results, including weaker motor activity,
hyperactivity, visual/spatial memory defects, and unaltered
anxiety-like behavior (Wachi et al, 2017). Thus, the above
evidence suggests that loss of 14-3-3¢ causes both structural and
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TABLE 2 | 14-3-3 Animal Models.

Mouse strain/line
Partial/full knockout

Behavioral changes

Molecular/synaptic/anatomical changes

References

Age studied

14-3-3¢

SV129/14-3-3 ¢Gt (OST062) Lex Hyperactive, lowered anxiety, impaired recognition Abnormal mossy fiber navigation and Cheah et al., 2012
Homozygous memory, defect in spatial working memory, defects glutamatergic synapse formation, 14-3-3

5-40 weeks in sensorimotor gating binding to DISC1

SV129/14-3-3 ¢Gt (OST062) Lex Hyperactivity rescued by clozapine, hypersensitive TH preserved, reduced and mis-localized DAT Ramshaw et al., 2013
Homozygous to amphetamine

30, 35 weeks

BALB/c/14-3-3 ¢Gt (OST062) Lex No hyperactivity, no anxiety changes, subtle Mis-localized hippocampal cells with aberrant Xu et al., 2015
Homozygous learning problems, impaired spatial memory connectivity, reduced spine density, normal DA

12 weeks, 28-35 weeks
SV129/14-3-3 ¢Gt (OST062) Lex
Homozygous

28-32 weeks

14-3-3¢

Mixed (129/S6 and NIH Black Swiss)
Heterozygous/homozygous

E 18.5

Mixed (129/S6 and NIH Black Swiss)
Heterozygous

9-10 weeks

Mixed (129/86 and NIH Black Swiss)
Heterozygous

12-15 weeks

Mixed (129/86 and NIH Black Swiss)
Heterozygous

15 weeks

Mixed (129SVE and C57BL/6)
Heterozygous/homozygous
12-16 weeks

14-3-3¢/e

129/SvEv

Heterozygous

E16.5-18.5

14-3-3y

1298V

Heterozygous/homozygous

ICR outbred

In utero electroporation of shRNA inhibitor
E17-18.5, P3-15

C57BL/6/B6; CBYwhagGt
(PU-21W)266Card
Heterozygous

10 weeks

14-3-3 FKO

C57BL/6

Transgenic expressed inhibitor
12-24 weeks

C57BL/6

Transgenic expressed inhibitor
12-24 weeks

C57BL/6

AAV delivered shRNA

12-24 weeks

C57BL/6

Transgenic expressed inhibitor
12-24 weeks
B6.SJLSIc6a3tm 1.1 (cre) Bkmn/J
B6.Cg-Tg (Camk2a-cre) T29-1Stl/J
AAV delivered YFP-difopein
12-24 weeks

Clozapine affects despair behavior in KOs,
anxiety-like behavior not affected by KO or
clozapine, clozapine had opposing affects in KO
and WT in the Y maze

Weak defect in working memory, moderately
enhanced anxiety like behavior

Hyperactivity, decreased working memory,
increased sociability

Normal cage behavior

Hyperactivity, depressive like behavior, sensitive to
acute stress

Deficit in associative learning and memory

Hyperactivity, unaltered anxiety response, deficit in
working memory, deficit in sensorimotor gating,
social withdrawal

Behaviors recapitulated through acute 14-3-3
inhibition in the PFC and HPC

signaling

Dendritic spine defects in the hippocampus
and cortex, anatomical differences not rescued
by clozapine

Hippocampal defects, cortical thinning,
neuronal migration defects, mis-localization of
NDEL/LIS1

/

Increased VMAT2 expression in the
hippocampus

Serpentine, thin, short TH immunopositive
fibers, few and sparse dendritic spine like
immunopositive varices, significant decrease in
TH positive fibers

/

Abnormal proliferation/differentiation of
neuronal progenitors in culture, increased
differentiation into neurons, cortical neuronal
migration defects, abnormal activity of the Rho
family and its effectors

Several differentially expressed proteins,
normal anatomy

Neuronal migration delay of cerebral pyramidal
neurons, thicker/highly branched leading
processes, impaired ability of the leading
process to enter the MZ

/

Defects in hippocampal LTP, reduced synaptic
NMDARs

Cortical neurotransmission deficit,
morphological alterations, reduced phospho-
cofilin, increase delta catenin

/

Altered neural oscillations in theta/gamma
frequency ranges

Increased activation of LS neurons is
necessary for over-activation of DA neurons
and psychomotor behavior induced by 14-3-3
inhibition in the dCA1

Jaehne et al., 2015

Toyo-oka et al., 2003

lkeda et al., 2008

Iritani et al., 2010

Sekiguchi et al., 2011

Wachi et al., 2017

Toyo-oka et al., 2014

Steinacker et al., 2005

Wachi et al., 2016

Kim et al., 2019

Qiao et al., 2014

Foote et al., 2015

Graham et al., 2019

Jones et al., 2021

Zhang et al., 2022
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behavioral abnormalities in mice that resemble those seen in
schizophrenia patient populations. However, these results may
be affected by the genetic background of the mouse models in
use. Nonetheless, 14-3-3¢ knockout models may be a valuable
tool in studying the molecular, structural, and behavioral aspects
of schizophrenia.

14-3-3¢/¢ Double Knockout Mice

Both 14-3-3¢ and 14-3-3¢ are critical proteins when it comes
to proper brain development, and there is evidence that
loss of either can cause defects similar to those seen in
schizophrenia patients. The underpinnings of these changes
have been further elucidated through the study of a double
knockout mouse model in which mice were heterozygous
knockout for one isoform and homozygous knockout for
the other 14-3-3 isoform (Ywhae/1o%; YwhazKO/KO and
Ywhaeflox/flox, yyhaz+/KO) (Toyo-oka et al, 2014). Double
knockout mice displayed neuronal differentiation and migration
defects as well as seizures. The same phenotypes are seen
in single knockout models for these proteins but are more
pronounced in double knockout animals. These results point
to the critical involvement of 14-3-3¢ and 14-3-3¢ proteins
in the developing brain, as well as the functional redundancy
between isoforms. A critical pathway through which these
14-3-3 proteins can regulate neuronal differentiation is the
catenin/Rho GTPase/Limk1/cofilin signaling pathway, where
14-3-3 proteins directly interact with phosphorylated delta-
catenin to promote F-actin formation. 14-3-3 double knockout
mice were shown to have increased levels of delta-catenin, as
well as decreased levels of beta-catenin and alphaN-catenin
(Toyo-oka et al., 2014). Deletion of delta-catenin did not
rescue neuronal migration abnormalities in double knockout
mice; but mutants of the Ndell protein were able to do so,
indicating that 14-3-3 proteins are also involved in a separate
pathway that controls neuronal migration (Toyo-oka et al,
2014). Thus, 14-3-3 proteins are important regulators of several
different pathways and the loss of one or more isoforms
can detrimentally impact neural development and result in
behavioral abnormality.

14-3-3y Knockout Mice

14-3-3y is particularly enriched in the brain and is typically
expressed in the developing cortex. Reduction in the y isoform
of 14-3-3 has yielded mixed outcomes when it comes to
behavioral and morphological changes. One study found no
obvious behavioral alterations or histological differences in the
cortex of either heterozygous or homozygous 14-3-3y knockout
mice (Steinacker et al., 2005). While in another study, depletion
of 14-3-3y through in utero electroporation of a specific small
hairpin RNA (shRNA) resulted in a delay of neural migration and
morphological abnormalities in the cortex (Wachi et al., 2016).
In a study of behavior, heterozygous 14-3-3y knockout mice were
hyperactive and more sensitive to acute stress when compared to
wildtype littermates, while homozygous 14-3-3y knockout mice
died before birth (Kim et al., 2019). Although there are some
conflicting results, there is evidence that loss of 14-3-3y can cause

abnormalities that resemble those found in psychiatric disorders
like schizophrenia.

14-3-3 Functional Knockout Mice

With the many roles of 14-3-3 proteins in neuronal processes and
the genetic evidence linking the proteins to schizophrenia, our
lab sought to create a mammalian model to study the synaptic
and cognitive functions of the 14-3-3 protein family. Transgenic
14-3-3 functional knock-out (FKO) mice were generated through
the expression of yellow fluorescent protein (YFP) fused difopein
(dimeric 14-3-3 peptide inhibitor), which inhibits all isoforms
of 14-3-3 from interacting with endogenous binding partners
(Qiao et al, 2014). An important consideration is that 14-3-3
inhibition during embryonic development can be lethal. To avoid
prenatal lethality, the transgenic expression of YFP-difopein
was driven by the neuronal specific Thy-1 promotor, which is
normally expressed in the perinatal period. The Thy-1 promotor
created several founder mice in which the expression pattern
of YFP-difopein varied but was preserved within the founder
line. One of these founder lines had transgene expression that
was relatively higher in the hippocampus (HPC) and the pre-
frontal cortex (PFC). This line was found to display several
behavioral, electrophysiological, and molecular abnormalities.
During the contextual fear conditioning and passive avoidance
tests, these 14-3-3FKO mice displayed significantly reduced
freezing behavior and reduced latency to dark chamber,
indicating impairments in associative learning and memory.
Electrophysiological investigation of these mice reveled that
they also exhibit defects in long-term synaptic plasticity of the
hippocampus. Consistently, evidence for NMDAR dysfunction
in the 14-3-3FKO line was observed, including significant
reductions in the NMDAR/AMPAR ratio and in NMDAR
mediated currents, as well as lowered levels of the GIuN1 and
GluN2a NMDA receptor subunits.

Further investigation of the 14-3-3FKO line revealed
additional behavioral and synaptic defects that can be considered
schizophrenia-like phenotypes. Increased activity in the open
field test (OFT), decreased alteration in the Y maze test, decreased
pre-pulse inhibition percentage, and decreased social interaction
in the three-chamber test were observed in FKO mice vs. their
wildtype (WT) littermates (Foote et al., 2015). These behavioral
outcomes reveal deficits in psychomotor behavior, working
memory, sensorimotor gating control, and social behavior
respectively; all of which can be likened to schizophrenia-related
phenotypes. In addition to these behavioral changes, whole-cell
voltage-clamp recording of YFP-difopein infected cells in cortical
neurons of the FKO mice show significant reductions in the
frequencies of spontaneous excitatory and inhibitory post
synaptic potentials, as well as alterations in miniature excitatory
and inhibitory post synaptic potentials. Further, the cortical
layer-5 and hippocampal CA1 pyramidal neurons of FKO mice
had decreased distal apical dendrite complexity and decreased
spine density when compared to cells from WT littermates.
Potential molecular mechanisms of these changes may come
from reduced levels of phospho-cofilin and increased levels of
delta-catenin in FKO brain tissue.
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The behavioral, electrophysiological, and molecular results
discussed above indicate that 14-3-3 inhibition in the PFC and
HPC can lead to a variety of schizophrenia-like phenotypes.
However, the individual roles for each of these brain regions was
not distinguishable. In order to determine if inhibition in either
the PFC and/or the HPC is necessary and sufficient to induce
schizophrenia-like phenotypes, 14-3-3 function was regionally
restored through an adeno-associated virus (AAV) delivered
shRNA that knocks down YFP-difopein (Graham et al., 2019).
Delivery of the shRNA to both the PFC and the HPC lead to
significant reductions in OFT locomotor activity, while delivery
to one region alone did not. Interestingly, shRNA injection to the
HPC alone significantly increased the GluN1 levels in 14-3-3FKO
animals, but not to the level of WT littermates. This was likely
due to the fact that shRNA was not able to fully inhibit the YFP-
difopein transgene. Due to this incomplete inhibition and the fact
that the difopein expression in FKO mice is not strictly limited
to the PFC and HPC, our lab sought to investigate the effect of
region specific difopein expression. A virus using the CamKIIa
promotor to drive YFP-difopein expression in excitatory neurons
was created to determine if 14-3-3 inhibition in the PFC and/or
the HPC is sufficient to induce schizophrenia related phenotypes
(Graham et al., 2019). Behavioral testing revealed that WT mice
with YFP-difopein injections to the HPC alone, but not the PFC
alone, exhibit significantly less freezing behavior in the contextual
fear conditioning test and decreased pre-pulse inhibition. In
addition, injection of YFP-difopein to both the PFC and HPC,
as well as the HPC alone, lead to increased locomotor activity
in the OFT, while injection to the PFC alone did not. These
results indicate that 14-3-3 inhibition in the HPC is sufficient
to induce schizophrenia-like behaviors. In further support of this
claim is the finding that YFP-difopein injection to the HPC has a
direct effect on NMDA receptor regulation, resulting in decreased
GluN1, GluN2A, and PSD95 levels.

To build upon the behavioral and molecular abnormalities
found in our models of 14-3-3 inhibition, our lab investigated
the role of 14-3-3 proteins in neural oscillations, which are
dysfunctional in schizophrenia patients (Jones et al., 2021). FKO
animals exhibited a range of changes in power, coherence, and
phase-amplitude coupling in both resting and task-related theta
and gamma oscillations. WT animals with 14-3-3 inhibited in
the HPC alone showed similar yet distinct changes in these
same measures. However, 14-3-3 inhibition to the PFC alone
leads to few changes in neural oscillations. Overall, our in vivo
electrophysiological results indicated that acute 14-3-3 inhibition
in the HPC largely disrupts theta oscillations and is sufficient to
cause neural oscillation defects in the HPC as well as the PFC.

Interestingly, FKO mice exhibit hyperactive dopamine
signaling in the ventral tegmental area (VTA) and some of
their altered behavior can be attenuated with antipsychotic
administration (Foote et al., 2015). Yet there is no YFP-difopein
expression detected in the VTA, indicating that 14-3-3 inhibition
in other brain areas has an influence on VTA dopamine signaling.
Acute 14-3-3 inhibition in the dorsal HPC (dHPC) alone causes
c-Fos expression in the dHPC and increased locomotor activity in
the OFT that is responsive to antipsychotics (Zhang et al., 2022).
This overexcitation in the dHPC is accompanied by robust

c-Fos expression in the VTA, indicating a connection between
14-3-3 inhibition induced dHPC overexcitation, hyperactive
dopamine signaling, and hyperlocomotion. However, the neural
circuitry underlying this connection is not clear, as the dHPC
does not directly communicate with the VTA. Through neural
tracing techniques, we found that the lateral septum (LS),
which also shows increased c-Fos activity after OFT in dHPC
injected mice, has mono-synaptic connections with the dHPC
(Zhang et al.,, 2022). Previous studies have shown that the LS
also communicates with the VTA, where its connections act
on GABAergic interneurons to disinhibit VTA DA neurons
(Vega-Quiroga et al., 2018). We confirmed that VTA projecting
LS neurons are activated following OFT in difopein injected
mice. Thus, the LS appears to be both activated during 14-
3-3 inhibition induced hyperlocomotion and anatomically
connected with the dHPC and VTA. To further confirm the
role of the LS in this neural circuitry we used chemogenetic
Designer Receptors Exclusively Activated by Designer Drugs
(DREADDs) to manipulate the activity of the LS in mice.
Our results demonstrated that chemogenetic inhibition of the
LS attenuates difopein induced hyperlocomotion as well as
upregulated DA activity, while chemogenetic activation of LS
projecting dHPC neurons elicits hyperlocomotion in WT mice.
These results indicate that increased activity in the LS is both
necessary and sufficient to induce changes in psycholocomotor
behavior. Overall, our results provide evidence for a polysynaptic
pathway from the dHPC to the LS to the VTA in which 14-
3-3 inhibition causes an imbalance in the ratio of excitatory
to inhibitory signaling that results in psychomotor behavior
(Zhang et al., 2022).

Through a series of studies, our lab has created a mouse
model of 14-3-3 inhibition that can be useful in the study
schizophrenia related phenotypes at the behavioral, molecular,
and circuitry levels. The family of 14-3-3 proteins is involved
in several critical neuronal processes and has been associated
with schizophrenia through genetic linkage studies. We found
that transgenic expression of a 14-3-3 inhibitor in key forebrain
areas results in a mouse line that displays several behavioral,
electrophysiological, and molecular phenotypes which resembles
those seen in schizophrenia patients. Through acute viral delivery
of our inhibitor, we saw that the functional loss of 14-3-3 proteins
in the hippocampus is sufficient to induce these disease-related
outcomes. Using our 14-3-3 inhibited mice, we delineated a
previously unknown polysynaptic circuit that connects 14-3-3
inhibition induced imbalances in neuronal signaling to changes
in psychomotor behavior. Together, our work provides further
evidence for the role of 14-3-3 dysfunction in schizophrenia and
a tool which we can use to further explore the mechanisms of
pathology in schizophrenia.

POTENTIAL MECHANISMS

Human genetic and proteomic linkage studies have provided
several lines of evidence that the 14-3-3 protein family and
their associated genes may be altered in schizophrenia. Because
the 14-3-3 proteins mediate such a wide range of cellular and
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molecular processes, any mutation to or change in expression of
these proteins may contribute to abnormalities in these processes
and potentially to disease states such as schizophrenia.

Several neurotransmitter systems appear to be altered in
schizophrenia, including the dopamine, glutamate, and GABA
systems. For many years the dopamine hypothesis and the
glutamate hypothesis were separate lenses in which researchers
and physicians studied and tried to treat the neuropathology
of schizophrenia. More recently, it has been proposed that
dysfunction in the dopamine system may be a downstream
consequence of dysregulated glutamate neurotransmission in the
forebrain. As the major excitatory neurotransmitter, glutamate
has influence all over the brain, including in the dopamine
system. However, it is unknown how the two systems could be
interacting in the disease state, making it difficult to merge the
two hypotheses for schizophrenia. The 14-3-3 protein family
may serve as a potential link between dopamine and glutamate
dysfunction in schizophrenia, as there is evidence that changes in
14-3-3 have effects in both neurotransmitter systems. Alterations
in NMDA receptor (NMDAR) activity is reported in several 14-
3-3 knockout models, and decreased NMDAR activity can alter
the excitation and inhibition balance in neural networks and
circuits (Moghaddam and Javitt, 2012). Surface expression of
NMDA receptors is regulated and promoted by 14-3-3 proteins,
particularly the ¢ and € isoforms, through their interactions with
particular NMDAR subunits (Chen and Roche, 2009; Lee et al.,
2021). This relationship is further highlighted by the finding
that knockdown of the NMDAR subunit NR1 leads to synaptic
reduction of 14-3-3¢ (Ramsey et al., 2011; Ferris et al.,, 2014).
Further, a recent study from our lab has elucidated a polysynaptic
pathway in which 14-3-3 dysfunction in the dorsal hippocampus
underlies altered psychomotor behavior mediated by dopamine
in the VTA (Zhang et al., 2022). These results offer evidence
on how the glutamate and dopamine systems may be linked in
schizophrenia, as well as a potential role for 14-3-3 dysfunction
in the mechanism of the pathology.

The 14-3-3 proteins have many binding partners and are
involved in several critical molecular and cellular pathways;
thus, the disruption of these proteins can have many potential
impacts. One pathway affected by 14-3-3 disruption is the
catenin/Rho GTPase/Limk1/cofilin signaling pathway, which
plays a significant role in regulating actin cytoskeleton dynamics
during brain development. Moreover, the Ndell/Lis1/14-3-
3¢ complex has been proposed to be critical for neuronal
migration (Foote and Zhou, 2012). Interestingly, the localization
of the Ndell/Lis1/14-3-3e complex to axons is regulated by the
schizophrenia related protein DISC1 (Taya et al., 2007). 14-3-
3¢ binds to the DISC1 binding region of Ndell, maintaining its
phosphorylation (Toyo-oka et al., 2003; Johnson et al., 2010), and
deficiency of 14-3-3¢ leads to mis-localization of Ndell and Lis1
(Toyo-oka et al., 2003). Additionally, 14-3-3 proteins have been
shown to interact with many other cytoskeleton and dendritic
spine related proteins. For example, 14-3-3¢ interacts with
microtubule-associated protein/microtubule affinity-regulating
kinase 3 (MARK3) (Angrand et al., 2006). The proper regulation
of microtubules is necessary for neuronal migration and spine
formation. In fact, knockout of microtubule associated protein
6 (MAP6) in mice results in many similar schizophrenia-like

phenotypes as 14-3-3 knockout models. These include deficits
in synaptic plasticity, abnormal glutamatergic signaling, and
locomotor hyperactivity (Cuveillier et al., 2021). The similarities
between MAP6 and 14-3-3 knockout models along with the
physical interaction between 14-3-3 proteins and microtubule
related proteins suggest that 14-3-3 are key players in appropriate
cytoskeletal regulation. The association between 14-3-3 proteins
and these specific binding partners and pathways may underlie
the neuronal migration and synaptic defects observed in the
14-3-3 knockout animal models discussed above, as well as
provide potential mechanistic insight into the pathogenesis
of schizophrenia.

Several of these processes are critical to neurodevelopment,
suggesting that any changes in 14-3-3 proteins during critical
periods could potentially lead to abnormal structural and
functional connections in the brain. In fact, the viability of
knockout animals and the severity of their abnormalities in
the brain are influenced by the timing of the 14-3-3 knockout.
Similarly, the timing of the progression of schizophrenia
in humans also points to the importance of these critical
developmental periods. The molecular changes that underlie
schizophrenia require further study to create a more holistic
understanding of the disease and how 14-3-3 dependent
regulatory pathways may be involved. The diverse and important
roles for 14-3-3 proteins serve as promising points from which to
study the mechanisms underlying the disorder.

CONCLUSION

Schizophrenia is a complicated mental disorder that greatly
affects those who are diagnosed with it. The heterogeneity of
the disorder makes it difficult to decipher the neurobiological
basis of schizophrenia. One interesting and promising route
of study in schizophrenia is the role of 14-3-3 proteins.
The genetic link between 14-3-3 and schizophrenia suggests
that studying schizophrenia through the 14-3-3 family can
offer valuable insight to the disease. The results from 14-3-
3 knockout models validate this idea and have allowed for a
better understanding of the pathology of schizophrenia and
how the 14-3-3 family may contribute to its progression. The
14-3-3 protein family has a wide variety of binding partners
and functions, the exact mechanisms behind how alterations
in 14-3-3 proteins can lead to schizophrenia-like phenotypes
is not fully understood. However, some potential mechanisms
include abnormal neural development and neuronal signaling
following altered neurotransmitter receptor levels, mis-localized
protein complexes, and interrupted cellular pathways. Future
study will be needed to fully elucidate the causes of these observed
phenotypes but will undoubtedly provide further understanding
of the complex pathology of schizophrenia.
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The importance of epitranscriptomics in regulating gene expression has received
widespread attention. Recently, RNA methylation modifications, particularly N6-
methyladenosine (MPA), have received marked attention. mPA, the most common and
abundant type of eukaryotic methylation modification in RNAs, is a dynamic reversible
modification that regulates nuclear splicing, stability, translation, and subcellular
localization of RNAs. These processes are involved in the occurrence and development
of many diseases. An increasing number of studies have focused on the role of mfA
modification in Alzheimer’s disease, which is the most common neurodegenerative
disease. This review focuses on the general features, mechanisms, and functions of
mBA methylation modification and its role in Alzheimer’s disease.

Keywords: Alzheimer’s disease, demethylase, methyltransferase, methylation-binding protein, memory disorder,
N6-methyladenosine

INTRODUCTION

Epitranscriptomics, i.e., chemical modification used for RNA regulation, has recently emerged
as a highly investigated subfield of neuroscience. In the early 1970s, RNA methylation
modifications were discovered (Desrosiers et al., 1974). These include N6-methyladenosine (m°A),
N1-methyladenosine (m'A), N6, 2-O-dimethyladenosine (m®Am), 5-methylcytosine (m°C), 5-
hydroxymethylcytosine (5hmC), and 7-methylguanine (m’G) (Chen et al., 2016). Among them,
m®A is the most common and abundant type of eukaryotic methylation modification in RNAs,
including mRNAs, long non-coding RNAs (IncRNAs), circular RNAs (circRNAs), microRNAs
(miRNAs), rRNAs, tRNAs, and small nuclear RNAs (snRNAs) (Yue et al.,, 2015; Du et al., 2018;
Shi et al., 2019). The adenine in the RRACH sequence (R = adenine or guanine, and H = cytosine,
adenine, or uracil) is usually the site of m®A modification (Figure 1; Deng et al., 2018). In
mammals, m®A methylation modification is widely distributed in many tissues, particularly in the
brain (Meyer and Jaffrey, 2014). The abundance of m®A and its emerging role as an important
post-transcriptional regulator in the mammalian brain has gained wide attention in the field of
neuroepigenetics (Chang et al., 2017).

Alzheimer’s disease (AD), the most frequently and commonly diagnosed dementia, is an
increasing global health concern with a notable impact on human health (Guo et al., 2020). Despite
significant advances in our understanding of AD pathogenesis and the definition of the disease
since the first case reported by Alzheimer (1907), there are still no disease-modifying treatments
(Pakavathkumar et al., 2017). Altered m6A—methylation has been considered associated with AD
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FIGURE 1 | The canonical RRACH motif. R, adenine or guanine; H, cytosine,
adenine, or uracil.

as many players in the m®A pathway have been implicated as
critical factors in neuronal function (Shafik et al., 2021).

In this review, we will focus on the general features,
functions, and adjustability of m®A methylation modifications
and their role in AD.

RNA N6-METHYLADENOSINE
METHYLATION MODIFICATION PROTEIN

The m®A modification of RNA has been proven to be reversible,
as it is bidirectionally regulated by m®A methyltransferase and
demethylase, which work with RNA m®A methylation-binding
protein to regulate the fate of RNAs (Knuckles and Biihler, 2018;
Widagdo and Anggono, 2018). These proteins have served as
valuable tools for investigating the cellular and physiological roles
of m®A methylation modification in the brain.

N6-Methyladenosine Methyltransferase

The m®A methyltransferases, also known as “Writers” in RNA
mC®A methylation modification, catalyze the transfer of a methyl
group from S-adenosyl methionine (SAM) to adenine nucleotides
of RNA substrates. Some “Writers,” including methyltransferases
such as 3/14 (METTL3/14), Wilms tumor l-associating
protein (WTAP), KIAA1429, and RNA-binding motifs protein
15/15B (RBM15/15B), form the core components of mlA
methyltransferase, which work together to catalyze methylation
of RNA substrates (Liu et al., 2020). In addition, zinc finger
CCCH-type containing 13 (ZC3H13) and E3 ubiquitin-protein
ligase Hakai (HAKAI) are also components of this complex.
Moreover, recent studies have found that methyltransferase-like
16 (METTL16) can catalyze the methylation of target RNAs
alone, without relying on the above m®A methyltransferase
complexes (Pendleton et al., 2017).

METTL3 (Figures 2, 3A) is the best-known m°A
methyltransferase. It is identified as a SAM-binding component
in the complex and has its own catalytic ability. Unlike METTL3,
METTLI14 (Figures 2, 3B) does not bind to the SAM domain
performing its own m®A methyltransferase catalytic ability but
plays a key role in substrate identification. Biochemical and
structural studies have revealed that METTL3 and METTL14
form a heterodimer (Figure 3C; Wang et al,, 2016) that has
a higher methylation activity than METTL3 alone (Liu et al,,
2014; Wang et al.,, 2017). WTAP (Figures 2, 3D) is a regulatory

subunit of the complex that interacts with METTL3 and
METTL14 and localizes the METTL3-METTL14 complex to
the nucleus (Ping et al., 2014; Schwartz et al., 2014). KIAA1429
(Figures 2, 3E) can mediate preferential mRNA methylation in
3UTR and near stop codon and is also known as vir-like m®A
methyltransferase-associated (VIRMA), whose N-terminus has
the ability to recruit the METTL3/METTL14/WTAP complex
(Yue et al, 2018). RBM15/15B (Figures 2, 3EG) was three-
to four-fold higher at the RRACH sequence site than at the
non-methylation site. Knockdown of RBMI15/15B decreases
mOA levels in cellular mRNA (Knuckles et al., 2018). ZC3H13
(Figures 2, 3H) and HAKALI (Figures 2, 3I) are also components
of the methyltransferase complex. ZC3H13 anchors the complex
to the nucleus (Wen et al., 2018), and HAKAI regulates m®A
levels in Arabidopsis (Ruzicka et al, 2017). Additionally,
METTLI16 (Figures 1, 3]; Doxtader et al., 2018) is also known
as RNA m®A methyltransferase, an enzyme that maintains SAM
homeostasis (Shima et al., 2017; Warda et al,, 2017; Aoyama
et al., 2020). METTL16 does not form complexes with other
m®A methyltransferases, and has a distinct set of targets for m®A
modification, including the 3’-untranslated region (UTR) of
MAT2A mRNA and U6 snRNA.

N6-methyladenosine methyltransferases are mainly localized
in the nucleus (Ping et al., 2014), which is consistent with
the m®A-binding site found in nascent pre-mRNAs or pri-
miRNAs (Ping et al., 2014; Ke et al., 2017; Slobodin et al., 2017).
Interestingly, METTL3 catalyzes the methylation of mature
mRNAs and has a non-methylating function in the cytoplasm
(Lin et al., 2019; Liu et al., 2020). Lin et al. (2016) found that
METTL3 was associated with ribosomes and promoted mRNA
translation in the cytoplasm. Additionally, METTL16 functions
independently of m®A methylation. In SAM-limiting conditions,
METTL16 occupancy of a hairpin (hpl) in the MAT2A 3'-UTR
induces splicing of the MAT2A-retained intron, which controls
the production of SAM (Pendleton et al., 2017). Thus, while mlA
methyltransferases generally affect RNA processing through m®A
“Readers,” direct contributions of methyltransferases to RNA
metabolism should not be overlooked (Pendleton et al., 2017;
Doxtader et al., 2018).

N6-Methyladenosine Demethylase

The m°®A demethylases, also known as “Erasers” in RNA m°A
methylation modification, catalyze the demethylation of RNA
substrates modified by m6A. In eukaryotes, fat mass and obesity-
associated protein (FTO) and AlkB homolog 5 (ALKBH5) were
both found to be demethylases. These enzymes belong to the
AIkB family of the dioxygenase superfamily and have a similar
catalytic core, although they prefer different substrates and are
expressed in different organs (Gerken et al., 2007; Zheng et al.,
2013; Zou et al., 2016; Liu et al., 2020).

Fat mass and obesity (Figures 2, 3K; Han et al, 2010),
also known as AlkB homolog 9 (ALKBHY), was the first
discovered RNA m®A demethylase. FTO is mainly detected
in the nucleus, similarly to the m®A methyltransferase (Jia
et al, 2011). Its long stem-loop domain at the C-terminus
enables substrate RNA demethylation (Jia et al., 2011; Bartosovic
et al, 2017). However, Hess et al. (2013) only found 5,000
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catalyzing mPA methylation, METTL3 also directly promotes RNA translation.

new m®A peaks in FTO-knockout mice, compared with 42,000
peaks in the control samples. These data indicated that
FTO does not globally target all m6A-modified mRNAs, or
which seems to imply that another m®A “Eraser; ALKHBS,
compensates for the lack of FTO. ALKBHS5 (Figures 2, 3L) is
similar to FTO and is also a Fe?* and a-Ketoglutaric acid-
dependent non-heme oxygenase (Zheng et al., 2013; Feng et al.,
2014).

RNA N6-Methyladenosine
Methylation-Binding Protein

The m®A binding proteins, also known as “Readers,” in RNA
m®A methylation modification, specifically bind to the m®A
methylation region, weakening the homologous binding to RNA
reading proteins, and altering the secondary structure of RNA to
alter protein-RNA interaction (Li et al., 2019). This function is
widely implicated in the stability, translation, alternative splicing,
and subcellular targeting of specific RNAs by recruiting or
repelling some RNA-binding proteins (RBPs) or by altering the
secondary structure of targeted RNAs (Adhikari et al., 2016;
Wu et al,, 2017; Widagdo and Anggono, 2018). Many "Readers,’
including YTH domain-containing RNA-binding protein (YTP),
fragile X mental retardation protein (FMRP), heterogeneous
nuclear ribonucleoprotein (HNRNP), eukaryotic initiation factor
3 (eIF3), insulin-like growth factor 2 mRNA-binding protein
(IGF2BP), and proline-rich coiled-coil 2A (PRRC2A), have
already been identified.

YTH domain-containing RNA-binding protein includes
YTH domain-containing family protein 1/2/3 (YTHDF1/2/3)
(Figures 2, 3M-O; Li et al,, 2014, 2020; Xu et al., 2015) and YTH
domain-containing protein 1/2 (YTHDC1/2) (Figures 2, 3P,Q;
Ma et al,, 2019; Li Y. et al, 2021). Their YTH domains are
capable of combining with the m®A RRACH sites to mediate

RNA-specific binding, while their proline/glutamine/asparagine-
enriched (P/Q/N-rich) domains regulate the subcellular
localization of target RNA (Liao et al., 2018; Patil et al., 2018).
YTHDF1/2/3 and YTHDC?2 play specific roles in the cytoplasm,
and YTHDCI plays a role in the nucleus. It is generally
considered that YTHDFI1 enhances mRNA translation by
promoting ribosome occupancy and interacting with initiation
factors, YTHDF2 promotes mRNA degradation by localizing
m°A-modified RNA to mRNA decay sites, and YTHDF3
enhances translation along with YTHDF1 and promotes
degradation along with YTHDE?2 in the cytoplasm (Wang et al.,
2014; Li A. et al., 2017; Shi et al., 2017, 2018). However, Zaccara
and Jaffrey (2020) showed that YTHDF1/2/3 co-regulated mRNA
degradation rather than promoting mRNA translation in HeLa
cells. Similar to YTHDEF3, YTHDC2 in the cytoplasm accelerates
degradation of the modified mRNA and enhances the translation
of the corresponding protein by recognizing m®A (Hsu et al.,
2017). Additionally, YTHDCI regulates m®A-dependent mRNA
splicing by recruiting splicing factors and mediates the nuclear
export of m®A methylated mRNAs by interacting with the
nuclear export adaptor protein SRSF3 (Xu et al, 2014; Xiao
et al., 2016; Roundtree et al., 2017). Briefly, YTHDF1/2/3 and
YTHDC2 promote the metabolism of m®A-modified mRNAs,
but YTHDCI regulates their splicing (Figure 2; Wang et al.,
2014; Xiao et al., 2016; Hsu et al., 2017; Li A. et al., 2017; Shi et al.,
2017, 2018; Zaccara and Jaffrey, 2020).

Fragile X mental retardation protein, an RBP (Figures 2, 3R;
Myrick et al, 2015), negatively regulates the translation of
mRNAs by interacting with m®A sites and then recruits RNA-
induced silencing complexes and some miRNAs to arrest
ribosomal elongation (Darnell et al,, 2011; Suhl et al., 2014;
Richter et al., 2015; Arguello et al., 2017; Chang et al., 2017).

Heterogeneous nuclear ribonucleoprotein is a group of RBPs
that includes nearly 30 proteins, named Al to U, which can
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“Writers”
|

“Erasers”

“Readers”

FIGURE 3 | Crystal structure of RNA m8A methylation-modification enzymes. (A) METTL3 and (B) METTL14, predicted from “AlphaFold.” (C) SAM-bound

METTL3-METTL14 complex (Wang et al., 2016). (D) WTAP, (E) KIAA1429, (F) RBM15, (G) RBM15B, (H) ZC3H13, and (I) HAKAI, predicted from “AlphaFold.”

(J) Human METTL16 catalytic domain in complex with MAT2A 3’-UTR hairpin 6 (Upper; Doxtader et al., 2018); METTL16, predicted from “AlphaFold” (Lower).

(K) FTO reveals the basis for its substrate specificity (Left; Han et al., 2010); FTO, predicted from “AlphaFold” (Right). (L) Human ALKBHS5 in complex with citrate and
acetate (Left; Feng et al., 2014); ALKBHS5, predicted from “AlphaFold” (Right). (M) YTHDF1 YTH domain (Upper; Xu et al., 2015); YTHDF1, predicted from
“AlphaFold” (Lower). (N) YTH-YTHDF2 in the free state (Upper; Li et al., 2014); YTHDF2, predicted from “AlphaFold” (Lower). (O) YTHDF3 YTH domain in complex
with m8A RNA (Upper; Li et al., 2020); YTHDF3, predicted from “AlphaFold” (Lower). (P) YTHDC1 with mBA (Upper; Li Y. et al., 2021); YTHDC1, predicted from
“AlphaFold” (Lower). (Q) Human YTHDC2 YTH domain (Upper; Ma et al., 2019); YTHDC2, predicted from “AlphaFold” (Lower). (R) N-terminal domain of FMRP
(Upper; Myrick et al., 2015); FMRP, predicted from “AlphaFold” (Lower). (S) HNRNPA2B1 in complex with RNA (Upper; Wu et al., 2018); HNRNPA2B1, predicted

from “AlphaFold” (Lower). (T) Eif3, (U) IGF2BP1, (V) IGF2BP2, (W) IGF2BP3, and (X) PRRC2A, predicted from “AlphaFold.”

interact with each other to form a complex. The most studied
heterogeneous nuclear ribonucleoprotein A2/B1 (HNRNPA2BI)
(Figure 3S; Wu et al,, 2018) binds directly to a set of nuclear
transcripts with m®A marks, and activates downstream variable
shear events of partial genes (Alarcon et al., 2015; Geissler et al,,
2016).

The eIF3 protein (Figures 2, 3T) facilitates the translation of
mRNA by binding to the m®A sites of mRNA 5'-UTRs directly.
In addition, IGF2BP, including IGF2BP1/2/3 (Figures 2, 3U-W),
promotes mRNA stability and translation by recognizing the GG
(m®A) C sequence (Huang et al., 2018). PRRC2A (Figure 3X)

stabilizes mRNA expression by binding to the consensus GGACU
motif in the coding sequence (CDS) region of mRNA in an
mCA-dependent manner (Wu et al., 2019).

ADJUSTABILITY OF RNA
N6-METHYLADENOSINE METHYLATION

The dynamic nature of chemical modifications is an essential
feature of functionality in the nervous system (Widagdo and
Anggono, 2018). RNA m®A methylation, as the most abundant
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internal RNA modification, contributes markedly to this. Not
surprisingly, RNA m®A methylation is precisely regulated.

Activity-Dependent Regulation of
N6-Methyladenosine

Previous studies have demonstrated that cellular m®A levels
are dynamically regulated in response to hypoxia, heat shock,
and ultraviolet irradiation in cells (Dominissini et al., 2012;
Meyer et al., 2015; Zhou et al.,, 2015; Zhang et al., 2016; Xiang
et al., 2017; Lu et al., 2019). In the mammalian central nervous
system, stimulus-dependent regulation of m®A has recently
been shown to occur in response to behavioral training, cell
microenvironment changes, and nerve injury (Widagdo et al,,
2016; Engel et al., 2018; Shi et al., 2018; Weng et al., 2018; Zhang
etal., 2018).

KCl is used to activate neurons by increasing membrane
potentials in cells and opening voltage-gated calcium ion
channels in cell membranes (Rosen et al., 1994; Lakk et al.,
2017). m®A methylation of RNAs is upregulated following
administration of KCI to primary neuronal cultures (Widagdo
et al,, 2016). Behavioral training is another way to stimulate
neurons. Widagdo et al. (2016) discovered that the percentage
of m®A-occupancies RNAs increased significantly in the medial
prefrontal cortex after cued fear conditioning. A similar increase
in the levels of m®A methylation was also observed in the
dorsal hippocampus following contextual fear conditioning
(Walters et al, 2017). Interestingly, activity-dependent m°®A
RNA modification has been found to occur in many immediate
early genes and synaptic plasticity-related transcripts (Widagdo
et al,, 20165 Shi et al., 2018; Zhang et al., 2018). However, acute
restraint-stress reduced global m® A levels in the mouse prefrontal
cortex (Engel et al., 2018), which requires further investigation.

Tissue, Cellular/Subcellular, and
Site-Specific Regulation of
N6-Methyladenosine

More intriguingly, dynamic adjustability of m®A has been
demonstrated in different brain regions, such as the prefrontal
cortex, hippocampus, and amygdala (Widagdo et al., 2016;
Walters et al., 2017; Engel et al., 2018). Shafik et al. (2021)
revealed that this tissue specificity was most pronounced in
the hypothalamus.

As different brain areas include different types of cells,
it is reasonable to speculate that RNA m°A methylation
may have cellular and subcellular specificity. Although the
transcriptomic profiles of m®A in neuronal subpopulations have
yet to be established, bioinformatics analysis showed RNA m°A
methylation-enrichment in genes specific to neuronal subtypes
(Chang et al., 2017), which implies a particular bias for m®A
toward RNAs in neurons rather than in glial cells. Furthermore,
the m®A-modified transcripts were widespread in a position
distal from the neuronal cell body, indicating an interesting
mode of m®A regulation outside of the nucleus. Indeed,
some immunocytochemical assays and biochemical subcellular
fractionation tests have revealed that some mSA “Writers”
(METTL3, METTL14, METTL16), “Erasers’ (FTO, ALKBHS5),

and “Readers” (YTHDF1/2/3) are present in the extra-somatic
regions of neurons (Gershoni-Emek et al., 2016; Merkurjev et al.,
2018; Yu et al,, 2018; Nance et al., 2020). This localization of
m°A “Writers” and “Erasers” in the extra-somatic regions may
expedite the dynamic regulation efficiency of neurons (Widagdo
and Anggono, 2018) in response to changes in the extracellular
milieu, although most of the work may still be done in the soma.
The localization of m®A in axons and its role in axonal growth
has also been studied (Yu et al, 2018). An axonal elongation
factor, Gap-43, was found to be an mRNA target of m°®A. The
local translation of Gap-43 was negatively modulated by m®A
methylation and could be regulated by FTO in axons (Yu et al,,
2018). In addition, the function of m®A has been observed
in the synapses. In the pre-and postsynaptic compartments of
neuron, most of the m®A target genes fell into the Gene Ontology
functional terms “cell junction” and “synapse,” as well as surface
receptor pathways, all of which maintain the functionality and
integrity of synapses (Merkurjev et al., 2018).

Furthermore, the sites of m®A modification were found to
be non-randomly distributed within genes (94.8%), where the
proportions of CDS, UTRs, and introns were 50.9%, 41.9%,
and 2.0%, respectively (Figure 4A; Meyer et al, 2012; Deng
et al., 2018). Although the frequency of the RRACU sequence
in last exons was the same as that in other exons (Figure 4B),
m®A was found to be enriched within the last exons of a gene
(Figures 4C,D; Ke et al., 2015).

Developmental Stage-Specific

Regulation of N6-Methyladenosine

Studies of m®A modifications have highlighted the need to
maintain transcriptomic dynamics during neurodevelopment.
The expression pattern of m®A indeed differs across various
developmental phases (Meyer et al., 2012; Yoon et al, 2017).
Shafik et al. (2021) also found that m6A exerted a critical
function in both early and late brain development in a spatio-
temporal fashion.

Prenatall, m®A modification is markedly increased
throughout brain development (Meyer et al., 2012). Changing the
m®A methylation modification by interfering with the expression
levels of m8A “Writers” or “Erasers” leads to defects in brain
development. The loss of m®A in embryonic neuronal progenitor
cells by conditionally deleting METTL14 in embryonic mouse
braiTablens resulted in delayed differentiation and prolonged
cell cycle progression, extending cortical neurogenesis into the
postnatal stages (Yoon et al., 2017). An abnormal increase of mlA
by knocking out FT'O caused cerebellar shrinkage and impaired
spatial learning and memory (Li L. et al, 2017), which might
be due to the increase in m®A promoting the decomposition of
mRNAs encoding proteins with known functions in neuronal
differentiation, stem cells, and the cell cycle (Yoon et al., 2017).

Postnatally, the function of m®A in neurogenesis was first
uncovered in FTO-knockout mice (Li L. et al., 2017). Loss of
FTO in FTO-knockout mice resulted in decreased proliferation
and differentiation and reduced numbers of adult neural stem
cells. In addition to the aforementioned central nervous system,
loss of FTO in FTO-knockout mice also led to a shorter
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axonal length in mouse dorsal root ganglia neurons (Widagdo
and Anggono, 2018). Taken together, these results suggest that
balanced m®A modification plays a significant role in the
establishment and development of the mammalian central and
peripheral nervous systems.

MicroRNA Regulation of

N6-Methyladenosine-Related Enzymes

MicroRNAs, which are approximately 22-nucleotide single-
strand sequences, are a group of important post-transcriptional
regulators in eukaryotes, which affect RNA m®A methylation
by targeting m®A “Writers,” “Erasers,” and “Readers” in terms
of both their functions and expression. It has been reported
that manipulation of some miRNA sequences or their expression
altered m®A methylation modification levels by regulating the
binding of METTL3 to some mRNAs containing miRNA-binding
sites (Chen et al., 2015). In addition, miR-33a, which targets
the METTL3 3/-UTR, suppressed cell proliferation (Liu et al.,
2020). miRNA-421-3p targeting the “Reader” YTHDFI inhibited
p65 mRNA translation to prevent inflammatory responses in
cerebral ischemia/reperfusion injury (Zheng et al., 2020). miR-
145 restrained the expression of YTHDEF2 by targeting YTHDF2
mRNA, thus inhibiting cell proliferation. miR-744-5p targeting

the “Reader” hnRNPC promoted ovarian cancer cell death
(Chen et al., 2020).

RNA N6-METHYLADENOSINE
METHYLATION IN ALZHEIMER’S
DISEASE

Miao et al. (2020) observed that the frequency percentage of m®A
in genes was positively correlated with the length and number
of exons (Figures 5A,B) but negatively correlated with GC
content and gene distance to the adjacent gene (Figures 5C,D),
which implies that RNA m®A methylation is not random and
disordered. Several recent reports have started to uncover the
functional significance of m®A regulation in de novo RNA
transcripts, including nuclear splicing, stability, translation, and
subcellular localization, suggesting that m®A serves as a regulator
to fine-tune many diseases precisely over time (Li et al., 2019).
Indeed, m® A has been identified as a conserved epitranscriptomic
modification in many neurodegenerative diseases, such as AD
(Hess et al., 2013; Engel and Chen, 2018; Shafik et al., 2021).

Just as m®A methylation, AD has tissue, cellular/subcellular,
and site-specificity, associated with environment and
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neurodevelopment and regulated by miRNAs. The progressive
degeneration of hippocampal neurons is the main feature of
AD. Mutations in the APP, PS1, and PS2 genes are considered
the main causes of familial AD (Popugaeva et al, 2018).
Environmental stimulation, such as infections, trauma, and
radiofrequency radiation (Dasdag et al., 2020), is thought to
induce sporadic AD. Neurodevelopment-related signaling
pathways, such as Notch/Wnt/Reelin intracellular signaling
pathways, may represent a novel approach to the regulation
of neurodegenerative processes in AD (Grilli et al.,, 2003). In
addition, the above-mentioned miRNAs that regulate m°A are
also considered to be involved in the pathogenesis of AD. Jaouen
and Gascon (2016) described miR-33 function modulating ATP-
binding cassette transporter A1 (ABCA1) and interfering with
AR plaque formation through cholesterol metabolism regulation.
Pena-Bautista et al. (2021) found hsa-miR-421 showed a positive
correlation with some detected lipids (FA (16:0), FA (20:2),
FA (18:2), FA (20:4), FA (20:3), FA (18:0), FA (14:0)) in AD
plasma samples. Docosahexaenoic acids (DHA) are known to be
beneficial in AD. miR-33a and miR-145 are regulated by DHA,
and this regulation becomes disrupted in AD (Chiang, 2021).
RNA m°A methylation has been considered to be an
important epigenetic marker associated with AD disturbances,
including mitochondrial ~dysfunction, neuroinflammatory

response, oxidative stress, neurotoxic substance deposition, and
memory deficits. Here, we will introduce them to AD one by one
in the following.

N6-Methyladenosine and Mitochondrial

Dysfunction of Alzheimer’s Disease

The central nervous system requires approximately 20%
of the bodys total basal oxygen consumption to support
neuronal energy expenditure. Mitochondria are organelles
that are responsible for energy production. Therefore, neurons
are damaged by mitochondrial deficiency. Mitochondrial
dysfunction was observed in the brains of AD patients, even
before the appearance of neurofibrillary tangles and senile
plaques (Lim et al., 2020).

Some mCA-related enzymes have been shown to affect
mitochondrial function. The physiological role of METTL3
in mitochondria is under debate. Shi et al. (2021) considered
that METTL3 preserved mitochondrial function in Down
syndrome by reducing the expression of nuclear receptor-
interacting protein 1 (NRIP1), a crucial gene in the regulation
of the mitochondrial pathway. But Zhang et al. (2021)
demonstrated that METTL3 and YTHDEF2 cooperatively
promoted mitochondrial dysfunction and inflammatory
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response during oxLDL-induced inflammation in monocytes.
In addition, the demethylase FTO inhibitor MO-I-500 was
found to ameliorate astrocyte mitochondrial dysfunction in
streptozotocin-induced AD cell models (Cockova et al., 2021).

N6-Methyladenosine and
Neuroinflammatory Response of
Alzheimer’s Disease

An excessive neuroinflammatory response is harmful for the
brain. Growing evidence shows that neuroinflammation is
directly implicated in AD processes (Amor et al., 2014). Microglia
are the main effectors in the neuroinflammatory process. Once
overactivated, microglia may release proinflammatory cytokines
and accelerate neurodegeneration.

Li Q. et al. (2021) identified a distinct m®A epitranscriptome
in microglia. They found that m®A served as a novel
and essential regulator of the anti-inflammatory and
proinflammatory responses of microglia. An in silico analysis
of immunoprecipitated methylated RNAs with microarrays also
demonstrated that m®A methylation was increased in major
inflammatory pathways (Chokkalla et al., 2019), indicating that
RNA m®A methylation is closely related to neuroinflammation.
Indeed, METTL3 was found to promote lipopolysaccharide
(LPS)-induced neuroinflammation through the TRAF6/NF-«kB
pathway (Wen et al., 2020). LPS-induced neuroinflammation was
considered might impair the efficient readout of neuronal genetic
information and might contribute to a progressive disruption
in the readout of genetic information in the AD brain (Zhao
et al., 2017). The METTL3 knockdown was found to inhibit the
inflammatory response by regulating the variable splicing of
MyD88 (Feng et al., 2018).

N6-Methyladenosine and Oxidative

Stress of Alzheimer’s Disease

Oxidative stress plays a crucial role in AD pathogenesis. The brain
is more vulnerable to oxidative stress than other organs, and most
of the components of neurons (proteins, lipids, and nucleic acids)
can be oxidized in AD (Bonda et al., 2010).

It has been reported that m®A modification is affected by
oxidative stress. The arsenic exposure hypothesis for AD provides
a parsimonious testable hypothesis for the development and
progression of this devastating disease to some degree (Gong
and O’Bryant, 2010). Arsenite-induced oxidative stress possibly
increases the levels of RNA m®A methylation by regulating
m®A “Writers” or “Erasers;” particularly promoting METTL14
and WTAP expression (Zhao et al., 2019). Additionally, mlA
modification is important in the regulation of oxidative stress.
The m®A-binding protein YTHDF1/3 was found to promote
stress granule formation (Fu and Zhuang, 2020). Although
associations per se cannot prove cause-effect relationships, the
development of pathological stress granules has been implicated
in the onset and progression of AD (Ash et al., 2014). The
m®A methyltransferase METTL3 was reported to attenuate
oxidative stress and cell apoptosis in colistin-induced kidney
injury by activating the antioxidant Keap1/Nrf2 pathway (Wang
et al.,, 2019). The reduced neuronal m®A modification in the

hippocampus caused by METTL3 knockdown led to extensive
synaptic loss and neuronal death along with multiple AD-related
cellular alterations, including oxidative stress and aberrant cell
cycle events in vivo (Zhao et al., 2021).

N6-Methyladenosine and Pathologic

Hallmark of Alzheimer’s Disease

Accumulation of insoluble neurotoxic aggregates, including
extracellular amyloid (A)B plaques and intracellular tau
neurofibrillary tangles, represents a major pathological
hallmark of AD. Their accumulation leads to neuronal
degeneration, synaptic dysfunction, and ultimately, dementia
(Lane et al., 2018).

N6-Methyladenosine and A Plaques

Folic acid, a water-soluble B vitamin, reduces the production of
AP and slows the progression of AD by involving in generating
S-adenosylmethionine (SAM), potentially enhancing the levels
of RNA m®A methylation (Li et al., 2015; Li N. et al., 2021),
implying that RNA m®A methylation may be involved in AB
metabolism. Interestingly, AB treatment was found to have
significantly reduced METTL3 and postsynaptic density-95
(PSD-95) expression in rat primary cortical neurons. On
the contrary, METTL3 overexpression was found to rescue
AB-induced synaptic PSD-95 loss in vitro. Importantly,
METTL3 overexpression rescued synaptic damage and
cognitive impairment in Af-induced AD mice. In addition,
the demethylase FTO was reported to alleviate AB-induced cell
degeneration via the PKA/CREB signaling pathway (Hu et al,,
2020). In addition to targeting AB, m®A methylation also altered
the expression levels of AP production-related proteins, such
as AP precursor protein (APP) and the B-site APP-cleaving
enzyme (BACE1) (Kolisnyk et al., 2017; Edens et al., 2019). The
m®A “Reader” FMRP was found to regulate the local protein
synthesis of neuronal synapses and change the nuclear output of
m®A-dependent mRNA by regulating APP mRNA translation
(Chang et al,, 2017; Edens et al., 2019). The downregulation of
the “Reader” HNRNPA2B1 was shown to promote abnormal
splicing of BACE1 (Kolisnyk et al., 2017).

N6-Methyladenosine and Tau Neurofibrillary Tangles
In human postmortem AD samples, Huang et al. (2020) observed
METTL3 accumulation in the insoluble fractions, which
correlated positively with levels of insoluble tau neurofibrillary
tangles. This was accompanied by an increased level and
redistribution of METTL3 expression in the AD hippocampus,
likely representing aberrant misfolding and/or aggregation of
METTL3, perhaps similar to the frequent aggregation of
misfolded proteins in AD (Huang et al., 2020). In the brain of an
AD mouse model, upregulated FTO was also observed to activate
the phosphorylation of tau and accelerate the pathological
hallmarks of AD in an mTOR-dependent manner (Li et al., 2018).
In the Drosophila AD model, which specifically expresses the
human tau gene with the R406W mutation in the eye, found
that the loss of m®A by loss of METTL3, METTL14 or YTHDF
enhanced tau toxicity and had more severe locomotive defects
(Shafik et al., 2021).
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N6-Methyladenosine and Memory

Disorder in Alzheimer’s Disease

Learning and memory impairments are the most important
clinical symptoms of AD. Synaptic plasticity, that is, the
adjustability of synaptic morphology and strength, is considered
to be the basis of learning and memory. It is worth noting
that short- and long-term memory requires multiple layers
of regulation, from protein modifications at the synapse
to RNA synthesis de novo in the nucleus (Cai et al,
2016; Holtmaat and Caroni, 2016; Karunakaran et al., 2016).
The stability and translation of RNA transcripts have been
shown to depend on mPA modification (Yue et al.,, 2015),
which is strongly biased to neuronal genes and functions
(Meyer et al, 2012; Schwartz et al, 2014). Thus, it is
perhaps unsurprising that RNA m®A methylation modifications
have been implicated in neural plasticity, thereby affecting
learning and memory.

N6-Methyladenosine Methyltransferase and Memory
Disorders

Increased m®A levels in adult neurons have been found to
promote the transcriptome response to synaptic plasticity (Engel
et al., 2018; Leighton et al, 2018). In contrast, reducing the
mSA peaks in cellular mRNAs by knocking out some m®A
methyltransferases, such as METTL3, METTL14, METTLI6,
WTAP, RBM15/15B, and HAKAI may result in memory disorders
(Ping et al., 2014; Schwartz et al., 2014; Razicka et al., 2017;
Knuckles et al., 2018; Zhang et al., 2018; Shafik et al., 2021).
The most studied m®A “Writer; METTL3, has been shown
to have a direct effect on the regulation of hippocampal-
dependent memory formation. The overexpression of METTL3
in the dorsal hippocampus of wildtype mice was found to
enhance long-term memory consolidation significantly (Zhang
et al., 2018; Table 1), whereas the knockout of METTL3 in the
forebrain was found to inhibit memory consolidation, which
could be restored by adequate training (Zhang et al., 2018; Zhao
et al., 2021). METTL14-mediated RNA m°®A modification is

also critical for epitranscriptomic regulation of learning. The
deletion of METTL14 was observed to reduce striatal m®A
levels, increase neuronal excitability, and severely impair striatal-
mediated learning-related behavior (Table 1; Koranda et al,
2018).

N6-Methyladenosine Demethylase and Memory
Disorders

Precise RNA mC®A modification is necessary for memory
formation, thereby implicating m®A demethylase concurs with
memory regulation. Despite being ubiquitously expressed, FTO,
the best characterized “Eraser, is enriched in the nuclei
and dendrites, and near dendritic spines of mouse dorsal
hippocampal CAl neurons (McTaggart et al, 2011). The
expression of FTO protein decreased shortly after a situational
fear reflex, which implies that FTO typically limits memory
formation (Table 1; Walters et al., 2017). Indeed, knocking out
FTO in the prefrontal cortex of mice was found to enhance fear
memory consolidation, with m®A modification on several fear-
related genes significantly increased (Li L. et al., 2017; Engel et al.,
2018). However, a gene variant of FT'O was found to be a possible
risk factor for AD (Table 1; Ho et al., 2010; Keller et al., 2011;
Reitz et al., 2012). A prospective cohort study by Keller et al.
(2011) suggested that the FTO AA-genotype had a higher risk
for AD compared to TT-carriers. Reitz et al. (2012) used 1,877
Caucasian cases and controls from the NIA-LOAD study and
1,093 Caribbean Hispanics to further explore the association of
FTO with AD. They found that genetic variation in Introns 1
and 2 of the FTO gene may contribute to AD risk (Reitz et al.,
2012). The aforementioned studies suggested that maintaining a
low and basic expression level of FTO in AD might be necessary
for precise RNA m®A modification.

RNA N6-Methyladenosine Methylation-Binding
Protein and Memory Disorders

N6-methyladenosine methylation-binding proteins also make
marked contributions to memory storage. Interrupting m°A-
mediated function via knockdown of m°A “Readers” in

TABLE 1 | The function of RNA N6-methyladenosine methylation modification enzyme in learning and memory.

Types Name Roles References
Methyltransferase METTL3 Enhance the long-term memory consolidation by promoting m8A Zhang et al., 2018; Huang et al., 2020
“Writers” methylation.
METTL14 Mediated RNA m8A modification is critical for striatum function and Koranda et al., 2018
epitranscriptomic regulation of learning.
Demethylase “Erasers” FTO Limit memory formation by inhibiting mPA methylation; A gene variant of Ho et al., 2010; Keller et al., 2011; McTaggart et al.,
FTO has been found to be a risk factor in AD. 2011; Reitz et al., 2012; Li L. et al., 2017; Walters
et al., 2017; Engel et al., 2018
Methylation binding YTHDF1 Enhance memory formation by promoting translation process of target Shi et al., 2018
protein “Readers” transcripts in a way of neuronal stimulating dependence.
YTHDF3 Increase dendritic spine density and promote synaptic transmission. Merkurjev et al., 2018
FMRP Regulates the translation of some functional synaptic proteins Huber et al., 2002

HNRNPA2B1 The selective loss in entorhinal cortex leads to aberrant alternative splicing

and dendiritic loss.

PRRC2A
cognitive deficits.

Control the specification and myelination of oligodendrocyte and improve

Berson et al., 2012

Wu et al., 2019
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hippocampal neurons resulted in synaptic dysfunction, including
immature spine morphology, and destroyed excitatory synaptic
transmission, accompanied by decreased clusters of PSD-95 and
reduced surface expression of the AMPA receptor subunit GluA1
(Merkurjev et al., 2018).

YTHDF1 is mainly expressed in the hippocampus and
promotes the translation of target transcripts through neuronal
stimulation. YTHDF1-knockout mice showed impaired
learning and memory, reduced synaptic transmission, and
decreased long-term potentiation (Table 1; Shi et al, 2018).
Interestingly, these phenotypes were similar to those obtained
with METTL3 depletion (Shi et al., 2018), suggesting “Readers”
and “Writers” can, to some extent, phenocopy each other
in the brain. In YTHDF3-knockdown neurons, excessive
dendritic filopodia in place of mature spines were observed,
and a decreased percentage of spines containing a PSD-95
cluster and surface GluAl expression was observed (Table 1;
Merkurjev et al, 2018). In addition, FMRP was found to
regulate the translation of some functional synaptic proteins
(Table 1; Huber et al, 2002). The absence of FMRP in
Fragile-X Syndrome causes excessive and persistent protein
synthesis in dendrites, leading to an excess number of dendritic
spines and synaptic dysfunction (Bassell and Warren, 2008;
Richter et al, 2015). HNRNP was found to be relatively
highly expressed in brains with a high metabolism. The
selective loss of HNRNPA2B1 in the entorhinal cortex led
to aberrant alternative splicing and dendritic loss (Table 1;
Berson et al.,, 2012). PRRC2A has been shown to control the
specifications and myelination of oligodendrocytes. PRRC2A-
knockout mice showed cognitive deficits (Table 1; Wu et al.,
2019).

CONCLUSION AND OUTLOOK

RNA m®A methylation, which is abundant in the mammalian
brain, is a significant epitranscriptomic modification. m®A
has a wide range of effects on AD and can be precisely
regulated. The emergence of cross-talk between m®A “Writers,”
“Erasers,” and “Readers” makes it more complicated. The
most appropriate example is METTL3. METTL3 is a key
component of the m°A methyltransferase complex, with
its eminent methyltransferase activity, but has also been
reported to function as an m°A “Reader.” Studies have
reported that METTL3 directly promotes the translation of
several m®A-modified mRNAs, such as the Hippo pathway
effector TAZ and the epidermal growth factor receptor, by
interacting with translation initiation machinery, independent
of its methyltransferase and downstream m°A “Reader”
activity (Lin et al, 2016). Hence, METTL3 might be both
an m®A “Writer” that methylates mRNA along with other
members of the methyltransferase complex, by identifying
unmethylated mRNA, and an m®A “Reader” that enhances
mRNA translation alone, by identifying methylated mRNA.
The second pertinent example is METTL16, which interacts
with MAT2A hairpins to regulate MAT2A through two
mechanisms: reducing mRNA stability in SAM-sufficient

conditions and promoting pre-mRNA splicing in SAM-limiting
conditions. The former relies on METTL16 recognition
of methylated MAT2A pre-mRNA. As the sites of m°A
on MAT2A pre-mRNA are occupied, METTL16 is quickly
separated from MAT2A pre-mRNA, increases retention of the
last intron in MAT2A pre-mRNA, and reduces its stability.
However, in SAM-limiting conditions, METTL16 binds to
unmethylated MAT2A pre-mRNA to promote the splicing
of MAT2A pre-mRNA by recruiting the cleavage factor
I, complex (CFIm), and finally increases the expression
of MAT2A mature mRNA (Scarborough et al, 2021). In
brief, the effects of METTL3 and METTL16 likely reflect
the typical “Writer—Reader” paradigm. More importantly,
their effects are precisely regulated. The activity of METTL3
is controlled by post-translational modifications, such as
SUMOylation (Liu et al., 2020), and METTL16 is regulated by
intracellular SAM levels, which makes the regulatory network
extremely intricate.

In addition, differences in experimental conditions and animal
models increase discrepancies in research results. Some studies
have shown a reduction in m®A modification in AD (Shafik
et al., 2021) and Parkinson’s disease models (Chen et al., 2019).
However, Han et al. (2020) found that m®A methylation was
elevated in the cortex and hippocampus of an AD model. The
variation tendency of METTL3 and FTO in AD brain were
also contradictory between the studies by Han et al. (2020),
Shafik et al. (2021). Shafik et al. (2021) found METTL3 was
downregulated and FT'O was upregulated, which was in contrast
to the study by Han et al. (2020) These discrepancies might be
due to differences in the animal models employed. 9-month-old
APP/PS1 mice and 6-month-old mice were used by Han et al.
(2020), Shafik et al. (2021), respectively. Given that Shafik et al.
also observed significantly more m6A sites as age increases during
the aging process in both mouse and human brain areas, we
speculate the increase in m6A methylation in that the study of
Han et al. (2020) may be more likely to be compensatory and early
changes in AD. But, of course, more comprehensive experiments
are required to elucidate the changes of RNA m°®A methylation
modification in the various stages of AD.
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