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Editorial on the Research Topic 
Applying Robotics and AI in Pandemics (COVID-19): Detection, Diagnosis and Delivery

The COVID-19 pandemic highlighted the fragility of the human response to pandemics on a global scale. First, the airborne transmission of the virus has led to a significant increase in infections. Weak medical systems ineffectively isolate the source of the disease. Second, close contact increases the probability of cross-infection and puts understaffed health workers at risk. In addition, the lack of detection devices limits tracking the health status of people and diagnosing cases in real time. Finally, the strict protection policy has led to a sharp decline in transportation efficiency and shortages of supplies. These factors make COVID-19 have an unprecedented impact on human society.
After 2 years of fighting COVID-19, humans are lessening the virus’s influence with robotics and artificial intelligence (AI). Robots make up for the lack of professionals. It has unique advantages in improving work efficiency and blocking virus transmission. For example, temperature detection robots have tracked health status in public places. Telemedicine robots can reduce close interactions between caregivers and infected patients. The COVID-19 throat swab intelligent sampling robot has achieved a single sampling success rate of more than 95%, improving the standardization of biological sample Research Topic and ensuring specimen quality. In this Research Topic, we aim to collect current research around robotics and AI in the pandemic to overcome the challenges preventing wide-scale robotic deployment. Our purpose is to address the feasibility and impact of robotics in COVID-19 diagnosis and detection.
This Research Topic contains nine research articles that present the newest research achievements of robotic applications: four papers focus on detection methods and devices; three papers are on the diagnosis of symptoms or viruses; and the remaining two papers study the delivery of healthcare resources.
The first paper (Zhou et al.) proposes a cough recognition network (CRN) based on the CNN model and a Mel-spectrogram. CRN can achieve excellent performance in cough recognition compared to other methods. The results of generalization tests show that CRN adapts to cough monitoring in complex scenes in daily life. It is expected to be a potential solution for disease management during the COVID-19 pandemic and to reduce health care workers’ exposure.
The second paper (Jumlongku) presents the effectiveness of a new method of using robot-assisted surgery to cut the skull of a cadaver. Compared with the oscillating saw method, the noise level is reduced. It also limits the release of aerosol particles to levels similar to those of ordinary autopsy procedures. This method reduces fine infectious dust particles, especially during the COVID-19 pandemic.
The third paper (Al-Zogbi et al.) proposes an autonomous robotic solution enabling POCUS scanning of COVID-19 patients’ lungs for diagnosis and staging. Under a CT scan, an algorithm is developed to estimate the optimal position and orientation of a US probe on a patient to image target points in the lungs. Without CT data, a deep learning algorithm can predict the 3D landmark positions of a ribcage given a torso surface model. The results demonstrate the preliminary feasibility of the system and its potential for offering a solution to help mitigate the spread of COVID-19 in vulnerable environments.
The fourth paper (McGinn et al.) presents the design of a robotic UVGI platform. It can be deployed alongside human workers and operate autonomously within cramped rooms. The results show that UVGI can effectively inactivate germs on commonly touched surfaces in radiology suites. Despite the short irradiation period, UVGI can inactivate microbes with more complex cell structures, thus indicating a high likelihood of effectiveness against COVID-19.
The fifth paper (Jumlongkul and Chutivongse) proposes an AMBU ventilator consisting of an automated AMBU bag ventilator, a negative pressure head box, and a transporting capsule. It allows the initial setting of the preliminary flow rate, rhythm, and volume of oxygen during the intubation period to protect medical colleagues from potential erosol infection. It is expected to block airborne transmission of COVID-19 viruses during the procedure.
The sixth paper (Akbari et al.) proposes a robot-assisted system that automatically scans tissue to enable isolation between patients and sonographers during the COVID-19 pandemic. This system automatically scans the tissue using a dexterous robot arm that holds the US probe and assesses the quality of the acquired US images in real time. According to the quality assessment algorithm, this system successfully maintains US image quality and is fast enough for use in a robotic control loop.
The seventh paper (Cheng and Tavakoli) reviewed applications requiring physiological organ motion compensation in the medical telerobotic system. Physical distancing restrictions cause significant effects on the delivery of physical healthcare procedures worldwide to limit the spread and transmission of the novel coronavirus. Medical telerobotic systems can play a positive role in the provision of telemedicine. This paper focuses on control-theoretic approaches to outline possible future directions of telerobotic systems in COVID-19 healthcare.
The eighth paper (Grimshaw and Oyekan) proposes a cable-driven parallel manipulator (CDPM) to balance an unstable load, a ball plate system. It consists of eight cables attached to the end effector plate. The hardware includes a reinforcement-learning trained neural network controller and nested PID controller to output the desired platform response. During the COVID-19 pandemic, this robotic device can reduce workers’ exposure.
The ninth paper (Cheung et al.) surveys the available army doctrine of healthcare missions. The proposed framework adopts metrics of spacing error, separation distance, and string stability to compare the performance of autonomous convoys. According to hierarchical decision-making, this paper argues for using nonlinear battlefield techniques for delivering healthcare logistics to remote pandemic outbreak areas.
These nine articles are strictly selected based on many submissions. We hope that the discussion of recent advances in this area can promote an understanding of how robotics and AI can be used to diagnose and detect COVID-19 and provide a framework for how we can integrate smart systems to reduce pressure on healthcare systems during current and future pandemics.
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The coronavirus disease 2019 (COVID-19) pandemic has resulted in public health interventions such as physical distancing restrictions to limit the spread and transmission of the novel coronavirus, causing significant effects on the delivery of physical healthcare procedures worldwide. The unprecedented pandemic spurs strong demand for intelligent robotic systems in healthcare. In particular, medical telerobotic systems can play a positive role in the provision of telemedicine to both COVID-19 and non-COVID-19 patients. Different from typical studies on medical teleoperation that consider problems such as time delay and information loss in long-distance communication, this survey addresses the consequences of physiological organ motion when using teleoperation systems to create physical distancing between clinicians and patients in the COVID-19 era. We focus on the control-theoretic approaches that have been developed to address inherent robot control issues associated with organ motion. The state-of-the-art telerobotic systems and their applications in COVID-19 healthcare delivery are reviewed, and possible future directions are outlined.

Keywords: COVID-19, healthcare, physical distancing, teleoperation, telerobotics, telemedicine, motion compensation, robot control


INTRODUCTION

On January 30, 2020, the World Health Organization (WHO) officially declared the coronavirus disease 2019 (COVID-19) outbreak as a public health emergency of international concern (World Health Organization, 2020). Subsequently, the COVID-19 was assessed by WHO as a pandemic. The pandemic resulted in public health interventions to limit the spread and transmission of the novel coronavirus, causing significant effects on the delivery of physical healthcare procedures worldwide. For instance, to slow the spread of disease by stopping chains of transmission of COVID-19 and preventing new ones from appearing, social and physical distancing measures are strongly recommended globally, which resulted in dramatic reductions of in-person visits of patients to clinics or professionals. As this unprecedented crisis is likely to last for a long time and will possibly have multiple waves until a vaccine is available, rapidly seeking and developing a global solution to address this issue (i.e., physical distancing restrictions) will build confidence in delivering healthcare services either remotely or in-person while observing physical distancing.

Intelligent robotic systems, especially telerobotic systems, can play a positive role in this pandemic as they can effectively improve the fully remote or physical distancing-aware healthcare procedures (Tavakoli et al., 2020). Specifically, robotic and telerobotic systems can significantly reduce the risk of infectious disease transmission to frontline healthcare workers by providing a way to triage, evaluate, monitor, and treat patients from a safe distance. Moreover, medical robots have inherent advantages including steady-hand, accuracy, motion scaling, and biomotion compensation, which lead them to be able to provide general support for patients and medical professionals and further alleviate the non-COVID-19 burden placed on healthcare systems during this crisis. In fact, given the growing demands for remote-based healthcare services in the age of COVID-19, a motivation to urgently develop and apply technologies for robotics-assisted surgery has emerged. Inspired by the abovementioned points, this paper focuses on a survey addressing the subject of teleoperation on medical applications.

Teleoperation naturally indicates operating at a distance, which can perfectly meet the requirements of fully remote or in-person distancing-aware healthcare services during the COVID-19 pandemic. Meanwhile, a medical telerobotic system is capable of extending the human capabilities such as the facilitation of motion and/or force scaling, offering advantages in minimally invasive surgery including repeatability, accuracy, dexterity, fine manipulation, etc. In a general single-master/single-slave medical telerobotic system, the human applies a force on the master consoler, which results in movement commands transmitted to the slave manipulator that in turn mimics the human's operations.

Designing a teleoperation system requires addressing many issues concerning sensors and actuators, communication media, time-delay problem, stability, and transparency. Most of the relevant work and surveys focused on teleoperation, which is assumed to include a stable environment on the slave site, aiming for perfect transparency, system stability, and solving time-delay-induced problems (Hokayem and Spong, 2006; Passenberg et al., 2010). However, a survey addressing problems for teleoperation with a moving environment is seldom studied. Differing from the most researched issues such as time-delay, stability, and transparency, the most critical problem for teleoperation with a moving environment is to synchronize the slave robot's motion with the movement of the object (the environment) so that the automatic robotic motion compensations can be deployed instead of manual ones by the human operators.

A typical application of teleoperation in the medical area is manipulating with physiological organ motion caused by cardiac and respiratory activity. The cardiac motion has important local effects on the heart and areas proximal to the heart. Respiratory motion affects the movement for the majority of the body, from the thorax to the abdomen (including heart, lungs, liver, pancreas, and kidneys), and from inside to outside (such as chest and breast) of the body. It has been reported that organ displacements may range from 10 to 40 mm in anterior–posterior, left–right, and superior–inferior directions during normal breathing (Keall et al., 2006). The physiological organ motion has significant effects on medical procedures such as (i) inside or outside moving-organ surgeries (the surgeon has to manually compensate for the organ motion), (ii) moving-organ evaluation (the ability to define accurate target volumes in radiation oncology is difficult), and (iii) image-based diagnosis and monitoring (image quality and quantitative accuracy are highly effected) (Uchinami et al., 2019). When the telerobotic systems (Ballantyne, 2002) are used for the applications requiring automatic organ motion compensation, the current medical performance may need to be improved.

Among many medical telerobotic systems (Avgousti et al., 2016; Evans et al., 2018), da Vinci® robot (Intuitive Surgical Inc.) is currently the most widespread robotic surgical system, which not only can be used for teleoperation over remote distance but also can perform a variety of surgeries, evaluations, diagnosis, and monitoring. Those functionalities involve scaling the operator's actions over a small distance and with a negligible communication delay. Experimentally, the communication delay will be kept within 5–10 ms, and the effects caused by communication delay is trivial and can be negligible. In the short-distance applications, the master console and the slave manipulators are generally placed in the same operating room or different operating rooms in the same clinic; the time-delay problem, therefore, is trivial and negligible.

In this paper, we narrow down the teleoperation systems to short-distance medical telerobotics with applications accompanied by physiological organ motion, and mainly focus on the issue of motion compensation. The aim of this survey is to present the state of the art of the medical telerobotic systems with applications requiring motion compensation and the related control strategies. The rest of the paper is organized as follows. Section Teleoperation for Organ Motion Compensation deals with the control strategies of robotic-assisted systems with an emphasis on the control for automatic motion compensation. Section Applications focuses on clinical applications with telerobotic systems and solutions to effectively deliver healthcare services during the COVID-19 pandemic. Section Discussions and Future Directions discusses the perspectives of future work and concludes the paper.



TELEOPERATION FOR ORGAN MOTION COMPENSATION

The mission of advancing medical telerobotic systems is to boost medicine performance by improving patient care, expanding access to high-quality therapy, and enhancing physician education, safety, and efficiency. For medical telerobotic systems with physiological organ motion such as respiratory and heartbeat motion, to minimize the risks of tool-tissue collision and tissue injury, an idea of automatic synchronization of the movement of robotic manipulator's end-tip with the moving organ is proposed. This inspires the development of telerobotic systems to provide compensation for the physiological organ motion to assist the human in performing operations accurately and safely. Indeed, if the robotic system can move a surgical instrument (e.g., catheter, ultrasound probe, forceps) in synchrony with the target tissue while the organ moves, it can provide significant benefits to the surgeon and give him/her a feeling of performing surgery on a stationary organ.


Teleoperation Systems

In a telerobotic system, the master console controls a remote slave robotic manipulator by sending position/velocity commands and receiving potential haptic/visual feedback signals, as well as the information of slave robot status. Teleoperation systems can be divided into three categories with their features: unilateral teleoperation systems, bilateral teleoperation systems, and multilateral teleoperation systems.

In a typical single-master/single-slave teleoperation system, if the slave does not possess a force sensor, which causes the human operator losing the sense of touch, then this system is called a unilateral teleoperation system. In contrast, if the slave possesses force sensors and is able to transmit the force feedback to the master, then this system is called a bilateral teleoperation system. In other words, the human can feel the interaction force between the slave robot and what it is touching, enabling the human to efficiently manipulate the master robot to provide appropriate commands. When a teleoperation system consists of more than one master console and/or slave manipulator and involves more than one sensed and command signal flow between the human operator and the environment, the system is called a multilateral teleoperation system. A multilateral framework not only allows for a one-to-one correspondence between the operator–master and the slave–environment sets but also realizes collaborative scenarios between multiple operator–master sets and/or multiple slave robots.



Physiological Organ Motion

The motion of a moving organ is primarily induced by respiratory and/or heartbeat motions with different frequency ranges. In order to mimic the physiological organ motion in experiments, the studies can be classified into two categories: organ simulators and living organ. By designing mechanical devices, the organ simulators can be controlled to mimic the moving organ's motion based on pre-acquired organ motion data (Yang et al., 2016; Cheng et al., 2019) or biological signals (Cheng and Tavakoli, 2018b). In vivo experiments use living porcine organ (Kesner and Howe, 2014) or dog organ (Mansouri et al., 2018) to demonstrate the control techniques. Specifically, in Yang et al. (2016), a stereo video of in vivo porcine heart, which recorded image sequence of a totally endoscopic coronary artery bypass graft from a da Vinci (Intuitive Surgical, CA) surgical platform, was used to measure the 3D heart positions offline by vision tracking. The quasi-periodic 3D heart motion signals were transmitted to a Motoman SIA-5F (Yaskawa America, Inc., Miamisburg, OH, USA) 7-DOF serial manipulator (Cheng et al., 2019) to control the manipulator to work as a real heart organ.



Motion Compensation Control Techniques

To compensate for the physiological organ motion and synchronize a robot's motion with the organ's motion, various control methods have been proposed for both handheld robotic systems (Yuen et al., 2009; Poulsen et al., 2012; Winter et al., 2015; Kolbitsch et al., 2018; Salehi et al., 2018; Ting et al., 2018) and telerobotic systems (Ginhoux et al., 2005; Gangloff et al., 2006; Cheng et al., 2018). In the paper, we mainly focus on motion compensation control methods for telerobotic systems, which generally falls into four categories: position control, force control, impedance control, and hybrid control.


Position Control

The position-based controllers need the real-time organ position and use that to synchronize the slave's movement with the organ's motion. For a teleoperation system, to further control the slave robot to mimic the human's operation, the summed positions of the master and the moving organ are used as a reference position for the slave robot to follow. A pure position-based telerobotic control system belongs to a unilateral teleoperation system as it provides the human without haptic feedback.

Before discussing robot controllers, a vital issue is to measure the moving organ position in real time. To this end, many image-based sensors have been widely used in research such as high-speed camera/laparoscopy (Nakajima et al., 2014), X-ray fluoroscopy (Ma et al., 2020), computed tomography (CT) (Su et al., 2013), magnetic resonance imaging (MRI) (Yang et al., 2014), positron emission tomography (PET) (Bettinardi et al., 2013), and ultrasound imaging (US) (Bowthorpe and Tavakoli, 2016a,b; Diodato et al., 2018). To get performance, hybrid imaging systems are also developed to measure precise organ motion including MRI/US imaging (Celicanin et al., 2018), MRI/CT imaging (Neumann et al., 2017), PET/CT imaging (Bettinardi et al., 2013; Pepin et al., 2014), and PET/MRI (Kolbitsch et al., 2018). The above-listed measurements have their advantages and limitations, which are elaborated in Table 1.


Table 1. Advantages and disadvantages of medical imaging measurements.

[image: Table 1]

Non-image-based sensors have also been used to collect moving organ motion data such as sonomicrometric sensors (Bebek and Cavusoglu, 2007), optical measurement (Ruszkowski et al., 2016), and electromagnetic tracking system (Loschak et al., 2020).

Once the position of the moving organ is measured, robot controllers aimed for motion compensation can be deployed. Controllers for physiological organ motion compensation can be classified into error feedback controllers, predictive feedforward (prediction-based) controllers, and predictive feedback controllers, as elaborated in the following:

Error feedback controllers directly use the measured position as a reference signal for the medical robot. A proportional–integral–derivative (PID) controller is widely used to continuously calculate an error value (Murphy, 2004). However, the error feedback controller is found to be unable to reduce tracking error sufficiently if used solely.

Prediction-based controllers use the estimated current organ position as the setpoint to move the medical tools. It aims to develop accurate mathematical models of the organ's motion by using one or more previous measured motion dataset. The primary goal is to improve motion tracking performance by developing estimation methods. To this end, Taken's theorem (Ortmaier et al., 2005), artificial neural network (Cheng and Tavakoli, 2019b; Hirai et al., 2019), extended Kalman filter (EKF) (Liang et al., 2014), receding horizon model predictive controller (Bebek and Cavusoglu, 2007), and recursive least squares-based adaptive filter (Tuna et al., 2014) have been investigated in the developments of prediction-based controllers.

Predictive feedback controllers not only need the organ's current position but also take the tracking error into account. By considering the physiological organ motion as periodic disturbances, controllers such as model predictive controllers (MPCs) (Gangloff et al., 2006; Vrooijink et al., 2017), Smith predictor-based controllers (Bowthorpe et al., 2013; Bowthorpe and Tavakoli, 2016a), generalized predictive controllers (GPCs) (Bowthorpe and Tavakoli, 2016b), and repetitive-GPC (R-GPC) (Ginhoux et al., 2005) were used. As these methods rely on the known organ motion model, the robustness of the system to irregular organ motion is challenging.



Force Control

For applications that require tool-tissue contact such as ablation and biopsy with controlled depth, a significant breakthrough in medical telerobotics is facilitated by force-reflecting haptic feedback, which allows the human to perceive the forces applied by the slave robot on the environment (a moving target). Force feedback (haptic feedback) increases the transparency of the teleoperation, which enhances human operator's immersive maneuver on the master consoler. Such function, as mentioned earlier in the paper, requires sensory feedback information. In other words, a force/torque sensor should be mounted on the slave side to measure and transmit slave–environment interaction forces. To simultaneously compensate for the physiological organ motion, various force-based control methods are proposed. The control goal is to keep the slave–environment interaction forces at a constant value so that the human can have a haptic feeling that the environment is motionless through force feedback.

Moreira et al. (2014) proposed a force control scheme using an active observer (AOB) based on a viscoelastic interaction model (soft tissue model) to compensate for the physiological motion. The model-based force control used the AOB to estimate the system states and an extra state, which is employed to compensate for system disturbances and modeling errors. Dominici and Cortesão achieved motion compensation by designing a cascade MPC architecture with a Kalman AOB (Dominici and Cortesão, 2014). The AOB inner loop provides stable closed-loop dynamics, and the MPC outer loop generates reference forces for AOB control for autonomous motion compensation. The authors further proposed another force control scheme by using a double AOB architecture (Cortesão and Dominici, 2017). In the work of Mohareri et al. (2014), the authors developed an asymmetric force feedback control system for bimanual telerobotic surgery using the da Vinci surgical system. To avoid instability issues caused by the closed-loop system, the authors proposed to use one hand to exert force through the master robot and use the other hand to perceive force feedback from the slave robot. He et al. (2019) proposed a neural network-based force control scheme to compensate for the eyeball motion in retinal surgery, in which the tool–eyeball interactive force is fed into the neural network and the latter is trained to command the robot manipulator to move according to the eyeball movements.



Impedance Control

Different from the position control and the force control, which are utilized to control position or force variables separately, impedance control is a compliant control, which is employed to achieve desirable dynamic interaction between a robot manipulator and its environment. In other words, impedance control can control the dynamic relationship between robot motion and robot–environment interaction force as desired. For a robotic manipulator aiming to compensate for the organ's motion, the robot and the moving organ can be expressed as impedance and admittance, respectively (Hogan, 1984, 1985). The goal of impedance control is to regulate the dynamic relationship to achieve the requirements of automatically compensating for the organ motion while keeping the interaction force in a safe range.

Florez et al. (2012) proposed a method that uses an impedance control on a handheld robotic instrument to compensate for physiological motion. The handheld system allows the human to perform low-frequency motions that correspond to the task. At the same time, the part of the instrument contacting the moving organ actively moves in synchronism with the organ's motion to keep a constant contact. Zarrouk et al. (2010) proposed an adaptive control architecture based on model reference adaptive control to solve the 3D physiological motion compensation in beating-heart surgery. A reference impedance model and an adaptive controller were designed for the surgical robot. The aforementioned impedance-controlled systems are developed for handheld medical robotics instead of teleoperated systems. In the work of Cheng (Cheng and Tavakoli, 2018a; Cheng et al., 2018, 2019) and Sharifi et al. (2018), the model reference adaptive control was applied to the bilateral teleoperation systems separately. The authors designed two reference impedance models for the master and slave robots, respectively. The slave reference impedance model was used to make the slave robot compensate for the living organ's motion, while the master reference impedance model has the ability to ensure the human to perceive non-oscillatory robot–organ interaction force. The oscillatory haptic feedback caused by oscillatory motion and force sensor inertia is filtered out by the master reference impedance model.



Hybrid Control

Hybrid control combines two or more control schemes together, including hybrid position/force control, hybrid position/impedance control, etc. The goal of hybrid control is mainly to develop a compliant control scheme to achieve specific task requirements. In Yuen et al. (2010) and Kesner and Howe (2014), the authors separately incorporated position control and force control to achieve beating-heart motion compensation. These methods combined the US guidance with a force controller and are aimed to incorporate a feedforward term that contains the estimated motion of a beating heart. The US was used to measure the position of the moving organ, while the force controller was utilized to extend the device application from free motion to constrained contact motion. Nakajima et al. (2014) used visual servoing to compensate for the organ motion and performed haptic feedback using an acceleration-based bilateral control method. System stability was evaluated through frequency characteristics and root locus. In Cheng and Tavakoli (2018b), an impedance control combined with an US image-guided position control was developed in a teleoperation system. The US scanner estimated the moving organ position and transmitted it along with the master robot position to the slave robot as a position reference. For non-oscillatory haptic feedback, a reference impedance model was designed for the master robot to provide the human with a steady slave–organ interaction force.





APPLICATIONS

Significant interest has been documented for both interventional (e.g., therapeutic treatments such as surgery and protontherapy) and diagnostic (e.g., US scan, X-ray scan, and biopsy) applications (Figure 1).
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FIGURE 1. Scheme of the control methods for physiological motion compensation and the potential applications.


The corresponding telerobotic systems can significantly reduce the risk of infectious disease transmission to frontline healthcare workers by making it possible to evaluate, monitor, and treat patients from a safe distance. Moreover, the teleoperation techniques are able to provide general support for patients and medical professionals, alleviating the non-COVID-19 burden placed on healthcare systems during this crisis. The latter, i.e., secondary prevention and disease management of non-COVID-19 individuals who need therapeutic treatments or diagnosis during this difficult time, is of equal importance. Telerobotic and autonomous systems can support healthcare staff such as physiotherapists and surgeons during the COVID-19 pandemic through facilitating fully remote or in-person distancing-aware physical treatments and diagnosis services.


Teleoperated Intervention
 
Telesurgery

Telerobotics applications mostly involve articulated robot configurations with an interchangeable surgical tool that is mounted on the end effector of the slave robot (surgical robot). Robot systems have been developed from the first functional telesurgery system—ZEUS—to the da Vinci surgical system; the latter is currently the only commercially available surgical robotic system. However, telerobotics for applications with physiological organ motion are mostly in the domain of research yet.

Most of the proposed systems are application-specific medical telerobots, such as the telerobots used for beating-heart surgery (mitral valve prolapses and repair, atrial septal defect, atrial fibrillation) and percutaneous nephrolithotomy surgery (kidney stones, kidney cysts, kidney blockage). Compared to conventional surgery operations, the surgeries assisted by telerobotic systems requiring organ motion have significant advantages. First, the master–slave system enables remote or physical distancing-aware surgical procedures during the COVID-19 pandemic. Second, automatic compensation for complex physiological organ motion greatly reduces the difficulty of operation for surgeons and increases surgical accuracy, which turns to improve patient safety. Third, advanced technique introduces minimally invasive robotic surgery, which can be used for the surgeries mentioned above with benefits including small incisions, little pain, low risk of infection, short recovery time, and reduced blood loss. Last but not least, specifically for beating-heart surgery, robotic surgery has been found to have additional advantages over the conventional arrested-heart surgery; the latter has to employ a heart–lung bypass machine (Angelini et al., 2002).



Teleradiotherapy

When a tumor locates close to the vital organs (heart, lung, etc.), radiation therapy is generally recommended as a useful treatment to destroy cancer cells and slow tumor growth without harming nearby healthy tissue. The goal of radiation therapy is to assess the true volume of the tumor and its real motion and to obtain an accurate target delineation and an accurate and personalized definition of the treatment plan (Khan and Gibbons, 2014). As the breathing-induced motion has significant effects on organs (e.g., liver, lung, breast, kidney, prostate, and pancreas), radiation therapy, accurately and automatically compensating for continuous physiological respiratory motion of organs, is necessary. Indeed, if not correctly compensated, organ motion can lead to a spreading of the thermal dose, which is the cause of two severe issues: (i) loss of treatment efficiency, and (ii) generation of unplanned lesions in adjacent healthy tissues. Moreover, teleradiotherapy will be useful to get rid of the side effects of radiation therapy to the physicians.




Telediagnosis
 
Tele-Echography

Ultrasound is an imaging modality that plays a significant role in medical emergency and surgical decision diagnosis. To compensate for the limited availability of ultrasound experts in isolated areas (such as physical distancing-aware caused by COVID-19 pandemic), the use of robotic telemedicine systems is gaining attention. A commercial MELODY tele-ultrasound robotized system was developed by AdEchotech SME (France) (Vieyres et al., 2013) for long-distance US diagnosis. The slave robot is attached to an US probe through a probe holder. The human at the master site moves a fictive US probe as required for an echographic diagnosis. The MELODY system was designed to fulfill remote static organ diagnosis without considering issues such as moving organ motion compensation. Sharifi et al. (2017) developed a bilateral telerobotic system for echography in beating-heart surgery. Although it is just a proof of concept, the idea of the control scheme is worth to be considered for future commercial popularizing.



Teleradiography

Teleradiography allows radiologists or physicians to provide services without physically being at the location of the patient. Similar to tele-echography, by mounting the CT scanner or X-ray holder on the slave robot, the radiologists or physicians can remotely diagnose the patient's body without being exposed to radiation. Most importantly, robot-assisted organ motion compensation will be a benefit for accurate imaging and preventing the over-radiation of the patients.




Training and Education

The wide applicability of teleoperated interventions and telediagnosis will depend on not only the maturity of the technology but also the skill level of trained physicians. These applications require specialized skills compared to traditional methods. Moreover, it is essential that medical schools are equipped with such technologies to appropriately train physicians. Existing possibilities include the use of multilateral teleoperation systems with a multiple control console configuration to enable training or collaborative medical applications (Shahbazi et al., 2018; Cheng and Tavakoli, 2019a).




DISCUSSIONS AND FUTURE DIRECTIONS

Influenced by the COVID-19 pandemic, the presented review focuses on a potential solution for remote and physical distancing-aware healthcare delivery—medical telerobotics. The review studies the medical telerobotics for applications with physiological organ motion, and discusses control schemes for motion compensation, potential applications, and associated benefits. The medical telerobotics have been already employed in a wide range of diagnostic and interventional applications in different medical disciplines. To successfully apply medical telerobotic technologies to clinical practice, a significant issue is to develop appropriate control schemes for the specific application.

Solutions only involving visual servoing (image-based position control) are found to have several limitations: (i) artificial and natural landmarks occlusion will affect the measurements of the landmark-based sensors, (ii) tissue deformation during contact tasks will affect organ position measurement, and (iii) physiological motion induces oscillatory force feedback and will affect human's performance. To deal with those issues, a latest research proposed a novel printing procedure to fabricate an electrical-impedance-tomography strain sensor on an ex-vivo breathing lung. The authors integrate a visual sensing system with a 3D printer to track the time-varying 3D geometry of the lung (Zhu et al., 2020). The method presented in the abovementioned research could aid modern medical treatments in myriad ways, such as printing electrode arrays for neural interfaces and printing bioscaffolds with engineered cells for tissue regeneration.

Another issue of position control is that when a position controller is used for contact tasks, the contact constraints will be treated as a disturbance resulting in increasing position tracking error, which probably leads to excessive interaction force. Therefore, a position control scheme in position tracking task works better in free motion than constrained motion. Applications such as biopsy and percutaneous puncture are more suitable to be performed by a position-based telerobotic control scheme.

In clinical practice, most medical interventions require direct interaction between one or more tools with the patient's organs. To assure the patient's safety and provide the surgeon with a comprehensive perception, force feedback is necessary for medical telerobotics during robotized interventions. In addition to the limitations of sensors and systems available for force feedback teleoperations, the force control scheme has its drawbacks as well. As the goal of pure force control is to keep the contact force as the reference without position limitations, it leads to force control working in constrained motion.

In fact, both position control and force control can be treated as extreme situations of impedance control. Specifically, the position controller has infinite impedance, while the force controller has zero impedance. Those controllers may be appropriate for applications in which the work exchanged between the robot and its environment is negligible. For applications where power exchange cannot be ignored, hybrid position/force interaction control or impedance control can be used to provide techniques to accommodate the side effects.

Medical telerobotics for applications requiring physiological organ motion have been developed considerably for the last 20 years, and they will be necessarily developed much further in the coming years, especially in the field of surgery and diagnosis. However, further efforts are required to address both clinical and technological challenges.

An existing difficulty for the adoption of medical telerobotic technologies is to deliver accuracy and precision medical procedures, which require particular effort to overcome. For instance, precise interaction and force applied on the tissue by the robotic instrument, accurate dose delivery to the patients, and limited radiation exposure of the patients should be strictly controlled according to specific medical practice. Considering and regulating applicable requirements and specifications for medical procedures and devices will be a benefit for bridging the gap between engineering and medicine. Both patients' and physicians' safety are always the priority in clinical practice. Therefore, when adopting a medical device in clinical practice, the stability of the system and the robustness and reliability to an unforeseeable emergency such as irregular organ motion should be of great concern.

Another significant issue that limits the spread of telerobotic system in clinical practice is the high cost of the medical devices. As the system development requires interdisciplinary knowledge including medicine, engineering, computer science, and mathematics, the challenges and costs are doubtless high. As a result, mature technology and standard requirements of specifications would be beneficial.

Ultimately, medical telerobotics is a promising technology, which has significant advantages for healthcare delivery and can play a positive role in the COVID-19 pandemic as it can effectively improve the remote or physical distancing-aware healthcare procedures. The present review study of teleoperation for medical applications requiring physiological motion shows that various control methods have been proposed for specific applications. As a result, preliminary research toward this direction has already been achieved, but the deep potential of medical telerobotics for applications requiring organ motion remains largely unexploited.
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The importance of infection control procedures in hospital radiology departments has become increasingly apparent in recent months as the impact of COVID-19 has spread across the world. Existing disinfectant procedures that rely on the manual application of chemical-based disinfectants are time consuming, resource intensive and prone to high degrees of human error. Alternative non-touch disinfection methods, such as Ultraviolet Germicidal Irradiation (UVGI), have the potential to overcome many of the limitations of existing approaches while significantly improving workflow and equipment utilization. The aim of this research was to investigate the germicidal effectiveness and the practical feasibility of using a robotic UVGI device for disinfecting surfaces in a radiology setting. We present the design of a robotic UVGI platform that can be deployed alongside human workers and can operate autonomously within cramped rooms, thereby addressing two important requirements necessary for integrating the technology within radiology settings. In one hospital, we conducted experiments in a CT and X-ray room. In a second hospital, we investigated the germicidal performance of the robot when deployed to disinfect a CT room in <15 minutes, a period which is estimated to be 2–4 times faster than current practice for disinfecting rooms after infectious (or potentially infectious) patients. Findings from both test sites show that UVGI successfully inactivated all of measurable microbial load on 22 out of 24 surfaces. On the remaining two surfaces, UVGI reduced the microbial load by 84 and 95%, respectively. The study also exposes some of the challenges of manually disinfecting radiology suites, revealing high concentrations of microbial load in hard-to-reach places. Our findings provide compelling evidence that UVGI can effectively inactivate microbes on commonly touched surfaces in radiology suites, even if they were only exposed to relatively short bursts of irradiation. Despite the short irradiation period, we demonstrated the ability to inactivate microbes with more complex cell structures and requiring higher UV inactivation energies than SARS-CoV-2, thus indicating high likelihood of effectiveness against coronavirus.

Keywords: UV robot, COVID-19, UVGI, radiology robot, disinfection methods, robotics, HCAI


1. INTRODUCTION

Infectious diseases cause significant clinical and economic burden. This has become increasingly apparent in recent months as the toll of coronavirus known as the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) has continued to grow. However, the need for improved infection control methods is not exclusively motivated by the COVID-19 outbreak. A large body of literature illustrates the harmful and costly effects of hospital-acquired infections (HAIs). According to Guest et al. (2019), in an average NHS hospital with 510 beds, there may be 3,683 HAIs per year at a cost of 11.9 million, with 126 HAI-associated deaths. The same study estimated that 4.7% of adult hospitalized patients in the NHS would acquire a HAI during their stay, and 1.7% of frontline staff would acquire one annually.

Patients that contract an infectious disease are normally quarantined and subjected to strictly monitored isolation precautions (involving extensive disinfection protocols) in accordance with their condition. Infectious patients that require procedures (such as biopsy, X-ray, etc.) in other locations of the hospital create a significant logistical challenge as additional cleaning is mandated before and after these patients are treated in these rooms. This problem is especially pronounced in Radiology settings where, according to Mossa-Basha et al. (2020), disinfectant cleaning times can take between 30 and 60 minutes after each patient. These delays have had a devastating effect on patient workflow; NHS statistics show that between February and March 2020, the number of people waiting 6 weeks or more for a scan had nearly tripled. It is common practice for much of the disinfectant cleaning to be performed by radiographers (cleaning staff are rarely permitted to disinfect expensive medical equipment). This is problematic as it places additional pressures on the resources within a Radiology department. Disinfectant cleaning is also limited to surfaces only, since the use of aerosolized disinfectant chemicals would be likely to cause damage to any exposed electronic circuitry (PCs, medical equipment, etc.) in the room.

Advances in technology offers potential for improving standards of infection control, namely: (1) increased effectiveness, (2) reduce the time and resources it takes to perform disinfectant cleaning, and (3) reduce the risks incurred by healthcare workers (including cleaning staff) who are required to occupy the facilities. The third point seems especially important in light of findings by Huang et al. (2020), Chen et al. (2020), and others, that COVID-19 has had significant adverse effects on the mental health of front-line health workers.

Ultraviolet germicidal irradiation (UVGI) is a non-touch disinfection method that uses short-wavelength ultraviolet C (UV-C) light to kill or inactivate microorganisms by destroying nucleic acids and disrupting their DNA, leaving them unable to perform vital cellular functions. UVGI has many compelling advantages including the effectiveness against broad-spectrum organisms, lack of harmful residuals, reduced labor and consumable costs, and relative simplicity of operation within a healthcare environment. Despite a large body of scientific evidence demonstrating its efficacy against a wide range of pathogens, including coronavirus, to the best of the authors' knowledge, its effectiveness in radiology setting has not yet been tested. Furthermore, for reasons later outlined, few, if any, of the commercially available UV robot platforms are well suited for this application.

In this paper, we investigate the effectiveness and feasibility of using a UV disinfectant robot for applications in radiology settings. In so doing, we make three significant contributions. First, we propose a design for a UV robot that can actively control its field of UV irradiation, thereby if used in the manner intended, it may be safe for use around humans. Second, using an embodiment of the proposed design, we demonstrate the efficacy of UVGI in inactivating microorganisms from a wide range of commonly touched surfaces in hospital radiology suites. Third, we test the effectiveness of disinfecting a radiology suite comprising a CT scan machine in a period of <15 minutes, a 2-4X reduction on the time it presently takes according to relevant recent literature.



2. LIMITATIONS OF CURRENT DISINFECTION METHODS

The spread of germs, including SARS-CoV-2, can be reduced through improved hygiene practices (i.e., washing hands, social distancing), wearing PPE (i.e., facemasks) and frequent targeted disinfection cleaning. During the COVID-19 outbreak, global shortages of PPE were widely blamed for the high transmission rates among healthcare workers. Other potentially contributing factors, including poor adherence among healthcare workers to hand-washing protocols (Mortell, 2012 observes that this “theory-practice” gap has long existed) and limitations of conventional disinfection cleaning techniques, received relatively less attention.

The issues associated with current disinfection practices are more fundamental, and comprise both operational and scientific factors. Disinfectant cleaning is most commonly undertaken through the application of chlorine-based chemical agents. For best performance, it is normally recommended that surfaces must be first cleaned with a detergent prior to the application of the disinfectant. For a chemical disinfectant to be effective, it must remain wet on a surface for a pre-specified amount of time (normally around 10 minutes). This is difficult to control for in practice, however, as mops/cloths lose their wetness quickly and wetness can be difficult to gauge when wearing latex gloves. Certain germs may also develop resistance to disinfectant chemicals; for example, Edwards et al. (2016) showed that Clostridium difficile can develop resistance to household bleach.

Currently, visual inspection is the standard means of assessing the efficacy of cleaning in hospitals. However, since most common germs are <10 microns in size, it is impossible to tell with the naked eye whether a surface has been thoroughly disinfected or not. Sherlock et al. (2009) compared visual inspection against chemical (ATP), microbial methods, and aerobic colony count (ACC). It was found that visual assessment was an inadequate and subjective means of monitoring the cleanliness of hospitals and what appeared clean to the eye was often below acceptable thresholds under other means of analysis.

When disinfectant cleaning is performed, strict infection control protocols must be followed and cleaners are advised to wear gowns, gloves, protective eye-wear, and a mask at all times. In practice, especially in large rooms and those with many surfaces, the activity is time consuming, physically exerting (especially when wearing PPE) and difficult to perform systematically due to factors including the presence of patients, the coming-and-going of physicians, and myriad other things going on at any given time that can cause distractions.

Traditional methods of disinfectant cleaning are limited to surfaces only. Therefore, they can only be considered effective at protecting against fomite transmission. They are ineffective against aerosol and droplet transmission, which is concerning considering the growing evidence that SARS-CoV-2 is primarily transmitted in aerosol form. Santarpia et al. (2020) recently demonstrated the infectious nature of SARS-CoV-2 aerosol, suggesting that airborne transmission of COVID-19 is possible, and that aerosol prevention measures are necessary to effectively reduce the spread of SARS-CoV-2. Chemical disinfectant can be dispersed in the air using misting or vaporizing technologies, such as vaporized hydrogen peroxide (VHP). However, this process is highly time consuming (often takes several hours), resource intensive (vents/doors must be blocked) and logistically challenging as the room must be evacuated during use. Furthermore, there are many parts of the hospital where it is not possible to use chemical misting technologies; examples include public and communal areas that cannot be evacuated (such as hallways, waiting areas, ICU) or in rooms comprising equipment with exposed circuitry such as PCs, CT scanners, etc.



3. PRIOR WORK

UVGI technology has been successfully deployed in clinical settings for over a decade. The application of the technology has varied from decontaminating medical devices and PPE (see Kac et al., 2010; Moore et al., 2012), sterilizing ambulances (see Lindsley et al., 2018), air sterilization (see Ethington et al., 2018), to being deployed on mobile platforms (including robots) for the purposes of room disinfection (see Miller et al., 2015).

Several clinical studies have explored the effect of the introduction of UV disinfectant technology on clinical outcomes. In a long-term study spanning several years, Haas et al. (2014) found a correlation between the introduction of UV disinfection robot technology in an acute 643-bed medical center and reduced levels of Hospital Acquired Infections (HAIs). Murphy et al. (2019) report similar reductions in HAIs over a 36 month period after the introduction of a UV disinfectant robot in a bone marrow transplant unit.

Other studies have focused on scientific validation of the technology in the field. One study by Yang et al. (2019) found a substantial reduction in surface bacteria after deploying a mobile UV-C disinfection robot in vacated rooms of patients harboring Methicillin-resistant Staphylococcus aureus (MRSA), Vancomycin Resistant Enterococcus (VRE) and other nosocomial pathogens. Casini et al. (2019) demonstrated that a pulsed-xenon UV-C device was capable of significantly reducing the amount of microorganisms present on high-touch surfaces in several hospital settings including the Intensive Care Unit, operating theater, and patient rooms.

Research from Memarzadeh et al. (2010), Jinadatha et al. (2015), and Boyce (2016) suggests that UVGI is most effectively deployed in combination with conventional friction-based cleaning methods as the low penetrating power of UV-C limits the effectiveness of the systems in areas that are not first manually cleaned. In a study exploring the efficacy of UVGI systems in an ambulance patient compartment, Lindsley et al. (2018) suggest UVGI as a method of whole-compartment disinfection that would act as a supplement to standard cleaning procedure and allow manual cleaning to be focused on areas most prone to contamination.

Elgujja et al. (2020) reviewed the existing literature on UV surface decontamination in a 2020 publication. Several limitations to existing applications of UV surface decontamination are listed, with the key finding being that shadowed areas remain difficult to sterilize. Other limitations include the inability for UV to remove dust or dirt on surfaces, the need to vacate the room for most UVGI applications and high capital costs. The use of HPV as a disinfection agent has advantages in some areas over UV-C, although the process is time-consuming, cannot be used in an occupied room and HVAC systems must be covered during use. A commonly cited issue with existing UVGI systems is the lack of design against shadowed areas.

Research from van Doremalen et al. (2020) suggests the SARS-CoV-2 virus is detectable on hard surfaces up to 72 hours, and in the air for periods of more than 3 hours. Kampf et al. (2020) demonstrated that other human coronaviruses can persist on some surfaces for up to 9 days. Numerous studies have shown that UVGI is effective against viruses from the coronavirus family. Darnell et al. (2004) successfully inactivated SARS-CoV-1, irradiating liquid samples for 15 minutes at a distance of 3 cm, with a corresponding fluence of 3.6144J/cm2. Eickmann et al. (2020) shows that UV-C irradiation led to the inactivation of three single-strand RNA viruses, including SARS-CoV-1. Walker and Ko (2007) demonstrated 254 nm UV-C inactivation of three viral aerosols: MS2 bacteriophage, adenovirus, and MHV coronavirus. The coronavirus was highly sensitive to UV radiation and was inactivated at a much lower irradiation intensity than the MS2 and the adenovirus. All three pathogens indicated a higher susceptibility to UV inactivation in aerosol form than when suspended in a liquid medium regardless of the size of the virus particle, the type of nucleic acid (DNA or RNA) and the viral structure (naked or enveloped). The finding that UV-C irradiation neutralizes aerosolized pathogens faster than surface-bound pathogens is supported by a study by Kesavan et al. (2014) which found that aerosolized spores were inactivated faster when compared to surface-fixed organism, even when accounting for variance in irradiation intensity observed in the aerosol chamber. More recently, Fischer et al. (2020) found that UV was comparable with hydrogen peroxide vapor (HPV) at inactivating SARS-CoV-2 on solid, non-porous surfaces.

In a review of UVGI technology, Miller et al. (2013) acknowledge that UV irradiation carries some potential health risks. However, the paper states that health issues are rare and typically only occur due to improper maintenance procedures. In this article, the authors make reference to First et al. (2005) who examined eye and skin exposure across a range of settings where UVGI was being used, and showed that doses were well below the recommended level. This corresponds to findings by Lai et al. (2018) that also show applied UV fluences are well below the harmful threshold.



4. METHODS


4.1. Requirements Analysis

To understand the technical and operational requirements for a UV disinfectant solution, we engaged with Radiology departments in two Irish hospitals. We conducted several site visits to both hospitals and interviewed key staff including three consultant radiologists, a radiology services manager, four radiographers, and three infection control nurses. These interactions took place in March 2020, as the country was starting to deal with the toll of COVID-19. The infection control mandate in both hospitals was to thoroughly disinfect all accessible surfaces using a chlorine-based cleaning agent after the room was used by patients that had tested positive for COVID (or were suspected to have COVID). In the first hospital, the majority of the disinfectant procedure was carried out by contract cleaners; however, radiographers were still required to wipe down any medical equipment that was in the room. In the second hospital, a smaller regional hospital, all disinfectant cleaning was performed on-site by the radiographers. In both hospitals, according to the people we spoke with, the minimum time this procedure took was 30 minutes. In the larger hospital, we learned it often took far longer (up to 90 minutes) as room turnaround time was heavily dependent on the scheduling of the contract cleaners, who were in high-demand during the COVID-19 pandemic and often arrived late to the room. We learned that these long cleaning times were having a detrimental effect on patient workflow; in both hospitals, capacity of a CT scanner for COVID patients was 1 per hour, where as pre-COVID it was normal to process 4/5 patients in the same time.

Staff in both hospitals acknowledged that these disinfection periods were unsustainable. However, there was recognition that reducing disinfection times may have a limiting effect on the level of disinfection that was performed. One of the hospitals had considered the use of UV disinfectant technology in the past, and had facilitated a trial of the technology at the hospital. This evaluation process involved the formation of a committee (which included representatives of the Radiology department) which ultimately found that while UVGI technology seemed promising, they anticipated significant operational challenges of integrating currently available solutions into their clinical workflow. Issues identified that were of particular relevance for radiology settings included: (1) the majority of systems on the market were not autonomous and had to be pushed in place, increasing labor requirements, (2) the UVGI platforms were physically large, which made them difficult to maneuver around in smaller or cluttered rooms which are common in radiology settings, (3) they required the room to be evacuated during use, which added to the overall cleaning time since clinical staff were unable to prepare for the next patient until the robot had completed its procedure. They also expressed some high-level concerns regarding the effect that the UV irradiation might have on the equipment in the room.



4.2. UV Robot Design

Based on the insights gained during the consultancy phase, a list containing five high-level design requirements was formulated. These requirements were then used to benchmark the applicability of existing UV robot systems for potential use-cases in a Radiology setting (Table 1). It emerged that none of the existing off-the-shelf UV disinfectant robots were well suited for this application, as they were either too large to maneuver in tight spaces (> 55 × 55 cm footprint), required rooms to be fully evacuated during use and/or produced light intensity levels (estimated by Lindblad et al., 2020 to be as high as 1,068 mJ/cm2) which indicated they would rapidly exceed the human occupational safety limits outlined in EU directive 2006/25/EC.


Table 1. Benchmarking Violet and several existing UV robots against stated design requirements.

[image: Table 1]

A prototype disinfectant robot was developed to overcome these limitations; our goal was to produce a system that could perform autonomously, was capable (at least potentially) of working safely alongside human cleaners, and that it possessed a small form factor which made it suitable for use in constrained spaces. Our design concept, which we subsequently named Violet, is shown in Figure 1. Violet comprises a differently driven robotic base equipped with a Hokoyu URG lidar and Intel Realsense D400 RGBD camera for autonomous navigation. It has one (or more as needed) vertically mounted UV lamps enclosed by a reflective shield. This shield serves two important purposes: (1) to reflect UV radiation emitted behind the robot, thus helping to amplify the total UV output (as shown by Miller et al., 2013 and several earlier studies), and (2) to control the parts of the room that are irradiated.


[image: Figure 1]
FIGURE 1. The Violet robot platform. (A) Labeled image illustrating some of the robot's key features. (B) Plan view illustration of how Violet uses a physical barrier to shield bystanders and/or equipment from irradiation.


The Violet prototype was constructed using a Turtlebot 2 mobile base which mounted a vertical mercury vapor UV lamp (wavelength 254 nm). The lamp was powered through a DC-AC inverter which was connected with a 10Ahr Lithium Polymer battery pack. The robot and UV lamp were controlled using an on-board Hystou mini-pc (Intel i7 processor, 8 GB RAM). A wide angle logitech webcam was located at the front of the robot. The reflective shield was implemented using a folded piece of 1 mm Aluminum sheet metal. Fixtures for mounting the lamp, reflector and sensors were custom fabricated through a combination of laser cutting and 3D printing. The robot could be controlled manually using a Logitech handheld joystick, or autonomously using the Turtlebot's navigation stack which was openly available within the Robot Operating System (ROS) repository. Prior to deployment, the robot was tested in an anechoic chamber to ensure that it didn't produce any RF interference that would cause problems to hospital equipment.



4.3. Designing for Occupational Health and Safety

The UV-C output of an 8W (model: Philips TUV 8W FAM/10X25BOX) and 36W (Model: Philips TUV 36W SLV) lamp were measured empirically in a series of lab tests. Using a UV-C light intensity meter (Model: General UV254SD), the intensity of UV light was measured over distances of 1–5 m. To ensure that the light irradiated uniformly from the lamp, measurements were taken at 30 degree increments over a span of 120 degrees. Results from this experiment are plotted in Figure 2 and tabulated in Table 2. The power intensity dropped significantly over distance for both 36 and 8 W bulbs. Based on its improved performance over distance, the 36 W lamp was selected for use on the Violet prototype.


[image: Figure 2]
FIGURE 2. Measured UV-C field in the region around the robot. (A) Measurements were taken at distances of 1–5 m at intervals of 30. (B) Graph illustrating the UV-C output of the 8 and 36 W lamp used in this study.



Table 2. Instantaneous UV-C energy field around the robot for an 8 W (model: Philips TUV 8 W FAM/10X25BOX) and 36 W lamps (model: Philips TUV 36 W SLV).

[image: Table 2]

The UV light intensity meter was also used to test the effectiveness of disposable gloves, a range of clothes fabrics and standard plastic PPE googles to shield UV rays. Our tests found that even at distances of just a few centimeters, the UV meter was unable to register a reading for any of the materials tested.

The legal daily exposure limit (over an 8 hour period) of unprotected skin and eyes, as per the EU Directive 2006/25/EC, is an effective radiant exposure value, Heff of 30J/m2. For a UV-C light source, this can be calculated by the following equation:

[image: image]

Where Eλ = spectral power density (Wm−2nm−1), S(λ) = spectral weighting accounting for wavelength dependence of health effects of UV radiation on skin and eyes (dimensionless), Δλ = bandwidth of measurement intervals (nm), and Δt = duration of exposure (s). Using the formula provided in Equation (1), it was estimated that if Violet was equipped with one Philips TUV226 36W SLV lamp, reaching this exposure limit would take 44 seconds at a distance of 1m, 2 minutes 37 seconds at 2 m, and 5 minutes 57 seconds at 3 m.



4.4. Sample/Data Collection and Analysis

The germicidal effectiveness of the Violet robot was examined at two hospital sites. Surfaces to be sampled were divided into eight 1 × 1 cm squares. Swabs, moistened with phosphate buffered saline (PBS), were used to sample 4 alternate squares before UV irradiation. Sample swabs were transferred to 1 ml PBS and stored on ice. After irradiation, surfaces were then re-sampled (using the four remaining squares at each sample location) using the same approach followed in the pre-treatment phase. Collected samples were diluted 1:10 in PBS and 100 μl was plated onto nutrient agar with four technical replicates and grown statically for 48 h at 37°C. Bacterial load was reported as colony forming units per square centimeter (cfu/cm2) after correction for dilution and surface area.




5. RESULTS

A series of tests were undertaken within the Radiology departments of two Irish hospitals; a 500+ bed general hospital in Dublin (hospital 1) and a 250+ bed regional hospital (hospital 2). The first tests, performed at hospital 1, were designed with a focus on validating the germicidal efficacy of the Violet system. The second tests, which were performed in hospital 2, had a greater focus on validating the operational feasibility of using a UV robot to autonomously disinfect a room in a real-world, clinical radiology setting.


5.1. Experiment 1

The first experiment involved irradiating two radiology suites at hospital 1; a CT-scan room and X-ray room. Both rooms were estimated to be 34–40m2 in area. The disinfection treatment involved navigating the robot to several locations (10 in CT scan room, 7 in the interventional suite) to irradiate nearby surfaces. To ensure repeatability and controllability of the experiment, the robot was manually controlled by a human operator. The robot stopped for a period of 3 minutes at each location. The stopping locations were chosen in advance, and selected as such that they irradiated many of the frequently touched surfaces in the room. Surfaces that were selected for swab testing had a high probability of human skin contact and were distributed through the room. Surfaces of medical equipment (including the CT scanner tunnel) were not subjected to high doses of irradiation. This was introduced as precautionary measure in case that a high dosage of UVC light might have a degrading effect on medical equipment. Photographs of the surfaces sampled from the CT room and X-ray room of hospital 1 are given in Figure 3. A schematic illustrating the positioning of the swab points in each room, as well as the approximate locations of the robot during the experiment are presented in Figure 4.


[image: Figure 3]
FIGURE 3. Commonly touched surfaces chosen for swab testing in hospital 1: (A–J) CT scan room; (K–Q) interventional suite.



[image: Figure 4]
FIGURE 4. Schematic illustrating the layout of the rooms, the location of the swab points in each room, and the approximate location of the robot during the defined irradiation periods: (A) CT scan room; (B) interventional suite. The swept area of the UV lamp is illustrated for location 1 to provide an indication of the volume of space covered. [Drawings not to exact scale].


Analysis of the swab samples revealed that, of the microbes present before the irradiation, a mix of both Gram positive and Gram negative bacteria was detected. Results from the swab testing indicates that UV irradiation successfully eliminated all of the measurable bacterial load on each of the different surfaces tested. The presence of Staphylococcus aureus, was detected on the door handle of the X-ray room (Figure 3M) prior to, but not after, UV irradiation. These results are shown in Figure 5.


[image: Figure 5]
FIGURE 5. Effectiveness of UV irradiation at eliminating on bacterial load on surfaces in hospital 1: (A) CT suite, (B) X-ray suite.




5.2. Experiment 2

The second experiment investigated the germicidal effectiveness of a rapid (<15 minutes) CT room disinfection using the Violet robot. This experiment involved navigating the robot throughout the CT room, stopping at seven locations to irradiate nearby surfaces. The trajectory of the robot, including its irradiation locations, were chosen in advance to maximize the total surface area exposed to UV irradiation. The robot stopped for a period of 2 minutes per location. The irradiation locations and the swab points were chosen independently of the route followed by the robot. To ensure repeatability and controllability of the experiment, the robot was manually controlled by a human operator. A schematic of the room, which shows the positioning of the swab points, as well as the approximate irradiation locations of the robot during the experiment are presented in Figure 6. Photos of the swab locations are given in Figure 7. The feasibility of autonomously performing the procedure was separately validated; a video showing Violet performing a similar route to the one described in the paper is given in the Supplementary Material.


[image: Figure 6]
FIGURE 6. Schematic illustrating the layout of the CT scan room used for the second hospital test. Indicated in the drawing are the locations of the swab points, and the approximate location of the robot during the defined irradiation periods. [Drawings not to exact scale].



[image: Figure 7]
FIGURE 7. Commonly touched surfaces (A–G) chosen for swab testing in CT scan room of hospital 2.


Tests were performed on two occasions, 1 week apart. These results are shown in Figure 8. In the first test, swabs taken from two locations (Figures 7C,F) did not reveal the presence of any microbial load prior to the UV irradiation. On the second day, swabs from five locations (Figures 7B–D,F,G) did not reveal the presence of any bacteria prior to the UV irradiation. At the remaining locations, the UV irradiation was shown to be highly effective at eliminating microbial load. At one location, in a crevice on the bed of the scanner (Figure 7E), an especially high concentration of bacterial load was measured on both days; this included both S. aureus and Staphylococcus epidermidis. The UV irradiation eliminated 84% of the bacterial load at this location on testing day 1, and 95% of the bacterial load on testing day 2.


[image: Figure 8]
FIGURE 8. Results from testing at hospital 2. (A) Reduction of measurable bacterial load on surfaces after 15 disinfection period (testing day 1). (B) Reduction of measurable microbial load on surfaces after 15 disinfection period (testing day 2).





6. DISCUSSION

The results from our analysis indicate that robot-assisted UVGI can be an effective tool of reducing the presence of microorganisms in radiology departments. Our findings are likely the first to show effectiveness of UVGI in a radiology context, however they add to a growing body of research that demonstrates effectiveness of the technology within clinical settings.

Pre-UVGI swab testing revealed the presence of microbial load at (24/31) locations across three radiology suites. After UVGI treatment, microbial load was only detected at (2/24) locations. The location where the greatest concentration of microbial load was observed was on the patient bed in hospital 2, at a location adjacent to a crevice at the bed's lifting mechanism (Figure 7E). Both S. auris and S. epidermidis were also observed at this location. The high microbial load suggests that the site may have been inaccessible to human fingers during normal cleaning procedures. Although the UVGI didn't fully remove the microbial load at this location, it was successful in reducing it by >85% in both instances. The most plausible reason why the UVGI did not eliminate all bacteria at this location was due to shadowing in the vicinity of the crevice where the swab samples were taken. This limitation could be addressed through better placement of the UV lamp and/or a longer exposure time.

It was not possible to directly measure the effectiveness of Violet against coronavirus, since its presence in uncontrolled real-world settings is hard to quantify. However, we can estimate the likely performance by comparing the UV-C output of the robot with inactivation energy to kill the virus and based on its performance at inactivating microbes with more complex cell structures. At a distance of 2 m, using the data given in Figure 2, we would expect Violet to generate a UV-C dose of approximately 4.2 mJ/cm2 over a 2 minutes period. This is higher than the inactivation energy to achieve a log reduction of SARS-CoV-2, which was estimated by Heßling et al. (2020) to be 3.7 mJ/cm2). Furthermore, we observed that the system was successful at inactivating S. auris, which, according to Kowalski (2010), has a UV inactivation energy for log reduction of 6.06 mJ/cm2.

UVGI systems are widely used for air purification applications, so it is likely that a system like Violet will be effective at inactivate microbes in the air as well as on surfaces. However, the extent to which the methods used in this study may lead to measurable reductions of microbial load in air remains untested. As the distribution of microbes in the air is likely to fluctuate with changing air currents, measuring this would necessitate a different study design and was therefore beyond the scope of this paper. The authors think this would be an interesting piece of research for future work.

Our research provides evidence that relatively small doses of UV-C irradiation, suitably administered at short distances from target surfaces, can achieve significant reductions in microbial load. However, since relatively few studies have quantified the performance of manual disinfection methods, further work is needed in order to benchmark this performance with current disinfection standards. It is noted that in the preparation for this study, the authors performed a similar swab analysis to the one described in this work before and after a manual deep-clean of CT scan treatment room. We detected microbial load at four of the seven locations sampled. At these sample sites, the disinfectant cleaning only reduced the concentration by 10–30% at each location, indicating significantly worse performance than observed using UVGI in our experiments. It is not possible to draw conclusions from a single test, however this preliminary finding motivates follow-on work which should compare, where possible, the performance of UVGI relative to a benchmark of currently deployed cleaning methods.

It has been identified that a limitation of UVGI is that only surfaces that are in direct view of the light are irradiated, thus shadowing can prevent some surfaces being disinfected. Using a mobile robot base helped to mitigate this problem, since surfaces obscured when the robot was in one location, may not have been when the robot was in an adjacent position. However, there are certain features, such as the underside of door handles, where moving is not likely to affect things significantly. It may be possible to overcome this limitation with careful installation of reflective surfaces that could reflect UV light onto surfaces that may be otherwise obscured from the exposed lamp; the effectiveness of this approach merits further investigation. Similarly, it is conceivable that certain pieces of equipment, such as medical devices, may still necessitate manual cleaning regardless of whether they are irradiated by UV-C. Since these areas represent relatively small sections within the room, this should only demand to a small amount of human time. For example, we estimate in the radiology setting explored in this study, it would take approximately 1 minutes for a person to wipe down medical equipment and parts of the room that the light from the robot did not irradiate. This does, however, reinforce the need for coordination between the robot and the person tasked with cleaning the remaining parts of the room.

Through the addition of physical shielding on the robot, it was possible to control parts of the room that were irradiated with UV-C light. Since background radiation was found to be negligible, if implemented alongside suitable safety protocols, it's conceivable that a UVGI robotic system with a similar design may be deployed safely alongside staff, patients, or other hospital users. This feature would have an immediate advantage of increasing capacity within a radiology context, since it would enable staff to perform critical room preparation tasks at the same time that robot was disinfecting, thus shortening the turn-around time for the room. This capability may make the technology more accessible for use in settings like ICU where the incidence of HAIs is typically high and it is not normally possible to evacuate ventilated patients from the room to perform disinfectant cleaning. This design may also be advantageous for disinfecting public parts of the hospital (i.e., waiting areas, cafeterias, receptions, hallways) as well in non-clinical settings (i.e., trains, retail, airports) where frequent disinfection is needed but where it may not be possible to evacuate the space on a high-frequency basis.

The findings from this study raise several new research questions worth separate investigation. First, it would be interesting to know the time effects of UVGI treatment, namely if and for how long any germicidal effects of UVGI may persist after application. Second, with several different UV disinfectant robots on the market, and many with distinct designs, it would be of great interest to both the infection control community, as well as to hospital purchasing departments, to benchmark the germicidal performance of different UV disinfection robots from trials conducted in the field. It is noted that this paper is not the first to call for greater benchmarking; Masse et al. (2018) made the same observation and have already investigated the germicidal performance of two existing solutions (not capable of autonomous navigation) that are comparable with the robot in this study. Third, the findings in this work motivate a follow on clinical trial, whereby the germicidal performance of the UVGI system is measured directly against current disinfection procedures within radiology. Finally, while this study focused on a radiology department use-case, we have added to the body of scientific knowledge showing that the technology has the potential to be a powerful tool for limiting the spread of harmful pathogens, and may have a wide range of applications beyond radiography. As yet, few studies have yet investigated the effectiveness of UV disinfectant in non-clinical settings. The authors propose that testing in areas including on public transport, in nursing homes and long-term care, and in public buildings/schools/colleges would be interesting work.



7. CONCLUSIONS

Effectively preventing the spread of infectious diseases, such as COVID-19, requires the utilization of air/surface disinfectant practices as well as behavioral changes such as social distancing and cocooning. Currently, only chemical-based disinfectant practices are being widely used and recommended by advisory groups such as the CDC and EPA. Alternative non-touch methods of disinfectant, such as ultraviolet germicidal irradiation, have the potential to overcome many of the practical limitations of chemical-based approaches, and may be automated for use in a much wider variety of settings where rigorous disinfectant protocols were previously not feasible, such as on public transport, nursing homes and in schools/universities. Our findings suggest that UVGI can effectively inactivate germs on commonly touched surfaces in radiology suites, even if the surfaces were not cleaned in advance and only exposed to relatively short bursts of irradiation. These results add to the growing body of scientific literature that supports the efficacy of UVGI in clinical settings. Our study also demonstrates the feasibility of using a bespoke robotic-UVGI system to reduce the time taken to disinfect rooms; in this study, we provide evidence that a comprehensive disinfectant procedure, that can operate in both the air and on surfaces, could feasibly be undertaken in 15 minutes or less. This new disinfectant approach is estimated to be between two and four times faster than currently-used chemical approaches. If such a system were implemented, it could both significantly improve workflow and machine utilization, and reduce exposure of front-line healthcare workers to infectious pathogens.
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Purpose: It is now clear that the COVID-19 viruses can be transferred via airborne transmission. The objective of this study was to attempt the design and fabrication of an AMBU ventilator with a negative pressure headbox linked to a negative pressure transporting capsule, which could provide a low-cost construction, flexible usage unit, and also airborne prevention that could be manufactured without a high level of technology.
Method: The machine consists of an automated AMBU bag ventilator, a negative pressure headbox, and a transporting capsule. The function and working duration of each component were tested.
Results: The two main settings of the ventilator include an active mode that can be set at the time range of 0 s–9 h 59 min 59 s and a resting mode, which could work continuously for 24 h. The blower motor and battery system, which were used to power the ventilator, create negative air pressure within the headbox, and the transporting capsule, could run for at least 2 h without being recharged. The transporting capsule was able to create an air change rate of 21.76 ACH with-10 Pa internal pressure.
Conclusion: This automated AMBU ventilator allowed flow rate, rhythm, and volume of oxygen to be set. The hazardous expired air was treated by a HEPA filter. The patient’s transporting capsule is of a compact size and incorporates the air treatment systems. Further development of this machine should focus on how to link seamlessly with imaging technology, to verify standardization, to test using human subjects, and then to be the commercialized.
Keywords: automated AMBU, COVID-19, HEPA filter, negative pressure air, transporting capsule
INTRODUCTION
The COVID-19 situation has resulted in the changing of many standard intubation and transportation procedures. Viruses can easily transmit via the airborne route and so many scientists have tried to create medical devices that can restrict the spread of COVID-19. Certain issues have to considered for the transport of critically ill COVID-19 patients, these include transport equipment pre-arrangements (e.g., portable ventilator, bag-valve-mask with oxygen tubing, infusion pump), preparations before transport (e.g., team coordination, limiting to essential medical personnel), transport process (e.g., appropriate PPE, droplet precautions), then after arrival, post-transfer decontamination (e.g., a housekeeping team equipment as well as appropriate PPE to remove contaminations from the transfer route, patient’s room, transport ambulance, and also preparing for the next mission), respectively (Yousuf et al., 2020). The concept of a mechanical ventilator started in the 14th century and the use of a positive-pressure mechanical ventilator became common around 1940. A typical mechanical ventilator consists of a control unit, blender, valves/turbine, and sensors. The construction of the ventilation mode should involve three elements, including, ventilator breath control variable (volume and pressure control), breath sequence, and targeting scheme (Dellaca’ et al., 2017). In mass casualty cases, low-cost portable mechanical ventilators have proved to be essential. The ventilator mainly assists breathing using compression of a conventional bag valve mask (BVM) with an electric motor, an over-pressurization alarm system, and microcontroller board (Al Husseini et al., 2010). Due to the lack of adequate supplies of mechanical ventilators, exposed by the COVID-19 pandemic, a new portable ventilator design is suggested. The concept of this ventilator is the addition of a DC motor as a primary air compressor. Additional components also include a temperature sensor, heating resistor, pressure sensor, battery supply, audio alarms, LCD, and a start/stop system (El Majid et al., 2020). This provides the energy to overcome the BVM/air tank resistance in our prototypes, the estimation of tidal volume is then measured indirectly.
One of the interesting technologies that protect against COVID-19 spread is the use of negative pressure systems. According to the recommendations of the World Health Organization, probable or confirmed COVID-19 cases should avoid being moved or transported out of their area unless absolutely necessary, at which time availability of portable equipment becomes essential. Adequate ventilation is considered to be 6–12 air changes per hour (ACH) with a negative pressure difference of at least 2.5 Pa. Installation of exhaust fans and high-efficiency particulate air (HEPA) filters is required for environmental control (World Health Organization, 2020). For patient-care areas, the time required for airborne-contaminant removal by 99%, with 99.9% efficiency when the airflow is set as 12 ACH, is 23 min and 35 min, respectively, (Center for Disease Control and Prevention, 2019). One technique, which has been used to protect us from hazardous and dangerous situations, is the insulated patient transport capsule. Such systems can help protect medical personnel and patients against chemical, biological, radiological, and nuclear (CBRN) materials. The design concept of the CBRN transport capsule aimed to make the patient feel more secure, to promote trust, protection, and a blue color, which represents a feeling of calm (İşbilir et al., 2018). As there is a potential for clusters of COVID-19 patients, the design of containment capsules for COVID-19 patients must involve foldable, easy to construct structures that are easily transportable. The materials of the capsule must be light, have anti-corrosion properties, and be rigid during use. The use of aluminum tubes as the main structural component is an alternative way to create the capsule (Iván Cifuentes et al., 2020). Due to cost issues and availability mass production of the transporting capsule using aluminum as the predominant material may not appropriate for some developing countries, especially in Thailand.
In this pandemic, we also have found no complete protective-assisted ventilating device that can be used during the pre-intubation period, while waiting for invasive mechanical ventilation, and following the intubation period. Medical personnel, including the nurse operating the AMBU bag, the physician who inserts the endotracheal tube, and anyone who stays within that unit, must necessarily potentially be exposed to secretions from the patient. Even though some institutes have used an intubation acrylic box covered the patient’s head during intubation, following the procedure exhaled and therefore infected air can spread. During the intubation period, airborne particle sizes of 0.3–2.5 μm can be decreased when using the sealed intubation box with suction, on the contrary, the erosol box solely showed an increase in 1.0–5.0 μm when compared with no device used (Simpson et al., 2020). Therefore, the objective of this article was to discuss the design and fabrication of an AMBU ventilator with a negative pressure headbox, incorporated with a negative pressure transporting capsule. This dual machine, which could provide a low-cost construction, ease of use, and easy to fabricate without a high level of technology, could then be used to protect medical personnel during periods of intubation as well as transport between units.
MATERIALS AND METHODS
This article was an experimental and pilot study. The tests of this dual machine also included continuous working, functions, battery endurance, and negative air pressure test. To prevent the spread of COVID-19, these anti-airborne system consists of three parts, including, a mechanical ventilator for the pre-intubation and intubation periods before using a standard mechanical ventilator, a negative pressure headbox for the post-intubation period, and finally a transporting capsule, which will be used during a patient’s transfer. All materials within the ventilating system were certified as medical-grade products to make sure that patients will not suffer from any allergic conditions. The details of mechanical systems are shown below;
Automated AMBU bag Ventilator
Oxygen within a pipeline or a tank initially passes through an air filter and then into the ventilating system. A 12 V DC brushless motor for medical equipment, max power consumption 18 W, was used as a blower motor. In general, according to standard respiratory physiology, the tidal volume, which means the volume of each respiration, is usually 500 ml with a rate of 12 breaths min−1 (Carroll, 2007). Therefore, mechanical ventilation should be able to be adjusted to both higher and lower levels than the standard volume and rate. To control flow rate, rhythm, and volume of oxygen, three electrical circuits, including, a speed control circuit, a timer circuit, and a battery protection circuit, were incorporated with the blower. A pressure release valve, set to operate if the air pressure exceeds 40 cm H2O, was fitted to the AMBU bag. A 12 V 2.3 Ah rechargeable sealed lead-acid battery was used as the main power supply. The machinery functions and working duration were tested. A mechanical ventilator prototype is shown in Figure 1.
[image: Figure 1]FIGURE 1 | The prototype of the mechanical ventilator.
Negative Pressure Headbox
The headbox, which was mainly made of a PVC transparent sheet 0.5 cm thickness, was used as air-borne protective equipment. Four waterproof zippers were amalgamated with the headbox for hand and/or tube insertion. After the intubation procedure, hazardous air within the box was treated by HEPA filter and a blower motor that had the same specification as the mechanical ventilator. A 12 V 7 Ah lithium battery powered this machine. For ease of use all components of the headbox, except the HEPA filter, can be cleaned by any disinfectants. The blower and battery workings were tested. The negative pressure headbox model is shown in Figure 2 while the combination of an automated AMBU ventilator with a negative pressure headbox is shown in Figure 3. The set of HEPA filter, blower motor, and battery are shown in Figure 4.
[image: Figure 2]FIGURE 2 | The prototype of the negative pressure headbox.
[image: Figure 3]FIGURE 3 | The prototype of the automated AMBU ventilator with the negative pressure headbox.
[image: Figure 4]FIGURE 4 | The set of blower motor within the box (left), HEPA filter (middle), and battery (right).
Negative Pressure Transporting Capsule
Similar with the negative pressure headbox, a semi-circular cylindrical transporting capsule, measuring 0.28 m3 in volume (where: r = 0.3 m and L = 2.0 m), which is shown in Figure 5, was made of PVC materials and waterproof zippers. The design of the capsule was of a compact size, which could be loaded into either an ambulance or CT scan. The set-up of the HEPA filter, blower motor, and the battery was the same as for the negative pressure headbox. A digital airflow anemometer Model GM8901, measurement range 0–45 m s−1 (accuracy ±3%), was used for air velocity measurement within the closed system. The calculation of air changes per hour used the following formula:
[image: image]
Where:
• ACH = number of air changes per hour
• Q = volumetric flow rate of air in cubic meter per second
• Vol = space volume in a cubic meter
[image: Figure 5]FIGURE 5 | Model of the negative pressure transporting capsule with the set of the blower motor.
The pressure of the inside as well as outside capsule was measured using a portable multifunction digital LCD barometer that has a measurement range of 300 to 1,000 hPa.
According to the situation being, in Chiang Rai Province, Thailand, all COVID-19 patients have been sent to the Chiangrai Prachanukroh Hospital, which is the biggest medical center in Chiang Rai Province. By the way, no COVID-19 case has been detected at the Mae Fah Luang University Medical Center Hospital. We are therefore unable to test these instruments with COVID-19 patients at this moment. We will test the ventilator and capsule function absolutely in a real case as soon as possible. This step also only described how to fabricate and test in a preliminary laboratory scale. This experiment is only a design, fabrication, and test of machines without human participation. At this moment, the ethical committee review, therefore, was unnecessary.
RESULTS
The dual prototype of an automated AMBU ventilator and transporting capsule was fabricated and tested. The preliminary outcomes showed that each mechanical system could work for more than 24 h continuously. The summary of the system architecture diagram of both machines is shown in Figure 6. The results are shown below.
[image: Figure 6]FIGURE 6 | The system architecture diagram of the mechanical ventilator and the transporting capsule.
Functional and Endurance Test
The mechanical ventilator speed control circuit can be adjusted from 0 to 100%. The two main functions of the ventilator include, firstly, an active mode, which can be adjusted at the resolution of 1 s and can be set to cover a range of 0 s–9 h 59 min 59 s. The delay time of the blower motor is approximately 1 s. Secondly, a rest mode can be controlled as an active mode without delay time. At maximum power the blower filled a 2,000 ml reservoir bag within 1.5 s. It was confirmed that the battery system could operate for up to 2 h without recharging.
The blower motor and battery system, which were used to create negative air pressure within a headbox as well as the transporting capsule, were also able to run for at least 2 h without recharging, which is a sufficient time for transferring patient between units.
Negative air Pressure Test
The transporting capsule was used for the negative air pressure experiment. The maximum air velocity at the end of the blower tube, measuring 1.905 cm in diameter, was 6 m s−1. Therefore, this capsule also showed 21.76 ACH, which was more than 2–3 times greater than that of the World Health Organization’s recommendations for such a system.
Air pressure within the capsule was approximately 10 Pa lower than the outside environment, when measured at 27.8°C, confirming that this method can create the required negative pressure for safe usage.
In case of any unforeseen issues, for example, if the mechanical ventilator cannot run, or maybe some accidents occur within the ventilation system, the user can pull the oxygen supply extension tubing off, then, connect it to the AMBU bag within the negative pressure headbox directly. The blower motor and the HEPA filter system of both the negative pressure headbox and the transporting capsule can be switched to another machine together. Therefore, medical personnel can use these air purifier systems simultaneously or individually.
DISCUSSION
All inventions that were fabricated in this study, were created within a time limit according to the COVID-19 situation. All development has been carried out at the Mae Fah Luang University Medical Center Hospital, Chiang Rai Province, Thailand, which is far away from the capital city. We have suffered with a lack of raw materials as well as monetary resources. These machines can run at least 24 h continuously. The mechanical ventilator can be used during pre-intubation and intubation period to control air flow rate, rhythm, and volume of oxygen in primary. The transporting capsule is of a compact size and incorporates the air treatment systems. Air pressure within the capsule was lower than the required negative pressure for safe usage. The hazardous expired air from the PVC headbox and also the transporting capsule was treated by a HEPA filter, which was able to run for at least 2 h without recharging. The author received a budget, to include the costs for fabrication and transportation, of 36,000 Thai Baht (THB) for the transporting capsule as well as 60,000 THB for the automated ventilator. As part of the ongoing development of the AMBU ventilator, a microcontroller should be incorporated to feedback any signals from the patient. For example, respiratory rate, positive end-expiratory pressure (PEEP), oxygen fraction, inspired tidal volume, expired tidal volume, peak pressure, etc. Then all parameters should be expressed on an LCD monitor and evaluated to provide optimum ventilation for each patient (Govoni et al., 2012).
A preliminary design of the transporting capsule focused on the overall utility of the machine, which should be able to be used within an ambulance or CT scanner. However, as a result of the COVID-19 travel restriction and state quarantine policies of Thailand, the inventor could not source suitable plastic materials to create the frame of this capsule. As a result thin wire had to be substituted to preserve the shape of the capsule. Other parts of the capsule that also had to be made from metal, were the waterproof zippers. In a second prototype it should be made of 100% plastic-based materials, without metal components, to allow compatibility of use with any diagnostic imaging devices. All devices should be able to be stored within a compact unit, so be portable and foldable.
Finally, these machines were fabricated and tested during the rush hour of the COVID-19 pandemic, they were also declared as the prototype scale. When the prototype concepts are finalized, they will be certified by national standard organizations (e.g., Thai Food and Drug Administration, ISO 13485, ISO 15189) and then testing of the machines with human subjects will commence.
CONCLUSION
In summary, the automated AMBU ventilator allows the initial setting of preliminary flow rate, rhythm, and volume of oxygen during the intubation period, so protecting medical colleagues from potential erosol infection, but this first version has no ability to respond to respiratory feedback from the patients. The hazardous expired air is collected within the transparent PVC headbox and filtered through a HEPA filter, amalgamated with a blower motor, so returning fresh air to the environment. After intubation, patients can be transferred within the transport capsule, which has a compact size and contains the air treatment systems, including the negative pressure headbox, all constructed of PVC based materials. These machines, except some electronic parts that are separated from the contaminated airway systems and also have never exposed to viruses, can be cleaned by the same disinfectants as previous devices, for example, ethyl alcohol, sodium hypochlorite solution, calcium hypochlorite solution, hydrogen peroxide, etc. However, heat sterilization should be avoid because almost all headbox and also capsule materials were made of PVC sheet. Only the set box for housing HEPA filter can be treated using hot steam. This dual machine is safe, and can be fabricated easily in low and middle-income countries while the traditional ventilator systems also need some advanced technologies, followed by high-priced machines as well as the huge customary transport capsules that have been usually designed for transferring the patients between units, but also they cannot be entered into either an ambulance or CT scan. In the future all metal parts need to be replaced with plastic-based materials, operating standards need to be verified, testing on human subjects must be completed, and then the system needs to be properly marketed.
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Background: Sawing of bone is an essential part of an autopsy procedure. An oscillating saw always generates noise, fine infectious dust particles, and the possibility of traumatic injuries, all of which can induce occupational hazard risks to autopsy workers, especially during the COVID-19 pandemic.
Objectives: The first goal of this study was to explore the production of noise and bone dust emission, comparing an oscillating saw and a robotic autopsy saw during an autopsy. The second goal was to evaluate the performance of a new robotic autopsy method, used during skull opening. The third goal was to encourage mortuary workers to use robotic technology during the autopsy procedure to protect us away from occupational injuries as well as airborne infections.
Materials and Methods: The experiments involved a comparison of noise levels and aerosol production during skull cutting between the oscillating saw and the robotic autopsy saw.
Results: The results confirmed that noise production from the robotic autopsy saw was lower than the oscillating saw. However, the bone dust levels, produced by the robotic autopsy saw, were greater than the oscillating saw, but were not greater than the dust concentrations which were present before opening the skull.
Conclusions: The use of a new robotic system might be an alternative choice for protecting against occupational damage among the healthcare workers. Further research might attempt to consider other healthcare problems which occur in the autopsy workplace and apply the robotic-assisted technology in autopsy surgery.
Keywords: aerosol, autopsy noise, bone dust, oscillating saw, robotic-assisted surgery, robotic autopsy saw
INTRODUCTION
‘Autopsy’ is a surgical procedure performed by pathologists, the purpose of which is to discover the cause of death, the manner of death, the mechanism of death, and any other issues related to the death. The autopsy must be done even though the COVID-19 situation has been going on. There are two types of autopsies, namely a medico-legal or forensic autopsy (i.e., autopsy, which is performed for legal purposes) and a clinical or academic autopsy (i.e., autopsy that is requested by physicians for reasons other than those required for legal purposes). An autopsy includes the external examination of the body and dissection of internal organs from many sites of body cavities, namely cranial, thoracic, abdominal, and pelvic cavities (Ayoub and Chow, 2008; Pluim et al., 2018). To make the external cranial examination, the pathologists usually inspect and clarify the features of the cadaver’s head, identify any external wounds, take photographs, and incise the scalp across the posterior vertex from behind the ears. The tissues are reflected in the lower forehead and occiput for preparing the bone cut. The skull is sawn by hand or power tools and the calvarium is then removed after this cut is completed. To start the intracranial examination, the dura is incised to allow brain removal, and the base of the skull is examined. The brain is brought into a pan for measuring and weighing before further dissection and tissue fixation (Pekka Saukko, 2015).
The human skull was originally cut using a hand saw, which consumed considerable time and labor. Occasionally, a slippery skull could not be held firmly, causing accidental operator injuries. Therefore, many types of electric autopsy saws were developed for this work, including both band and circular saws, but these are prone to causing hand injuries. Oscillating saws, which are routinely used during autopsy operation, always generate aerosol production from bone cutting and so can spread hazardous pathogens, such as Human Immunodeficiency Virus (HIV), Hepatitis B and C, Streptococci, etc. In post-mortem COVID-19 cases, SARS-CoV-2 and its viral protein could be found in the brains and cranial nerves, respectively (Matschke et al., 2020). Sometimes airborne infections, especially tuberculosis, can involve the human skull, also called ‘calvarial tuberculosis’(Rosli and Harun, 2016). Saw blade frequency and saw blade contact loads on the bone affect the production of these aerosols. However, almost all forensic autopsies have operated for either unnatural or sudden death cases that we also do not know their COVID-19 exposed histories. Consequently, mortuary staff may expose any hazardous micro-organisms inevitably.
Vast amounts of aerosol particles can be produced by the oscillating saw, measuring 0.3–10 μm, while the bone band saw generates respirable aerosolized particles between 0.3 and 5 µm in diameter (Wenner et al., 2017; Pluim et al., 2018). For human safety, oscillating saws are used for skull cutting, but still produce heavy noise pollution and bone dust. The modified type of ‘oscillating saw with spray-tube’ and ‘oscillating saw with exhauster’ were invented to help prevent co-workers exposure to airborne infection (Kernbach-Wighton et al., 1996; Kernbach-Wighton et al., 1998). Additionally the noise hazard in an operating room can adversely affect the inner ear structure and can cause noise-induce hearing loss (NIHL) among surgeons and their colleagues. The peak sound level in an operating theater may exceed 140 dBA. To reduce the intensity of the noise from bone surgery, the use of oscillating tip saw systems are preferred to oscillating saw blade systems (Peters et al., 2016; Razali et al., 2017).
According to the development of robotic-assisted surgery, previous studies showed some advanced surgical technologies, for instance, firstly, the use of an improved recurrent neural network (RNN) scheme for controlling the trajectory of redundant robot manipulators, which has been used for the surgical tasks related to tumor resection skills (Su et al., 2020a). Secondly, the teleoperated Minimally Invasive Surgery (MIS) using an improved human-robot collaborative control (IHRCC) scheme, this technique can improve the accuracy of both a remote center of motion (RCM) constraint and also surgical tip (Su et al., 2019). Thirdly, the incorporation of an Internet of Things and Robot-assisted Minimally Invasive Surgery, which can improve the RCM constraint as well as surgical tip (Su et al., 2020b). Although massive articles have focused on the improvement of surgical technique within a human, unfortunately, medical personnel and also engineers scarcely think about how to apply human-robot interaction for mortuary tasks.
Nowadays the most commonly used autopsy saw is an oscillating saw, without spray-tube or suction, and the workers are therefore still exposed to the risk of injuries, pathogens from bone dust and secretions, and loud noise pollution. Therefore, the first goal of this study was to explore the production of noise and bone dust emission between a traditional oscillating saw and a robotic autopsy saw, which the authors just made before, when used in an autopsy room during the autopsy. The second goal was to evaluate the performance of robotic autopsy saw which represents a new method of skull opening. Finally, to encourage mortuary workers to use robotic technology to protect us away from occupational injuries as well as airborne infections, especially tuberculosis and also COVID-19.
MATERIALS AND METHODS
According to the lack of robotic study in the field of forensic medicine, then, this article was a pilot and an experimental study. The tests of the 2-machine also included average noise levels and also the number of aerosol particles. Experimental details are shown below.
Subjects
Cadaveric subjects, who died from May 2018 to January 2019 as a result of unnatural deaths, were brought to the Department of Forensic Medicine, Faculty of Medicine, Chulalongkorn University, Bangkok, Thailand for a forensic autopsy. The inclusion criteria were as follows:
The cadavers were adult 20–70 years old;
There was no history of osteoporosis or disease related to malformation of bone.
The exclusion criteria also included

Either the scalp or skull presented pathologic or traumatic findings when inspected by gross examination.
Ten corpses were selected for this research. Eight deceased subjects were male (age 23–57 years, mean age 42.6 years) and two cadavers were female (age 56 and 65 years, mean age 60.5 years). The complete forensic autopsies were performed at the Chulalongkorn Forensic Medicine Center, Department of Forensic Medicine, Faculty of Medicine, King Chulalongkorn Memorial Hospital. This research was permitted by the Institutional Review Board of the Faculty of Medicine, Chulalongkorn University, Bangkok, Thailand (COA No. 880/2016, IRB No. 557/59). Written informed consent was obtained from the corpse’s legal guardian/next of kin for the publication of any potentially identifiable images or data included in this article.
Experimental Setup
The cadavers were divided into two groups; five cadavers for oscillating saw testing and five cadavers for robotic autopsy saw testing. The deceased subjects were positioned in a supine position. Scalp opening was done. There was no autopsy procedure before, during, and after each experiment for at least 30 min. All experiments were performed on the same autopsy bed which was 80 cm high. Both the sound level meter and real-time dust monitor were placed at the same reference point, at a distance of 100 cm away from the calvarium on the horizontal axis and parallel to the calvarium. All skull cutting procedures, except the forensic physicians, were done by the same mortuary team. The position of cadaver is shown in Figure 1.
[image: Figure 1]FIGURE 1 | The plastic head model, which in place of the human skull, was set in a supine position.
Autopsy Saw Instruments
Oscillating Saw
An oscillating autopsy saw (SG-700–01, SCHREIBER GmbH), 220–240 V 50 Hz 250 W strokes 12,000–21,000/min with segment saw blade (model SG-400–08), was used for this research. The sawing rotation and the saw blade depth were controlled at the surgical site (SCHREIBER GmbH, 2012).
Robotic Autopsy Saw
As part of mechanical design, this robot machine consists of four parts. Firstly, the rotary direction set, for controlling the speed of the saw frame, from 0 to 1 RPM. Secondly, the circular saw blade set, for adjusting the speed of the saw blade from 0 to 6,300 RPM. Thirdly, the saw blade depth, which is controlled from 0 to 20 mm. Finally, the electrical circuit is attached to a battery, which works by an analog signal with Pulse width modulation (PWM) for stabilizing the signal. The remote control system is housed in the high-grade aluminum electrical control box, which consists of a digital battery voltage indicator with an LCD display, the buttons for controlling the speed of the saw blade, the depth of the saw blade, the rotation of the saw frame, and also the emergency STOP push button. The autopsy operator can stand away from the robotic autopsy saw and regulate it, from a radius of 2 m or further, depending on the cable length. The robotic autopsy saw was designed and tested with plastic skull models to ensure that it could cut the cadaveric skull perfectly (Jumlongkul and Chutivongse, 2019). The prototype of this machine is shown in Figures 2–4.
[image: Figure 2]FIGURE 2 | The entire part of the robotic autopsy saw.
[image: Figure 3]FIGURE 3 | The saw frame set of the robotic autopsy saw which can turn around the cadaveric skull.
[image: Figure 4]FIGURE 4 | Closed-up view of the circular saw blade set covered by an acrylic protector for human safety and prevent secretion spreading.
Acoustic Measurement
All noise measurements were carried out during the skull cutting with a sound level meter (model TES-1351, resolution 0.1 dB, range from 35 to 130 dB, accuracy ±1.0 dB), which converts an acoustic wave to a unit of sound measurement (dB) (TES Electrical Electronic Corp, 2014). Two kinds of acoustic measurements were tested, including a peak sound level and a time-weighted average (TWA) over 30 s for each cadaver. These were analyzed by comparison of two cadaveric groups with an arithmetic mean ± SD using Microsoft Excel Office 365.
The continuous steady or fluctuating noise over 1 h was calculated from the equivalent noise level in 1 h (LAeq, Tr), calculated as follows:
[image: image]
Where Tr is the average noise level (60 min), Tm is the actual time (0.5 min), and LAeq Tm is the specific noise over a representative period, which reflects variations from the specific source (dBA).
The continuous steady or fluctuating noise (LAeq, Ts), measured 5 times for each cadaveric group. was corrected using:
[image: image]
Where Ti is the duration of time from the origin of a source at i (min). LAeq, Ts was corrected with the constant volume adjustment and noted as LAeq, Tm in formula 1, which would be investigated for LAeq, Tr.
In all the experiments, the noise dosimeter was calibrated daily before collecting sound levels for each sample (Belcham, 2015).
Aerosol Measurement
The aerosol particles, present in the air during the experiments, were detected using a portable real-time dust monitoring device (CASELLA CEL Micro Dust Pro, measuring range 0.001 mg/m3 to 250 g/m3) which samples total, respirable, PM2.5 or PM10 with an optional adaptor. This dust collector machine can detect the aerosol particles using a forward light scattering method which converts the signal to a unit of dust per volume (mg/m3) (CASELLA CEL Inc, 2012). Peak dust concentration levels and mean levels of dust concentration, over 30 s, during the experiments were collected. The data from each group was calculated and interpreted using an arithmetic mean ± SD by Microsoft Excel Office 365.
RESULTS
All the experiments were conducted by the same mortuary technician. From a total of ten cadaveric skulls, five were cut by the oscillating saw and five by the robotic apparatus. The auditory and dust measurements were as follows;
Acoustic Profiles
The average noise levels in an autopsy room, during usual operations without machine saws working, were measured over 30 s at 71.7 dBA (data not shown in Table 1). The average noise levels during every experiment (LAeq, Tr) in the robotic autopsy saw group, measuring 58.9 dBA, was lower than the oscillating saw group, measuring 67.5 dBA, as well as Total LAeq, Tr (70.9 dBA with robotic autopsy saw and 75.5 dBA with oscillating saw, respectively). It should be noted that the total noise level (Total LAeq, Tr) for the robotic system did not exceed that of the usual noise level conducted without an electric saw. During parts of both of the saw procedures, the noise levels were low. However, the highest peak sound level was 99.7 dBA, which occurred during operation of the oscillating saw while the lowest peak was reported during the robotic procedure, measured at 81.0 dBA. The peak sound levels were in excess of 90 dBA in both groups. The calculated data were shown in Table 1.
TABLE 1 | The noise exposures in an operating room during skull cutting. Measurements of the noise levels (Peak Level and LAeq, Tr) for each experiment, and the average noise level (Total LAeq, Tr) of the oscillating saw as well as the robotic autopsy saw.
[image: Table 1]Aerosol Particles
From Table 2, before the skull cutting experiments of two cadaveric groups, the average peak concentration of dust in the autopsy room, detected over 30 s, was 1.853 mg/m3 (the minimum value of 0.018 mg/m3 and the maximum value of 2.750 mg/m3, respectively) which was the greatest value when compared with the oscillating saw and robotic autopsy saw. The average peak aerosol concentration of the oscillating saw, measured at 0.431 mg/m3, was higher than the robotic machine procedure (0.346 mg/m3). Importantly, the average aerosol concentration before skull cutting was 0.153 mg/m3 (the minimum value of 0.016 mg/m3 and the maximum value of 0.299 mg/m3, respectively) which was the highest value among both of oscillating saw and robotic autopsy techniques. Nevertheless, the average aerosol concentration of the oscillating saw procedure, approximately 0.030 mg/m3 (the minimum value of 0.014 mg/m3 and the maximum value of 0.056 mg/m3, respectively), was at a lower level than the dust generated by the robotic method, measuring 0.106 mg/m3 (the minimum value of 0.016 mg/m3 and the maximum value of 0.148 mg/m3, respectively.
TABLE 2 | Dust concentrations before skull cutting and during two different skull cutting procedures: oscillating saw and robotic autopsy saw. The peak concentrations, mean values, standard deviations, minimum and maximum levels of dust per volume over ten subjects.
[image: Table 2]DISCUSSION
Nowadays, the conventional procedure, which has been routinely applied for human skull cutting in forensic examinations, is an oscillating saw system. The robotic autopsy saw is recent development, using a robotic-assisted surgical technique. The first goal of this study, the measurement of noise pollution from the oscillating saw, was found to be greater than the robotic autopsy saw in all parameters. This might result from different techniques applied to the bone. The robotic saw blade system was designed based on a circular saw system which needs only a slow rotational speed of saw blade to cut the cadaveric skull while the oscillating saw uses a vibration method for breakthrough of solid objects. Therefore, the machinery strokes of the oscillating saw must be over 10,000/min, inevitably causing high noise generation (SCHREIBER GmbH, 2012). As suggested by the National Institute for Occupational Safety and Health (NIOSH) and the Occupational Safety and Health Administration (OSHA), total LAeq, Tr in both groups and the average noise level without saws working should not exceed the recommended exposure limits (REL) for noise, over an 8-h average (85 dBA suggested by NIOSH and 90 dBA by OSHA, respectively) and noise over a 15-min average (100 dBA suggested by NIOSH and 115 dBA by OSHA, respectively) while the skull cutting operations of this study did not exceed 3 min/test (Centers for Disease Control and Prevention, 2018).
In addition, the result of inhaled particle measurement in this study deviated from the hypothesis which we had proposed, that the robotic autopsy saw might reduce the rate of aerosol generation. Although the autopsy robotic machine worked with the dust collector covering the saw blade and the acrylic box covering a cadaveric head, which was designed to confine the bone dust particles, it still generated a peak dust concentration and dust per volume greater than the oscillating saw. Despite the results contrasted with the presumption before testing, the aerosol pollution, which came from skull cutting by the robotic autopsy machine, as well as the oscillating saw, were not greater than the dust concentrations before skull cutting. The described skull cutting procedures do not generate greater amounts of bone dust compared with the usual autopsy condition. The portable real-time dust monitoring device was 1 m away from the operation site, as is standard operating procedure, therefore, the bone dust might have had too far to diffuse to get into the probe chamber and so could not be adequately detected by the modulated laser light source.
As regards to the second goal of this study, trialing the replacement of the conventional oscillating saw with the robotic-assisted surgical technique, using the robotic autopsy saw. A new skull opening procedure to address concerns about the health and safety of forensic pathologists and their colleagues. This robotic machine works on a basis of remote control and electronic systems so the co-workers must be trained before using this application. The prototype of the robotic autopsy saw is very large when compared to the oscillating saw. The robotic autopsy machine should be modified into a much more compact size, linked with either a mobile phone application or other wireless application, and have a wider application which is not limited only for skull opening. To solve these problems, the cadaveric skull and tissue cutting manipulator was designed, fabricated, and preliminarily tested. This robot should be used as a comparative machine for the next experiment (Jumlongkul, 2020).
Future studies should attempt to evaluate the relevance of short-term and long-term effects, related to health problems and the type of machines used in an autopsy room, for example; occupational lung diseases, musculoskeletal disorders, occupational psychosis, and occupational infectious diseases in the workplace. The evidence of disease development in forensic healthcare workers must be considered and we will consider any idea, using robotic technology, to raise the standard of healthcare worker safety.
CONCLUSION
In conclusion, this research study examined the effectiveness of a new method to cut the cadaveric skull, using robotic-assisted surgery, which resulted in decreased noise levels when compared with the oscillating saw method. This robotic machine, which is an optimal machine for post-mortem examination, also limited the release of aerosol particles to a level similar to common autopsy procedures not involving the use of operation of calvarial cutting tools. Nevertheless, further study is necessary to improve the appropriate autopsy instruments and we hope that this research will inspire many researchers to further consider the safety of health care workers.
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The current pandemic has highlighted the need for rapid construction of structures to treat patients and ensure manufacturing of health care products such as vaccines. In order to achieve this, rapid transportation of construction materials from staging area to deposition is needed. In the future, this could be achieved through automated construction sites that make use of robots. Toward this, in this paper a cable driven parallel manipulator (CDPM) is designed and built to balance a highly unstable load, a ball plate system. The system consists of eight cables attached to the end effector plate that can be extended or retracted to actuate movement of the plate. The hardware for the system was designed and built utilizing modern manufacturing processes. A camera system was designed using image recognition to identify the ball pose on the plate. The hardware was used to inform the development of a control system consisting of a reinforcement-learning trained neural network controller that outputs the desired platform response. A nested PID controller for each motor attached to each cable was used to realize the desired response. For the neural network controller, three different model structures were compared to assess the impact of varying model complexity. It was seen that less complex structures resulted in a slower response that was less flexible and more complex structures output a high frequency oscillation of the actuation signal resulting in an unresponsive system. It was concluded that the system showed promise for future development with the potential to improve on the state of the art.
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INTRODUCTION
The current pandemic has highlighted the need for rapid construction of structures to treat patients and ensure manufacturing of health care products such as vaccines. To achieve this, currently, a large manpower is needed to achieve this. Nevertheless, this exposes the workers to the danger of catching a virus or acting as a carrier to future patients. In this work, we propose the use of a robotic platform called a cable driven parallel manipulator (CDPM) to rapidly build structures. Toward this, a control strategy is required to control the end effector of the robotic platform. Having been utilized since the 1950’s, reinforcement learning is one of the oldest fields of machine learning and artificial intelligence, yet in recent years it has been experiencing a resurgence as a framework for learning sequential decision tasks (Garychl, 2018). At the same time, cable driven parallel manipulators (CDPMs)—where flexible cables replace rigid links as robot actuators—are becoming increasingly popular for their numerous benefits (Saber, 2015). This project aims to introduce reinforcement learning into a CDPM to balance an object on a platform as it is moved from one location to another, with the hope of improving upon the state of the art. Specifically, a ball is to be balanced on a flat plate, controlled by eight cables spaced in pairs at equidistant intervals in a workspace that are driven by motors.
The developments of this project have the potential to improve the performance of cable balancing systems in areas such as warehouse swarm robot optimization, shipyard container movement management, drone auto-balancing and general robotic balancing (Gullapalli et al., 1994; NIST, 1994; Lachevre et al., 2017) by reducing operational times and failure rates. In this work, our contributions is as follows: We make use of reinforcement learning to enable the transport of a continuous moving load, a ball in this case, which could be highly unstable at large speeds during transport. This is important especially when CDPM are to be used in rapid construction of emergency structures.
BACKGROUND AND LITERATURE REVIEW
Cable Driven Parallel Manipulators
As defined by Gallardo-Alvarado (2016), a Parallel Manipulator (PM) is a mechanical system formed by two linked platforms, namely, the fixed platform and the moving platform. The moving platform is connected to the fixed platform by at least two independent computer-controlled serial chains or limbs working in parallel. Cable Driven Parallel Manipulators (CDPM) are a subsidiary of the standard parallel manipulator where rigid limbs are replaced with retractable cables allowing for varying limb length.
The properties of PMs and CDPMs provides unique advantages when applied in robotics. Patel and George (2012) discussed in their 2012 paper how parallel manipulators offer a greater load carrying capacity, low inertia, higher structural stiffness, and a reduced sensitivity to certain errors. Generally, parallel manipulators provide a clear advantage over most serial manipulation robots in that they control end effector position with a high degree of precision (Tannous et al., 2014), which makes them excellent for use in invasive surgical procedures where a high degree of precision is mandated (Beira et al., 2011). However, parallel manipulators have smaller and less dextrous workspaces due to link interference, where coupling of link actuation is resistive due to counteractive movement. When compared to PMs, CDPMs offer additional advantages due to the properties of the cables. These include a higher payload to weight ratio, larger workspace, higher end-effector speed and acceleration, and being easy to reconfigure and implement (Tang, 2014; Qian et al., 2018). Replacing rigid links with cables does introduce new challenges in their design, particularly in the precise control of the end-effector position (Tang, 2014; Qian et al., 2018), which becomes difficult to ensure due the need for cables to be constantly under tension (Bosscher and Ebert-Uphoff, 2004; Qian et al., 2018) and the elastic nature of cables. This problem can be partly mitigated through more complex controller design and specific material design choices.
The need for ever increasing load capacities and workspaces is motivating further research on CDPMs which has led to implementation in interesting and challenging industrial and research scenarios. Perhaps the most recognisable application is the SkyCam (Brown, 2019), a camera mount system used in large sports venues and stadiums for live broadcasting (Figure 1A). The system consists of four motorised reels fixed to the corners of the venue that retract or extend the four cables attached to the camera. This allows for three-dimensional control with camera translation speeds of up to 44.8 km/h (Qian et al., 2018) whilst maintaining constant orientation. More recent developments have focused on industrial applications, such as cooperative cable driven crane systems (Qian et al., 2018) (Figure 1), which utilise the large tensile strength of the cable actuators to move heavy payloads. In academia, research at the National Institute of Standards and Technology (NIST) has led to development of the NIST Robocrane, a novel three cable system that has seen many uses including shipping container management on large vessels, load stabilization during transport, and even as a potential modification to lunar rovers for exploration of the moon (NIST, 1994).
[image: Figure 1]FIGURE 1 | Examples of CDPM systems in use. (A) The SkyCam in use at the Washington Huskies Stadium. Image reprinted from Brown (2019). (B) A cooperative crane system being used to move an heavy object.
Control Systems for CDPM
As mentioned, replacing rigid links with cables leads to challenges that complicate the design of control systems for CDPMs. Perhaps the most commonly implemented control method is PID control. Khosravi and Taghirad proposed a robust PID controller for a CDPM that controlled the length of each cable, with a corrective term to account for cable elasticity (Khosravi and Taghirad, 2016). The generated controller could stabilize the end effector and showed good orientation control, although desired positional control was not achieved and displayed erratic behaviour. Taking a different approach, Alp and Agrawal proposed a nested closed loop controller based on Lyapunov design and feedback linearization that would output the desired tension in each cable for a given end effector position and orientation (Alp and Agrawal, 2002). This control design allowed for adept positional control with a fast response time and minimal error, but the end effector failed to maintain accurate orientational control. In addition, the controller was complex in design and was hindered by large cable friction during operation. Both of the PID control methods discussed utilised indirect sensing, suffering from a need to estimate the end effector Cartesian pose (position and orientation) from complete knowledge of the inverse kinematics of the cable system, which is highly complex and missing in parts (e.g., Alp and Agrawal did not consider the cable friction in the kinematic model). Newer approaches now consider visual servoing techniques, utilizing computer vision to identify the end effector pose. This simplifies the kinematic model by removing the need to model complex dynamics and instead using simple closed loop feedback techniques to minimize end effector pose error. Dallej et al. reviewed current visual servoing techniques and developed and proposed a vision based PID control system for a ReelAx8 CDPM that was simpler to design and showed good results when assessing the pose errors over time (Dallej et al., 2011).
Previous research was performed on the specific cable rig used in this project by Hong (2019), who was able to design a real time auto tuning PID controller for control of end effector position within the workspace. Here, a Simulink PID auto tuner model was implemented to tune and return optimal gain values for four motors simultaneously in real time. His research showed that a controller was able to able to control the speed the motors attached to each cable with good rise and settling times and minimal steady state error when tested on hardware.
Ball Balancing Skill Acquisition
The problem of balancing a ball on a plate is an extension of the 2D traditional nonlinear ball on beam balancing problem that is often used as a benchmark in control design theory (Kostamo et al., 2005). The task consists of providing rotational actuation to a beam, where the ball is only free to travel in one axis. For a plate system the ball is free to travel in two axes. With both systems, the goal is to move the ball to a specific location and then maintain its position. As proven by derivation in Awtar et al. (2002) and further documented by Ali and Aphiratsakun (2015), the ball on plate system can be viewed as two independent ball on beam systems provided the plate has mass symmetry about its x-z and y-z axis. As such, both ball on plate and ball on beam systems and control schemes are discussed in this section (Supplementary Figure S1).
Classical Control Methods
Multiple attempts have been made to implement PID controllers on both balancing systems with varying degrees of success (Ali and Aphiratsakun, 2015) implemented a basic PID controller onto a ball-plate system that balanced a ball on the center of a plate from a random initial location, and then attempted to recover positional control of the ball after an external disturbance to the plate. The controller performed acceptably and was able to balance the ball in reasonable time for both cases, however the response was extremely oscillatory and took over 30 s to recover positional control from the disturbance. This is likely due to the controller design taking a model free approach and instead tuning the PID controller parameters on the hardware.
Taking a slightly different approach (Shih et al., 2017) developed an embedded PID/PD controller for a ball-beam system. The control structure consisted of a PD controller to choose the desired platform response and then a series of individual PID controllers on each motor to realize the idealized platform response by actuation of the motors. The ball-beam PD controller was tuned on a model of the ball dynamics that was estimated by collecting data on the positional response of the ball to varying inputs. The controller was then tested by placing the ball at one end and having the controller attempt to balance the ball at various locations. It was seen that whilst the controller performed worse when the desired ball location is further from the start point, generally the controller performed well and was able to balance the ball in less than 10 s for all scenarios. The controller did however show consistent initial overshoot in the range 10–20%, indicating the potential for improvement to the control system.
Other attempts have also been made using conventional control theory. In Ryu and Oh (2011), they discuss how estimation of the ball velocity is often a large source of error in ball-beam control systems as it is often estimated as the derivative of the measured ball position. He proposes a state space Linear Quadratic Regulator (LQR) controller as a potential solution to these problems and as a general improvement over standard PID control. The designed controller utilised state estimation of the ball position and velocity to optimize the feedback control system and was then tested by disturbing the balanced system and viewing the ball state reaction. It could be seen that the state estimation for the velocity of the ball was significantly less noisy that than when estimated via differentiation. This allowed for a much quicker response, with the ball returning to its balanced position in less than 5 s each time. The results do show small amounts of constant oscillation of the ball position around the set point, but the author suggests this is likely due to friction on the system that has not been modeled.
By studying the above literature, it was discovered that the ball position, its velocity as well as the position of the plate system were crucial when building the above mentioned controllers for balancing the ball. This information served as a bootstrap in defining the reward functions for our reinforcement learning approach.
Intelligent Methods
More modern approaches to controller design have focused on producing an “intelligent’” controller that is better suited to the unstable nonlinear system. Rahmat et al. (2010) designed a neural network-based controller and then compared its performance to both PID and LQR controllers on a ball-beam system. The approach consisted of designing a neural network to model the ball dynamics that took inputs of the current ball and beam states and output the future ball states. The model was trained via backpropagation. This had the benefit of a model free approach where the dynamics of the ball did not have to be derived, which can often be difficult to quantify. A separate neural network was also designed to control the actuation of the beam orientation based upon the expected output of the model network that was trained using the quasi-Newton backpropagation optimization method. The PID, LQR, and neural network controllers were then all tested and compared. It was seen that whilst all three controllers could successfully balance the ball in less than 5 s with minimal steady state error, the PID controller performance was superior to both other controller types, and the LQR controller was able to achieve a faster response while sacrificing some positional overshoot. This suggested that neural network approaches have the potential to be a valid control solution to this problem but require more work before its performance can be superior to conventional methods. Alternatively, Keshmiri et al. (2012) attempted to combine both traditional control strategies with newer intelligent optimization techniques to develop a superior LQR controller that’s parameters were trained using genetic algorithms. As discussed in the paper, genetic algorithms are a class of stochastic search optimization methods based on random number generation, in this case the search algorithm attempts to find the optimal LQR parameters that minimize the error in position of the ball. The genetic LQR controller was then compared to a PID controller trained using the Ziegler-Nichols method and a normal LQR controller that was trained through trial and error. It was seen in testing that the application of the genetic algorithms allowed for a superior controller that responded faster than PID and LQR controllers with a lower steady state error.
At the forefront of current research is the design of end-to-end neural network controllers. Research on the topic is sparse, showing a clear opportunity to develop a novel solution to this traditional problem. In 2013, a publication by Bigharaz et al. (2013) discussed a neural network-based controller for application to a ball-plate system. It received the ball and plate states as inputs as well as motor control signals as outputs. The paper suggested the neural network controller performs almost as well as a generic PID or fuzzy controller, but the research is limited in its testing and does not discuss the method with which the neural network is trained.
When considering training neural networks, there are predominantly two main methods: optimization and machine learning. Examples of optimization methods are discussed previously, however there is minimal research on the application of machine learning. Machine learning methods consist of training the neural network based upon large sets of data related to the system. In the scenario of the ball-plate system this raises an issue as any dataset is unique to the system it is collected from, and this lack of available data leads to reinforcement learning being a promising method for training neural networks for ball-plate systems.
Publications are sparse on implementation of reinforcement learning to ball-beam or ball-plate systems. This sparsity is surprising due to the current popularity of reinforcement learning which has led to it being applied to a plethora of systems, from goal scoring football robots (Asada et al., 1996) to synthetic human speech bots that are indistinguishable from real voices (Arik et al., 2017).
Its potential benefits in CDPMs are obvious and build upon the benefits of visual servoing, by reducing the need to model and understand the kinematics of the system. Instead, a black box type approach can be taken. By simply monitoring the input and related output (and having an understanding of what the desired output is) a controller can be developed through repeated training that can perform the desired task. Of the limited research performed into the topic, some results show promise for its application. For example, Gullapalli et al. used an unsupervised, direct reinforcement learning algorithm to balance a ball on a one Degree of Freedom (DOF) platform (Gullapalli et al., 1994). Here the system reads the ball position from a series of pressure plates and uses it (along with historic data) to estimate the ball velocity. This, along with the current platform orientation and rate of change of orientation is fed into a neural network trained by a reinforcement learning algorithm that outputs the recommended new orientation, with the goal of returning the ball to the center of the platform. After 700 attempts, the controller learns to balance the ball with no further failures and can run for an indefinite amount of time. No comparison is made to alternate control techniques. Here no modeling has been performed on the ball or platform dynamics, allowing for a much simpler design process.
There is a noticeable gap in research into the application of reinforcement learning to control ball-beam and ball-plate systems, which this paper aims to explore. Developments in this topic could result in improved performance of balancing tasks and control of CDPMs which have many applications in the real world, as discussed throughout this section. This research will also aim to encourage future work on the topic that can further build on the developments made.
METHODOLOGY
System Overview
The idealized system that meets the aims and objectives set out in Introduction section would operate following the system diagram set out in Figure 2. The Agent is the reinforcement learning trained neural network that outputs the desired platform response at the start of each action phase (0.5 s). This is passed to a nested PID controller that realizes the desired platform response for each action phase by controlling the speed of each motor. The nest PID controllers were implemented as a black box with the boxes taking commands from our RL framework. The plant is the physical ball-plate-cable rig.
[image: Figure 2]FIGURE 2 | Deep reinforcement learning system diagram for the ball balancing cable robot plant.
In Figure 2, the agent receives the platform and ball states. These are used to define reward functions that are then used by the Deep Q learning algorithms to derive a policy that balances the ball (Géron, 2017; Lachevre et al., 2017). In order to balance the ball, the desired direction and rotational speeds are derived by the Q learning algorithm in the form of an optimal policy for use by the Nested PID controller. The Nested PID controller converts these values into motor velocities for use on the cable robot plant. The cable robot plant responds by adapting the length of each cable. Hardware Design, Ball State Sensing Design, Platform Control Design, and Nested PID Cable Controller Design sections details the work carried out to realize this system.
Hardware Design
A preassembled rig was provided at the start of the project that had been used for other CDPM projects. The rig consisted of a fixed frame with a XYZ workspace of 1 m × 1 m × 0.6 m. Fixed above the rig sat a Lego Ev3 Mindstorm microcomputer connected to four Ev3 Large Servo Motors (Supplementary Figure S2). Spools of cable were attached to the motors that extended to the top four corners of the frame. The cables then extended into the workspace where they were connected to another Lego Ev3 Mindstorm. Significant work was carried out on this rig to outfit it for the desired application.
Cable Design
As discussed in Control Systems for CDPM section one difficult aspect of control for CDPMs is the elasticity of the cables. To avoid the need to model cable elasticity, the first change made was to replace the 0.3 mm diameter string cables with 1 mm nylon cables to significantly reduce cable deformation. The original string material was unknown.
Cable Spool Design
The spools used to hold the cables had a diameter of 31.83 mm to achieve 100 mm of cable release per revolution. To achieve a faster system response, the spools were redesigned using CAD software, with roughly twice the diameter of 60 mm to achieve 188.5 mm of cable release per revolution. The designed spools were then 3D printed in polylactide (PLA) plastic (Supplementary Figure S3). In addition, to obtain complete six Degree of Freedom (DoF) control the system needs cable redundancy, as discussed by Enrico Sammarchi. Six DoF is necessary to achieve orientational and positional control of the platform. As such, the number of cables needs to be increased to more than six (since six DoF control is required). Therefore, four additional cables (eight total) were added at the bottom four corners of the workspace that are attached to four additional Lego Large Ev3 motors, making the CDPM a Redundantly Restrained Positioning Mechanism (RRPM) system (Sammarchi, 2019).
Platform Design
The current end-effector attached to the cables was an additional Lego Ev3 Mindstorm, which needed to be replaced with a flat plate (Supplemetary Figure S4). The plate was designed in CAD software and laser cut from a 5 mm acrylic sheet. Acrylic was used as it provides a smooth surface and would not flex or crack under usage. The plate was then painted matt black to reduce its reflectiveness to aid ball state extraction via image processing by providing a greater contrast with the white ball.
Camera Mount Design
Next, to enable identification of ball states, a webcam was obtained with a large field of view (FOV). A large FOV was necessary to reduce the height of the camera mount above the plate and hence reduce its obtrusiveness in the workspace. The mount was designed for the camera in CAD software, and fixes to the underside of the platform. It was designed symmetrically to minimize impact on platform center of gravity and hence bias any motor. The mount fixes to the corners of the plate underside to reduce the likelihood of collision with the ball. The components were then 3D printed in PLA (Supplementary Figures S5, S6).
Completed Hardware Model
The final modified hardware system was assembled. The kinematic model of the system and variable definitions can be seen in Figure 3. Tables 1, 2 show the variable associated with the workspace and the platform references. Figure 4 shows a diagram of the ball-plate system for reference.
[image: Figure 3]FIGURE 3 | Kinematic model of system with workspace reference frame. Camera mount excluded for ease of viewing.
TABLE 1 | Showing workspace reference frame variables.
[image: Table 1]TABLE 2 | Showing platform reference frame variables.
[image: Table 2][image: Figure 4]FIGURE 4 | Diagram of ball-plate system with platform reference frame.
Ball State Sensing Design
For closed loop feedback control of the ball position, its states need to be identified at the end of every action phase. For state sensing, options such as pressure pads where considered, as used by Gullapalli in his one DOF ball balancing robot (Gullapalli et al., 1994). However, this idea was disregarded due to concerns with compatibility with the Ev3 Brick and the impact it would have on platform design. Instead, a webcam is used alongside an image recognition system.
As Ev3 motor control is being performed in MATLAB, it was decided to also develop the image recognition system using MATLAB and using the Image Processing Toolbox a program was written that takes a still image from the webcam and computes the ball states. The ball position is found by converting the image to a binary image (dependant on pixel luminosity) and examining the binary value of adjacent pixels to identify the “edge” of the ball. Then, using the “regionprops” function the center position of the ball is located. A demonstration of this process can be seen in Supplementary Figure S7. The ball velocity is identified by assessing the change in ball position since the last action phase.
Platform Control Design
In this section, we design a reinforcement learning trained deep neural network controller that output the desired positional and rotational response to changing ball states at the start of each action phase. This neural network controller is referred to as “the agent.”
Neural Network Structure
The structure of the neural network agent is shown in Figure 5. The input layer of the network contains the twelve input states to the system: the ball and plate states and the target end platform location. Two hidden layers are used to make it a deep neural network. Finally, the five node output layer outputs the desired platform response. Note that there is no output function for angular velocity in the Z axis as Z orientation is kept constant at the origin, as this offers no benefit in the balancing task. Rectified Linear Units (ReLU) were used as the activation functions. To assess the impact of model complexity on performance, three different model structures were assessed. Each model structure had a varying number of activation functions on each hidden layer: 10, 100, and 500, with an increasing number of activation functions resulting in an increase in model complexity. The weights on each input to each activation function were trained using reinforcement learning.
[image: Figure 5]FIGURE 5 | Agent neural network structure for 10 node system.
Policy Training Method—Q-Learning and Policy Gradients
As mention in Ball Balancing Skill Acquisition section, the process of training a neural network to perform a ball balancing task lends itself naturally to reinforcement learning due to the lack of availability of an appropriate dataset of system responses. It is generally accepted that the two leading approaches for model free reinforcement learning are Q-learning and policy gradients (PG) (DeepMind Technologies, 2014; Lillicrap et al., 2016; Cornell University, 2018).
Q-learning is a reinforcement learning method first introduced in 1989 by Watkins and Dayan (1992) that aims to approximate the Q function of each state-action pair through interacting with the environment. The Q function is the expected sum of future rewards if the policy is followed. Each time the agent interacts with the environment a data point is collected:
[image: image]
s = the current state of the environment. a = the action taken by the agent. r = the reward from the environment. s′ = the new state of the environment.
The Q function can be iteratively approximated using the Bellman equation through temporal difference learning (Yu, 2017). Once the Q function has been approximated for all state-action pairs, the optimal policy that the agent should take for any given current state can be decided by finding the action that provides the maximum Q function value. It was a deep Q-learning Network (DQN) that famously learned to play a wide range of ATARI games (Mnih et al., 2015) and helped re-popularize the field of reinforcement learning. One of the key drawbacks of Q-Learning is that the Q function needs to be learnt for discrete state-action pair. This means that environments with continuous action spaces require discretization of the states and actions, resulting in a loss of precision of the data (Hodge and Austin, 2012).
Alternatively, PG methods can operate in continuous or discrete action spaces (DeepMind Technologies, 2014) and are becoming the preferred choice for reinforcement learning tasks (Karpathy, 2016). Karpathy suggested that the reason PG methods are becoming favoured is because it is an end-to-end method: there’s an explicit policy and a principled approach that directly optimizes the expected reward (Karpathy, 2016). Instead of estimating the future reward for every state-action pair based upon the data points collected, we estimate the future reward of the policy based on the policy parameters. This then becomes a gradient ascent task where the parameters are tuned to maximize the policy reward (Pseudocode 1). This, alongside the fact that the system operates in a continuous domain (e.g., platform X velocity can be any continuous value in the range of −50 to 50 mm/s) is why a policy gradient method was used for this project.
Simulated Environment Design
Whilst this project takes a model free approach to RL agent operation, the ball-plate environment needs to be modeled to allow for training of the agent on simulation. Simulated environment training offers benefits over a purely hardware-based training program in that simulations run drastically faster, can run training exercises simultaneously and require no supervision once initiated.
As discussed in Background and Literature Review section, the XYZ ball-plate system can be viewed as two independent ball-beam systems operating in the X-Z and Y-Z planes. This ball-beam system is shown in Figure 6. The assumptions which formulate the ball-beam system model are as follows:
The ball is always in contact with the plate and does not bounce.
There is no slipping motion between the ball and plate
Resistive forces on the ball including air resistance and rolling friction are negligible
The only force acting on the ball is its weight and the associated reaction force
At the start of each action phase, the beam is assumed to undergo an instantaneous change in translational and rotational velocity to the exact desired position. (i.e., the motor response ins assumed to be perfect)
The beam maintains its exact desired velocity for the entirety of the action phase
Complete knowledge of the ball states is known at all points
[image: Figure 6]FIGURE 6 | Model of the ball dynamics for the system.
Through assumptions 5 and 6, the plate is modeled to have constant velocity and no acceleration, therefore inertial forces from the plate movement on the ball are ignored. Whilst these assumptions are not strictly correct, they are appropriate as the physical plate is limited to small changes in velocities between action phases, and the motors used have high rotational speed so changes in velocity can be assumed close to instantaneous.
From assumption 4, the acceleration of the ball is defined:
[image: image]
Hence the velocity of the ball is found as the Euler integration of Eq. 1
[image: image]
And finally, the ball position is found by the Euler integration of Eq. 2:
[image: image]
From assumptions 6 and 7 the plate dynamical model is seen as:
[image: image]
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Substituting Eq. 5 into Eq. 1 and subsequently Eqs. 2 and 3 gives:
[image: image]
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Hence the ball states for any given plate action are given in Eqs. 7 and 8.
This was modeled in a MATLAB environment that was simulated for training.
Training Episode Reward
To promote positive actions by the agent, the training process must reward “good” actions and penalise “bad” actions. Toward this, reward functions were defined by taking into consideration the various parameters involved in ensuring the balancing of an unstable load. This included the position of the load, the speed of the load and how the platform positon and orientation affect the load. This resulted in defining three reward components: Ball Position Reward, Ball Speed Reward and Platform Position Reward. For this system, the reward structure was designed to promote balancing of the ball as the platform moves to the target location. As a result, for each action taken in the system, the agent receives a reward consisting of three components:
Ball Position Reward: a reward in the range of (0–1) based upon the Euclidian distance of the ball from the center of the platform, that exponentially decays as the ball moves further from the center
Ball Speed Reward: a reward in the range of (0–1) based on the Euclidian speed of the ball that exponentially decays as the ball speed increases
Platform Position Reward: a reward in the range of (0–1) based on the Euclidian distance of the platform from its desired location that linearly decays
Hence the ball position and speed rewards promote balancing the ball as quickly as possible and the platform position reward promotes transportation of the load as quickly as possible.
The total reward for each action is then the weighted sum of the three components: Action Reward = 6 × Ball Position Reward + 2 × Ball Speed Reward + 2 × Platform Distance RewardAs such each action receives a score between (0–10). If the ball falls off the platform the episode receives a −3,000 reward and the episode is ended.
The reward is weighted to place a larger emphasis on preventing the ball from being dropped as in real world applications dropping the load would cause a larger problem than the speed at which it is delivered. The ball rewards exponentially decay to prioritize keeping the ball away from the platform edge over balancing at the center to prevent episode failure.
Agent Training
The 10, 100, and 500 node networks were then trained over 20,000 simulated episodes each, with each episode attempting to balance the ball and transport it for 3 min. To accelerate training, four pool parallel processing was used along with GPU acceleration where appropriate. The training progress of each network is shown in Figures 7–9 (The “AverageReward” is a 50-episode rolling average). As each action phase lasts 0.5 s, there are 360 action phases per episode, with a max reward of 3,600 per episode. During training, any agent with an episode reward greater than 2,000 was saved.
[image: Figure 7]FIGURE 7 | 10 node network training progress.
[image: Figure 8]FIGURE 8 | 100 node network training progress.
[image: Figure 9]FIGURE 9 | 500 node network training progress.
All three networks structures can be seen to be erratic between episodes, often identifying strategies that increased episode reward before altering the policy that results in a decrease in performance. The erratic nature of the training suggests the agent struggles to encapsulate the complexity of the system in its policy, with the randomly changing initial conditions of the episode being sufficient variation to cause failure of the controller. Whilst the 100 and 500 node networks also have periodic peaks in performance, the 10 node networks show larger periods between peaks. This suggests increasing model complexity results in an increase in frequency of optimal policy discovery. Overall, all three structures show an inability to consistently converge given an infinite number of training episodes.
Nested PID Cable Controller Design
As described in the system overview (System Overview section), every 0.5 s the agent will output a new desired platform response. This response is actuated through control of the eight motors connected to each of the eight cables, therefore the desired platform response needs to be converted into a desired motor speed.
The first step was to calculate the cable states from the platform states; therefore, the inverse kinematics of the platform were calculated. A reminder of the kinematic model of the system can be seen in Figure 3. It can be seen from literature (Gallardo-Alvarado, 2016; Sammarchi, 2019) that the inverse kinematics for an over defined CDPM is defined as:
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Where [image: image] is a 3 × 8 array of vector lengths of each cable (each row is X/Y/Z and each column is a specific cable). The desired length of each cable can then be calculated as the Euclidian distance:
[image: image]
To convert between desired platform and motor response the desired platform location at the start and end of each action phase is calculated and Eqs. 9 and 10 are used to identify the desired initial and final cable lengths. From this the desired motor speed is calculated as:
[image: image]
Where [image: image] denotes the radius of the cable spool.
The system was initially designed to utilise the Ev3 inbuilt Tacho feedback that Lego claims performs closed loop control of the motor speed to ensure optimal performance. However, previous research by Hong (2019) on the system revealed consistent steady state error with a poor transient performance. Instead Wei designed and tested a real-time PID controller for motor speed control. This controller was utilized in this project and extended to all eight motors.
IMPLEMENTATION, TESTING AND RESULTS
Image Recognition System Testing
The image recognition system was implemented on the system once the hardware had been constructed. The image recognition system was tested and it was seen that light reflected on the plate resulting in low accuracy for ball position identification. The camera image brightness was reduced, and contrast was increased to mitigate this. In addition, the required gray level for conversion to binary image was increased until the system worked ideally, and was able to identify the ball position in 10 different images.
It is notable that changing the location of the rig would likely result in readjustment of the above parameters which limits the applicability of the system.
Platform Response Controller Testing
For each network structure, all saved agents were assessed over 500 simulated episodes to identify the agent with the highest average reward for each network structure.
Each simulation started by placing the platform at the center of the workspace with no deviation in orientation. The ball was then placed on the platform at a random position with no initial velocity. The target platform location was randomized within the workspace. The simulation lasted 3 min, or until the ball leaves the platform.
The best performing agent for each network structure was then simulated over a further 10,000 episodes to analyze their performance. The rewards of this testing can be seen in Table 3.
TABLE 3 | Results of agent training and best episode testing.
[image: Table 3]From these results it can be seen that the 100-node structure achieved a higher average reward than both other network structures. This indicates a superior performance and ability to balance the ball while moving to the desired location. The 10 node and 500 node networks achieved similar average rewards, but the 500-node network failed to balance the ball for the duration of the episode 0.56% of the time. Whilst this is a relatively small failure chance, the consequence of a dropped payload is significant when utilized in industry, and can result in increased costs and risk to personal safety. As such, the 10-node network is superior to the 500-node network. To help understand the actions of each network structure and the systems response the best and worst performing episodes of each structure were further analyzed.
10-Node Agent
As can be seen in Figures 10–12, the 10-node network is capable of balancing the ball, however there is a constant steady state error from the origin, which increases with the balls starting displacement. This error is likely caused by the exponential nature of the reward prescribed based on the balls distance from the origin, described in Training Episode Reward section. This in itself is not necessarily a problem, as the ball is balanced somewhere on the platform for the duration of the journey. However, the controller is extremely slow in its ability to reach a steady state ball position and is damped and oscillatory. This is a significant problem as the controller would struggle to respond quickly to any disturbances or knocks it receives during operation. The most notable problem with the controller is that it actively moves the platform away from the target location. As such the controller fails to achieve its key goal of balancing the load as it is transported from one location to another.
[image: Figure 10]FIGURE 10 | Ball response and change in platform orientation in the x axis for the 10 node network.
[image: Figure 11]FIGURE 11 | Ball response and change in platform orientation in the y axis for the 10 node network.
[image: Figure 12]FIGURE 12 | Ball and platform Euclidian distance response for the 10 node network.
100-Node Agent
It can immediately be seen in Figures 13–15 that the ball response to the 100-node network is much more oscillatory when compared to the 10-node network. Here, the ball fails to reach a stable position and instead continuously oscillates around the origin. Interestingly, the network can control the Y axis ball position better than the X axis position, with smaller oscillations and a damped response to larger displacements. This highlights a flaw in the design choice to have a single complex network to control x-z and y-z states codependently instead of two identical simpler networks controlling x-z and y-z states independently.
[image: Figure 13]FIGURE 13 | Ball response and change in platform orientation in the x axis for the 100 node network.
[image: Figure 14]FIGURE 14 | Ball response and change in platform orientation in the y axis for the 100 node network.
[image: Figure 15]FIGURE 15 | Ball and platform Euclidian distance response for the 100 node network.
The higher frequency of platform oscillation suggests a system more capable of adapting to disturbances, however it also suggests a more unstable controller that may fail under more fringe circumstances. When considering the system’s ability to move the platform between two locations, the 100-node network controller does show slight improvements as can be seen by the best episode showing an initial reduction in platform distance. However over time the platform moves further away from the target, so still fails to transfer the load from one location to another.
500-Node Agent
For the 500-node network, the worst response recorded was when the ball fell off the platform from the positive X axis edge. The ball states are noticeably less oscillatory when compared to the 100-node network, however the platform response is extremely responsive with high frequency, low amplitude oscillations dominating the orientation response. This platform response results in a slow responding low frequency oscillatory response from the ball as it does not have time between samples to achieve any noticeable velocity. Disregarding the failure cases, the 500-node networks appears to achieve a relatively minimal steady state error in ball position, as can be seen in Figures 16–18. In addition, it shows promise when analyzing its ability to move the platform to the desired location, but the platform’s failure to always balance the load suggests it is an inferior controller to the 10 and 100-node networks.
[image: Figure 16]FIGURE 16 | Ball response and change in platform orientation in the x axis for the 500 node network.
[image: Figure 17]FIGURE 17 | Ball response and change in platform orientation in the y axis for the 500 node network.
[image: Figure 18]FIGURE 18 | Ball and platform Euclidian distance response for the 500 node network.
DISCUSSION
The results of the performed testing suggest that whilst the reinforcement learning controller showed promise for balancing a load on a CDPM, in its current state it is not an improvement on the state of the art. The controller failed to outperform in key performance metrics including rise time and steady state error.
Alex Irpan, a software engineer on the robotics team at Google Brain, explained how important having a well-designed reward criteria is for RL (Irpan, 2018), describing how it has a tendency to overfit to your reward. In post-review of this project, one area of fault may be the reward structure. Since RL aims to achieve the highest reward possible, the reward function should capture the exact desired outcome. This was not the case in this project, as too high a priority was placed upon the system’s ability to balance the ball instead of transporting the load. In addition, the velocity-based reward was unnecessary and counterproductive as it discouraged the system from attempting to move the ball closer to the center of the platform quickly. With the overfitting nature of RL to the reward in mind, a simpler reward function may improve training, where the velocity reward is removed, and the ball and plate displacement rewards are weighted equally. The complexity of the reward structure can be seen in the training progress described in Figures 7–9 in Hardware Design section, where the reward was erratic and unsustainable, suggesting the existence of multiple local optima for the problem.
This project was a great exercise in the impact of model complexity on performance. It could be seen how less complex models produced less complex actions (i.e., smaller changes in output), whereas more complex models were erratic and responsive, sometime to their own detriment. Nevertheless, overly simple models also lead to underfitted controllers whose response are not adequate. Whilst no testing was performed on hardware, we suspect that the more complex controllers would see the greatest drop in performance from the simulated testing as the varied environment would likely expose instability within the controller. The controller would likely be overfitted to the reward structure and modeled environment, which was not absolutely true to the real world. On the flipside, the simpler agent structures struggled to wholly capture the simulated environment which led to a worse performing system as it was slower to respond.
Agent performance on the actual rig will vary due to assumptions made during environment modeling. As discussed, the model assumed no inertial forces on the ball due to platform displacement. These assumptions where justified in Platform Control Design section, and we maintain the belief that these assumptions are valid, however it is worth noting that as the system response increases in magnitude then the assumptions become less valid, limiting the applicability of this work.
The design process for this system was laboured and highlighted how implementation of intelligent systems on custom build hardware can often be the most time-consuming task in prototype-based research projects. The use of CAD and 3D printing is highlighted throughout this project and made a noticeable difference on our ability to complete the design and build tasks in a reasonable timeframe.
CONCLUSION
In the future, structures might need to be constructed rapidly in response to emergencies such as Pandemics. In order to reduce infection rates, worker’s exposure to dangerous environments and build rapidly, robotic devices such as Cable Driven Parallel Manipulators could be deployed. These devices would need to deal with a variety of challenges including transporting highly unstable loads. In this work, we have designed and built a CDPM controlled by a neural network reference controller with a nested PID controller, to balance a load on a platform as it is transferred from one location to another. The neural network controller was a two-layer deep network with varying model complexity that was trained using a Deep Deterministic Policy Gradient (DDPG) reinforcement learning algorithm. The neural network controller was trained and assessed over a simulated environment. The system utilized image recognition techniques to identify the states of the loads for feedback and platform states were identified by calculating the cable inverse kinematics.
The image recognition system was able to accurately identify the ball states, however the system was vulnerable to calibration problems due to changing lighting conditions. This may affect the applicability of the system, but would not cause an issue if used in environment with a consistent light source, such as an enclosed warehouse.
Assessments of network complexity showed how precise choosing of model parameters is needed to ensure adequate capturing of the real system, and how overfitting and underfitting are likely when training is performed entirely on simulation. In the future, we plan to investigate how neural network complexity contributes to controller efficiency.
In this work, it was seen that the neural network controller was capable of balancing a load, however the performance did not show any significant improvements on the state of the art. In addition, the controller failed to transport the load, which was a key requirement. The attempt showed how there was still promise for the utilization of RL in ball balancing tasks but highlighted how design of RL systems is difficult and often leads to ineffective solutions, especially for complex systems.
Future work on the system should firstly prioritize testing and implementation of the system on the real rig. Additional work may wish to look at redesigning the reward structure and network for simpler performance. Furthermore, identification of the forward kinematics (i.e., calculating the platform pose from the cable lengths) could lead to the removal of the nested PID controller and introduce an end-to-end neural network controller that would output direct motor control signals. Also, investigating and comparing the combination of RL with other heuristics in the policy search, such as the bacterial foraging algorithm (Oyekan and Hu, 2010; Oyekan et al. 2013), will be carried out in the future.
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During an ultrasound (US) scan, the sonographer is in close contact with the patient, which puts them at risk of COVID-19 transmission. In this paper, we propose a robot-assisted system that automatically scans tissue, increasing sonographer/patient distance and decreasing contact duration between them. This method is developed as a quick response to the COVID-19 pandemic. It considers the preferences of the sonographers in terms of how US scanning is done and can be trained quickly for different applications. Our proposed system automatically scans the tissue using a dexterous robot arm that holds US probe. The system assesses the quality of the acquired US images in real-time. This US image feedback will be used to automatically adjust the US probe contact force based on the quality of the image frame. The quality assessment algorithm is based on three US image features: correlation, compression and noise characteristics. These US image features are input to the SVM classifier, and the robot arm will adjust the US scanning force based on the SVM output. The proposed system enables the sonographer to maintain a distance from the patient because the sonographer does not have to be holding the probe and pressing against the patient's body for any prolonged time. The SVM was trained using bovine and porcine biological tissue, the system was then tested experimentally on plastisol phantom tissue. The result of the experiments shows us that our proposed quality assessment algorithm successfully maintains US image quality and is fast enough for use in a robotic control loop.

Keywords: medical image quality assessment, medical robotic, ultrasound scanning, artificial intelligence, robotics for COVID-19


1. INTRODUCTION

Ultrasound (US) image acquisition is a popular medical imaging method because it does not involve radiation (like x-ray or CT do), is generally regarded as safe, has a low cost compared to other medical imaging methods and is widely available. For a healthcare system that is struggling with COVID-19, US scanning is a way for COVID-19 diagnosis (Buda et al., 2020; McDermott et al., 2020), especially in developing countries where access to the lab kit is very limited. But there are some factors regarding the US scanning procedure during COVID-19 pandemic that need to be addressed. The first factor is the close contact between sonographers and patients; it is very important to minimize contact between sonographers and patients during the COVID-19 pandemic. It has been proven that close person/person contact is the main way for the transmission of the virus (Jarvis et al., 2020; Jin et al., 2020; Morawska and Milton, 2020; Zu et al., 2020). The second factor is related to COVID-19 patients with underlying conditions such as heart conditions. These patients are at heightened risk, and some of these underlying conditions need US imaging, like echocardiography. The third factor is that US imaging can also be quite time-consuming. Most US scans last between 15 and 45 min (NHL, 2018). For example, echocardiography takes almost 20 min (Ebadollahi et al., 2001). Because of this, we need a system that helps a sonographer to scan tissue and decreases the contact duration (i.e., allows for greater distancing) between sonographers and patients. This paper proposes a quick, low-cost, and deployable solution for the problem mentioned above as a consequence of the COVID-19 pandemic. Robots can be very useful for solving this problem. The part of the scanning that requires experience and knowledge of the sonographer can be done the normal way, and the parts that put the sonographer at an increased risk of contacting the virus can be delegated to the robotic system just like the way x-ray systems work. Using robots during the COVID-19 pandemic can significantly decrease the risk of virus transmission (Tavakoli et al., 2020) particularly because the proposed robotic system can be sanitized between each US scanning procedure.

The assessment of image quality is essential in developing robotic US scanning. Image quality assessment has been a challenging topic in medical image processing, and different methods have been proposed in the literature. There are three different categories of image quality assessment algorithm based on the availability of reference images or other supplementary information. The first category is called full-reference image quality assessment. A reference image (high-quality image) is available in this category, and the quality assessment metric is implemented by comparing a given image to the reference image. The second category is called semi-reference image quality assessment, in which the algorithm has access only to some information about the reference image, such as important features in the image. For instance, Chen et al. (2020) uses the visual features (statistical features from contourlet transform) that are critical for both human perception and object recognition for sonar image quality assessment, but the reference image is not available. Semi-reference methods are more challenging than full-reference algorithms, and how to utilize the additional information is an important question for these algorithms. The final category is called no-reference image quality assessment, in which the algorithm does not have access to the reference image or any additional information related to it. This category is the most challenging but is very important and useful for medical image quality assessment (Chow and Paramesran, 2016). Being as typically we do not have access to quality reference images, the crucial part of no-reference image quality assessment is developing the quality metrics. Quality metrics should be based on features that are present in either high-quality or low-quality images. The extracted features need to be combined to build a quality metric that creates an image quality score.

The problem with US images processing is the inherent noise in the images, making it difficult for a physician to interpret them. This makes US image quality assessment a very complicated task. In this paper, we propose a method for assessing the US image's quality when a robotic arm is holding the US probe. We will incorporate the algorithm in the robot control loop for automatic scanning of tissue. An admittance-based controller will be used for the robot and automatically control the probe's scanning force applied to the tissue. The admittance controller produces a desired position using a predefined relationship between the position and measured force (Zeng and Hemami, 1997; Fong and Tavakoli, 2018). The US scanning assistant is shown in Figure 1. The sonographer uses a handle to position the robot by incorporating a robot's built-in admittance control, and the robot adjusts the US scanning force applied to the tissue by analyzing the quality of the acquired image. This system reduces contact time and mitigates the risk of virus transmission between the sonographer and the patient. Being as the system scans the tissue based on image quality assessment feedback, the sonographer does not need to be next to the patient for the whole duration of the scanning.


[image: Figure 1]
FIGURE 1. US scanning assistant including Panda robot arm, US probe, handle for sonographer, tissue phantom, frame grabber, and robot base frame.


The outline of the paper is as follows. In section 2, we will give a brief review of previous medical image quality assessment algorithms, robot-assisted sonography and robotic admittance control applications. We will address the contributions of this paper in section 2.4. We develop our proposed image quality assessment algorithm in section 3 by giving details of the algorithm and discussing the specific image features it uses. In section 4, we will give the details of the robotic admittance controller used in the system to adjust the US scanning force applied to the tissue. The experimental setup and the experimental results are presented in section 5. We will conclude our method and its advantages in section 6.



2. PRIOR WORK

In this section, we will talk about previous work that has been done in medical image quality assessment, robot-assisted sonography, and robotic admittance control. We will talk about our contribution and novelty in the last paragraph of this section.


2.1. Medical Image Quality Assessment

Medical image quality assessment is a broad topic across multiple imaging modalities, with each imaging modality having its features and characteristics that need to be considered. A review of different medical image quality assessment algorithms and their corresponding imaging modalities can be found in Chow and Paramesran (2016). The most crucial problem in medical image quality assessment is the unavailability of reference data, and most methods are based on no-reference image quality assessment algorithms. We can classify no-reference medical image quality assessment methods into model-based and image-based methods. The algorithm is based on modeling both images and noise in a model-based image quality assessment algorithm, such as the method proposed in Zemp et al. (2003). On the other hand, in image-based quality assessment algorithms, metrics are present to assess the image's quality.

In US image quality assessment, different methods have been proposed for modeling image and noise. In Zemp et al. (2003), the author uses Noise-Equivalent Quanta (NEQ) that models noise based on US machine parameters and tissue physical property information; an improved version of the signal-to-noise ratio. Structural Similarity Index Measure (SSIM) is a very famous image quality assessment metric and has been used in many different applications. The method proposed in Renieblas et al. (2017) uses SSIM as the main quality assessment criteria and incorporates specific image features like preserved edges, structural similarity, and textures in the image.

Image-based quality assessment methods propose criteria that formalize critical features for quality assessment. The method proposed in Hemmsen et al. (2010) uses data management and data acquisition techniques to formalize the quality assessment metrics for US images. The authors of Abdel-Hamid et al. (2016) use five important features of transformed images for building a quality assessment metric. These five features are sharpness, illumination, homogeneity, field definition, and content. The method proposed in Abdel-Hamid et al. (2016) uses the wavelet transform and extracts the five image features from the transformed image, and combining them to create a formula for image quality assessment of human retina images.

As one modality of medical imaging, US poses many challenges in terms of image quality assessment. These challenges come primarily from the noisy nature of the US images. US image's quality is usually defined as an ability to see some tissue features or organs in the image. The method proposed in Zhang et al. (2017) developed a method of segmenting the fetus in an US image, using a texton method on the image. The texton method performs segmentation and feature extraction, and a random forest classifier assesses the quality of the image based on the extracted features. Schwaab et al. (2016) proposes the extraction of three features from breast US images and uses a random forest for classification of those. These features are the nipple position, the shadow caused by the nipple, and the breast contours' shape. Schinaia et al. (2017) used a method similar to Schwaab et al. (2016), but incorporated 14 features and a correlation matrix for quality assessment. Deep Convolutional Neural Networks (CNN) have also proven to perform well for complicated tasks like this. Wu et al. (2017) uses two deep convolutional neural networks called C-CNN and L-CNN for quality assessment. L-CNN finds an ROI (Region Of Interest) in the image, and C-CNN evaluates the quality of the image based on the extracted ROI. The output of C-CNN is the binary label segmentation of the US image. The method proposed in Chatelain et al. (2015) and Welleweerd et al. (2020) use confidence map, which was proposed in Karamalis et al. (2012) for orienting and moving the US probe during scanning of the tissue. Confidence map methods are based on US signal propagation model inside of the tissue and the outcome is a map that can be used for feature extraction. The extracted features are the inputs to the controller and the output is the control signals for controlling the probe's orientation and position.



2.2. Robot-Assisted Sonography

Robots can be very helpful to a sonographer during US scanning. Many methods have been proposed to facilitate the process of sonography using robots. Najafi and Sepehri (2011) developed a robotic wrist to perform US imaging on a patient at remote sites. This system has four degrees of freedom and has been used for US imaging of the liver and kidney. The device developed in AbbasiMoshaii and Najafi (2019) is placed on the patient's body by an operator, and US expert controls the device's motion to obtain US image. The paper focuses on the robotic mechanism that performs US imaging. The mechanism keeps the US probe in contact with the patient's body and facilitates the sonographer's US scanning procedure. Fang et al. (2017) proposes a cooperatively robotic US system to reduce the force sonographers apply. This system consists of a six-axis robotic arm that holds and actuates the US probe. A dual force sensor setup enables cooperative control and adaptive force assistance using admittance force control. Antico et al. (2019) prepared a good review of different methods proposed in robot-assisted US intervention, and Moshaii and Najafi (2014) is a good review of the mechanical details of robot-assisted US scanning.

Tele-sonography is developed for scanning the tissue using remote robot. Sharifi et al. (2017) developed an impedance-controlled teleoperation system for robot-assisted tele-echography of moving organs such as heart, chest, and breast compensating for their natural motions. This system proposes two impedance models for master and slave robots. The slave robot follows the master robot's trajectory but complies with the oscillatory interaction force of moving organs, and the sonographer receives feedback from the slave robot. Sartori et al. (2019) proposes a solution for energy consumption in tele-echography on the master site based on properly scaling the energy exchanged between the master and the slave site. There are many challenges in designing tele-sonography system. The most important one is the high cost of the system and haptic feedback required in the master site. Using haptic feedback causes time delay in the system that may result discrepancy between sonographer and US probe during scanning. Our proposed method can be used as a local controller in the slave site to overcome this problem.



2.3. Robot Admittance Control

Admittance controller uses a predefined relationship between force and position. Authors in Carriere et al. (2019) use admittance control to ensure compliance in a co-manipulated US scanning system controlling the force applied to the tissue and reducing exerted force from the sonographer. The method proposed in Piwowarczyk et al. (2020) uses an admittance controller to scale the force applied by the user on the robot in relation to force applied to the environment. The stability of admittance-controlled robots and their ability to cope with different environmental forces have been investigated in Ferraguti et al. (2019). Admittance control was used in Li et al. (2018) for an exoskeleton robot to create a reference trajectory based on measured force. Dimeas and Aspragathos (2016) analyzes the stability of admittance control by detecting unstable behaviors and stabilizing the robot using an adaptive online method to tune the admittance control gains. The stabilization of the robot is based on monitoring high-frequency oscillations in the force signals. This idea was also used in Landi et al. (2017) for stabilizing the admittance control when interacting with humans. The idea of incorporating neural networks and admittance control for robot trajectory tracking is developed in Yang et al. (2018), in which the trajectory tracking is guaranteed by using a neural network while admittance control regulates torques to follow the desired trajectory. Authors in Keemink et al. (2018) prepared a very good review of different applications of admittance control in robotics.



2.4. Contributions of This Paper

As we mentioned in section 2.3, different methods and applications have been proposed for medical image quality assessment and robotic admittance control but all of them do not consider image feedback in admittance controllers. The idea of combining image feedback and admittance controller in the US scanning procedure is the first novelty of this paper. We also allow for collaboration between humans and the robot to keep the sonographer in the loop during the US scanning procedure. The proposed method uses a real-time image quality assessment algorithm to inform the robotic system. The real-time nature of the proposed image quality assessment algorithm makes it suitable for the clinician in the loop robot-assisted medical applications. The combination of admittance control and online image quality assessment algorithm in the robotic arm ensures social distancing during the COVID-19 pandemic and has not been explored before in the literature.

The second novelty of this paper is to propose a very quick, low-cost, and deployable solution for the COVID-19 pandemic that can be trained based on the preferences of the sonographers in terms of how US scanning is done in different applications. The training phase requires nothing more than the commodity hardware (e.g., a personal computer). This is a very important advantage of the proposed system over the method mentioned in section 2.1. The proposed method has the ability to consider the preferences of the sonographers for different applications by incorporating it in the training phase. The sonographer can manually classify the training set and the system will tune the parameters for the sonographer's preferences. To the best of our knowledge, this ability has not been investigated in the previous methods.

The third novelty of the proposed method is the ability to be used in unilateral tele-sonography as a controller on the patient side. In a tele-sonography modality, the sonographer moves the robot to the desired position using a master robot. The sonographer needs to feel the contact force between the tissue and the probe during scanning. The system should have a haptic interface on the master site to enable this feature for the sonographer. Using a haptic interface could cause a time delay in the system during scanning as discussed in Najafi and Sepehri (2011), Sharifi et al. (2017), Moshaii and Najafi (2014), and AbbasiMoshaii and Najafi (2019). The low-cost and better solution is using a unilateral tele-sonography system with a local controller on the patient site that adjusts the force applied to the tissue during scanning based on acquired image's quality. Our proposed method can be incorporated as a local controller in the slave site to adjust the force applied to the tissue based on the preferences of the sonographers. This feature will remove the essence of having haptic feedback in the tele-sonography system and will decrease the cost of the system.




3. IMAGE QUALITY ASSESSMENT ALGORITHM

As previously mentioned, US images are usually very noisy, and therefore, the tissue is not very clear in the images. This problem makes the automated assessment of US images complicated. A US image quality assessment algorithm should distinguish between different features in an image and decide on image quality based on the acquired features. For our proposed image quality assessment method, we will use a Support Vector Machine (SVM) classifier, which is compatible with small training sets and has proven to have a good ability to solve complicated problems, especially in medical applications.


3.1. Image Quality Assessment Metrics

We propose three distinct features for estimating the quality of the image. The first feature is based on the contact between the probe and the tissue. The second feature computes the level of compression caused by the US scanning force applied to the tissue. The third feature is an estimation of the noise level in the image. The noise level is estimated based on the statistical features of the noise in the US image. We will discuss each of the features in-depth in the following sub-sections.


3.1.1. Correlation

We use image correlation for modeling the contact between the tissue and probe. When there is no contact (or proper contact) between the probe and tissue, the US image will only consist of patterns of arcs; see Figure 2A. When we have sufficient contact, however, actual tissue will be visible in the image. In Figure 2A, the image captured by the US machine was defined as no-contact image Inc in the sense that probe is not contacting the tissue when the image is captured. We define the contact feature as the correlation of no-contact image Inc with an image captured by the US machine Ik in every time step k of the experiment. The contact feature ck gives us a good estimation of the sufficiency of contact and ck ∈ [0, 1]. The mathematical details of how the correlation between the images is calculated and how contact between the probe and the tissue is defined are as follows:

[image: image]

[image: image]

Here, the contact feature ck is the value of the correlation between the two images. (px, py) is the location of pixels in the image frame, and M and N are the height and width of input images, respectively. [image: image] and [image: image] are the average of the pixels' intensities in the acquired image and the image with no contact with the tissue, respectively, and tcorr is the threshold for determining the contact level. Figure 2 shows two images, in which Figure 2A was captured when there is not enough contact between the tissue and the probe, and Figure 2B was conducted with sufficient contact. The x-y axis in the image frame is shown in Figure 2A and it is the same for all images in this paper.


[image: Figure 2]
FIGURE 2. Ultrasound images with and without contact between tissue and probe. (A) Ultrasound image with no contact. (B) Ultrasound image with sufficient contact.




3.1.2. Compression

The level of compression is a very important feature in US image acquisition. When the robot applies force to the tissue, it causes deformation. More force causes greater distortion/deformation. This causes pain for the patient, and may lead to wrong clinical diagnosis (Fang et al., 2017). The proposed compression feature is the difference between the maximum and minimum index of the pixels brighter than the threshold tcomp, relative to the image's size in the vertical direction. The mathematical expression for calculating the image compression feature is as follows:

[image: image]

In (3), U and L are the maximum and minimum location of the pixels having intensity higher than tcomp. We define fc as the compression feature in (3). M is the height of the image along the y direction. Figure 3 shows two images with different levels of compression. Figure 3A is the US image with a high level of compression, and Figure 3B is the US image with a low level of compression. We have also shown a variation of fc with respect to measured force in the z direction of the force sensor frame FZ|k (this is aligned with the y direction in image frame) in Figure 4.


[image: Figure 3]
FIGURE 3. Ultrasound images with high and low level of compression. (A) Ultrasound image with high tissue compression. (B) Ultrasound image with low tissue compression.



[image: Figure 4]
FIGURE 4. Compression feature with respect to measured force.




3.1.3. Noise

As we mentioned earlier, the US image is very noisy. The noise comes from the manner in which US captures an image. This noise feature is also very important for the quality assessment of US images. As a first step, we use a Wiener filter for removing speckle noise from the US image. The calculation of the Wiener filter is based on Lim (1990). The US image's noise level can be estimated by the mean and standard deviation of the difference image between the original image Ik and the filtered image Ik, f. Equations (5) to (8) show the mathematical explanation of using a Wiener filter to remove noise from the US image and calculate the noise feature.
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Here, η is the neighborhood with the size of P × Q around each pixel of the noisy image and Ik(px, py) is the intensity of each pixel in the noisy US image. μ is the average of pixel intensity in the original US image, and σ2 is the corresponding variance value in (6). Ik, f(px, py) is the intensity of the US image after removing the noise using Wiener filter and ν2 is the noise variance in the image in (7). Equation (8) finds the difference between US image Ik and filtered image Ik, f to find the US image's noise. In (8), [image: image] is the average of noise in the image and σn is the corresponding standard deviation value. Figure 5 shows two images with high level (Figure 5A) and low level (Figure 5B) of noise. We have also shown in Figure 6, the variation of the noise feature fn in the US image with respect to measured force FZ|k.


[image: Figure 5]
FIGURE 5. Ultrasound images with high and low levels of noise. (A) Ultrasound image with a high levels of noise. (B) Ultrasound image with a low levels of noise.



[image: Figure 6]
FIGURE 6. Noise feature with respect to measured force.





3.2. Support Vector Machine (SVM)

The compression and noise features mentioned above will be used as an input to the SVM classifier (e.g, taking the output of the image feature calculation, Equations (3) and (8), for Ik we then calculate the SVM score) and the correlation feature works as a gate. SVM classifier tries to find a line that separates two classes based on the features in feature space. SVM finds this line by optimizing a cost function based on the margin between two classes in feature space. There may be a need to increase the features' dimension to find this line in a higher dimensional space.

We tested the SVM using cross-validation. We used two different tissue phantoms to train and test the SVM, meaning we trained the SVM using one of the phantoms and tested it on the other phantom. The phantoms were biological porcine and bovine tissue. We trained the SVM using bovine phantom, and the trained SVM was tested on porcine tissue and vice versa. We will use the output of the SVM for robotic control.

We created an image database for training and testing the SVM. To create a database, we used a robot arm to scan bovine and porcine tissue phantoms by scanning multiple points on these tissues automatically by increasing force values at each point. The scanning procedure started from one side of the tissue and continued by dividing them to many points and increasing the US scanning force applied to the tissue from 1 to 20 N with an increment of 0.25 N. The force increment was based on force control feedback in the robotic arm by increasing the tissue indentation until the force value reached the desired force. This procedure was just used for creating a bovine and porcine image database. The images captured at each point on the tissue and the forces' value were saved using a computer. A trained non-medical user then manually classified all images and a subset of 1,000 images selected with 500 high-quality images and 500 low-quality images from the tissue phantoms' US images for different force values. The images were classified subjectively by the user, and the images were determined to be high quality if there is sufficient contact between tissue and the probe and tissue is visible without significant deformation within the US image. The variation of the pixel intensity in the frame with respect the background was also been considered for image classification. The SVM was trained using 800 images with equal probability weighting in each of the two classes. The trained SVM was tested on the remaining 200 images. After training, the SVM has reached an accuracy (a ratio of the number of correct labels to all labels) of 96% on our test database. Figure 7 shows the procedure of training SVM using biological porcine and bovine tissue.


[image: Figure 7]
FIGURE 7. SVM training procedure.


The rule for updating the force's value based on the output of the image quality assessment algorithm is shown in Equations (10) and (10). We have also shown a block diagram of the quality assessment algorithm in Figure 8.

[image: image]
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[image: Figure 8]
FIGURE 8. Quality assessment algorithm.





4. ROBOT ADMITTANCE CONTROL

Our admittance controller in the x-y-z direction keeps the robot in the original x-y position and updates the z position based on the image quality assessment algorithm, as mentioned earlier. We transform the force sensor data into the base frame of the robot. Figure 1 shows the robot coordinate system during the experiments.

We use the output of the quality assessment algorithm in the loop controlling the force applied by the US probe to tissue. Figure 9 shows the control loop for the z-axis used during the experiments. The admittance model calculates desired position of the robot based on the input force. Kθ is the gain for calculating how much torque should be applied at joints. The control loop works on two different frequencies. Dash lines in Figure 9 represent image-quality feedback working on 30 Hz, and the solid lines represent robotic control working on 1 kHz. We reduced the sampling time of robotic control to 30 Hz to avoid discrepancies during our experiment.


[image: Figure 9]
FIGURE 9. Robot control for the z axis.


The value of the force applied to the tissue in the z-direction is fed to the admittance controller. The transfer function describes the admittance model in (11). Where Xk(s) is the desired Cartesian position in the robot base frame, and Fk(s) is the force applied to the end effector in the robot base frame in the z-direction. M is the virtual mass matrix specified for the system. B and K represent specified damping and spring matrices, respectively. The matrices M, B, and K are shown in section 5. The admittance model in the feedforward finds the desired position for the system, while the feedback impedance model calculates the robot's current position. We multiply the error by inverse jacobian J−1 and Kθ to find the error in joint space, and torque should be applied at joints.

[image: image]

For the experimental setup and results, which will be covered in (5), We chose the values of M, B, and K for the parameters of the admittance model, as shown in the following matrices. The matrix of K has only one non-zero parameter (in the z direction) that controls the US force applied to the tissue. The values of M and K are based on Piwowarczyk et al. (2020), and they were chosen empirically as a trade-off between sluggishness and control of the system. We calculated the value for B to have a critically damped response in the z direction. The threshold values in our quality assessment algorithm were found empirically based on the SVM response in our US image database, these values are tcorr = 0.7 and tcomp = 20.
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5. EXPERIMENTAL SETUP AND RESULTS

In this study, an Axia80-M20 force-torque sensor (ATI Industrial Automation, Apex, NC, USA) was mounted on a Panda robotic arm (Franka Emika GmbH, Munich, Germany), which holds US probe (see Figure 1). We have used US machine for capturing images with an Epiphan DVI2USB3.0 (Epiphan Systems Inc, California, USA) for sending the image to the computer. The US machine used for the experiment was an Ultrasonix Touch with a 4DL14-5/38 Linear 4D transducer (Ultrasonix Corp, Richmond, BC, Canada). For this experiment, we only use the 2D functionality of the US probe. We used a tissue phantom made of plastisol as an artificial tissue for our experiment. The setup is shown in Figure 1.

The admittance controller was programmed and implemented in MATLAB 2019a (The Mathworks Inc., Natwick, MA, USA) and ran using Simulink on a PC running Ubuntu 16.04 LTS. The PC has an Intel Core i5-8400 running at 4.00 GHz. The communication between robot and computer was done over UDP, and the Epiphan was connected to the computer using a USB port.

To evaluate the image quality controller algorithm, we selected six spots on the surface of the plastisol tissue and ran the proposed method on those six locations. We then manually classified the acquired images and found the values of Structural Similarity Index Metric (SSIM) and Peak Signal to Noise Ratio (PSNR) between the output of our quality assessment algorithm and our manual subjective results. The calculation of SSIM is based on Wang et al. (2004). These values are reported in Table 1.


Table 1. Similarity metrics' value between quality assessment algorithm and subjective classification.

[image: Table 1]

The experiments are designed to test the feasibility of incorporating our quality assessment algorithm into the control loop. The robot increases the force applied to the tissue by going down in the z-axis using an admittance controller. Figure 10 shows the output of the quality assessment algorithm and the subjective result by the human operator. Figure 10A is the output of the quality assessment algorithm in one specific position and Figure 10B is the output of the manual classification of the image in that specific position. This will show that our proposed method provides US images of high quality similar to those taken by a sonographer.


[image: Figure 10]
FIGURE 10. Output of quality assessment algorithm and human subjective classification. (A) Quality assessment output. (B) Subjective result.


The values reported in Table 1 show the US image captured using our proposed image quality assessment method is similar to the result of manual classification. The similarity between the values of SSIM and PSNR in all six positions proves the generality of the proposed quality assessment method. Being as PSNR only compare the values of intensities without analyzing general features of the image like the shape of the organ inside the tissue. The SSIM finds the similarities between two images based on structural analysis. The values of SSIM are high for our experiment, which proves our algorithm performs very close to a human operator.

We evaluated the performance of the proposed method experimentally by recording the values of each feature and the output of SVM by controlling the force applied to the tissue. Figure 11 shows the average value of compression value with respect to the force applied to the tissue during the test experiment. The values reported in this figure, are the average compression feature values in six different spots on the surface of the tissue. The bar in each force value represents the variation of the compression feature at the corresponding force value at all six locations on the tissue. We also reported the same variation for noise feature in Figure 12. Figure 13 shows the variation of SVM output during scanning of the tissue by increasing the force applied to it. The threshold value of tSVM divides the graph to two separate classes in which the top part is associated with class of high-quality images and the bottom part is related to the low-quality images. These graphs prove the generality of our proposed method in different situations as the variation of each feature across the different levels of force was within the limited range in all six locations on the tissue.


[image: Figure 11]
FIGURE 11. Variation of compression feature during the test experiment in all six spots on the surface of the tissue.



[image: Figure 12]
FIGURE 12. Variation of noise feature during the test experiment in all six spots on the surface of the tissue.



[image: Figure 13]
FIGURE 13. Variation of SVM during the test experiment in all six spots on the surface of the tissue.


The experiments conducted in this section shows us that the level of force applied to the tissue using the quality assessment algorithm is within a reasonable range, based on the results shown in Figures 11–13. The general trend and variation of these features during scanning are consistent with respect to the applied force, which proves the generality of the proposed method. Figure 10 and Table 1 show us that the output of the quality assessment algorithm is very close to the desire of the sonographer that all the values reported in Table 1 are within a reasonable range and the image acquired using image quality assessment algorithm and the subjective result are very close to each other in Figure 10.



6. CONCLUSION

This paper has presented US image quality assessment algorithm used for robotic control of US scanning. Our proposed quality assessment algorithm uses feature extraction and a SVM classifier to assess the acquired images' quality. The algorithm estimates the US image's quality based on correlation, compression, and noise features. These features are input into a SVM classifier to determine an image is of high quality or low quality. The algorithm was used as a part of the real-time control loop in the robotic US image scanning system. The user is able to put the US probe at a specific location on the tissue, and the algorithm will modulate the US scanning force applied to the tissue. An admittance controller was used internally to modulate the force. We evaluated the performance of the proposed system using different quality assessment metrics, showing close agreement between manual subjective assessment of the captured US image quality and the quality estimation from our algorithm.

This system is designed to enable isolation between patients and sonographers during the COVID-19 pandemic. In the future, we can control the US probe's orientation in an autonomous manner to enable six degrees of freedom of the US probe during scanning. We can also incorporate the quality assessment algorithm into a teleoperation system to enable remote control of a US scanning robot. Here, the user can remotely move the robot to the desired location, with the algorithm appropriately adjusting the US scanning force automatically.
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In daily life, there are a variety of complex sound sources. It is important to effectively detect certain sounds in some situations. With the outbreak of COVID-19, it is necessary to distinguish the sound of coughing, to estimate suspected patients in the population. In this paper, we propose a method for cough recognition based on a Mel-spectrogram and a Convolutional Neural Network called the Cough Recognition Network (CRN), which can effectively distinguish cough sounds.
Keywords: cough recognition, mel-spectrogram, CNN, deep learning, audio, COVID-19
INTRODUCTION
As a disease with a long incubation period and high infection rate, COVID-19 has caused millions of people to be infected and hundreds of thousands of people to died. How to avoid the rapid spread of the epidemic and effectively control the number of infected people has become an urgent issue. Asif et al. found that data from 10,172 COVID-19 laboratory-confirmed cases have shown a correlation with coughing in 54.08% (Sattar Hashmi and Asif, 2020). Therefore, coughing, as a typical symptom of pneumonia, is of great significance in controlling the potential infectious source if it can be quickly and accurately monitored in the population.
Many scholars have studied how to extract features of sound and recognize the sound. Mel Frequency Cepstrum Coefficient (MFCC), as a method of extracting audio features (Shintri and Bhatia, 2015), is widely used in various audio recognition tasks. Xie et al. used MFCC to recognize abnormal voice (Xie et al., 2012). Wang et al. proposed to recognize speech emotion based on improved MFCC (Wang and Hu, 2018). Suksri described a method that used MFCC extracted from the speech signals of spoken words for speech recognition (Ittichaichareon et al., 2012). The Fourier transform (FT) is also widely used in audio processing. Jozef et al. presented a new procedure for the frequency analysis of audio signals (Pucik et al., 2014).
Although these traditional methods are very effective for the extraction of audio features, considering the complexity of the real scene, the method of deep learning may achieve better results. With the development of deep learning, the neural network has played an important role in audio recognition. Oren et al. proposed spectral representations for convolutional neural networks (Rippel et al., 2015). Some LSTM-based networks for speech recognition are also presented (Pundak and Sainath, 2017; Trianto et al., 2018). Compared with traditional methods, deep learning can extract more complex and robust features.
For cough recognition, various methods are proposed. Cough signals are usually obtained by audio or inertial sensors, which can detect the vibration caused by coughing. These sensors include a microphone that can be worn or placed near the user, or a piezoelectric transducer and a high-sensitivity accelerator that can be placed in the throat or chest area (Drugman et al., 2013; Amoh and Odame, 2016; Elfaramawy et al., 2018).
Infante et al. used a machine learning method to recognize dry/wet cough (Infante et al., 2017). Semi-supervized Tree Support Vector Machine is proposed for cough recognition and detection (Hoa et al., 2011). K-NN is also an efficient tool that is often used for cough recognition (Hoyos Barcelo et al., 2017; Vhaduri et al., 2019).
In addition, the Artificial Neural Network (ANN), Gaussian Mixture Model (GMM), Support Vector Machine (SVM), and other methods are also used for cough recognition (Drugman et al., 2011).
The difficulty of cough recognition mainly lies in the distinction of background noise. There are many kinds of sound mixed together in daily scenes. How to effectively distinguish between coughing and other sounds has become a difficult problem to be solved.
In this paper, we propose a cough recognition method based on a Mel-spectrogram and a Convolutional Neural Network (CNN). First, we enhance the audio data and mix the voice in various complex scenes. Then, we preprocess the data to ensure the consistency of data length and convert it into a Mel-spectrogram. At last, we build a CNN-based model to classify the cough using the Mel-spectrogram. At the same time, we make comparisons with some other common methods. After the experiment result comparison, it can be seen that this method can effectively identify and detect coughing in complex scenes. It can be seen that the cough recognition model based on a Mel-spectrogram and a CNN can achieve good results.
MATERIALS AND METHODOLOGY
As shown in Figure 1, the work-flow of our cough classification model is presented.
[image: Figure 1]FIGURE 1 | The work-flow diagram.
Data Augmentation
Considering the natural environment, sound is not produced by a single sound source and the received sound is often the mix of multiple sounds. In order to improve the recognition effect and robustness, we enhance the data, using noise and human voice to mix the cough data.
We selected several audio datasets to make data augmentation, such as the ESC-50 dataset (Piczak, 2015) and the Speech Commands Data Set (Warden, 2018). All cough data comes from the ESC-50 dataset.
Positive Samples 1: Cough. After audio segmentation, we select all cough audio samples as positive samples. We also obtain more cough audio samples by increasing and decreasing the volume.
Positive Samples 2 and 3: Cough + Human Sound and Cough + Natural Sound. In order to enhance the robustness of the model, we also mix cough audio with natural sound (wind, rain, door-clock, footsteps, and other common noises) and human sound (mainly including commonly spoken words such as “go,” “up,” “right,” and so on) respectively as positive samples 2 and 3.
In all the mixed audio, the volume of the coughing sound is adjusted to produce more mixed outcomes of different cough sounds and other sounds.
All of the original and processed cough audio data are labeled as “cough.”
Negative Samples 1: Human Sound. We choose human sounds (mainly include “go,” “up” and, some other common human noises, and all sounds come from different samples which are unused for cough augmentation) from the datasets above as one of the negative samples. So our model can distinguish between cough sounds and human sounds. And all human sounds were mixed with white noise, pink noise, and so on.
Negative Samples 2: Natural Sound: We choose natural noise (wind, rain, pouring-water, footsteps, and other common sounds. All sounds come from different samples which are unused for cough augmentation) from the datasets above as other negative samples.
All human sound and natural sound data are labeled as “others.”
In the end, we have cough sounds, mixed cough audio with natural noise, and mixed cough audio with human sounds as positive samples. At the same time, human sounds and natural sounds are taken as negative samples.
Data Preprocess
Considering that audio with a too short length of time may make it difficult to recognize the sound, and that audio with a too long length of time may cause the superposition of a variety of uncorrelated sounds, we choose the length of 1 s as the input. And the duration of cough samples in the original dataset is different, so we select the audio containing coughing and divide it into seconds.
Mel-Spectrogram
The Mel spectrum contains a short-time Fourier transform (STFT) for each frame of the spectrum (energy/amplitude spectrum), from the linear frequency scale to the logarithmic Mel-scale, and then goes through the filter bank to get the eigenvector, these eigenvalues can be roughly expressed as the distribution of signal energy on the Mel-scale frequency.
After the audio data are processed into 1 s-long data, we transform all the data into Mel-spectrograms so that we can train the convolutional neural networks for recognition.
Audio data usually have complex features, so it is necessary to extract useful features to recognize the audio. The Mel-spectrogram is one of the efficient methods for audio processing and 8 kHz sampling is used for each audio sample.
In the experiment, we employ the Python package called librosa for data processing and all parameters are as follows: [image: image]. Then we call the power_to_db function to convert the power spectrum (amplitude square) to decibel (DB) units.
In Figure 2, we show some examples of Mel-spectrograms. As can be seen from the figure, there are some differences in different types of voices. But after mixing noise, some details will be covered, which is helpful for us to test the cough recognition effect of the model for the real scene. And we extract the features of the audio and transform them into feature images, so there are three channels like traditional color images.
[image: Figure 2]FIGURE 2 | Mel-spectrograms of different voices.
Normalization
For image input, we normalize them to make the model converge faster. For the Mel-spectrogram, we calculate the mean and standard deviation of the three channels respectively and then normalize them. The normalization formula is as follows:
[image: image]
where x denotes the values in different channels and [image: image] denotes normalized values.
Loss Function
The recognition loss function of the model [image: image] represents the cross-entropy loss:
[image: image]
where [image: image] is the model output, y is the true label, and n is the number of samples.
Convolutional Neural Network
With the development of deep learning, more and more deep learning methods are applied to various scenarios, such as image recognition, image classification, speech recognition, machine translation, etc. As a kind of deep learning method, Convolutional Neural Networks (CNN) are widely used in the field of computer vision. In this section, we introduce the components of the proposed CNN-based network.
The convolutional layer is the key of a CNN model, it can effectively reduce the parameters of the model and make it possible for the model to optimize. The calculation formula for the convolutional layer is as follows:
[image: image]
where [image: image] is the output feature map, [image: image] is the input feature map, [image: image] is the selected area in the [image: image] layer, [image: image] is weight parameter, [image: image] is bias, and f is the activation function.
After each convolutional layer, we conduct batch normalization to make the outputs of the convolutional layer stay identically distributed, which can improve the performance of the model. The batch normalization formula is as follows:
[image: image]
where [image: image] is the output of convolutional layer without activation, u is the mean of x, [image: image] is the variance of x, and γ and β are parameters to learn.
After feature extraction of the convolution layer, although the number of connections between layers has been significantly reduced, the number of neurons in the feature map group has not been significantly reduced. Therefore, like other common models, we add maximum pooling layers to solve this problem.
In the end, we use the fully connected layer as the output layer of the model. The calculation for the fully connected layer is:
[image: image]
where x is the input layer, N is the number of input layer nodes, [image: image] is the weight between the links [image: image] and [image: image], [image: image] is the bias, and f is the activation function.
Experiment Approach
The CRN was trained by an Adam optimizer, whose learning rate is 0.0001. The max epoch and batch size were 20 and 64, respectively. The CRN was implemented by Pytorch and trained and tested on a computer with an Intel Core i7-8750H, two 8 GB memory chips (DDR4), and a GPU (Nvidia Geforce GTX 1060 6G).
Dataset Description
Before training, we need to preprocess the audio data. As mentioned in the second part, we obtained 34,320 cough samples augmented by different audio data, including 17,160 cough + human sound samples, 17,160 cough + natural sound samples, 17,050 human sounds, and 17,919 different noises. As shown in Figure 3, data components have been provided. In order to evaluate the model better, we use two ways to divide the processed dataset.
[image: Figure 3]FIGURE 3 | Data components.
Random Division Dataset
After all data are processed, 80% are randomly selected as the training set, 10% as the verification set, and 10% as the test set. Considering that due to data augmentation, some data may leak the features of coughing.
No-Leakage Division Dataset
After all data are processed, we select almost 80% which we augment as the training set and 10% is augmented from completely different cough audio as the test set. In this way, the cough sounds of the training and test sets come from different original data, so that we can evaluate the generalization ability of the model.
After all data are split, the mean and variance of each channel are calculated. They are normalized to make the model converge better.
Performance Measurements
In order to better evaluate the performance of the model, we list several indicators used to evaluate the model.
Accuracy
The indicator that the samples with a correct reaction classification account for the total samples.
Recall
The ratio of the number of samples recognized correctly to the total number of samples recognized.
Precision
The ratio of the number of samples recognized correctly to the number of samples that should be recognized.
F1 Score
It is an index used to measure the accuracy of the binary classification model.
[image: image]
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[image: image]
where TP (True Positive) denotes samples of coughing that are correctly recognized by the model. FP (False Positive) which denotes samples of coughing that are recognized as others by the model. TN (True Negative) which denotes samples of others that are correctly recognized by the model. FN (False Negative) which denotes samples of others that are incorrectly recognized as coughing by the model.
Experiment Based on Mel-Spectrogram + CNN
The Mel-spectrogram is an effective tool to extract hidden features from audio and visualize them as an image. A CNN model can effectively extract features from images, and then complete tasks such as classification and recognition. Therefore, we use the CNN model to effectively classify the audio and to realize the accurate recognition and detection of coughing. In Figure 4, the architecture of this model has been illustrated.
[image: Figure 4]FIGURE 4 | The Architecture of the Mel-spectrogram and CNN model.
Considering the different positions of coughing in audio, the relative positions of coughing are also different. Before we feed the image into the network, we first unify the image size into 256 [image: image] 256, and then randomly select 224 [image: image] 224 size parts for the recognition of different cough positions.
RESULTS
After two methods of dataset division and training, we get the performance of the cough recognition task.
Experiment on Random Division Dataset
As shown in Table 1, we can find that Mel-Spectrogram + CNN can achieve the best performance in cough recognition than other methods. For randomly divided datasets, the correct recognition rate is 98%. It can be seen that the model can still achieve good recognition performance even if a variety of different sounds are mixed. The train/test loss curves are presented in Figure 5.
TABLE 1 | The comparison results of different methods.
[image: Table 1][image: Figure 5]FIGURE 5 | The loss of the random division experiment.
Experiment on No-Leakage Division Dataset
Considering that the model needs to cope with the cough sounds of different people, we add an experiment to estimate the generalization ability of the model. In this experiment, all the cough data are augmented, but the cough sound in the training set and the test set come from totally different collection objects. In this way, it can detect whether the model has the ability to recognize the cough sound produced by strange sound sources effectively.
The train/ test loss curves of no‐ leakage experiment are presented in Figure 6 and the experiment result is shown in Table 1. The no-leakage recognition accuracy is 95.18% and the F1 score is the highest of all methods. It can be seen that the model performs well during generalization cough recognition tasks.
[image: Figure 6]FIGURE 6 | The loss of the no-leakage division experiment.
Experiment Based On Other Traditional Methods
In order to prove the effectiveness of this method, we use several other methods for comparison.
MFCC
MFCC is an effective method to extract audio features. We use this method to preprocess the original audio data and then pass it to the different model. In order to make it suitable for the linear model, in the experiment, we take the average value on each dimension.
Back Propagation Network
BP is a multilayer feedforward network which has a strong nonlinear mapping ability. In our experiment, we build a four-layer BP neural network and the activation is ReLU.
Support Vector Machine
A Support Vector Machine (SVM) is a kind of generalized linear classifier that classifies data according to supervised learning.
K-Means
The K-means algorithm is an iterative clustering algorithm. Firstly, it randomly selects K objects as the initial clustering center. Then it calculates the distance between each object and each seed cluster center and assigns each object to the nearest cluster center.
Naive-Bayes
Naive Bayes is a classification method based on Bayes theorem and the independent hypothesis of characteristic conditions.
LightGBM
LighGBM is one of the boosting set models. It is an efficient implementation of the Gradient Boosting Decision Tree (GBDT) as XGBoost. In principle, it is similar to GBDT and XGBoost. It uses the negative gradient of loss function as the residual approximation of the current decision tree to fit the new decision tree.
All results based on these methods are shown in Table 1, and we can find that the CNN model is better than these methods in recognition accuracy and other indicators.
CONCLUSION
In this work, we proposed a cough recognition network (CRN) based on the CNN model and a Mel-spectrogram. From the experiments result based on random division and no-leakage division datasets, we can find that the proposed CRN can achieve excellent performance in cough recognition. Compared to other methods, the accuracy of CRN is highest and most of the indexes are the best. In order to estimate the generalization ability of the model, we have collected some cough sounds that were not included in training. We find that the CRN can also recognize them efficiency. Experiments show that the model can recognize coughing in complex scenes effectively, and can recognize coughing with various other sounds correctly, which is good for cough monitoring in daily life. Cough recognition is a potential solution for disease management during the COVID-19 pandemic and reduces epidemic prevention workers’ exposure possibility.
Although the model has achieved good recognition results, there are still some problems that need to be further solved. For example, the audio length is now limited to 1 s. When the intercept position is not right, it may be misjudged.
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The COVID-19 pandemic has emerged as a serious global health crisis, with the predominant morbidity and mortality linked to pulmonary involvement. Point-of-Care ultrasound (POCUS) scanning, becoming one of the primary determinative methods for its diagnosis and staging, requires, however, close contact of healthcare workers with patients, therefore increasing the risk of infection. This work thus proposes an autonomous robotic solution that enables POCUS scanning of COVID-19 patients’ lungs for diagnosis and staging. An algorithm was developed for approximating the optimal position of an ultrasound probe on a patient from prior CT scans to reach predefined lung infiltrates. In the absence of prior CT scans, a deep learning method was developed for predicting 3D landmark positions of a human ribcage given a torso surface model. The landmarks, combined with the surface model, are subsequently used for estimating optimal ultrasound probe position on the patient for imaging infiltrates. These algorithms, combined with a force–displacement profile collection methodology, enabled the system to successfully image all points of interest in a simulated experimental setup with an average accuracy of 20.6 ± 14.7 mm using prior CT scans, and 19.8 ± 16.9 mm using only ribcage landmark estimation. A study on a full torso ultrasound phantom showed that autonomously acquired ultrasound images were 100% interpretable when using force feedback with prior CT and 88% with landmark estimation, compared to 75 and 58% without force feedback, respectively. This demonstrates the preliminary feasibility of the system, and its potential for offering a solution to help mitigate the spread of COVID-19 in vulnerable environments.
Keywords: autonomous robotics, point-of-care ultrasound, force feedback, 3D landmark estimation, 3D deep convolutional network, COVID-19
1 INTRODUCTION
The COVID-19 pandemic has emerged as a serious global health crisis, with the primary morbidity and mortality linked to pulmonary involvement. Prompt and accurate diagnostic assessment is thus crucial for understanding and controlling the spread of the disease, with Point-of-Care Ultrasound scanning (POCUS) becoming one of the primary determinative methods for its diagnosis and staging (Buda et al., 2020). Although safer and more efficient than other imaging modalities (Peng et al., 2020), POCUS requires close contact of radiologists and ultrasound technicians with patients, subsequently increasing risk for infections (Abramowicz and Basseal, 2020). To that end, robotic solutions embody an opportunity to offer a safer and more efficient environment to help mitigate the critical need for monitoring patients’ lungs in the COVID-19 pandemic, as well as other infectious diseases.
Tele-operated solutions allow medical experts to remotely control the positioning of an ultrasound (US) probe attached to a robotic system, thus reducing the distance between medical personnel and patients to a safer margin. Several tele-operated systems have been successfully tested amid the pandemic for various purposes. Ye et al. (2020) developed a 5G-based robot-assisted remote US system for the assessment of the heart and lungs of COVID-19 patients, whereby the system successfully evaluated lung lesions and pericardial effusions in patients with varying levels of disease progression. An MGIUS-R3 tele-echography system was also evaluated for remote diagnosis of pneumonia in COVID-19 patients (Wu et al., 2020). The physician successfully obtained a lung scan from 700 km away from the patient’s site, allowing him to diagnose lung pneumonia characterized by pleural abnormalities. The system could also detect left ventricular systolic function, as well as other complications such as venous thrombosis (Wang et al., 2020). Yang et al. (2020) developed a tele-operated system that, in addition to performing robotized US, is capable of medicine delivery, operation of medical instruments, and extensive disinfection of high-touch surfaces.
Although a better alternative to traditional in-person POCUS, commercialized tele-operated solutions nonetheless typically involve the presence of at least one healthcare worker in close vicinity of the patient to initialize the setup and assist the remote sonographer (Adams et al., 2020). An autonomous robotic US solution would hence further limit the required physical interaction between healthcare workers and infected patients, while offering more accuracy and repeatability to enhance imaging results, and hence patient outcomes. An autonomous solution can additionally become a valuable tool for assisting less experienced healthcare workers, especially amid the COVID-19 pandemic where trained medical personnel is such a scarce resource. Mylonas et al. (2013) have trained a KUKA light-weight robotic arm using learning-from-demonstration to conduct autonomous US scans; however, the entire setup was trained and evaluated on Latin letters detection within a uniform and clearly defined workspace, which is not easily transferable to applications involving human anatomy. An autonomous US robotic solution has been developed by Virga et al. (2016) for scanning abdominal aortic aneurysms, whereby the optimal probe pressure is estimated offline for enhanced image acquisition, and the probe’s orientation estimated online for maximizing the aorta’s visibility. Kim et al. (2017) designed a control algorithm for an US scanning robot using US images and force measurements as feedback tested on a thyroid phantom. The authors developed their own robotic manipulator, which, however, has too limited of a reach to scan a human upper torso. Additionally, the phantom on which the experiments were conducted is flat without an embedded skeleton, impeding the solution’s immediate translation to lung scanning. The aforementioned works show significant progress in the field; however, to the best of our knowledge, no system has been developed for performing US lung scans in particular. Robotic POCUS of lungs requires a more tailored approach due to 1) the large volume of the organ which cannot be inspected in a single US scan, implying that during each session, multiple scans from different locations need to be sequentially collected for monitoring the disease’s progression; 2) the scattering of US rays through lung air, meaning that an autonomous solution needs to be patient-specific to account for different lung shapes and sizes to minimize this effect; and finally 3) the potential obstruction of the lungs by the ribcage, which would result in an uninterpretable scan.
We thus developed and implemented a protocol for performing autonomous robotic POCUS scanning on COVID-19 patients’ lungs for diagnosis and monitoring purposes. The major contributions of our work are 1) improved lung US scans using solely force feedback, given a patient’s prior CT scan; and 2) prediction of anatomical features of a patient’s ribcage using only a surface torso model to eliminate the need for a CT scan, with comparable results in terms of US scan accuracy and quality. This article is organized as follows: 1) Materials and Methods, which includes detailed information on the adopted robotic scanning procedure and algorithmic steps at every stage of the protocol; 2) Experiments and Results, which details the experimental setup used for validating the approach as well as the obtained results; 3) Discussion, providing an insightful analysis of aforementioned results and future work prospects; and finally 4) Conclusions, summarizing our key contributions and research outcomes.
2 MATERIALS AND METHODS
2.1 Testbed
The overall robotic setup is shown in Figure 1, which consists of a 6 degrees of freedom UR10e robot (Universal Robot, Odense, Denmark), a world frame color camera Intel RealSense D415 (Intel, Santa Clara, California, United States), a C3 wireless US probe (Clarius, Burnaby, British Columbia, Canada), and an SI-65-5 six-axis F/T Gamma transducer (ATI Industrial, Apex, North Carolina, United States). The US probe and camera are attached to the robot’s end effector in series with the force sensor via a custom-designed 3D-printed mount for measuring the forces along the US probe’s tip. The tool camera was positioned behind the probe to visualize it in the camera frame, as well as the scene in front of it. An M15 Alienware laptop (Dell, Round Rock, Texas, United States) with a single 6 GB NVIDIA GeForce GTX 1660 Ti GPU memory card was used for controlling the robot.
[image: Figure 1]FIGURE 1 | Components of the autonomous robotic system setup.
For the experimental validation of the results, we are using a custom-made full torso patient-specific ultrasound phantom that was originally developed for FAST scan evaluation, as it offers a realistic model of a patient’s torso (Al-Zogbi et al., 2020). The phantom’s geometry and organs were obtained from the CT scan of a 32-year-old anonymized male patient with low body mass index (BMI). The tissues were made of a combination of two different ballistic gelatin materials to achieve human-like stiffness, cast into the 3D-printed molds derived from the CT scan. The skeleton was 3D printed in polycarbonate, and the mechanical and acoustic properties of the phantom were evaluated, showing great similitude to human tissue properties. An expert radiologist has also positively reviewed the phantom under US imaging.
2.2 Workflow
Figure 2 shows the step-by-step workflow of the autonomous US scanning protocol of the robotic system, with and without prior CT scans. First, an expert radiologist marks on a chest CT of a patient regions of interest (typically but not necessarily containing infiltrates), which are to be observed over the course of coming days to evaluate the progression of the disease. An algorithm computes the spatial centroid of each region and returns optimal positions and orientations of an US probe on a subject’s body, such that the resultant US image guarantees to contain the specified point of interest without skeletal obstruction. In the case where a CT scan is not available, landmarks of the ribcage are estimated using the patient’s 3D mesh model, which is obtained through a depth camera. The scanning points are then manually selected on the model following the 8-point POCUS protocol (Blaivas, 2012). Goal positions and orientations are then relayed to the robotic system. Owing to possible kinematic and registration errors, the positioning of the US probe may suffer from unknown displacements, which can compromise the quality and thus interpretability of the US scans. To mitigate this, the system employs a force–feedback mechanism through the US probe to avoid skeletal structures that will lead to shadowing. The specifics of this protocol are discussed in further detail in the following subsections.
[image: Figure 2]FIGURE 2 | General workflow of the autonomous robotic setup. Areas of interest in lungs are marked by an expert if a CT scan of a patient is available. The centroid of each area is computed, and an algorithm segments different organs in CT images. In the case where a CT is not available, a surface model of the patient is obtained using a depth camera, which acts as an input to a deep learning algorithm to estimate ribcage landmarks. The 8-point POCUS locations are subsequently manually proposed. In both cases, the optimal US probe positioning and orientation is estimated, which is relayed to the robotic system. During implementation, a force–displacement profile is collected, which is used to correct the end effector’s position to avoid imaging of bones. US images of the target point are finally collected in a sweeping motion of [image: image].
The optimal US scanning position and orientation algorithm, as well as the ribcage landmark estimation, were implemented in Python, whereas the robot control, which includes planning and data processing algorithms, was integrated via Robot Operating System (Quigley et al., 2009). Kinematics and Dynamics Library (KDL) in Open Robot Control Systems (OROCOS) (Smits et al., 2011) is used to transform the task-space trajectories of the robot to the joint space trajectories, which are the final output of the high-level autonomous control system. The drivers developed by Universal Robot allow one to apply the low-level controllers to the robot to follow the desired joint-space trajectories.
2.3 Estimation of Optimal Ultrasound Probe Positioning and Orientation
A prior CT scan of a patient’s chest is required for the algorithm’s deployment. The possible scanning area on the body of a given patient is limited to the frontal and side regions. Given a region of interest in the lungs specified by a medical expert, its spatial centroid is computed first to define a target point. The procedure thus initially targets imaging a single point, followed by a sweeping motion about the contact line of the US probe to encompass the surrounding area. A set of images from the CT data containing the computed centroid is generated at various orientations, each of which is subsequently segmented into four major classes: 1) soft tissues, 2) lung air, 3) bones, and 4) background. First, the background is identified using a combination of thresholding, morphological transformations, and spacial context information. The inverse of the resultant binary mask thus delimits the patient’s anatomy from the background. The inverse mask is next used to restrict the region in which lung air is identified and segmented through Gustafson–Kessel clustering (Elsayad, 2008). The bones are segmented using an intensity thresholding cutoff of 1,250, combined with spacial context information. Soft tissues are lastly identified by subtracting the bones and lung air masks from the inverse of the background mask. For simplicity’s sake, identical acoustic properties are considered for all soft tissues within the patient’s body. This assumption is justified by comparing the acoustic properties of various organs in the lungs’ vicinity (soft tissue, liver, and spleen), which were shown to be sufficiently close to each other. Figure 3 summarizes the workflow of the segmentation algorithms, as well as the final segmentation masks.
[image: Figure 3]FIGURE 3 | Overview of steps for optimal scanning points selection algorithm.
The objective is to image predetermined points within the lungs, while maximizing the quality of the US scan which is influenced by three major factors: 1) proximity of the target to the US probe, 2) medium through which the US beam travels, and 3) number of layers with different acoustic properties the beam travels across. The quality of an US scan is enhanced as the target is closer to the US probe. In the particular case of lung scanning, directing beams through air should be avoided due to the scattering phenomenon, which significantly reduces the interpretability of the resulting scan. Skeletal structures reflect US almost entirely, prompting the user to avoid them at all cost. Last, layers of medium with different attenuation coefficients induce additional refraction and reflection of the signal, negatively impacting the imaging outcomes.
The problem was therefore formulated as a discrete optimization solved by linear search, whereby the objective is to minimize the sum of weights assigned to various structures in the human body through which the US beam travels, along with interaction terms modeling refraction, reflection, and attenuation of the signal. Let [image: image] represent the 2D coordinates of a pixel i inside the ultrasound beam cone (see Figure 3 for cone reference). Let [image: image] represent the pixel corresponding to the focal point of the ultrasound probe. The attenuation of the ultrasound signal is evaluated through the following equation (Narayana et al., 1984):
[image: image]
whereby [image: image] is the weight of the first pixel pertaining to the same class c, α is the attenuation coefficient of the medium, and [image: image] is the spatial resolution of the CT scan. To model the intensity reflection of the ultrasound beam at the interface of two different mediums, first the intensity reflection coefficient γ is evaluated, and subsequently applied to the weight of the first pixel following the interface boundary (Laugier and Haïat, 2011):
[image: image]
[image: image]
with ρ being tissue density and v the speed of ultrasound. The term [image: image] effectively represents the impedance of the medium, with medium 1 preceding medium 2. The algorithm thus evaluates the weight of every pixel in between the first point of contact of the ultrasound probe and the target point, with higher weights assigned to more attenuated pixels, as they would drastically reduce the image quality. The US path that results in the lowest weight is selected as the optimal one.
To this end, bones were assigned the highest weight of [image: image], since US rays cannot travel past them. The second highest weight was assigned to lung air at 5, followed by soft tissues at 1. These weights were derived with the assistance of an expert sonographer. The assumed attenuation coefficients for skeletal tissue, lung air, and soft tissues are 1.1 dB/(mm [image: image] MHz), 1.2 dB/(mm [image: image] MHz), and 0.12 dB/(mm [image: image] MHz), respectively. The assumed densities of each class are 2000 kg/m3, 1.225 kg/m3, and 1,000 kg/m3, whereas the speed of sound is 3,720 m/s, 330 m/s, and 1,575 m/s, respectively (Zagzebski, 1996; Etchison, 2011; Shung, 2015; Szalma et al., 2019). The weights are computed within an US cone that can only be instantiated from the surface of the patient’s body across all generated images. The algorithm first determines the optimal scanning position and orientation of the probe for each individual image, and then selects the image with the overall lowest returned weight. The position of the US cone, as well as the orientation of the image, defines the optimal US scanning position and orientation in the CT coordinate frame. The solution was deployed on the Alienware laptop used for the robot control, and a pseudo-code is provided for reference in Algorithm 1.
Algorithm 1:  Ultrasound Probe Optimal Scanning Position and Orientation
input: CT scan, target point [image: image], angle resolution [image: image], [image: image] in mm
procedure
extract [image: image] image [image: image] from CT in axial plane s.t. [image: image]
extract [image: image] images [image: image] from CT in tilted planes at angles [image: image] s.t. [image: image]
generate background masks [image: image] for [image: image]
generate lung air masks [image: image] for [image: image]
generate bones masks [image: image] for [image: image]
generate soft tissue masks [image: image] for [image: image]
replace [image: image] with. [image: image]
initialize empty weight vector [image: image]
For [image: image] to k do
generate L US beam cone contours C for [image: image]s.t.[image: image], [image: image]: = area enclosed by contour
For[image: image]to[image: image]do
define. [image: image]
define [image: image]s.t.[image: image]
reinitialize [image: image]
define vector [image: image] that contains all pixel values along [image: image]
initialize [image: image]
initialize [image: image], [image: image] and [image: image]
For [image: image] to length ([image: image]) do
If [image: image]do
[image: image]
update [image: image] according to [image: image] for corresponding classes
[image: image]
append w to W
return by linear search wmin: = Argmin W
return [image: image] corresponding to [image: image] evaluated from plane transformation
return [image: image] corresponding to [image: image] evaluated from plane transformation
output: Rgoaland wmin

2.4 Force–Displacement Profiles Along the Ribcage
Uncertainties in patient registration and robot kinematics can result in a partial or complete occlusion of the region of interest due to the misplacement of the US probe. To mitigate this problem, a force–feedback mechanism is proposed, whereby we hypothesize that for a constant force application of 20 N, which is the recommended value for abdominal US imaging (Smith-Guerin et al., 2003), the probe’s displacement within the phantom body will be higher in-between the ribs as opposed to being on the ribs. If the hypothesis is validated, one can thus generate a displacement profile across the ribcage of a patient to detect the regions obstructed by the ribs. The displacement on the phantom is expected to follow a sinusoidal profile, with peaks (i.e., largest displacements) corresponding to a region in-between the ribs, and troughs (i.e., smallest displacement) corresponding to a region on the ribs.
To evaluate this hypothesis, we have generated solid models of n = 3 patient torsos using anonymized CT scans, which were used to simulate displacements using finite element analysis (FEA) in ANSYS (ANSYS, Canonsburg, Philadelphia, United States). All image data are stripped from patient-identifying information, and are thus concordant with the exempt status described in 45 CFR §46.102. Two of the patients are female. The third patient is a male and was used as the model for the phantom’s creation. All patients have varying BMI. The different organs of the patients were extracted from the CT scans using Materialize Mimics (Materialize NV, Southport, QLD 4222, Australia) software as STL files, and subsequently converted through SOLIDWORKS (SolidWorks Corp., Dassault Systemes, Velizy-Villacoublay, France) into IGS format, thus transforming the mesh surfaces into solid objects that can undergo material assignment and FEA simulations. The tissues’ mechanical properties for the female patients were obtained from the literature, whereas those of the phantom were measured experimentally (Al-Zogbi et al., 2020). In the FEA simulations, the force was transmitted onto the bodies through a CAD model of the ultrasound probe. In the robotic implementation, the ultrasound probe does not slip on a patient’s body when contact is established because of the setup’s rigidity. A lateral displacement of the probe in simulation would be erroneously translated into soft tissue displacement since the probe’s tip displacement was used to represent the soft tissue displacement. Thus to ensure that the motion of the probe is confined to a fixed vector, the probe’s motion was locked in all directions except in the z-axis. The force was directly applied to the probe through a force load that gradually increases from 0 to 20 N over a period of 5 s. The probe was initially positioned at a very close proximity from the torso; hence, its total displacement was considered to be a measure of the tissue’s displacement. The simulations were deployed on a Dell Precision workstation 3620 with an i7 processor and 16 GB of RAM. Each displacement data point required on average 2.5 h to converge.
The location of the collected data points, as well as the returned displacement profile for all the three patients, is shown in Figure 4. Cubic splines were used to fit the data to better visualize the trend using MATLAB’s curve fitting toolbox. Cubic splines were considered for better visualizing the profiles, assuming a continuous and differentiable function to connect data points. The actual displacements in between the minimum and maximum, however, need to be further validated, and may not match the displayed spline. To verify the outcome of the simulations, the corresponding displacement profiles were collected from the physical phantom, which are reported in Figure 4 as well. Although the physical test demonstrates overall larger displacements, the physical displacement trend is similar to those of the simulated experiments. The results thus provide preliminary validation of our hypothesis of varying displacements associated with different positioning of an US probe with respect to the ribs. Therefore, we adopted this strategy in the robot’s control process, whereby the system collects several displacement data points around the goal position at 20 N, to ensure that the US image is obtained in-between the ribs.
[image: Figure 4]FIGURE 4 | Force–displacement validation experiments. (A) Surface models of the three patients considered in our work, covering both genders and various BMI; (B) positions on the phantoms where displacement profiles were collected in ANSYS simulations; (C) Comparison of experimental results between simulated data and actual phantom (patient 1, left plot), and comparison of simulated data between all patients (right plot).
2.5 Ribcage Landmark Prediction
This framework uses 3D landmarks defined on the ribcage to estimate the optimal probe’s position. We trained a deep convolutional neural network to estimate the 3D position of 60 landmarks on the ribcage from the skin surface data. We define these landmarks using the segmentation masks of ribs obtained from the CT data. From the segmentation masks, we compute the 3D medial axis for each rib using a skeletonization algorithm (Lee et al., 1994). The extremities and center of each rib for the first 10 rib pairs (T1 to T10) are used as landmark locations. The three landmarks thus represent the rib–spine intersection, the center of the rib, and the rib–cartilage intersection.
Recent research in deep learning has shown encouraging progress in detecting 3D landmarks from surface data (Papazov et al., 2015; He et al., 2019; Liu et al., 2019). Teixeira et al. (2018) introduced a method to estimate 2D positions of internal body landmarks from a 2.5D surface image of the torso generated by orthographically projecting the 3D skin surface. Such methods, however, do not generalize to 3D data, since it would require representing landmark likelihood as a Gaussian distribution over a dense 3D lattice, and the memory required for representing 60 such lattices, one for each landmark, would be overwhelming. We address this by training a 3D deep convolutional network to directly estimate the landmark coordinates in 3D from the 3D volumetric mask representing the skin surface of a patient’s torso. Given the skin mask, we estimate a 3D bounding box covering the thorax region, using jugular notch on the top and pelvis on the bottom. We then crop this region and resize to 128 × 128 × 128 volume, which is used as input to a deep network. The network outputs a 3 × 60 matrix, which represents the 3D coordinates of the 60 rib landmarks. We adopt the DenseNet architecture (Huang et al., 2016) with batch normalization (Ioffe and Szegedy, 2015), and LeakyReLU activations (Xu et al., 2015) with a slope of 0.01 following the 3D convolutional layers with kernel size of [image: image]. The network parameters were optimized using AdaDelta (Zeiler, 2012).
2.6 Control Strategy for Skeletal Structure Avoidance
The autonomous positioning of the US probe in contact with the patient’s body necessitates motion and control planning. Let [image: image] denote the homogeneous transformation matrix from frames A to B, composed of a rotation matrix [image: image], and a translation vector [image: image]. The global reference frame for the robotic implementation was chosen as the base frame of the robot, denoted by frame R. Let C and p represent the frames attached to the camera and tip of the US probe, as shown in Figure 5. Since both camera and probe are rigidly affixed to the robot’s end effector, [image: image] and [image: image] are constant. [image: image] is estimated by performing an eye-in-hand calibration following the scheme presented in Tsai and Lenz (1989), whereas [image: image] is evaluated from the CAD model of the probe and its holder. Note that these transformations are composed of two transformations, namely,
[image: image]
[image: image]
whereby [image: image] corresponds to the robot’s end effector frame. The holder is designed such that the frame of the US probe would be translated by a fixed distance along the z-direction of the manipulator’s end effector frame (see Figure 5). Thus, in the physical workspace, the relationship used to map out the point cloud data (frame [image: image]) to the robot’s base frame is
[image: image]
[image: Figure 5]FIGURE 5 | Overview of the different reference frames used in the implementation, as well as the homogeneous transformations between them.
The anonymous CT patient scans (frame [image: image]) were used to generate the mesh model (frame M) of the torsos, and hence the transformation between the two is known, set as [image: image] and [image: image]. The transformation [image: image] between the point cloud data and the mesh model is estimated through the pointmatcher library using the iterative closest point approach (Pomerleau et al., 2013). Initial target points are either defined in the CT scans, or on the mesh models, both of which correspond to the M frame. Since the US probe target position and orientation need to be defined in the US probe frame (p), the following transformation is used:
[image: image]
The overall control algorithm can be described through three major motion strategies: 1) positioning of the US probe near the target point, 2) tapping motion along the ribcage in the vicinity of the target point to collect displacement data at 20 N force, and 3) definition of an updated scanning position to avoid ribs, followed by a predefined sweeping motion along the probe’s z-axis.
The trajectory generation of the manipulator is performed by solving for the joint angles [image: image] through inverse kinematics computation facilitated by Open Robotics Control Software (OROCOS), and the built-in arm controller in the robot driver. Since obstacle avoidance has not been explicitly integrated into the robot’s motion generator, we have defined a manipulator home configuration, from which the system can reach various target locations without colliding with the patient and the table. The home configuration is centered at the patient’s torso at an elevation of 0.35°m from the body, with the [image: image] axis of the end effector corresponding to the [image: image] axis of the robot’s base frame. The robot is driven to the home configuration before each target scan.
The force–displacement collection task begins with the robot maintaining the probe’s orientation fixed (as defined by the goal), and moving parallel to the torso at regular intervals of 3 mm, starting at 15 mm away from the goal point, and ending 15 mm past the goal point, resulting in a total of 11 readings. The robot thus moves along the end effector’s +z-axis, registering the probe’s position when a force reading is first recorded, and when a 20 N force is reached. The [image: image] norm of the difference of these positions is stored as a displacement data point. The two data points that represent the smallest displacements are assumed to be rib landmarks, and represent the center of the corresponding rib. The ideal direction of the applied force would be normal to the centerline of the curved section of the probe; however, it may not always be the case as some regions in the lungs might only be reachable with the resultant force pushing the probe on the side. In the case where the measured lateral forces contributed to the overall force by over 20%, the overall force was then considered in the computations. The center of mass of the probe holder is not in line with the assumed center; however, it is stiff enough to prevent bending.
Since the goal point is always located between two ribs, it can hence be localized with respect to the center of the two adjacent ribs. The goal point is thus projected onto the shortest straight segment separating the center of the ribs, which is also closest to the goal point itself. Let the distance of the goal point from Rib 1 be [image: image]. Since the ribs are fairly close to each other, a straight line connecting the two is assumed to avoid modeling the curvature of a torso. Once two points with the smallest displacement are identified from the force collection procedure, a line connecting the two is defined in the end effector’s coordinate frame, and distance [image: image] is computed along that line from Rib 1 to define the position of the updated target point. Maintaining the same optimal orientation, the robot is thus driven to the updated goal point, the end effector then moves along the probe’s +z-axis until a 20 N force is reached, followed by a sweeping motion of [image: image] around the probe’s line of contact with the patient.
3 EXPERIMENTS AND RESULTS
3.1 Scanning Points Detection
To evaluate the effectiveness of the scanning point detection algorithm, we asked an expert radiologist to propose scanning points on the surface of n = 3 patients using CT data in 3D Slicer. All image data are stripped from patient-identifying information, and are thus concordant with the exempt status described in 45 CFR §46.102. Two of the patients were positive for COVID-19 and exhibited significant infiltrate formation in their lungs, whereas the last patient was healthy with no lung abnormalities (see Figure 6). The medical expert selected 10 different targets within the lungs of each patient at various locations (amounting to a total of 30 data points), and proposed corresponding probe position and orientation on the CT scans that would allow them to image the selected targets through US. The medical expert only reviewed the CT slices along the main planes (sagittal, transverse, and coronal). The following metrics were used to compare the expert’s selection to the algorithm’s output: 1) bone obstruction, which is a qualitative metric that indicates whether the path of the US center beam to the goal point is obstructed by any skeletal structure; and 2) the quality of the US image, which was estimated using the overall weight structure discussed in the previous section, whereby a smaller scan weight signals a better scan, with less air travels, scattering, reflection, and refraction. For a fair initial comparison, we restricted the image search in the detection algorithm to the plane considered by the medical expert, i.e., the optimal scanning point was evaluated across a single image that passes through the target point. In this setting, the algorithm did not return solutions that were obstructed by bones, whereas five out of 30 of the medical expert’s suggested scanning locations resulted in obstructed paths, as shown in Figure 6.
[image: Figure 6]FIGURE 6 | Selected results from the optimal scanning algorithm compared to medical expert’s selection. The yellow lines mark the expert’s proposed paths, and the red lines are the ones proposed by the algorithm. The green dots are the target points that need to be imaged in the lungs. Paths returned by the expert that were obstructed by the ribs are marked as such. Each column of results corresponds to a CT scan of a different patient. (A) Results from COVID-19 patient 1; (B) results from a healthy patient; (C) results from COVID-19 patient 2.
The quality of the scans has been compared on the remaining unobstructed 25 data points, and it was found that the algorithm returned paths with an overall 6.2% improvement in US image quality as compared with the expert’s selection based on the returned sum of weights. However, when the algorithm is reset to search for optimal scanning locations across several tilted 2D images, the returned paths demonstrated a 14.3% improvement across the 25 data points, indicating that it can provide estimates superior to an expert’s suggestion that was based on exclusively visual cues. The remaining five points have also been tested on the algorithm, and the optimal scanning locations were successfully returned. The average runtime for the detection of a single optimal scanning position and orientation is [image: image] min, evaluated from the aforementioned 30 target points. The two most time-consuming tasks are the generation of oblique planes from the CT scans, and the Gustafson–Kessel clustering used to delineate lung air. Since this is a preprocessing step, the rather large time consumption is not a concern.
3.2 Ribcage Landmark Prediction
A total of 570 volumes were prepared from thorax CT scans, 550 of which were used for training and 20 for testing. All image data are stripped from patient-identifying information and are thus concordant with the exempt status described in 45 CFR §46.102. Each of the 570 volumes is obtained from a different patient. In the training set, the minimum ribcage height was 195 mm and the maximum height was 477 mm, whereas in the testing set the minimum ribcage height was 276 mm and the maximum height was 518 mm. The percentile distribution of the training and testing ribcage heights is detailed in Table 1. The network was trained for 150 epochs optimizing the [image: image] distance between the predicted coordinates and the Ground truth coordinates using the Adam optimizer (Kingma and Ba, 2015). The training took place on an NVIDIA Titan Xp GPU using the PyTorch framework (Paszke et al., 2017) and converged in 75 min. A mean Euclidean error of 14.8 ± 7.00 mm was observed on the unseen testing set, with a 95th percentile of 28 mm. The overall inference time was on average 0.15 s. Figure 7 shows the landmark predictions obtained using the trained model on the three human subjects discussed in Section 2.4, by taking their corresponding skin surface masks as input. Figure 8 shows the projected landmarks in 2D images.
TABLE 1 | Percentile distribution of the ribcage heights for training and testing the 3D landmark prediction algorithm.
[image: Table 1][image: Figure 7]FIGURE 7 | Landmark outputs for every patient superimposed on the ribcages. The ribcage acts as ground truth for bone detection using the proposed landmarks. The skeletons are used for visualization purposes and were not part of the training process.
[image: Figure 8]FIGURE 8 | Predicted landmarks (represented by red points) on patient 1 as seen through head–feet projection (top), as well as lateral projection (bottom). The landmarks are not part of the lungs, but merely appear so because of the projection.
3.3 Evaluation of Robotic System
A total of four experiment sets were devised to analyze the validity of our two main hypotheses, which involve the evaluation of the robotic system: 1) with prior CT scans without force feedback, 2) with prior CT scans with force feedback, 3) with ribcage landmark estimation without force feedback, and 4) with ribcage landmark estimation with force feedback. The overall performance of the robotic system is assessed in comparison with clinical requirements, which encompass three major elements: 1) prevention of acoustic shadowing effects whereby the infiltrates are blocked by the ribcage (Baad et al., 2017); 2) minimization of distance traveled by the US beam to reach targets, particularly through air (Baad et al., 2017); and last 3) maintaining a contact force below 20 N between the patient’s body and US probe (Smith-Guerin et al., 2003).
3.3.1 Simulation Evaluation
Due to the technical limitations imposed by the spread of COVID-19 itself, the real-life implementation of the robotic setup was limited to n = 1 phantom. Additional results are thus reported using Gazebo simulations. The same three patients described in Section 2.4 are used for the simulation. Since Gazebo is not integrated with an advanced physics engine for modeling tissue deformation on a human torso, we replaced the force sensing mechanism with a ROS node that compensates for the process of applying a force of 20 N and measuring the displacement of the probe through a tabular data lookup, obtained from the FEA simulations. In other words, when the US probe in the simulation approaches the torso, instead of pushing through and measuring the displacement for a 20 N force (which is not implementable in Gazebo for such complex models), we fix the end effector in place, and return a displacement value that was obtained from prior FEA simulations on the corresponding torso model.
To replicate a realistic situation with uncertainties and inaccuracies, the torso models are placed in the simulated world at a predefined location, corrupted with noise in the x, y, and z directions, as well as roll, pitch, and yaw angles. Errors were estimated based on reported camera accuracy, robot’s rated precision, and variations between original torsos design and final model. The noises were sampled from Gaussian distributions with the precomputed means, using a standard deviation of 10% of the mean. The numerical estimates on the errors are reported in Table 2. The exact location of the torsos is thus unknown to the robot. For each torso model, a total of eight points were defined for the robot to image, four on each side. Each lung was divided into four quadrants, and the eight target points correspond to the centroid of each quadrant (see Figure 9). This approach is based on the 8-point POCUS of lungs. The exact location of the torso is used to assess the probe’s position with respect to the torso, and provide predicted US scans using CT data. Two main evaluation metrics are considered: 1) the positional accuracy of the final ultrasound probe placement, which is the [image: image] norm of the difference between the target ultrasound position, and the actual final ultrasound position; and 2) a binary metric for imaging the goal infiltrate or region, whereby it is either visualized or obstructed.
TABLE 2 | Elements contributing to the overall error estimation. RPY stands for roll, pitch, and yaw. All values in the [image: image] directions are reported in mm, and the RPY values are in radians.
[image: Table 2][image: Figure 9]FIGURE 9 | Each lung is divided into four regions, the centroids of which are computed and used as target points in the scanning point detection algorithm.
Each experiment set was repeated 10 times with different sampled errors at every iteration. The results of all four experiment sets are reported in Table 3. It is noticeable that the force feedback component has decreased the overall error on the probe’s placement by 49.3% using prior CT scans, and 52.2% using predicted ribcage landmarks. The major error decrease was observed along the z-axis, since the force feedback ensured that the probe is in contact with the patient. It also provided additional information on the rib’s placement near the target points, which were used to define the same target points’ positions relative to the rib’s location as well. For the US probe placement using only force–displacement feedback, we can observe that the average error across all three models is 20.6 ± 14.7 mm. Using the final probe’s placement and orientation on the torso, we converted these data into CT coordinates to verify that the point of interest initially specified was imaged. In all of the cases, the sweeping motion allowed the robot to successfully visualize all the points of interest. When using ribcage landmark estimation, the displacement error with force feedback for all the three patients averaged at 19.8 ± 16.9 mm. Similarly, the data were transformed into CT coordinates, showing that all the target points were also successfully swept by the probe. The average time required for completing an 8-point POCUS scan on a single patient was found to be 3.30 ± 0.30 min and 18.6 ± 11.2 min using prior CT scans with and without force feedback, respectively. The average time for completing the same scans was found to be 3.80 ± 0.20 min and 20.3 ± 13.5 using the predicted ribcage landmarks with and without force feedback, respectively. The reported durations do not include the timing to perform camera registration to the robot base, as it is assumed to be known a priori.
TABLE 3 | Probe positioning error evaluation on the simulation experiments for the three patients. Experiments are divided by cases; case 1: using CT data without force feedback; case 2: using CT data with force feedback; case 3: using landmark prediction only without force feedback; case 4: using landmark prediction only with force feedback. All values are reported in mm.
[image: Table 3]3.3.2 Phantom Evaluation
The same eight points derived from the centroids of the lung quadrants were used as target points for the physical phantom. Since the manufactured phantom does not contain lungs or visual landmarks, we are evaluating the methodology qualitatively, categorizing the images into three major groups: 1) completely obstructed by bones whereby 50–100% of the field of view is uninterpretable, with the goal point shadowed; 2) partially obstructed by bones, whereby <50% of the field of view is uninterpretable, with the goal point not shadowed; and 3) unobstructed, whereby <10% of the field of view is interpretable, and the goal point not shadowed. These groupings were developed in consultation with an expert radiologist. Since the scanning point algorithm focuses on imaging a target point in the center of the US window, we are also reporting this metric for completeness. The phantom was assessed by an expert radiologist, confirming that the polycarbonate from which the ribcage is made is clearly discernible from the rest of the gelatin tissues. It does, however, allow for the US beam to traverse it, meaning that the “shadow” resulting from the phantom’s rib obstruction will not be as opaque as that generated by human bones. The robot manipulator is first driven to the specified goal point, and displacement profiles are collected in the vicinity of the target. The ribs’ location is estimated from the force–displacement profile, and the final goal point is recomputed as a distance percentage offset from one of the ribs. Each experiment set was repeated three times, the results of which are reported in Table 4. The evaluation of the US images was performed by an expert radiologist. The results show that the force feedback indeed assists with the avoidance of bone structures for imaging purposes, whereby 100% of the US scans using prior CT data were interpretable (i.e., with a visible center), and 87.5% of the scans were interpretable using landmark estimation. The results without using force feedback show that only 75% of the scans have a visible center region using prior CT scans, and 58.3% using predicted landmarks. The landmark estimation approach demonstrated worse results due to errors associated with the prediction, which can cause erroneous ribs’ location estimation, and thus bad initial target points suggestions. Select images for all four experiments are shown in Figure 10. The average time required for completing an 8-point POCUS scan on the phantom was found to be 3.40 ± 0.00 min and 17.3 ± 5.10 min using prior CT scans with and without force feedback, respectively. The average time for completing the scans was found to be 3.30 ± 0.00 min and 25.8 ± 7.40 min using predicted ribcage landmarks with and without force feedback, respectively. Camera registration time was not included in reported durations.
TABLE 4 | Qualitative categorization of all US images as evaluated by an expert radiologist. The US images were collected from the phantom. Experiments are divided by cases; case 1: using CT data without force feedback; case 2: using CT data with force feedback; case 3: using landmark prediction only without force feedback; case 4: using landmark prediction only with force feedback.
[image: Table 4][image: Figure 10]FIGURE 10 | Selected US scans obtained from the phantom through the different sets of experiments. Scans that are obstructed by bones are marked as such, with the arrows pointing toward the bone. Each column represents a different experiment, namely: (A) scans using CT data without force feedback; (B) scans using CT data with force feedback; (C) scans using landmark prediction only without force feedback; (D) scans using landmark prediction only with force feedback.
4 DISCUSSION
The experimental results have demonstrated the preliminary feasibility of our robotic solution for diagnosing and monitoring COVID-19 patients’ lungs, by successfully imaging specified lung infiltrates in an autonomous mode. In a real-life setting, a sonographer initially palpates the patient’s torso to assess the location of the ribs for correctly positioning the US probe. We proposed a solution that autonomously replicates this behavior, by collecting force–feedback displacement data in real time. This approach has been assessed in simulation on three patients with varying BMI. We have evaluated our algorithm for proposing optimal US probe scanning positions and orientations given a patient’s CT scan for generating target points for the robotic system. We also addressed the issue of potentially unavailable prior CT scans by developing a deep learning model for ribcage landmarks estimation. Our approach has demonstrated feasibility potential in both simulations and physical implementation, with a significant improvement in US image quality when using force feedback, and comparable results to CT experiments when using ribcage landmarks prediction only. The successful imaging of the target points in simulation, as well as the reduction in shadowing effects in the phantom experiments, is deemed to fulfill the clinical requirements defined in Subsection 3.3. This does not, however, imply the system’s clinical feasibility, as additional experiments would be needed to support such claim. The current system is intended to alleviate the burden of continuously needing highly skilled and experienced sonographers, as well as to provide a consistent solution to lung imaging that can complement a clinician’s expertise, rather than eliminating the need of a clinician’s presence.
We acknowledge the limitations associated with the current implementation. The presented work is a study for demonstrating the potential of the methods’ practical feasibility, laying down the foundation for more advanced experimental research. Although the simulated environment has been carefully chosen in an attempt to replicate real-life settings, and the physical phantom results have shown to support the simulated results, further experimentation is required to validate the outcomes. The simulated environment is incapable of capturing all the nuances of a physical setup—soft tissue displacements, for instance, have been acquired from a limited set of points on the patients’ torsos using finite element simulations, with displacements in other locations obtained by interpolation. Elements such as breathing and movement of a patient during the scanning procedure are additional, albeit not comprehensive, factors too complex to be modeled in a robotic simulation, but ones that can negatively affect the outcome of the implementation.
Future work will focus on developing improved registration techniques to reduce the error associated with this step. An image analysis component as an additional feedback tool can further enhance the accuracy of the setup; force feedback ensures that the US probe is not positioned on ribs, and that it is in contact with the patient; however, it does not guarantee image quality. Additionally, a larger sample size of patients needs to be investigated to better validate the proposed force–displacement hypothesis. As was shown in Figure 4, different patients showed different displacement magnitudes, with the least noticeable differences pertaining to the patient with the highest BMI. It is important to understand in the future how well this approach scales with different body types and genders. The physical phantom used for the experimental setup does not contain lungs, has Polycarbonate bones, and embedded hemorrhages made of water balloons. These factors make the US image analysis quite challenging, with room for misinterpretation. Additional experiments need to be conducted on phantoms containing structures that can be clearly visualized and distinguished in US to better assess the experiments’ outcome. Lastly, this study does not account for variations in patients’ posture as compared to their posture when the CT scan was taken. The combination of CT data, ribcage landmark estimation, and force feedback will be investigated in future work for improved imaging outcomes.
5 CONCLUSION
We have developed and tested an autonomous robotic system that targets the monitoring of COVID-19-induced pulmonary diseases in patients. To this end, we developed an algorithm that can estimate the optimal position and orientation of an US probe on a patient’s body to image target points in lungs using prior patient CT scans. The algorithm inherently makes use of the CT scan to assess the location of ribs, which should be avoided in US scans. In the case where CT data are not available, we developed a deep learning algorithm that can predict the 3D landmark positions of a ribcage given a torso surface model that can be obtained using a depth camera. These landmarks are subsequently used to define target points on the patient’s body. The target points are relayed to a robotic system. A force–displacement profile collection methodology enables the system to subsequently correct the US probe positioning on the phantom to avoid rib obstruction. The setup was successfully tested in a simulated environment, as well as on a custom-made patient-specific phantom. The results have suggested that the force feedback enabled the robot to avoid skeletal obstruction, thus improving imaging outcomes, and that landmark estimation of the ribcage is a viable alternative to prior CT data.
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Utilizing military convoys in humanitarian missions allows for increased overall performance of healthcare logistical operations. To properly gauge performance of autonomous ground convoy systems in military humanitarian operations, a proper framework for comparative performance metrics needs to be established. Past efforts in this domain have had heavy focus on narrow and specialized areas of convoy performance such as human factors, trust metrics, or string stability analysis. This article reviews available Army doctrine for manned convoy requirements toward healthcare missions and establishes a framework to compare performance of autonomous convoys, using metrics such as spacing error, separation distance, and string stability. After developing a framework of comparison for the convoy systems, this article compares the performance of two autonomous convoys with unique convoy control strategies to demonstrate the application and utility of the framework.
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INTRODUCTION
From a military perspective, a ground vehicle convoy is a column of two or more vehicles under a single leader, traveling from a set origin to an objective destination (Center for Army Lessons Learned, 2010). Military utilization of convoys has a long history, with doctrine on convoy utilization for the United States (U.S.) Army being described as early as 1847 in “An Elementary Treatise on Advanced-Guard, Out-Post, and Detachment Service of Troops” (Killblane, 2005). While the battlefield and vehicles have changed drastically throughout the years, the purpose of convoys has remained consistent: to control road movements to meet various logistical needs, such as movement of supplies, personnel, and equipment toward humanitarian and medical needs (Layer, 1993). Even though the topic of convoys has been thoroughly dissected and studied by the Army (Killblane, 2013; Killblane, 2015; MPRI Kuwait Observer Controller Team, 2003), the advent of autonomous vehicles has led to modernization efforts to improve convoys through the addition of autonomy. These efforts aim to improve convoy efficiency and performance, reduce the risks to the Soldier1, and decrease the overall cost of operations (Green, 2011).
In addition to military research, there are various other civilian organizations looking to develop and utilize autonomous ground convoy (AGC) systems. Efforts such as the Netherlands’ European Truck Platooning Challenge (European Truck Platooning, 2021) and the European Commission’s Safe Road Trains for the Environment Project (Waibel, 2011) demonstrated the interest of civilian governments in maturing autonomous convoy technology for improvements in safety, reduction in fuel consumption, and reduction of traffic congestion. In support of these efforts and commercial development, many companies, such as Peloton Technology (King, 2017), Scania (Francis, 2019), Daimler, Volvo, and Volkswagen (Vincent, 2016), are researching and developing autonomous convoy solutions.
At a high level, AGC systems have a lead vehicle and follower vehicles. Follower vehicles keep pace and formation with the lead per system requirements. This is normally done through the sharing of vehicle kinematics, intended maneuvers, or sensor data (cameras, GPS, LIDAR, wheel encoders, etc.) between the vehicles, which allows separate vehicles to actuate appropriately to meet the desired speed and formation (Nardini et al. 2018; Virdis et al., 2018; Campolo et al., 2018; Molinaro et al., 2018; Stea et al., 2018). The data are distributed wirelessly via a variety of different methods, such as vehicular ad hoc networks (VANET), Vehicle-to-Vehicle (V2V) communications, and Vehicle-to-Infrastructure (V2I) communications (Uysal et al., 2015; Jia et al., 2016; Lu et al., 2016; Wang et al., 2016; Zhang et al., 2016; Shen et al., 2016). Several different standards and protocols are used for network communications, such as dedicated short-range communications (DSRC) radios, 3G/4G Long Term Evolution (LTE) cellular networks, and roadside wireless sensor networks, to improve network coverage and throughput.
To properly gauge the performance of AGC systems, a proper framework for comparative performance metrics needs to be established. Past efforts in this domain have had heavy focus on narrow and specialized areas of convoy performance without considering the complex requirement of AGVs performing logistical operations, such as human factors, trust metrics (Davis et al., 2008), or string stability analysis (Feng, et al., 2019). We remark that developing human trust metrics about the performance of autonomous vehicles is a vibrant research area. In a recent work in Seet et al. (2020), Harvy et al. (2020), Bose et al. (2020), Dragomir et al. (2020), it is demonstrated that automation malfunctions such as deceleration failures do not deteriorate human trust by themselves. But rather the human driver’s inability for adaptive mitigation of the risk of negative outcomes such as risk of crashing resulting from those malfunctions adversely impacts the human trust. In Seet et al. (2020), Harvy et al. (2020), Bose et al. (2020), Dragomir et al. (2020), the human trust metric is reflected in changes in brain activity associated with action planning and motivational state. In addition, broad assumptions and simplifications were used in the analysis, such as the removal of lateral position considerations for convoy member vehicles, or the consistent existence in an information flow topology for robust inter-vehicle communications (Eben Li, et al., 2019). While the constraints, assumptions, and narrow focus areas of performance metrics that have been previously discussed are highly valuable for their intended purposes, a more generalizable approach is needed to compare performance across a larger swathe of autonomous convoy systems. The goal of this effort is to establish a framework for performance metrics of AGC systems for military humanitarian healthcare delivery missions by performing a review of AGC literature and comparing the findings to requirements found in Army doctrine relating to manned convoy systems. Based on these two critical pieces of information, we propose metrics for military AGCs. We will start with a brief historical exploration of the needs for autonomy in ground vehicle convoys and their utilization and benefits in humanitarian military delivery of healthcare. This will be followed by an exploration of overall manned convoy requirements. From there, we will survey the field of AGC efforts to determine common threads in the performance metrics to establish a generalized AGC performance metric framework to be used to compare the performance of future AGC efforts. Owing to military and commercial efforts having separate sets of needs and requirements, this article will focus on AGCs in the military domain, with an emphasis on humanitarian healthcare delivery, to be able to perform an in-depth look at the topic area.
The use of ground convoys to perform supply operations has been codified as an important part of an efficient strategy for the U.S. military as early as 1847 (Killblane, 2005). While modern military operations include more modern transportation systems such as rail lines, aircraft, and helicopters, ground vehicles still account for a significant portion of supply and equipment distribution. This reliance on ground vehicles was evident in Operation Iraqi Freedom, in which 98 percent of the military’s supplies and equipment were distributed by ground transportation (Green, 2011). In addition to general supply and equipment transport, humanitarian military missions and military healthcare support leverage convoys for delivery of healthcare personnel and resources to areas of conflict that nongovernment organizations are unable to safely assist. U.S. military medical units support remote regions of the world to provide medical support toward humanitarian aid (Gomez et al., 1996; Poropatich et al., 1996; Karinch et al., 1996; Zajtchuk et al., 1996). Depending on the location, humanitarian aid convoys can be leveraged to provide several tasks, such as protection via greater physical and psychological security when transporting healthcare supplies, escorting medical practitioners to areas of confrontation, and performing medical evacuations (Wolfson and Wright, 1995). Furthermore, medical aid may potentially be applied within the convoy vehicles themselves, depending on the extent of the need (Headquarters United States Army Reserve Command, 1997). Given the warfare scenarios and battlefields in which current military operations take place, the danger to the Warfighter and need for medical aid in convoys continue to grow (Harrell et al., 2007).
Vehicle platooning refers to linking of two or more vehicles in a convoy. In this article, we use the terms “platoon” and “convoy” interchangeably.
Need for Military Autonomous Convoys
The unprecedented challenge of COVID-19 global pandemic requires an unprecedented global response. Given the military historical superiority in providing medical and humanitarian logistics, a very efficient way of distributing vaccine and pandemic-fighting supplies would be through military convoys. The global nature of the pandemic and the need for reaching out to the most remote areas necessitate the use of autonomous and robotic technologies. As an instance of medical logistics delivery, the autonomous military convoys can deliver screening devices for biosampling and image-guided diagnosis tools to an outbreak area. In particular, the autonomous convoys deployed to an outbreak area can install remote sensing devices (Di Lallo et al., 2021) such as the recently developed “Levelogger” machine2 for the rapid detection of the circulation of the COVID-19 virus within the impacted communities by sampling and testing wastewater in sewers and at wastewater treatment plants for the presence of the virus.
The coordination and command of such autonomous convoys need to be done in a proper hierarchical structure. At a higher level of hierarchy, there is a need for a supervisory control scheme that deploys the autonomous convoys to the areas that require mass vaccination and/or health service administration. For instance, the authors in David et al (2020), Baldassi et al (2020), Pio et al (2020) propose using Spatiotemporal Epidemiological Modeler (STEM) that can efficiently locate the centers of outbreaks and the course of epidemic trends. The obtained results on epidemic trends can then be used in coverage path planners (see, e.g., Nasirian et al. (2021)) that would ensure all the given points in an outbreak center are visited in a proper order. After the desired paths for an autonomous convoy in a geographic area are determined, low-level controllers will ensure that the trajectory tracking control objectives for the convoy are achieved (see Figure 1). This article is mainly concerned with achieving low-level control objectives in autonomous military convoys.
[image: Figure 1]FIGURE 1 | A hierarchical decision-making framework for deployment of military AGCs in combat against pandemics.
“Linear” and “Nonlinear” warfare scenarios are among the two main scenarios that can be defined for military autonomous convoys. In what follows, we argue that nonlinear warfare scenarios are more appropriate for medical logistics. In “linear warfare” scenarios, convoy operations are not prone to be attacked (Layer, 1993), where linear warfare is defined by conflicts in which opposing enemy forces generally proceeded forward. The geometry of a linear warfare battlefield implies that there is a “front” in which direct contact between forces is made, two “side” flanks that are often protected, and a secure “rear” area. Advancement in linear warfare means that forces at the front advance forward to clear and secure land. As the front moves forward, the noncombat assets in the rear progress as well, pushing forward and extending the secure rear (Harrell et al., 2007). Because of the aforementioned geometry, convoy operations are viewed as low risk in linear battlefields. Convoys are used to bring supplies and personnel from the rear to a forward position, traveling through secured areas that were far away from enemy combatants at the front battlefields. Many conflicts in U.S. history, including World War I, World War II, and Desert Storm, were linear warfare campaigns.
Despite the relative safety of convoy operations in linear battlefields, many modern conflicts and military operations in peacekeeping and humanitarian efforts are on a nonlinear battlefield. Indeed, in the epidemic spread models, computed using complex algorithms such as STEM (David et al., 2020; Baldassi et al., 2020; Pio et al., 2020), it can be observed that in contrast to linear battlefields, coverage areas do not have a defined front and secure rear area. Hence, there exists a need to use nonlinear battlefield techniques to deliver medical logistics to the outbreak area. The battlefield has a 360° area of operation with the center being a main operating base. In addition, many modern conflicts are against combatants that are using asymmetrical tactics. Asymmetrical tactics are strategies designed to harm a military’s assets without going up against the primary defenses and forces (Harrell et al., 2007). Prime examples of this are the targeting of unarmored convoys during supply operations with improvised explosive devices (IED), snipers, and sudden ambushes on stopped vehicles (Killblane, 2005; Layer, 1993). Past examples of U.S. military operations in nonlinear battlefields against combatants using asymmetrical tactics include the Vietnam War, humanitarian efforts on Bosnia and Somalia, and the conflicts in Iraq and Afghanistan throughout the first quarter of the 21st century (Layer, 1993; Harrell, et al., 2007). U.S. Department of Defense studies project most future conflicts will be on nonlinear battlefields against combatants using asymmetrical tactics, indicating a continued threat to the personnel and resources needed for convoy operations (Harrell et al., 2007). Given the threat of asymmetrical tactics on nonlinear battlefields, the U.S. Army is looking to leverage AGC systems for strategic and logistical benefits including reduction of danger to personnel and reduction in the costs of logistics.
Considering the recent COVID-19 events, the pandemic-induced supply chain requirements have been demonstrated to be different from traditional supply chains (see, e.g., Rutner et al. (2012), for the pre-pandemic status-quo views on commercial and logistical operations), where efficiencies are usually realized as cost savings. In particular, the main objective for distributing the COVID-19 vaccines (or in other future similar scenarios) has been to have a high throughput across the supply chain3. For this specific reason, the COVID-19-related logistical operations have been oriented toward humanitarian and wartime-like logistics, where highly responsive supply chains are constructed by the military in a way to meet the demand at any cost. With the surge of the COVID-19 variants across the globe, we believe that similar large-scale military supported logistical operations will be carried out to combat the pandemic. Indeed, the COVID-19 vaccine supply chain is set up in a completely different manner that is centered on the short-term measure of securing a sufficient supply of vaccines for the population spread across a vast geographic area.
The greatest threat to the safety of the personnel performing convoy operations in a nonlinear, asymmetrical battlefield are IEDs. IEDs are the main cause of battlefield casualties in Iraq and Afghanistan, accounting for 44% of the roughly 36,000 casualties from 2005 to 2009 (Green, 2011). By leveraging AGCs, vehicles can be operated with reduced direct human intervention, reducing the number of people needed in an operation, and thereby reducing the risk to human life by removing the personnel from dangerous situations. In addition to the lifesaving benefits, utilization of AGCs would provide tremendous cost savings as well. The cost of deploying a Soldier is estimated to be $2.1 M a year (Krumboltz, 2013), which means reduction of personnel needed has a built-in financial benefit. Furthermore, the use of autonomy in a convoy allows for greater precision in vehicle spacing due to the removal of human error, allowing for decreased spacing between vehicles. This decrease in spacing would reduce overall convoy length and provide fuel savings, which had been previously estimated to be between eight to twelve percent depending on the separation distance (Browand et al., 2004; McArthur et al., 2004; Radovich et al., 2004). Finally, from the humanitarian and healthcare mission perspective, increasing the autonomy of ground convoys reduces crew sizes, which is valuable in preventing the spread of infectious respiratory diseases, such as COVID-19. According to the Centers for Disease Control and Prevention, of the primary methods for protective against COVID-19 is to avoid close contact with others (Centers for Disease Control and Prevention, 2020). By leveraging greater levels of autonomy in convoys, the vectors of disease spread are decreased for both the warfighter and potential patients they may encounter as part of humanitarian military missions.
To reduce the threat to personnel, materiel, and medical supplies, and to reduce costs associated with convoy operations, the U.S. Army is looking to increase the utilization of autonomy in future operational concepts. Precision logistics, which entails the use of robotic autonomous delivery, is highlighted as a required Army capability set for sustained support of multi-domain operations (U.S. Army Training and Doctrine Command, 2018). In addition, the U.S. Army Robotic and Autonomous System Strategy specifically calls out autonomous convoys as a tool to enhance soldier survivability and reduce their exposure to hazardous situations (Maneuver Aviation and Soldier Division Army Capabilities Integration Center, 2017). With the high-level need being evident and understood by military leadership, a proper examination of the requirements is needed to be able to define metrics of success for an AGC system.
MANNED CONVOY REQUIREMENTS
Military doctrine outlines the fundamental set of principles that guides military forces in support of meeting its objectives (North Atlantic Treaty Organization Standardization Office, 2019). There exist four general types of military doctrine: Joint, Multinational, Multi-Service, and Service. While Joint, Multinational, and Multi-Service doctrine addresses processes common between multiple services (and nations, in the case of Multinational), every Service of the United States Armed Forces outlines Service specific doctrine defined to meet their idiosyncratic goals (U.S. Army Training and Doctrine Command, 2019). A thorough review of military doctrine can be performed to determine metrics and requirements of specific processes and systems for military needs. In this effort, we reviewed military doctrine to determine performance metrics for manned convoys. To limit the scope of the effort, we focused on service-specific doctrine from the U.S. Army due to their mission being most closely tied to the sustained utilization of ground convoys. In particular, our service-specific investigated topic is that of delivering medical logistics to the epidemic/pandemic outbreak areas.
All Army doctrine fits into a hierarchical structure with one of three classifications: Army Doctrine Publications (ADP), Field Manuals (FM), and Army Techniques Publications (ATP) (U.S. Army Training and Doctrine Command, 2019). Each of these publications serves a distinct purpose. ADPs contain the fundamental principles and foundations that guide Army actions in support of its objectives. FMs contain the tactics, procedures, and other relevant information in the execution of the principles described in the ADP. ATPs detail the flexible, non-prescriptive techniques to be used to perform Army missions, functions, and tasks. The doctrine has a hierarchy, with ADP on top, followed by FM, followed by ATP.
In addition to the doctrine, the Army also publishes training material, such as Training Circulars (TC) and Soldier Training Publications (STP). These documents can also contain information pertinent to the desired system performance and outcomes that are valuable in determining performance metrics. These documents, along with the aforementioned Army doctrine documents, are published from the Army Publishing Directorate (APD, 2021).
Table 1 lists the Army publications found to be relevant to convoy performance. An important characteristic of DoD publications is the Distribution Statement. Publications that have a Distribution Statement A label have been reviewed through the DoD Operational Security process and have been approved for public release (Office of the Under Secretary of Defense for Acquisition and Sustainment, 2012). Any other Distribution Statements, such as C or D, have restricted access and are not available to the general public. Owing to the limitation of availability in the information, the contents of those publications are not considered in this effort. However, they are included in Table 1 for the sake of completeness. The remaining Army publications that are approved for public release and pertinent to convoys are ATP 4-11 Army Motor Transport Operations; STP 55-88M14-SM-TG Soldier’s Manual and Training Guide MOS 88 M MOTOR TRANSPORT OPERATOR, SKILL LEVELS 1, 2, 3, and 4; and TC 21-305-20 Manual for the Wheeled Vehicle Operator. In the following sections, we will give a brief overview of the purpose of the publication, discuss its relationship to the convoy mission, and lay out the requirements that can be extracted toward the development of convoy performance metrics.
TABLE 1 | Current Army publications relevant to convoy performance.
[image: Table 1]ATP 4-11 Army Motor Transport Operations details the Army’s doctrine in the utilization of motor transportation in the support of operations (United States Army Combined Arms Support Command, 2013). This support includes the movement of personnel, units, supplies, and equipment by vehicles. By performing these functions, motor transports allow for essential distribution capabilities, force sustainment, and extended operational reach, making them an integral part of the Army’s support and force sustainment. ATP 4-11 has information on the fundamentals, operations, and unit elements that make up motor transport operations. While the doctrine itself explicitly states that it does not go into details about convoy operations and battle drills, it still contains relevant information on how convoys are utilized, since they are used for motor transport. In the document, a convoy is defined as “a group of vehicles moving from the same origin to a common destination and organized under a single commander for the purpose of control.” This definition of a convoy is important to note, since the statement gives the following high-level requirement:
Requirement 1 - Two or more vehicles must be able to travel to a specified point.4
In addition, the various types of hauling required of motor transports specify the potential need for vehicles to make repeated trips, indicating the following requirement:
Requirement 2 - A convoy must have the ability to return to the original location after initially reaching the destination.
From the perspective of overall convoy system parameters, ATP 4-11 details multiple planning factors needed for convoy missions that shape the performance requirements of a convoy system. One important planning factor is the “rate of march.” The rate of march of a convoy mission is the average distance expected to be traveled by a given period of time. The need to be able to set a rate of march parameter indicates the following requirement:
Requirement 3 - Convoy system must have an adjustable rate of march.
In addition to the rate of march, multiple planning factors related to convoy elements and associated gaps are discussed. A convoy can be broken down into smaller elements for organizational purposes. The smallest element is a march unit, which can have up to 25 vehicles. Next is a serial, which can consist of two to five march units. Following that is a column, which can consist of two or more serials. Figure 2 illustrates the breakdown of the described convoy elements. The proper gap spacing considerations of a convoy differ between vehicles and convoy elements. For vehicles, the gaps are defined by distance between vehicles, with the exact distance being set by a Convoy Commander. This indicates the following requirement:
Requirement 4 - Convoy system must have an adjustable gap distance5 between vehicles.
[image: Figure 2]FIGURE 2 | Convoy elements.
While convoy vehicles define the gap by distance, convoy element gaps are defined by a time gap. A time gap is the amount of time measured between convoy elements as they pass a specified point. Different convoy elements can have unique time gaps, such as march unit gaps and serial gaps, and are also set at the discretion of the Convoy Commander. This indicates the following requirement:
Requirement 5 - Convoy system must have an adjustable gap time between convoy elements.
Finally, ATP 4-11 also indicates that if a vehicle in a convoy is involved in a motor accident, then only the afflicted vehicle and its immediate successor should stop. All other vehicles in the convoy should continue the path when possible. This gives the following requirement:
Requirement 6 - Convoy systems must be able to complete its route even in the event of one or more vehicles leaving the system.
STP 55-88M14-SM-TG Soldier’s Manual and Trainer’s Guide MOS 88 M identifies the training requirements for Soldiers serving in the Military Occupational Specialty (MOS) of 88M, which is the designation for motor transport operators (U.S. Army Training and Doctrine Command, 2013). Rather than providing doctrinal guidance, STPs provide task summaries to help plan, conduct, and evaluate individual training in units. The task summaries provide information and instructions such as task conditions, task standards, performance steps, evaluation preparation, and performance measures6. Much of the information covers the processes necessary in performing motor transport, such as mission preparation, transportation of cargo, and motor pool management. In reviewing the task summaries, certain portions of the text were found to reinforce the need of the requirements identified in ATP 4-11. Specific training tasks indicated a need for a convoy to increase transit speeds in kill-zones, reinforcing the adjustable rate of march in Requirement 3. In addition, the need to situationally set gaps between convoy vehicles and elements depending on the desired convoy formation reinforced the Requirement 4 and Requirement 5. Aside from the reinforcement of previously described requirements, STP 55-88M14-SM-TG also identifies a new requirement based on the responsibilities attributed to the Convoy Commander relating to catch-up speed. Convoy Commanders are to set a catch-up speed that convoy followers must abide by. This indicates the following requirements:
Requirement 7 - Convoy system must be able to specify a maximum catch-up speed for individual convoy vehicles that fall behind.
The final convoy related publication available for public release is TC 21-305-20 Manual for the Wheeled Vehicle Operator. This TC describes operating practices, procedures, and techniques to efficiently operate a wheeled vehicle, including a chapter devoted to motor marches and convoys (U.S. Army Training and Doctrine Command, 2016). In this chapter, proper gap and vehicle speeds are discussed. The catch-up speed referenced in Requirement 7 is further enforced, and a speed-based gap distance is suggested as follows:
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with gap distance in yards (g), speedometer multiplier (m), and speed of the vehicle in miles per hour (s). The value of m is typically set at two but is variable as determined by the Convoy Commander. This adjustable gap calculation further emphasizes the need for Requirement 4 and Requirement 5.
In addition to the publications available for public release, Table 1 shows two additional documents: TC 4-11.46 Convoy Protection Platform (CPP) Collective Live Fire Exercises and ATP 4-01.45 Convoy Protection Platform (CPP) Collective Live Fire Exercises. TC 4-11.46 deals primarily with gunnery and training it handling threats (Frembling, 2012; Brooks, 2012), rather than topics pertaining to mobility performance requirements. ATP 4-01.45 “Multi-Service Tactics, Techniques, and Procedures for Tactical Convoy Operations,” contains tactics, techniques, and procedures relevant to leading of troops, employment of gun trucks, battle drills, and IED handling (ALSA, 2021). Both publications are restricted from public release to protect the information contained, and as such, are noted only for completeness.
Challenges for Military Autonomous Convoys
In military healthcare delivery missions, there is a need for the autonomous convoy to be deployed to remote/rural areas, where the vehicles, which can belong to the class of Light Armored Vehicles (LAVs) or High Mobility Multi-purpose Wheeled Vehicles (HMMWVs), need to move on deformable terrains. Accurate and efficient tire models for deformable terrain operations are essential for performing low-level vehicle control (Taheri et al., 2015). As opposed to civilian truck convoys that often move on roads, a direct application of on-road tire models to simulate tire behavior on a deformable terrain such as soft soil is not viable. Therefore, the methods for performance evaluation and modeling of the wheeled vehicles on deformable terrains are affected by various terrain properties in addition to design and operational parameters. For instance, ruts that are formed into the ground by the travel of wheels and tracks can cause deterioration of vehicle mobility (Liu et al., 2009). Consequently, for each convoy member, there is a need for using advanced control schemes such as terramechanics-based path-tracking control laws that consider mismatched uncertainties due to interaction with soft soils (Taghavifar and Rakheja, 2019). In addition to issues arising from interaction with soft soil, the communication channels in-between the convoy members are subject to communication delay and packet losses (Pawar and Pan, 2016). This problem will become more pronounced if the convoy is being teleoperated from a remote base. Therefore, there is a need for delay prediction/compensation algorithms for control of these autonomous convoys in the field (Lu et al., 2018).
There exist numerous efforts in the development and improvement of AGC systems that focus on a number of different areas, such as control objectives, VANET factors, and control strategies (Jia et al., 2016; Lu et al., 2016; Wang et al., 2016; Zhang et al., 2016; Shen et al., 2016). Each effort defines customized measures of performance and success based on the research goals, but there is not a standardized set of high-level metrics to be used across AGC systems. Despite the lack of standardization, there is nonetheless commonality between how AGC efforts measure their system’s performance due to the common problem space that is being explored. The most common subjects that AGC efforts look to investigate are spacing policy and string stability; two closely related topic areas. By looking at metrics utilized in research efforts exploring these topics, we attempt to discern common threads in AGC metrics that can be used as a performance metrics framework for AGC systems for military utilization.
Spacing policy is the collection of methods, actions, and plans by which a convoy sets the desired distance between the vehicles (Rödönyi at al., 2014; Gáspár at al., 2014; Bokor at al., 2014; Palkovics at al., 2014). In general, the two most widely used platoon spacing policies are constant spacing and variable spacing. In a constant spacing policy, the separation distance between platoon members is independent of the speed of the controlled vehicle. The spacing error, εj(t), of the jth vehicle, is as follows (Swaroop et al., 1994; Hedrick et al., 1994; Chien et al., 1994; Ioannou et al., 1994):
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where xj is the jth vehicle’s position, xj-1 is the jth vehicle’s leader, and Lj is the following distance. In variable spacing, the spacing of the convoy vehicles is related to the vehicle’s speed, typically using a constant time headway approach. The spacing error δj is defined as follows (Ali et al., 2015; Garcia et al. 2015; Martinet et al. 2015):
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where hw is the time headway constant and vj is the velocity of the vehicle j.
One of the primary goals of a convoy system is to reduce spacing error in accordance with the chosen spacing policy, which necessitates changes in control input to the follower vehicles. These changes and errors have the potential to propagate and amplify throughout the convoy, as each follower vehicle attempts to adjust their control parameters to reduce the error. A convoy system’s reaction to this propagation of error is referred to as “string stability,” with a convoy system being “string stable” if errors decrease, rather than increase, as they propagate through the convoy (Klančar et al., 2011). Intuitively, loss of string stability in a group of vehicles moving on a highway leads to undesired phenomenon such as the “accordion effect,” which leads to accidents and/or traffic jam.
More formally (Lu et al., 2017; Li et al., 2017; Huang et al., 2017):
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where h(t) represents the ratio of spacing error between two consecutive vehicles and H(s) represents the Laplace transform of this function as follows.
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presuming constant spacing, with δj(t) replacing εj(t) for variable spacing.
It has been shown that string stability can be achieved in a convoy system with a variable spacing policy without any V2V communication, in contrast to constant spacing policy convoys that require some level of V2V communications to achieve stability (Guo and Yue, 2012). Experimental verification of string stability and adherence to spacing policy is often performed to validate that AGC systems are meeting the designed intent. The most prevalent metrics for experimentation can be split into separation distance, spacing error, velocity, and acceleration comparisons. Sample graphs for the various metrics can be seen in Figure 3.
[image: Figure 3]FIGURE 3 | Prevalent metrics for Convoy Vehicle Performance for (A) separation distance, (B) spacing error, (C) vehicle velocity, and (D) vehicle acceleration.
When separation distance metrics are used, it presumes that the convoy vehicles start off with the desired spacing distance in a stopped state and looks at how the separation distance changes as the convoy system progresses throughout time. Given that the separation distance is not static in a convoy system using a variable spacing policy, this metric is normally used when examining convoy controllers using a constant spacing policy (Guo and Yue, 2012; Ali et al., 2015; Garcia and Martinet, 2015; Lu et al., 2017; Li and Huang, 2017). Figure 3A shows a representative separation distance graph, with a string stable system on the left, and a string unstable system on the right.
Another metric that is often used in gauging autonomous convoy performance is spacing error over time. Convoy systems that leverage variable spacing tend to use spacing errors as the experimental metric, given the variable nature of separation distance between the member vehicles. Convoy systems that are string stable will show spacing errors that decrease along the follower vehicles (Li and He, 2018; Rödönyi et al., 2014; Gáspár et al., 2014; Bokor and Palkovics, 2014; Liu et al., 2014; Gao et al., 2014; Xu et al., 2014; Liu and Cheng, 2014; Gong et al., 2016; Shen and Du, 2016), as shown on the left side of Figure 3B. A separate way that spacing error is commonly used is in comparing convoy member vehicle offset to the desired trajectory, which is known as path following error (Klančar et al., 2011; Zhao et al., 2017; Goi et al., 2010; Klančar et al., 2009), as shown on the right side of Figure 3B. The path offset is then used to calculate an error metric, such as with a root mean squared error approach. This is typically used when systems are looking to examine path replication, rather than string stability.
An additional common metric that was discovered in gauging autonomous convoy performance was vehicle velocity. Given that the primary goal of a convoy in motion is to have followers maintain a certain gap distance with a lead vehicle, followers will always be aiming to converge to a velocity that matches its leader (Lu et al., 2017; Li and Huang, 2017). As such, it is important to note if a convoy’s ability to have the vehicles reach a desired velocity is string stable. Since disturbances that are exerted on an individual convoy member can adversely deteriorate the string stability of the whole convoy, ensuring disturbances to vehicle velocity are not amplified throughout a convoy’s followers, and noting time to convergence at the desired velocity, are important factors when examining performance (Guo and Yue, 2012; Liu et al. 2014; Gao et al. 2014; Xu et al. 2014; Liu and Cheng, 2014; Gong et al. 2016; Shen and Du, 2016; Lu et al., 2017; Li and Huang, 2017; Li and He, 2018). Figure 3C shows a representative velocity graph for a system that is not string stable in terms of velocity.
The final metric we reviewed in gauging autonomous convoy performance is control effort acceleration for the vehicles. If the control effort is not string stable, the reliability of vehicle operation can be put into jeopardy, as amplification of acceleration requests can exceed the limits of the vehicle’s capabilities (Öncü, 2013). As such, string stability for acceleration is important for not only convoy performance, but overall safety and maintenance of the vehicles. Indeed, since the acceleration is proportional to exerted forces, acceleration string stability metric can be directly used to study the effect of exerted disturbances on the convoy dynamics and its position/velocity string stability metrics. Ensuring disturbances to control effort are not amplified throughout a convoy’s followers, and noting time to convergence at the desired acceleration, are important factors when examining performance (Guo and Yue, 2012; Liu et al., 2014; Gao et al., 2014; Xu et al., 2014; Liu and Cheng, 2014; Rödönyi et al., 2014; Gáspár et al., 2014; Bokor and Palkovics, 2014; Gong et al., 2016, Shen and Du, 2016; Li and He, 2018). Figure 3D shows a representative acceleration graph for a system that is not string stable in terms of acceleration.
FRAMEWORK FOR COMPARING AUTONOMOUS CONVOYS FOR MILITARY USE
Through analyzing Army doctrine, we have derived generalized requirements that can be leveraged to apply to autonomous ground vehicle convoys in assessing their ability to perform Army missions. By leveraging common autonomous convoy performance metrics to gauge how well the requirements are being met, we can develop a framework that can be used to assess AGC performance across different systems. For greater clarity, we will be classifying the manned convoy requirements into three categories of analysis: Goal Specification, Spacing Policy, and System Parameters. Refer to Table 2 for the specific categorization of requirements. The following sections will examine which metrics are best utilized for comparison for each different category of requirements. An example application of the framework will then be shown by examining a simulated AGC.
TABLE 2 | Categorized manned convoy requirements.
[image: Table 2]Goal Specification
Per Army doctrine, a convoy system must be able to travel to a designated point (Requirement 1) and optionally return to the original point of departure (Requirement 2) as dictated by mission needs. This indicates that there is a desired path and goal that the AGC is meant to follow as closely as possible, and deviation from said path is undesirable. Given these needs, offset spacing error, as shown on the right in Figures 3B, is the most appropriate metric to compare the performance of AGC systems. The desired position of lead vehicles and the relative position of the follower vehicles can be used to calculate the offset between the desired and actual positions. This metric can be used for both Requirement 1 and Requirement 2, since Requirement 2 can be considered an extension of Requirement 1 with multiple goal points. To evaluate overall offset spacing error performance, we will adapt evaluation metrics for position tracking from the domain of computer vision (Needham and Boyle, 2003) due to the similar goals between leader following and position tracking.
Another aspect of goal specification is that convoy systems must be able to complete their route even if one or more vehicles leave the convoy (Requirement 6). Once again, this looks at how well an AGC follows the path of a lead vehicle, with the added complexity of having a convoy follower needing to modify which vehicle it is following to ensure that a disabled follower vehicle does not cause all followers to halt. This also can be examined by leveraging spacing offset error, as shown in Figure 3B, as a metric of comparison. Vehicles that are unable to continue with the convoy will produce a greater overall error in the system, giving a data point to compare between different AGC implementations.
Spacing Policy
As previously defined, spacing policy is the collection of methods, actions, and plans by which a convoy sets the desired distance between the vehicles (Rödönyi et al., 2014; Gáspár et al., 2014; Bokor and Palkovics, 2014). The two primary categories of spacing policies are constant spacing and variable spacing. The doctrinal requirements align with the two categories of spacing policy, with the need for an adjustable gap distance (Requirement 4) aligning with constant spacing, and the need for adjustable gap time (Requirement 5) aligning with variable spacing. The key areas of comparison for spacing policy performance are string stability and time to convergence. A string stable system will not propagate errors throughout a convoy, meaning that convoy followers will more closely adhere to the desired speed and position. In addition, string stability allows the overall convoy to reach its desired end state more rapidly, meaning that the time needed for each follower vehicle to converge to the desired system parameter is lower. Therefore, string stability-related metrics, such as amplification of the response of follower vehicles and overall time it takes for the follower vehicles to converge to the steady state (Guo and Yue, 2012; Liu et al., 2014; Gao., 2014; Xu., 2014; Liu and Cheng, 2014; Rödönyi et al., 2014; Gáspár et al., 2014; Bokor and Palkovics, 2014; Gong et al., 2016; Shen and Du, 2016; Li and He, 2018), are appropriate tools for comparison. Examples can be seen in Figure 3. The choice of which area to examine for string stability (spacing, velocity, acceleration, etc.) is dependent on the mission goals that the AGC is attempting to meet.
System Parameters
The requirements categorized under System Parameters deal with overall convoy system settings. Army doctrine defines the need for an adjustable rate of march (Requirement 3) and an ability to set a maximum catch-up speed for the convoy follower vehicles (Requirement 7). Overall, they impose qualifiers and restrictions to how the AGVC meets spacing policy requirements. These requirements can be analyzed with a binary success or failure by monitoring the overall convoy velocity and the speed of the individual vehicles. If comparisons of greater granularity are needed, the distinction can be made by examining the string stability-related metrics described in Spacing Policy at different rates of march and catch-up speeds. This would entail examining multiple runs of a convoy system and changing the system parameter to be evaluated between each run. The results of each run can be examined for string stability-related metrics, such as amplification of the response of follower vehicles and overall time it takes for the follower vehicles to converge to the steady state. The examples can be seen in Figure 3. Changes in these measurements between the various runs can then be noted for an AGC system, which could then be compared with how changes affected performance for other AGC systems.
APPLICATION OF FRAMEWORK
To apply our framework for comparing autonomous convoys, we leveraged the Autonomous Navigation Virtual Environment Laboratory (ANVEL), “an interactive, real-time engineering modeling and simulation (M&S) software tool built specifically to assist in the research, design, testing, and evaluation of intelligent ground vehicles (Quantum Signal, 2018).” ANVEL features Python application programmer interfaces to set up and control autonomous convoys in an M&S environment.
Two different convoy following controllers were used in our application of the framework. One convoy controller utilized a Pure Pursuit method for geometric path tracking, in which the center of the rear axle is used as the reference point on the vehicle to compute a steering angle toward a look-ahead point at a fixed distance (Amidi and Thorpe, 1991). The other convoy controller utilized the Stanley method for geometric path tracking, in which the front axle is used as the reference point, and both the heading error and cross-track error are used to find the proper steering angle (Thrun et al., 2006). These two control schemes represent the two ends of the spectrum of geometric/kinematic controllers in terms of dependency on the number of to-be-tuned parameters where the Pure Pursuit controller relies less on the system parameters while the Stanley controller, which was the winner of DARPA challenge 2005 (Buehler et al., 2007) relies on more tunable parameters.
The following schematic diagrams depict the schematic diagrams associated with the Stanley and pure pursuit control schemes. Some remarks are in order (see, e.g. Snider, 2009, for more detailed explanations). Both pure pursuit and Stanley controllers belong to the family of path tracking algorithms, namely, algorithms that make a vehicle to execute a globally defined geometric path by applying appropriate steering commands that guide the vehicle along the path. The goal of any path tracking algorithm is to simultaneously minimize the lateral distance between the vehicle and the defined path, to constrain the steering control inputs to smooth input commands, and to minimize the heading of the vehicle and the defined path heading.
As it is demonstrated in Snider (2009), pure pursuit controllers are essentially proportional controllers with a proportional gain of [image: image] acting on the steering angle dynamics. Indeed, if the curvature of the circular arc in Figure 4 (right) is given by [image: image], then it can be shown that [image: image] where [image: image] is the cross-track error. A geometric interpretation of the parameter [image: image] in the gain [image: image] is that it provides a kind of look-ahead distance. As is customary in the pure pursuit control literature, the look-ahead distance is tuned to be stable at several constant speeds. If the look-ahead distance is a function of the speed of the vehicle, then gain-scheduling and linear parameter varying control (LPV) techniques can be used to analyze the stability of the resulting closed-loop dynamics (see, e.g., the recent work by Kapsalis, et al. (2021)). The nonlinear feedback control law associated with Stanley controller, on the other hand, relies on the cross track error [image: image] from the center of the front axle to the nearest path point. The intuition behind Stanley control scheme is that the larger the cross-track error from the path, the further the steering of the wheels toward the path. Despite the demonstrated superiority of Stanley controller in the DARPA challenge, in extremely rare maneuvers, pure pursuit controllers demonstrate more robustness with respect to sudden lane changes. On the other hand, pure pursuit controllers have shown miserable failures under paths with fast varying curvatures (see, Snider (2009) for further details).
[image: Figure 4]FIGURE 4 | Stanley (left) and pure pursuit (right) controller schematic diagrams (recreated from the schematic diagrams in Sinder, 2009).
By studying such extremes of Stanley and pure pursuit control schemes in our simulations, we highlight the results that can be expected for low-level control of military autonomous convoys across the spectrum of trajectory-tracking control schemes. The network topology of the convoy is configured so that each vehicle only has information of its adjacent leader and follower. We compared the convoy controllers within the three categories defined by the framework: goal specification, spacing policy, and system parameters. In goal specification, we are concerned with the amount of deviation of autonomous convoy members from a given specified path. In spacing policy, we are concerned with maintaining a desired distance between the autonomous convoy members. Finally, in system parameters, we are concerned with the controller parameters that need to be tuned to achieve a given control objective. The results of the comparison are as follows.
Goal Specification
To compare performance in Goal Specification, a circular route was created. Per the framework detailed in this effort, vehicle offset from the desired path is the most appropriate metric to use for comparison between convoy controllers for the Goal Specification requirements. The two Goal Specification requirements that we will examine in this comparison are Requirement 1 and Requirement 6. The overall convoy vehicle positions for the two different convoy controllers applied to Requirement 1 are shown in Figure 5A and Figure 5B. Circular paths provide proper test cases where one is interested in studying the effectiveness of the proposed controllers in minimizing the deviation of each autonomous convoy member from the desired paths. The Spacing Policy studies, which are concerned with maintaining proper distances in-between the convoy members, are discussed in the next section (i.e., Section 6.2).
[image: Figure 5]FIGURE 5 | Planned path and taken path of convoy vehicles for Requirement 1 using (A) Stanley and (B) Pure Pursuit and Requirement 6 using (C) Stanley and (D) Pure Pursuit.
To compare path offset performance of the convoy controllers, we leveraged metrics used in positional tracking (Needham and Boyle, 2003) due to the similarities between vehicle path following and trajectory tracking in computer vision. The metrics and results for Goal Specification are shown in Table 3. In addition, Figure 6A, Figure 6B, Figure 6C, and Figure 6D demonstrate the frequency distribution of the path offset to show the spread of the error for Requirement 1.
TABLE 3 | Comparison metrics for path offset error.
[image: Table 3][image: Figure 6]FIGURE 6 | Frequency of offset error ranges for Requirement 1 for (A) Vehicle 0, (B) Vehicle 1, (C) Vehicle 2, and (D) Vehicle 3 and Requirement 6 for (E) Vehicle 0, (F) Vehicle 2, and (G) Vehicle 3.
As evident in Table 3, the lead convoy vehicle performed better in adhering to the desired path for the Pure Pursuit controller as opposed to the Stanley controller, with a lower mean offset error and standard deviation. However, the subsequent Stanley convoy followers had a lower mean offset error when compared to Pure Pursuit, with similar distributions of error, as shown in Figures 6B–D. This indicates that if the requirement of Goal Specification is the most important factor, the convoy overall performs better utilizing a Stanley convoy controller. While the lead vehicle performed better with Pure Pursuit compared to Stanley, we are comparing autonomous following performance in an AGC and not the performance of solely the lead vehicle.
To compare path offset performance of the convoy controllers for Requirement 6, we utilized the same path and convoy controllers but modified the experiment so that Vehicle 1 stopped motion at 17.71 s into the run. At that time, Vehicle 2 modifies its leader to ignore Vehicle 1 and follow Vehicle 0 directly, while Vehicle 3 continues to follow Vehicle 2 per the initial setup. The overall convoy vehicle positions for the two different convoy controllers applied to Requirement 6 are shown in Figure 5C and Figure 5D. As with the initial Goal Specification experiment, we leveraged metrics used in positional tracking. The metrics and results for Stopped Vehicle are shown in Table 3. In addition, Figure 6E, Figure 6F, and Figure 6G show the frequency distribution of the path offset to show the spread of the error.
For the Stopped Vehicle experiment, the results of Vehicle 1 were omitted due to that vehicle leaving the convoy shortly after the experiment began. As evident in Table 3, the lead convoy vehicle once again performed better in adhering to the desired path for the Pure Pursuit controller as opposed to the Stanley controller, with a lower mean offset error and standard deviation. Likewise, the subsequent Stanley convoy followers performed better in terms of mean offset error when compared to Pure Pursuit, with similar distributions of error, as shown in Figures 6F, G. This indicates that if the requirement of Stopped Vehicle convoy recovery is the most important factor, the convoy overall performs better utilizing a Stanley convoy controller yet again.
Overall, the Goal Specification requirements favored the Stanley convoy controller in terms of performance based on the metrics discussed in this effort.
Spacing Policy
To compare performance in Spacing Policy, a straight-line path was created in ANVEL. As previously described, a convoy system’s string stability is the most appropriate metric to use for comparison between convoy controllers for Spacing Policy requirements. The Spacing Policy requirement that we will examine in this comparison is Requirement 4. To compare performance of this requirement between the convoy controllers, two gap distances were used: 15 and 30 m. For both the Stanley convoy controller and the Pure Pursuit convoy controller, a test run with a 15 m gap distance was recorded, followed by a run with a 30 m gap distance, both with a convoy speed set at 8 m/s in both instances. Because the requirement is for adjustable gap distance, we will compare how performance changes between the 15 and 30 m for both controllers to determine which one better handled adjusting of distances. Although the spacing policy simulations are being done along a straight-line path for the sake of brevity, the convoy controllers are general enough to regulate the distancing between the autonomous convoy members in more complex situations such as roads on curvy hills. In particular, one can use the longitude and latitude of the autonomous convoy members and then compute their distance from the Haversine equation (Amer et al., 2018).
Figures 7A, B shows separation distance between vehicles over time for 15 and 30 m using the Stanley convoy controller, while Figure 7C and Figure 7D shows the vehicle velocity over time for those same convoy settings.
[image: Figure 7]FIGURE 7 | Stanley convoy controller performance for separation distance between vehicles with a gap distance of (A) 15 m and (B) 30 m and velocity of vehicles over time with a gap distance of (C) 15 m and (D) 30 m.
As seen in Table 4, the performance characteristics between 15 and 30 m for the Stanley controller did not change. While the minimum and maximum separation distance increased when the convoy gap distance was changed from 15 to 30 m, the overall range of the distances remained consistent. This indicates that adjusting the gap distance had no detrimental effect on performance regarding separation distance error. In addition, the changes in velocity between the 15 m gap setting and the 30 m gap setting were negligibly low, as shown by the difference between the mean values in Table 5. Comparing the performance of the two systems with four significant figures shows no change in velocity for all vehicles, indicating no detrimental effect on velocity performance in regard to adjusting gap distance. Overall, adjusting gap distance showed little to no detrimental effect on convoy performance when using the Stanley convoy controller.
TABLE 4 | Gap range for different gap settings.
[image: Table 4]TABLE 5 | Average velocity per vehicle using for different gap settings.
[image: Table 5]Figures 8A, B shows separation distance between vehicles over time for 15 and 30 m using the Pure Pursuit convoy controller, while Figure 8C and Figure 8D shows the vehicle velocity over time for those same convoy settings.
[image: Figure 8]FIGURE 8 | Pure Pursuit convoy controller performance for separation distance between vehicles with a gap distance of (A) 15 m and (B) 30 m and velocity of vehicles over time with a gap distance of (C) 15 m and (D) 30 m.
When using the Pure Pursuit convoy control, there were performance differences between the 15 and 30 m gap distance setting. Unlike in the Stanley convoy controller case, the overall range of the distances between vehicles changes between the two gap distance settings, as seen in Table 4. The range of separation distances between “V1 to V2” and “V2 to V3” increases by 0.35 m when the gap distance is increased from 15 to 30 m, indicating that an increase in gap distance affects how well the system can correct for the propagation of separation distance error. Despite the performance differences in separation distance, the changes in velocity between the 15 m gap setting and the 30 m gap setting were negligibly low, as shown by the difference between the mean values in Table 5. Comparing the performance of the two systems with four significant figures shows no change in velocity for all vehicles, indicating no detrimental effect on velocity performance in regard to adjusting gap distance. Overall, adjusting gap distance showed a slight detrimental effect on convoy performance for string stability of the separation distance when using the Pure Pursuit convoy controller.
When examining both Stanley and Pure Pursuit performance as a whole given spacing policy requirements, the Stanley convoy controller performs better when considering the metrics discussed in this effort.
System Parameters
To compare performance in System Parameters, the same straight-line path used in Spacing Policy was used for test runs. As previously described, a convoy system’s string stability is the most appropriate metric to use for comparison between convoy controllers for System Parameter requirements. The System Parameter requirement that we will examine in this comparison is Requirement 3. To compare performance of this requirement between the convoy controllers, two velocities were used: 10 and 20 m/s. For both the Stanley convoy controller and Pure Pursuit convoy controller, an experiment was run with a desired convoy velocity of 10 m/s, followed by a run with a desired convoy velocity of 20 m/s. Both runs set the separation distance at 15 m. Because the requirement is for adjustable rate of march, we will compare how performance changes between 10 and 20 m/s for both controllers to determine which one better handled adjusting of rates of march.
Figures 9A, B shows separation distance between vehicles over time for 10 and 20 m/s rate of marches respectively, using the Stanley convoy controller, while Figure 9C and Figure 9D shows the vehicle velocity over time for those same convoy settings. The convoy achieves string stability when the rate of march is increased from 10 m/s, as seen in Figure 9A, to 20 m/s, as seen in Figure 9B, for the Stanley convoy controller. This can be seen by looking at the peaks of the separation distance measurements and noting that the error decreases throughout the convoy followers, as seen in Figure 9B, as opposed to increasing, as seen in Figure 9A. This is noted in Table 6 by reviewing the percentage changes of maximum gap distances. As seen in Figure 9C and Figure 9D, the Stanley convoy controller fails to achieve string stability for velocity regardless of the rate of march. Table 7 shows the maximum velocities member vehicles reached, along with the percentage difference between the maximum velocities between vehicles. While both rates of march failed to achieve string stability for velocity, the percentage changes show that the 10 m/s Rate of March created greater error propagation down the line of the convoy.
[image: Figure 9]FIGURE 9 | Stanley convoy controller performance for separation distance between vehicles with a rate of march of (A) 10 m/s and (B) 20 m/s and velocity of vehicles over time with a gap distance of (C) 10 m/s and (D) 20 m/s.
TABLE 6 | Maximum gap distance for different Rate of March settings.
[image: Table 6]TABLE 7 | Maximum vehicle velocities for different Rate of March settings.
[image: Table 7]Figures 10A, B shows separation distance between vehicles over time for 10 and 20 m/s rates of marches respectively using the Pure Pursuit convoy controller, while Figure 10C and Figure 10D shows the vehicle velocity over time for those same convoy settings. These results tracked closely to what was seen with the Stanley convoy controller. The convoy achieves string stability when the rate of march is increased from 10 to 20 m/s for the Pure Pursuit convoy controller, much like with the Stanley convoy controller. This can be seen once again by looking at the peaks of the separation distance measurements and noting that the error decreases throughout the convoy followers, as seen in Figure 10A and Figure 10B. This is noted in Table 6 by reviewing the percentage changes of maximum gap distances. While the 10 m/s rate of march shows a positive and negative fluctuation of the separation distance, the 20 m/s rate of march only decreases, indicating that error does not propagate through. As seen in Figure 10C and Figure 10D, the Pure Pursuit convoy controller fails to achieve string stability for velocity regardless of the rate of march. Table 7 shows the maximum velocities member vehicles reached, along with the percentage difference between the maximum velocities when comparing vehicles with their predecessor. While both rates of march failed to achieve string stability for velocity, the percentage changes show that the 10 m/s Rate of March created greater error propagation down the line of the convoy.
[image: Figure 10]FIGURE 10 | Pure Pursuit convoy controller performance for separation distance between vehicles with a rate of march of (A) 10 m/s and (B) 20 m/s and velocity of vehicles over time with a gap distance of (C) 10 m/s and (D) 20 m/s.
Overall, adjusting the rate of march affected the convoy controllers differently depending on the metric being analyzed. From the perspective of separation distance, changing the rate of march from 10 to 20 m/s reduced the propagation of error down the convoy in both Stanley and Pure Pursuit, but the reduction of error was greater for Pure Pursuit. This indicates that Pure Pursuit performs better in increasing the rate of march from the perspective of maintaining the desired separation difference. From the perspective of velocity, both the Stanley and Pure Pursuit convoy controller showed string instability, regardless of the rate of march. Neither controller showed a consistent reduction of instability between vehicles in adjusting the rate of march, indicating that in this application, separation distance should be the determining factor of performance. This means that for the System Parameters requirement analyzed here, the Pure Pursuit convoy controller should be used for optimal performance.
DISCUSSION
By reviewing and analyzing both Army doctrine and the field of AGC research, we were able to develop a framework for comparison of AGC performance as it relates to military convoy needs. With humanitarian military efforts relying on convoys for supply delivery, medical practitioner transportation, and medical evacuation, it is important to understand what autonomous convoy technology best serves the needs of healthcare resource delivery. Requirements 1, 2, and 6 directly relate to Goal Specification objectives of autonomous convoy control framework. Furthermore, Requirements 4 and 5 are related to Spacing Policy objective of the autonomous convoy control framework. As it can be seen from the simulation results presented, Stanley Controller demonstrates a more robust performance in fulfilling the Spacing Policy requirement over a range of gap distances. Finally, Requirements 3 and 7 are related to System Parameters. As it is demonstrated in simulation, the Pure Pursuit Controller had a better performance in fulfilling the Spacing Policy requirement.
Even with the framework however, comparative performance is highly dependent on the requirement needs to be prioritized. No sole factor singularly defines the quality of a convoy, and considerations such as terrain, hostile forces, and size of the convoy elements may change what can be considered the best choice for an AGC solution working toward military requirements. The purpose of the framework is to provide a way to compare different AGC efforts, but the user must have a strong understanding of the baseline mission needs to make a meaningful comparison. For a healthcare delivery perspective, a convoy commander will have to make the same considerations, with added logistical complexity of the placement of medical vehicles within the convoy. The intended outcome of this effort is to better understand how AGC technologies perform relative to one another given the needs of healthcare delivery in a medical context, in order to have metrics to improve upon between the research and development of new systems.
CONCLUSION
In this effort, we performed a review of Army doctrine to derive requirements for convoy performance toward delivery of healthcare resources. After discussing a hierarchical decision-making, we argued for using nonlinear battlefield techniques for delivering healthcare logistics to remote pandemic outbreak areas. Through examining publicly available doctrine, we identified seven key requirements to be met when in developing AGCs for a military context. By doing a survey of AGC efforts, we found that metrics related to spacing policy and string stability were commonly used and could be leveraged as the basis for a framework of performance comparison between different AGC systems. With that framework in hand, we showed a sample application, comparing the performance of a Stanley convoy controller and a Pure Pursuit convoy controller. By creating this framework, we look to enable future AGC development efforts to properly baseline and compare performance between existing systems, to find optimal solutions for delivery of healthcare resources using AGCs.
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FOOTNOTES
1In this article, we use the preferred spelling of “Soldier” under the U.S. DoD guidance
2https://www.michigan.gov/egle/0,9429,7-135-3313_71618-545670--,00.html
3See the following DoD News network article for more details: https://www.defense.gov/Explore/News/Article/Article/2393298/military-to-play-logistics-only-role-in-covid-19-vaccine-effort/
4In the context of the control of autonomous vehicle platoons, this is known as an autonomous rendevousz requirement
5Numerous adaptive control techniques such as extremum seeking control (Dadras, 2017) and model reference adaptive control (MRAC) (Dixit et al., 2020; Montanaro et al., 2020; Dianati et al., 2020; Mouzakitis et al., 2020; Fallah et al., 2020) can be employed to achieve this requirement in the context of AGCs
6We remark that the terms “measures”/“metrics” are used interchangeably in this article.
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especially to discover tumors.

Study heart function, blood flow in the neck or extremities,
gallbladder disease, and fetal growth and development.

Disadvantages

It only visualizes the outer surface of the moving organ and is not
appropriate for surgeries performed inside of the organ.

It exposes patients to a dose of radiation that is capable of
damaging cells and initiating changes leading to cancer.
Expensive. Patients with iron-containing metallic implants cannot
undergo MRI scanning because MRI machine can dislodge those
implants.

Image qualty is heavily operator-dependent, and its sampiing
frequency is low.
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Stanley

Pure Pursuit

10 m/s Rate of March

20 m/s Rate of March

10 m/s Rate of March

20 m/s Rate of March

Maximum velocity (mvs)
9% Change from max velocity of preceding vehicle
Maximum velocity (m/s)

9% Change from max velocity of preceding vehicle

Maximum velocity (m/s)
9% Change from max velocity of preceding vehicle
Maximum velocity (m/s)

9% Change from max velocity of preceding vehicle

Vehicle 0

9.968
N/A
19.968
N/A

9.968
N/A
19.968
N/A

Vehicle 1

10.887
8.441%
21.680
7.896%

10.908
8.62%
21.709
8.02%

Vehicle 2

11.212
2.898%
22194
2.314%

11.218
2.76%
22.198
221%

Vehicle 3

11.390
1.562%
22494
1.337%

11.382
1.45%
22.488
1.29%
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10 m/s rate of March 20 m/s rate of March

VO to Vi to V2to VO to Vito V2 to
vi v2 v3 Vi v2 v2
Stanley Maximum gap () 21.125 21312 21.235 28.226 28.107 27.741
9% Change from previous gap distance NA 0.876% -0.361% NA -0.424% -1.319%
Pure Pursuit Maximum gap (m) 21.166 21.302 21.202 28.321 28.062 27.672

% Change from previous gap distance NA 0.64% -0.47% NA -0.92% -1.41%
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Stanley

Pure Pursuit

Average velocity for 15 m gap (1)
Average velocity for 30 m gap (1Vs)
Difference (m/s)

Average velocity for 15 m gap (1)
Average velocity for 30 m gap (1)
Difference (m/s)

Vehicle 0

7.127
7127
0.000

8.677
8.577
0.000

Vehicle 1

6.927
6.927
0.000

6.244
6.244
0.000

Vehicle 2

6.727
6.727
0.000

591
591
0.000

Vehicle 3

6.527
6.527
0.000

5577
5.577
0.000
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Stanley

Pure Pursuit

Min gap (m)
Max gap (m)
Range (m)

Min gap (m)
Max gap (m)
Range (m)

15 m Gap setting

30 m Gap setting

Vo to
vi

15.000
19.762
4.762

15.000
19.792
4792

Vito
v2

15.000
19.947
4.947

15.000
19.944
4944

V2 to

15.000
19.917
4917

14.999
19.892
4.892

VO to
vi

30.000
34.762
4.762

30.000
34.782
4.782

Vito
v2

30.000
34.947
4.947

30.000
34.936
4.936

V2to
v3

30.000
34.917
4917

30.000
34.919
4919
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Req. 1

Req. 6

Mean
St. Dev

Mean
St. Dev

Vehicle 0 path offset

Vehicle 1 path offset

Vehicle 2 path offset

Vehicle 3 path offset

error (m) error (m) error (m) error (m)
Stanley Pure Pursuit Stanley Pure Pursuit Stanley Pure Pursuit Stanley Pure Pursuit
07149 05975 1.7208 20791 40645 45741 7.1026 7.9936
05568 0.3086 3.1583 3.0689 7.9315 7.7624 13.4847 131704
0.7156 0.5725 NA N/A 4.2375 4.7396 7.4087 82358
0.5571 0.3085 NA NA 7.9525 7.7913 13.56224 13.1862
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Category Requirement

Goal Specification Requirement 1—Two or more vehicles must be able to travel to a specified point
Requirement 2—A convoy must have the ability to return to the original location after initially reaching the destination
Requirement 6—Convoy systems must be able to complete its route even in the event of one o more vehicles leaving the
system

Spacing Policy Requirement 4—Convoy system must have an adjustable gap distance between vehicles
Requirement 5—Convoy system must have an adjustable gap time between convoy elements

System Parameters Requirement 3—Convoy system must have an adjustable rate of march

Requirement 7 —Convoy system must be able to specify a maximum catch-up speed for individual convoy vehicles that fall
behind
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Publication number
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ATP 4-11

STP 56-88M14-
SM-TG

TC 21-305-20
TC 4-11.46

Publication name

MULTI-SERVICE TACTICS, TECHNIQUES, AND PROCEDURES FOR TACTICAL CONVOY OPERATIONS
ARMY MOTOR TRANSPORT OPERATIONS

SOLDIER'S MANUAL AND TRAINER'S GUIDE MOS 88M, MOS 88 M MOTOR TRANSPORT OPERATOR, SKILL
LEVELS 1, 2, 3, AND 4

MANUAL FOR THE WHEELED VEHICLE OPERATOR

CONVOY PROTECTION PLATFORM (CPP) COLLECTIVE LIVE FIRE EXERCISES

Distribution statement

Distribution D
Distribution A
Distribution A

Distribution A
Distribution C
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Bal X displacement: (D) Ball X velocity: (V5)

Ball Y displacement: (D) Ball Y velocity: (V)
Ball displacement vec}or: E\;alform velocity vecrlor:
o = [0} o %] V=% v o]

Plate = 200 mm x 200 mm with 10 mm extensions on each edge for connecting
cables. Each connection point is 110 mm from the plate center and is rotated 45°
from workspace reference frame. Two cables are connected to each connection
point.
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B =|-110 0 110 0 -110 0 110 0

0 0 0 0 0 0 0 ©
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Network hidden layer
node count

Number of agents with reward > 2,000
Training time

Best performing agent average reward over
10,000 tests

Number of tests where the best performing
agent dropped the ball

10

31

16h
0 min
2,681.1

0

100

877
66h
29 min
28126

0

604
63h
55 min®
26703

56

*Five-hundred node network trained utilizing four pool parallel processing and GPU

acceleration for accelerated fraining.
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Procedure Peak concentration  Dust per volume (mg/m®)
(mg/m®)
Mean (Min-Max) ~ SD  Mean (Min-Max) ~ SD

Before skul 1.853 +1.276 0.153 0,100
cutiing (0.018-2.750) (0.016-0.299)
Oscilating saw 0.431 +0.221 0030 0,021

(0.116-0.706) (0.014-0.056)
Robotic 0346 +0.350 0.106 0,052
autopsy saw (0.018-0.852) (0.016-0.148)
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Procedure Average peak level LAeq, tr in each cadaver (dBA) Total LAeq, tr (dBA)
(Min-Max) (dBA) Min Max Mean sD

Oscilating saw 94.0 (88.1-99.7) 64.6 714 67.5 432 755
Robotic autopsy saw 86.9 (81.0-90.7) 442 67.6 58.9 +9.7 709





