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Editorial on the Research Topic

Responsible Robotics: Identifying and Addressing Issues of Ethics, Fairness, Accountability,
Transparency, Privacy and Employment

1 RESPONSIBLE AI AND ROBOTICS

Recent work in both academia, industry, and journalism has brought widespread attention to various
kinds of harmful impact that AI can have on society. These are very often concentrated on
marginalized social groups. AI algorithms may unintentionally reinforce social prejudice
Bolukbasi et al. (2016) and biased conceptions of gender Adams and Loideáin (2019); Hamidi
et al. (2018), race Sweeney (2013), age Rosales and Fernández-Ardávol (2019) or disabilities Guo
et al. (2020), they may lead to unfair access to opportunities Dastin (2018); Angwin et al. (2016),
discriminatory pricing practices Bar-Gill (2019); Hannak et al. (2014), etc. Recent work has also
shown that many seemingly technical issues in machine learning are actually socio-technical. For
example: the over-fitting of machine learning models, the choice of dataset or learning objective, and
other aspects of learning may lead to algorithms performing poorly on unrepresented or unmodeled
groups of people Brandao (2019); Barocas et al. (2019); Buolamwini and Gebru (2018). A growing
community of Fairness, Accountability, Transparency, and Ethics of AI1 is now approaching these
Research Topic from a socio-technical point-of-view, in order to identify, understand, and alleviate
such issues.

Robotics, as a technology focused on automation and intelligent behavior, also abounds in similar
ethical and social issues that need to be identified, characterized, and considered in design. While
many of the same problems with AI will also be present in robotics, the physical nature of robotics
raises new aspects of the social and ethical nature of these technologies. As one example: models that
are considerably less accurate on certain groups of people can lead to physical safety differentials
Brandao (2019), where robots or autonomous vehicles using those models are more likely to collide
with those groups. Additionally, there are physical safety concerns with respect to surgical and other
medical robots Yang et al. (2017); Ficuciello et al. (2019), as well as concerns of physical and political
security—not least concerning autonomous weapon systems and the dual-use of robot technologies
like autonomous cars and drones Brundage et al. (2018); Sparrow (2007).

The physical design and visual appearance of robots also introduce new aspects to responsible
development. For example, people’s moral evaluation of robot decisions can be affected by whether
the robot is more or less human-like Malle and Scheutz (2016), the design of robots in a care setting

Edited and reviewed by:
Bertram F. Malle,

Brown University, United States

*Correspondence:
Martim Brandão

martim.brandao@kcl.ac.uk

Specialty section:
This article was submitted to

Ethics in Robotics and Artificial
Intelligence,

a section of the journal
Frontiers in Robotics and AI

Received: 06 May 2022
Accepted: 30 May 2022
Published: 21 June 2022

Citation:
Brandão M, Mansouri M and

Magnusson M (2022) Editorial:
Responsible Robotics.

Front. Robot. AI 9:937612.
doi: 10.3389/frobt.2022.937612

1Example venues: ACM Conference on Fairness, Accountability, and Transparency (FAccT), AAAI/ACM Conference on
Artificial Intelligence, Ethics, and Society (AIES).

Frontiers in Robotics and AI | www.frontiersin.org June 2022 | Volume 9 | Article 9376121

EDITORIAL
published: 21 June 2022

doi: 10.3389/frobt.2022.937612

4

http://crossmark.crossref.org/dialog/?doi=10.3389/frobt.2022.937612&domain=pdf&date_stamp=2022-06-21
https://www.frontiersin.org/articles/10.3389/frobt.2022.937612/full
https://www.frontiersin.org/researchtopic/14447
https://www.frontiersin.org/researchtopic/14447
http://creativecommons.org/licenses/by/4.0/
mailto:martim.brandao@kcl.ac.uk
https://doi.org/10.3389/frobt.2022.937612
https://www.frontiersin.org/journals/robotics-and-ai
www.frontiersin.org
https://www.frontiersin.org/journals/robotics-and-ai#articles
https://www.frontiersin.org/journals/robotics-and-ai
https://www.frontiersin.org/journals/robotics-and-ai#editorial-board
https://doi.org/10.3389/frobt.2022.937612


affects caregivers and caretakers van Wynsberghe (2021); Kubota
et al. (2021), the choice of sensors, measurements and motion has
an impact of privacy Calo (2011); Eick and Antón (2020); Luo
et al. (2020), and the ethics of deception takes on new shape
Danaher (2020).

The robotics community has been discussing ethics for long2.
Recent workshops have also started bringing attention to
philosophical problems in robotics3 and issues such as bias4

and transparency5. These efforts share a common goal of
developing robotics technologies responsibly—they are part of
“Responsible Robotics” or “Trustworthy Robotics.”

A similar effort on “Critical Robotics” Serholt et al. (2021) has
focused on questioning current practices in robotics research.
These range from how older adults are represented in HRI
Burema (2021) and ethical issues in education robots Serholt
et al. (2017), to normative dimensions of speech used by
researchers Brandao (2021), their technological optimism
Šabanović (2010) and the influence of their social background
in research directions Forsythe (2001); Šabanović (2010).

2 THIS RESEARCH TOPIC

This Research Topic gathers a diverse set of articles on
Responsible Robotics. They range from user studies and
philosophical inquiry, to modeling, algorithmic, and
governance methods. Our goal when organizing this
Research Topic was exactly to join various approaches in a
single edition—to allow for greater multidisciplinary exchange
under the common mission of Responsible Robotics. We
believe that Responsible Robotics should focus both on
identifying social and ethical issues, and on designing
methods to account for (and alleviate) such issues—thus the
focus of this edition on both understanding and acting on
social and ethical issues.

Two articles in the Research Topic are focused on eliciting
social and ethical issues from users and stakeholders. Lutz and
Tamò-Larrieux investigate privacy concerns of lay users and their
impact on technology use intentions, when using social robots
that are either privacy-friendly or privacy-invasive (e.g., listen to
conversations, share data with third parties). Colombino et al. use
ethnographic studies, interviews and futuristic autobiographies to
identify organizational principles, potential roles, and ethical
design considerations for a robot that collaborates with
disabled employees.

Three articles are more focused onmethods, or socio-technical
solutions to ethical problems in robotics.Webb et al., for example,
focus on methods for conducting investigations of accidents
involving humans and robots. In particular, they propose and

preliminarily evaluate a role-play-based methodology for
investigating accidents, and to evaluate the testimonies that
humans can give in forensic investigations of such accidents.
Hurtado et al. focus on issues of harmful social bias in robot
learning and how they could be detected and alleviated. Namely,
they show through various examples how social robot navigation
techniques that mimic human behavior may lead to harmful
behavior, such as higher intrusion of personal space or longer
waiting times for some groups compared to others. Winfield et al.
focus on issues of transparency from a governance perspective.
They describe a new draft standard on transparency for
autonomous systems, with several contributions such as
transparency levels, measurability, stakeholders, and example-
based guidance on using the draft standard.

We then dive into philosophical inquiry and frameworks
for robot ethics. Rhim et al. combine work in moral philosophy
and psychology to propose a model that explains human
decision-making in moral dilemmas involving autonomous
vehicles. Pirni et al. consider aspects of autonomy and
vulnerability in the ethics of designing care robots. And
Kuipers argues that AI and robotics technologies rely
heavily on over-simplified models, and that the widespread
use of such models can lead to the erosion of trust and
cooperation effectiveness. The article can serve as an
argument for why more attention should be given to the
modeling of complex socio-technical factors in AI/robotics.

Finally, two articles in the Research Topic dive into issues of
jobs and economics in robotics and automation. Studley argues
that we should consider how robotics impacts global supply
chains, international development, and global economic
disparities. Kyvik Nordås and Klügl then use modeling to
understand the uptake of automation technologies and its
relationship with unemployment and engineering,
consultancy, and manufacturing jobs. The authors use this
analysis to suggest an automation policy focus on user costs
and education.

We believe that the contributions collected in this Research
Topic can be relevant to roboticists, AI practitioners, policy
makers and any other stakeholders concerned with the societal
impacts of AI and robotics. We hope this Research Topic will
stimulate future work on responsible robotics.

We end with an important remark. While the abundance of
social and ethical issues raised in this editorial and this Research
Topic might feel overwhelming or hopeless, we believe the
opposite is the case. Responsible Robotics is about clearly
identifying potential issues, because by doing so it is also
possible to work towards responsible methods that mitigate
them. This ultimately facilitates the application of robotics and
AI in ways that increase safety, efficiency, and wellbeing in many
areas of life: transportation, healthcare, work life, just to name
a few.
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The exponentially increasing advances in robotics and machine learning are facilitating

the transition of robots from being confined to controlled industrial spaces to performing

novel everyday tasks in domestic and urban environments. In order to make the presence

of robots safe as well as comfortable for humans, and to facilitate their acceptance

in public environments, they are often equipped with social abilities for navigation and

interaction. Socially compliant robot navigation is increasingly being learned from human

observations or demonstrations. We argue that these techniques that typically aim

to mimic human behavior do not guarantee fair behavior. As a consequence, social

navigation models can replicate, promote, and amplify societal unfairness, such as

discrimination and segregation. In this work, we investigate a framework for diminishing

bias in social robot navigation models so that robots are equipped with the capability

to plan as well as adapt their paths based on both physical and social demands. Our

proposed framework consists of two components: learning which incorporates social

context into the learning process to account for safety and comfort, and relearning to

detect and correct potentially harmful outcomes before the onset. We provide both

technological and societal analysis using three diverse case studies in different social

scenarios of interaction. Moreover, we present ethical implications of deploying robots in

social environments and propose potential solutions. Through this study, we highlight the

importance and advocate for fairness in human-robot interactions in order to promote

more equitable social relationships, roles, and dynamics and consequently positively

influence our society.

Keywords: social robot navigation, robot learning, fairness-aware learning, algorithmic fairness, ethics,

responsible innovation

1. INTRODUCTION

The last decade has brought numerous breakthroughs in the development of autonomous robots
which is evident from the manufacturing and service industries. More interesting are the advances
that are essential enablers of several innovative applications, such as robot-assisted surgery (Tewari
et al., 2002), transportation (Thrun, 1995), environmental monitoring (Valada et al., 2012),
planetary exploration (Toupet et al., 2020), and disaster relief (Mittal et al., 2019). Novel machine
learning algorithms accompanied by the boost in computational capacity and availability of
large annotated datasets have primarily fostered the progress in this field. Machine learning and
reinforcement learning techniques enable robots to learn complex tasks directly from raw sensory
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input. One such task of navigation has seen tremendous progress
over the years. Robots today have the capability to autonomously
plan paths to reach a certain location and even make decisions
based on the scene dynamics, avoiding collisions with people
and objects (Boniardi et al., 2016; Gaydashenko et al., 2018;
Jamshidi et al., 2019; Hurtado et al., 2020). Advancing robot
navigation abilities is crucial for robots to effectively operate in
real-world environments.

Robot navigation is a complex task that requires a high
degree of autonomy. For a robot to successfully navigate the
real-world, it is essential to fulfill high accuracy, efficacy, and
efficiency requirements. Additionally, it is critical to consider
safety standards while developing robots that navigate around
humans. To carry out this task, robots are equipped with
sensors that allow them to perceive the environment and a
path planning system that enables them to compute a feasible
route to achieve the navigation goal. So far, mobile robots
have been successfully employed in various applications, such
as material transportation, patrolling, rescue operation, cleaning,
guidance, warehouse automation, among others (Nolfi and
Floreano, 2002; Poudel, 2013; Hasan et al., 2014; Bogue, 2016).
This also elucidates that mobile robot applications are moving
closer from the industry to everyday tasks in households,
offices, and public spaces. Robot navigation models tailored
to solely reach a goal location efficiently are insufficient in
these spaces where robots cohabitate with humans. Other
complex considerations, such as social context, norms, and
conventions are essential to ensure that the presence and
movements of robots are safe and comfortable. These additional
considerations of sociability play an indispensable role in the
acceptance of robots in human spaces. Nevertheless, modeling
the social policies that represent humans is a challenging
task. To better capture the social behavior of navigation,
several learning approaches have been proposed with the
goal of directly imitating human navigation or learning from
demonstrations (Silver et al., 2010; Wittrock, 2010; Bicchi and
Tamburrini, 2015; Khambhaita and Alami, 2020). With the aim
of incorporating social context in learning algorithms, socially-
aware robot navigation extends the traditional objective of
reaching a certain location to also reflect social behavior in the
decision making process (Kretzschmar et al., 2016). This can
be achieved with learning methodologies based on social and
cultural norms. These social characteristics can be incorporated
into the learning process as social constraints (Wittrock, 2010;
Bicchi and Tamburrini, 2015; Khambhaita and Alami, 2020) or
via imitation and demonstrations (Silver et al., 2010). As the role
of robots within society is that of a social agent, they should
follow social conventions for better acceptability in human
environments. Following such conventions will enable them
to generate actions that are influenced by respecting personal
spaces, perceiving emotions, gestures, and expressions (Luber
et al., 2012; Ferrer et al., 2013; Kruse et al., 2013; Kretzschmar
et al., 2016).

However, despite significant advances that enable
incorporating social conventions into navigation models, there
is still no guarantee that a socially-aware robot will always make
fair decisions. We can extensively observe in other applications

of machine learning and Artificial Intelligence (AI), how learning
algorithms replicate, promote, amplify injustice, unequal roles
in society, and many other societal as well as historical biases.
Numerous cases have been identified in face recognition, gender
classification, and natural language processing methods (Garcia,
2016; Buolamwini and Gebru, 2018; Benthall and Haynes, 2019;
Costa-jussà, 2019; Wilson et al., 2019; Lu et al., 2020; Wang
et al., 2020). Similar to these cases, learning social behavior from
real-world observations will not prevent discrimination. This is
of special concern in service and caregiving applications where
robots physically interact with humans.

There are multiple social and technical factors that can lead
to bias while learning social robot navigation models. First,
learning techniques require guidance to optimize the navigation
model. Supervised approaches utilize datasets gathered from
simulations, controlled experiments, or the real-world. Other
approaches, such as imitation learning and reinforcement
learning, obtain guidance directly from real experiences. It is
important to consider that real-world data can always include
bias reflecting unwanted humans behaviors. Additionally,
simulations and controlled experiments cannot contain sufficient
diverse information about diverse groups of people and their
interactions for the robot to learn the large number of potential
unfair situations that it can encounter. Therefore, current
learning algorithms can significantly replicate, promote, and
amplify unfair situations. Besides data-related issues, learning
algorithms tend to find certain features that make it easier
to optimize for a task and rely on these attributes to learn
the function or policy. This can lead to mechanisms that
depend on these potential bias inducing features related to a
particular characteristic, such as race, age, or gender. Another
issue encompasses fairness measurements. Thus far, there are no
standard fairness definitions or metrics for the optimization of
learning-based navigation algorithms or even to detect biased or
unfair situations. Furthermore, robots are typically deployed with
models that have been pre-trained and do not have the ability
to automatically update their parameters or their policy online if
they encounter a discrimination scenario.

Recently, several strategies to mitigate unfair outcomes in
learning algorithms for tasks, such as classification or recognition
have been proposed (Woodworth et al., 2017; Zafar et al.,
2017; Agarwal et al., 2018; Dixon et al., 2018). Nevertheless,
learning fair social navigation models for robotics is substantially
lesser studied. Particularly, investigating fairness in mobile
robot navigation presents more complex challenges that are not
manifested in other data-driven tasks in computer vision and
machine learning. In learning-based mobile robot navigation,
fairness behavior not only depends on data but also on the future
actions of the humans around the robot and other factors of
the environment. In this case, it is impractical to anticipate all
the possible actions in advance during the development of these
models. With these considerations in mind, socially-aware robot
navigation, besides learning social skills, should also account for
non-discriminatory and fair behavior that makes the interaction
safer for diverse groups of people.

In the case of humans, the learning process is not fixed but
rather continuous. This allows humans to have both physical
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and social adaptability. We refer to this adaptive learning from
experiences as relearning in this work. We, as humans, not
only relearn about the physical world to react to unexpected
obstacles in our path, but we also develop adaptability in
terms of interaction. This generally prevents us from causing
harm to others with our actions and enables us to correct our
behavior when we encounter unfair situations. Within this social
adaptation, we learn to behave socially and fairly with those with
whom we relate to (Goodwin, 2000; Hutchins, 2006; McDonald
et al., 2008). The relearning process allows us to reason about
what we are experiencing and develop a personality defined
by certain moral values, ethical values, beliefs, and ideologies,
which in turn influences the way we interact with others (Jarvis,
2006). Humans decide how to navigate in public spaces while
taking both social conventions and ethical aspects into account,
such as empathy, solidarity, recognition, respect for people, and
recognizing behaviors that lead to discrimination. Accordingly,
learning and relearning are important processes for humans to
acquire the capabilities that are required for navigating in the
environment and cohabitate in society.

Inspired by the learning and relearning processes in humans,
we propose a framework for diminishing bias in social robot
navigation. Our framework consists of two components. During
robot development, we introduce social context based on social
norms and skills while learning navigation models so that
the robot acquires social conventions. We then incorporate a
relearning mechanism that detects systematic bias in control
decisions made by the robot during navigation. This enables
the robot to update its navigation model when unfair situations
are detected during the operation. Our proposed framework
facilitates diminishing bias in the behavior of the robot and
generates early warnings of discrimination after the deployment.
More importantly, it enables the adaptation of the robot’s
navigation model to new cultural and social conditions that are
not considered during training.

In this work, we describe the motivation and the technical
approach for implementing our proposed Learning-Relearning
framework for social robot navigation. We then highlight the
risks and propose potential solutions that include specific
fairness considerations for mobile robots that navigate in social
environments. Furthermore, we analyze the ethical and societal
implications of deploying mobile robots in social environments.
To this end, we investigate the behavior of mobile robots in
terms of fairness in three specific service and caregiving scenarios
with different levels of human-robot interaction. There are
other social scenarios where the mobility of the robot directly
depends on the human’s control action, such as autonomous
wheelchairs (Johnson and Kuipers, 2018) or robotic guide
canes (Ulrich and Borenstein, 2001). Nevertheless, in this work,
we only consider scenarios where the robot navigates as an
independent machine that interacts with multiple humans in
the surrounding environment at different levels of priority.
We provide examples that show cases where models that
are only based on learning social navigation are insufficient
to obtain fair behavior, and we discuss how the relearning
mechanism can extend those models to yield fair behavior.
Finally, we analyze scenarios in which learning social behavior

and accounting for fair behavior play an important role in
the real-world.

To the best of our knowledge, this is the first work to
investigate the societal implications of bias in learned socially-
aware robot navigation models, and the framework that we
present is the first to demonstrate a feasible solution for learning
fair socially compliant robot navigation models. Even though our
work targets socially-aware robot navigation, the framework that
we propose can also be extended to other aspects of human-robot
interaction, which would benefit from the presented insights. As
a result of the social perspective, we provide a comprehensive
understanding of fairness in human-robot interactions. This is an
important step toward diminishing bias and amplifying healthy
social conventions to positively influence the society. With this
work, we aim to create awareness that robots should positively
impact society and should never cause harm, especially against
individuals or groups who have been historically marginalized
and who disproportionately suffer the unwanted consequences of
algorithmic bias.

In summary, the primary contributions of this paper are:

• We introduce a framework for diminishing bias in social robot
navigation, consisting of two stages: Learning and Relearning.
We present the technical concept and introduce methods that
can be used to implement our framework.

• We present a societal and technical analysis of the
social abilities and bias considerations in learning robot
navigation models.

• We present the social implications of socially-aware robot
navigation models and provide a set of fairness considerations.

• We provide detailed case studies that analyze the impact of
bias in different service and caregiving robot applications and
discuss mitigation strategies.

2. ETHICAL ASPECTS AND FAIRNESS
IMPLICATIONS

The growing impact that AI and robotics have in the daily lives of
people has led to the increase in ethical discussions about current
machine learning algorithms and how to handle new research
toward an equal and positive impact of technology for diverse
groups of people. Consequently, recent works in both social
sciences and machine learning have highlighted the challenges
in socio-cultural structures that are reflected and amplified by
learning algorithms. As a result, many guidelines from the
technical (Cath, 2018; Silberg and Manyika, 2019; Hagendorff,
2020a; Piano, 2020) and social perspectives (Verbeek, 2008; Liu
and Zawieska, 2017; Birhane and Cummins, 2019) have been
presented. These guidelines (Vayena et al., 2018; Hagendorff,
2020b; Piano, 2020) are aimed toward mitigating the adverse
effects and advocating for ethical principles, such as fairness,
trust, privacy, liability, data management, transparency, equality,
justice, truth, and welfare. Similar efforts have been made by
the European Robotics Research Network (Euronet) in the
Euronet Roboethics Atelier project in 2005, and the British
Standards Institute which published the World’s First Standard
on Ethical Guidelines in 2016 (Torresen, 2018). Moreover,
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FIGURE 1 | Comparison of the number of publications on Robot Navigation (blue), Social Robot Navigation (red), and Fair Robot Navigation (green) from 2011 to

2020. Although the rate at which fairness is being considered in robot navigation methods is increasing, there is a growing gap with the number of works that address

robot navigation each year.

some works in robotics (Anderson and Anderson, 2010; Lin
et al., 2012; BSI-2016, 2016; Boden et al., 2017) have also
investigated the importance of addressing ethical issues for safe
and responsible development.

These ethical guidelines (Reed et al., 2016; Goodman and
Flaxman, 2017; Johnson et al., 2019; Arrieta et al., 2020) share
the value of robots effectively and safely assisting people, and
under no circumstance cause harm or endanger their physical
integrity (De Santis et al., 2008; Riek and Howard, 2014;
Vandemeulebroucke et al., 2020). The impact of human-robot
interactions has also been studied to a lesser extent in mobile
robotics, e.g., providing recommendations on road safety,
privacy, fairness, explainability, and responsibility (Bonnefon
et al., 2020), or studying fairness in path planning algorithms of
robots during emergency situations (Brandão et al., 2020).
Similarly, such ethical discussions should be contrived
while developing socially-aware robot navigation models.
As shown in Figure 1, although the number of publications
that consider fairness in robot navigation is slowly increasing,
it is still over five-times lesser than the overall number
of publications that address robot navigation. In this
section, we present a series of ethical aspects and social
implications that can arise from bias in socially aware-
robot navigation algorithms. Additionally, we analyze the
impact that these social navigation algorithms can have in
human environments.

2.1. Fairness Implications
The cultural and social knowledge in humans is transferred
from generations as a cumulative inheritance that allows each
member of the society to incorporate moral, political, economic,
and social structures that not only have a positive but also
a negative value (Castro and Toro, 2004). These inheritance
conditions have perpetuated historical discrimination against
individuals and groups of people. The data collected in
machine learning and AI come from these historical inheritance
structures; consequently, social-historical discrimination can
also be reflected or even amplified by learning algorithms. In
recent years, several unexpected outcomes have been observed
in learning algorithms that have caused discrimination and
prejudice in society. Numerous examples demonstrate how social
prejudices are reflected in machine learning algorithms (Garcia,
2016; Wang et al., 2020). One clear example that was observed
in natural language processing was the racial and gender biases
while learning language from text (Costa-jussà, 2019; Lu et al.,
2020). Another recent example is the automated risk assessments
used by U.S. judges to determine bail and sentencing limits. It
was shown that it can generate incorrect conclusions, resulting
in large cumulative effects on certain groups, such as longer
prison sentences or higher bails imposed on darker-skinned
users (Benthall and Haynes, 2019). Moreover, another study
shows how biased algorithms affect the performance of vision-
based object detectors employed in autonomous vehicles. Their
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work demonstrates that pedestrians with dark-skinned tones
presented higher recognition errors (Wilson et al., 2019). There
have also been numerous cases of algorithmic bias that have
been observed in algorithms used in healthcare. For example,
algorithms trained with gender-imbalanced data have shown
higher error at reading chest x-rays for an underrepresented
gender (Kaushal et al., 2020).

The numerous cases of discrimination observed in learning
algorithms employed in various applications are a source
of concern for robotics. In the case of robots that employ
learning algorithms to effectively interact, navigate and assist
people, it is essential to foresee possible unfair situations.
Specifically, as a result of learning socially-aware robot navigation
strategies, these trained models can enhance the social impact
in terms of human acceptance of mobile robots, daily use,
comfort, security, protection, and cooperation (Thrun et al.,
2000). Providing robots with a more natural navigation ability
also increases their usability. Although incorporating social
navigation models in robots improves their usability, comfort,
and safety in human spaces, social abilities by themselves
do not ensure fair robot decisions, especially while using
learning algorithms to imitate or follow human conventions
and behaviors. In human social interactions, a series of direct
and indirect discrimination behaviors and decisions are often
present (Forshaw and Pilgerstorfer, 2008; Zhang et al., 2016; Yu,
2019). Using learning algorithms can negatively affect society,
individuals, or groups if unwanted social behavior is replicated
and reflected in the actions of the robot. Therefore, this highlights
the need to implement fairness considerations andmeasures. The
ability of an agent to dynamically make fair decisions among
different people is a fundamental basis for trust in human-
robot interaction (Ötting et al., 2017; Claure et al., 2019). If
robots after their deployment present an unfair behavior, it will
continue to perpetuate discriminatory structures that will be
reflected in the way that people are assisted. Moreover, this will
cause serious consequences, such as a large population not being
benefited by the robots and being reticent to use them. These
factors suggest that the robot would only be beneficial for certain
groups of people, which would continue to reinforce large social
inequalities. Robots should influence society in a positive way
by promoting healthier relationships, roles, and dynamics after
their deployment in different places with diverse people. This
requires the creation of a more reflective, equitable, and inclusive
learning methods accompanied by extensive studies from the
social perspective.

2.2. Fairness Measures
Fairness is a complex ethical principle that relates to avoiding
any form of systematic discrimination against certain individuals
or groups of individuals based on the use of particular
attributes, such as race, sexual orientation, gender, disability,
socioeconomic, and sociodemographic position (Silberg and
Manyika, 2019). However, the definition of fairness tends to
be dynamic, mobile, and contingent, therefore it should be
analyzed from a reflective and ethical perspective. Moreover,
fairness highly depends on the context, location, and culture,
among other factors. Consequently, defining an accurate fairness

measure could be a complex task. With efforts in this direction,
bias has been used to represent fairness either in human
environments or in technological developments (Howard et al.,
2017; Fuchs, 2018; Lee, 2018; Nelson, 2019).

For its part, solutions to algorithmic bias that perpetuate
social and historical discrimination against vulnerable and
disadvantaged individuals or groups of people tend to be
technical rather than moral and ethical (Birhane and Cummins,
2019). Technological solutions to biased decisions making are
essential but not solely sufficient. Instead, technical solutions
should be accompanied by factors, such as diversity, inclusion,
and participation of underrepresented groups during the
development of navigationmodels. Although there is no standard
definition of fairness in machine learning and AI, some works
state that a prediction is fair when it is not discriminating or
when there is no bias (Binns, 2018; Chouldechova and Roth,
2018; Birhane and Cummins, 2019). However, there are two
types of biases, positive and negative. Positive bias frequently
promotes social good and avoids prejudice through awareness
and respect for human differences. Therefore, not all biased
outputs are necessarily undesirable and eliminating them can
cause unintended outcomes for certain people. For example,
consider an algorithm that is used in a bank to perform a credit
study of the people who apply for a loan. If the algorithm is
trained to guarantee that all the people will have credit, this may
be a disadvantage in the long run for those who cannot pay back
later. While the algorithm is being equal in this case, it is being
unfair in the long term as it negatively affects the low-income
people (Silberg and Manyika, 2019).

In socially-aware robot navigation fairness measurements are
yet to be studied. As robots interact and assist different groups
of people in different settings, creating a unified definition or a
metric is impractical due to the complex and diverse cases that
robots can encounter after deployment. Accordingly, in order to
tackle unfairness, we present a series of fairness considerations
for socially-aware robot navigation:
(i) Value Alignment refers to the alignment of human values

in decision making during navigation. These values include
respect, inclusion, empathy, solidarity, recognition, and
non-discrimination. In socially-aware robot navigation, it
is reflected in cases when the decision-making of the
robot reproduces and increases the welfare of vulnerable
populations. For example, prioritizing to assist and serve
people with physical disabilities in crowded environments.

(ii) Bias Evaluation is related to the evaluation of bias in
decisions making during navigation. Bias can be considered
acceptable if there is adequate reasoning or unacceptable if
the bias replicates, promotes, or amplifies discrimination.
For example, when robots navigate with a different speed
around young people who are faster than around older
adults, it is usually accepted because they have important
physical differences. Nevertheless, if such decisions are
made based on racial differences, it can be considered
unacceptable, given that there are no fair reasons for this
difference. With this fairness consideration, when biases are
presented in navigation models, it can only be accepted if
there are fair reasons for doing so.
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(iii) Deterrence is expressed in preventing and mitigating
unwanted bias as well as discrimination during navigation.
Since the notion of deterrence is dynamic and can vary
depending on the social context, robots should be sensitive
to cultures by adapting to people, customs, and their
surroundings.

(iv) Non-maleficence signifies that the decisions of a robot can
never produce damage to people. The damage is primarily
interpreted as bodily harm, collisions, interruptions, delay,
and obtrusion. However, damage can also refer to the
negative effects caused by discrimination, segregation and
bias. For example, if a caregiving robot in a hospital
becomes an obstacle to the medical personnel responding
to an emergency due to biased decisions, then it would be
violating this property.

(v) Shared Benefit refers to providing equal benefits to diverse
people in all scenarios. If a robot is specifically designed
for and only tested in a particular geographical area,
tailored to the characteristics and behaviors of the people
in that region, it can lead to unwanted bias when it is
deployed in a new region which may have completely
different characteristics. Therefore, the benefits that the
robot provides should not be targeted toward people with
specific characteristics in a determined geographical area,
but should rather be equally beneficial to all users. In this
case, adaptability is an important attribute for robots to
achieve shared benefit so that the autonomy of the robot
is flexible to adapt to characteristics of specific users in the
social environment where it is deployed.

2.3. Responsible Innovation
Research in technology studies suggests that the conceptions
of responsibility should build upon the understanding that
science and technology are not only technically but also socially
and politically constituted (Winner, 1978; Grunwald, 2011).
Responsible Innovation (RI) was introduced as a concept to
address the impact of research and innovation in technology
from an ethical and fair perspective. RI states that the technology
should be anticipatory, so it should have a foresight guide that
provides alternative options for responsible development (Stilgoe
et al., 2013; Brandão et al., 2020), and it should account
for social, ethical, and environmental issues. Based on RI
principles, the framework that we present in this paper aims
to identify biased behavior during navigation and promotes
fair decision making through the learning and re-learning
process to enable flexible and adaptive service. RI articulates
and integrates four factors: (i) anticipation of damages, (ii)
reflection from an ethical perspective, (iii) protection of sensitive
human characteristics, such as age, gender, and race, and (iv)
responsiveness (Stilgoe et al., 2013).

With the aforementioned RI factors, responsible robotics
aims to ensure that responsible practices are carefully accounted
for within each stage of design, development, and deployment.
Correspondingly, robot navigation models should address the
ethical and legal considerations at the time of development.
Given that these considerations are constantly changing

depending on the social or cultural factors, these models should
be updated accordingly.

3. LEARNING—RELEARNING
FRAMEWORK FOR SOCIALLY-AWARE
ROBOT NAVIGATION

The goal of our proposed framework is to develop learning
models for robot navigation that yield-social and fair behavior.
To this end, we define two different stages: learning and
relearning. In the first stage, we incorporate social context
into learning navigation strategies so that robots can navigate
in a socially compliant manner. While, in the second stage,
we aim to diminish any bias in the planned paths with the
learned navigation model. In this section, we first introduce
socially-aware robot navigation. We then describe our proposed
framework and present the technical approach that can be used
for the implementation. Figure 2 shows the different stages of our
framework. In the learning phase, we learn a navigation policy
based on imitation learning with additional social constraints.
Whereas, in the relearning phase, we analyze the outputs of the
network online and provide the model with updates to reach
the navigation target while accounting for and deterring bias to
ensure fairness. Science and technology, from the RI perspective,
have the ability to provide significant benefit through well-
established methodologies that reflect responsibility and ethical
principles. This framework tailored exploits the learning and
re-learning process as a methodology to achieve responsible
robot navigation.

3.1. Socially-Aware Robot Navigation
One of the widely studied requirements for mobile robots to
operate in human spaces is the ability to navigate according
to social norms and socially compliant behavior. The social
navigation models that are employed in robots play an important
role in the effect that these automated machines have on society
and the perception as well as confidence that humans will
have of them. In the case of humans, we develop the ability
to navigate while considering numerous variables representing
the environment, such as the objects, people, and dynamics
of the agents in it. This ability, known as sociability, from an
anthropological point of view, is the human capacity to cooperate
and engage in joint behavior with others (Simmel, 1949). Further,
sociability allows us to navigate while avoiding situations that
make us uncomfortable or put us or others in danger.

Different social norms have been developed to provide
information about the appropriate behavior, especially in public
spaces. Social norms are standards of conduct based on
widely shared beliefs of how people should behave in a given
situation (Fehr and Fischbacher, 2004). Some of the social norms
for navigation are not invading the personal space of people,
passing on the right, maintaining a safe velocity, not blocking
peoples path, approaching people from the front, among
others (Kirby, 2010). Besides social norms, different studies, such
as proxemics (Hall et al., 1968), kinesics (Birdwhistell, 2010),
and gaze (Argyle et al., 1994) also provide cues to determine the
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FIGURE 2 | Illustration of our proposed Learning-Relearning framework for diminishing bias in social robot navigation. Our proposed framework consists of two

components: learning (A) and relearning (B). By including the social context in the learning process, we aim to account for safety and comfort. The social context is

presented as the social skills demonstrated by experts and social norms as constraints. Moreover, we aim to detect potentially harmful outcomes before the onset

using the relearning mechanism. After detecting unfair effects, the navigation model should be automatically updated to account for fairness.

appropriate manner to approach a person, navigate around, and
coordinate in public spaces. Specifically, proxemics is the study of
the perception and organization of the personal and interpersonal
space. It is associated with the manner of how humans manage
their surrounding space when they walk in public environments
and how their comfort can be affected by the movement of
other pedestrians (Rios-Martinez et al., 2015). Kinesics is related
to the actions of the body and positions (Birdwhistell, 1952);
and gaze refers to the eye movements and directions during
visual interaction (Harrigan, 2005). These studies highlight
social skills, such as reading emotions and the prediction of
intentions of people. The combination of both social norms
and social skills can be considered determinant to sociability.
The aforementioned studies and norms are some of the
increasingly used factors in learning social robot navigation
models. It is long believed that equipping robots with these
social skills and social norms will enable them to react socially as
humans do.

For instance, we can anticipate that cleaning robots (Fiorini
and Prassler, 2000) that are primarily used in houses will be
widely used in public spaces in the coming years. Currently, these
robots do not conform to any social norms during navigation.
Confined to private locations and users who know the device,
manufacturers have not made it a priority to include social skills,
such as predicting the intention of people and avoiding crashing
into them. Nevertheless, sociability is an important skill to deploy
cleaning robots in crowded public spaces. In this case, robots
must take into account aspects, such as the space that they occupy
and the personal space of the people around to determine how
close to navigate around them or predict where humans will
move so that they do not interfere with their paths. These skills
will allow robots to plan a safe route so that their presence is not

disturbing, surprising, or scaring the people that share the same
space. While planning routes, robots should use social norms,
such as not invading the personal space and maintaining a safe
speed. Both the use of social skills and social norms change
depending on the type of robot and the context in which it is used.
We present further discussions of this example in section 4.1.

Socially-aware robot navigation methods can primarily be
categorized into two groups. The first category is model-based
and consists of handcrafted models that use mathematical
formulations to combine a set of effects to determine dynamics
of pedestrians, such as reaching the destination, the influence
of other pedestrians, keeping a certain distance to another
person or the maximal acceptable speed. Helbing and Molnar
(1995) introduced the notion that social forces determine
human motion and proposed the Social Force Model (SFM)
to represent pedestrian dynamics. To navigate in a manner
similar to humans, this formulation was later used to provide
robots with pedestrian-like behavior for human-robot social
interaction (Ferrer et al., 2017). However, SFM requires us to
cautiously define and tune the parameters for each specific
scenario, which makes it impractical to scale to complex tasks
and environments (Tai et al., 2018). The second category consists
of learning-based methodologies that use some form of guidance
or demonstrations containing the policies that link observations
to the corresponding actions. We further discuss learning-based
methods in the following section.

3.2. Learning
The rapid progress in machine learning in the past years and
the growth of computing power have enhanced the learning
capabilities of autonomous mobile robots. Currently, these
learning-based methodologies play an essential role in the
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development of complex navigation models. These models are
primarily trained to achieve the best navigation performance
under some given metrics during the learning process. For this
purpose, different guidance techniques have gained interest in
robot navigation works. The first of which is supervision from
labeled data, which uses either data gathered from the real-
world or simulations and the corresponding annotations. The
data and annotations are then employed to optimize the model
so that the output predictions are as close as possible to the
labels. Supervised navigation methods can be used directly by
learning the mapping from the states in recorded trajectories
that contain social policies to their corresponding labels or
by learning reactive policies that imitate a planning algorithm
(Groshev et al., 2017).

Another extensively explored learning technique is
Reinforcement Learning (RL), in which an agent explores
the state and actions by itself while a reward function is used to
punish or encourage the decisions to obtain an optimal model.
RL techniques can be used to provide a robot with the navigation
paths that maximize rewards in terms of human safety or
comfort (Chen et al., 2017). Moreover, Inverse Reinforcement
Learning (IRL) is a technique that has been widely used to
capture the navigation behavior of pedestrians. Contrary to
supervised learning, IRL is able to recover a cost function that
explains an observed behavior (Kuderer et al., 2013). The IRL
technique proposed by Hamandi et al. (2019) trains the social
navigation model by learning the navigation policy directly
from human navigated paths in order to generate actions that
conform to human-like trajectories. To include the social context
in the learning process, these models aim to clone the navigation
behavior of humans. Subsequently, robots are then equipped
with these models for socially-compliant navigation.

Specifically, to clone an expert behavior in the RL framework,
consider that an agent in an environment reaches a state st+1

after executing an action at ∼ π that follows a policy π . At
each transition state, the agent obtains a reward rt presented
as a scalar. The goal is for the agent to adjust the policy π to
maximize the expected long-term rewards that it can receive. Q-
learning (Watkins and Dayan, 1992) is an approach that enables
us to find an optimal policy based on the state transition set. The
Q-function represents the value of an action at and following a
policy π as

Qπ (st , at) = E[R(st)|st , at], (1)

where R is the expected long term reward defined as R =
∑∞

t=0 γ
trt , being γ ∈ [0, 1] the discount-rate. Given the state st

and action at the Q-function indicates the expected discounted
accumulative reward. Using the Q-function, we can estimate
an optimal policy π which maximizes the expected return.
Particularly, no reward function is given in the IRL framework.
Therefore, it is inferred from observed trajectories collected by
the expert policy πE to mimic the observed behavior.

There are numerous works using RL and IRL that generate
human-like navigation behavior in controlled conditions.
However, we can more elaborately define how we as humans
navigate the environment, using a combination of both social

skills and social norms as described in section 3.1. Social norms
can vary with respect to the context, location, and culture.
Extending the social skills of the robot by including social
norms is important for social domain adaptation. The social
norms that a domestic robot should consider while navigating
are substantially different from those that a mobile robot in a
hospital should conform to. For example, in order for the robot
to navigate in a socially compliant manner in a hospital, it is
essential for it to identify emergency situations, understand the
priority for interaction, and have fast reaction times, so that the
robot can never interfere with the paths of hospital staff and
cause accidents or delay the treatment of a patients. Given that
the context and priorities differ, the reaction also accordingly
changes.We explore these cases in the case study that we describe
in section 4.

Recently, a deep inverse Q-learning with constraints
technique (Kalweit et al., 2020a) was introduced. This work
presents one such model that allows for the combination of
imitating human behavior and additional constraints. This
is a novel model-free IRL approach that extends learning by
imitation with constraints, such as safety or keeping to the right.
Using the previous definition of Constrained Q-learning (Kalweit
et al., 2020b), it includes a group of constraints C that shapes
the possible actions in each state. Besides the Q-function in
Inverse Q-learning, it also estimates a constrained Q-function
QC for which the policy is extracted after Q-learning, considering
only the action-values of the actions that satisfy the required
constraint. This approach shows promising potential for
considering relevant social factors while learning socially-aware
robot navigation policies, especially by adding diverse constraints
that represent current norms in order to yield socially intelligent
and unbiased robot behavior.

3.3. Fairness Considerations
As with most learning approaches, the method described in
section 3.2 requires a large number of training examples so
that the model learns to yield the desired output. Therefore,
it is essential to use either data gathered from the real-world,
simulations, or control experiments. With the collected data,
developers aim to present representative examples of real-
world scenarios or guidance of the desired social behavior
during navigation. However, these data collection processes
can themselves reproduce biases, and as a consequence, it
raises a series of critical concerns. In the specific case of
learning socially-aware robot navigation from real-world data,
robots can reproduce biased behaviors implicit in human-human
interaction. On the other hand, the amount of training data that
can be obtained from simulations and control experiments is very
limited since only a handful of situations are taken into account.
Most data collection processes that do not encompass a balanced
set of every possible real-world scenario present a risk for robots
trained on them as this could lead to navigation with biased
behavior. These circumstances are considered as bias in the data.
Accurate generalization of scenarios that highly deviate from the
training data is an extremely difficult task. To address this factor,
recent methods have been proposed to filter data that is used
to train the models. For instance, Hagendorff (2020a) presents a
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selection process for training data that improves the data quality
in terms of ethical assessments of behavior and influences the
training of the model. Nevertheless, methods to reduce bias in
the data that is used for learning robot navigation models still
remain unstudied.

Apart from the problems in dataset collection, there is still
a lack of a deeper understanding of the underlying principles
and limitations of modern learning algorithms. Especially, a
phenomenon known as shortcut learning which shows how
neural networks learn more straightforward predictors that are
not necessarily related to the main task or objective (Geirhos
et al., 2020). A typical example of this phenomenon can be seen
in the hiring tool developed by Amazon which predicts strong
candidates based on their curriculum. This tool was later found to
be biased toward providing advantages for male applicants. Their
model, which was trained on historical human decisions that
were made during the hiring process identified that gender was
an important feature for prediction (Dastin, 2018). Geirhos et al.
(2020) analyses the dependency of outputs to strong predictive
attributes found by the model during training.

Data-driven models can contain abstract representations of
the data and situations that lead to the prediction. Therefore,
it is typically challenging to explain the decisions made by a
learned model. To facilitate the fairness analysis, we present an
approach that is not solely data-driven and instead, it implicitly
incorporates human interpretations of social dynamics using a
model that includes high-level and explainable human notions
about social conventions, relationships, and interactions to guide
a mobile robot. The purpose of analyzing this approach is to
demonstrate that biased behaviors can also be learned from
biased demonstrations or observations. We analyze the approach
proposed by Patompak et al. (2019) to predict personalized
proxemics areas that correspond to the characteristics of
individual people. This approach generates personalized comfort
zones of a specific size and shape by associating the personal
area with the activity that a person performs or characteristics
of the person. Using these social descriptions, it estimates the
proxemic zone that better matches each pedestrian in the scene.
Consequently, the approach relies on personalized boundary
delineation of two different areas: one area where the human-
robot interaction can occur, and another area that is private,
which the robot should avoid navigating through. The approach
consists of three parts: human-social mode, learning the fuzzy
social model, and a path planner. The human social model
utilizes proxemics theory and aims to reflect the pedestrians’
social factors in the scene. The social factors that are considered
include gender, relative distance, and relationship degree. Using
these factors, the approach yields the parameters that determine
the private zone of comfort for each person in the scene based on
the fuzzy logic system. For each social factor that is considered,
the approach defines a membership function as follows:

A binary function depending on the gender of the pedestrian,
which is given by

MFgender =

{

0, if gender isMale

1, if gender is Female,
(2)

a sigmoid function with relative distance input rr , distribution
steepness ar , and inflection point cr describing near or far
distance defined as

MFdistance =
1

1+ exp(−ar × (rr − cr))
, (3)

and three Gaussian functions representing the degree of
relationship as familiar, acquaintance, and stranger, which is
given by

MFrelationship =







































N (µFam, s2Fam), if degree of relationship is

Familiar

N (µAcq, s2Acq), if degree of relationship is

Acquaintance

N (µStr, s2Str), if degree of relationship is

Stranger.
(4)

Subsequently, the fuzzy social model is learned from human
feedback using an RL approach. The defined membership
functions of the social factors can be learned to yield an improved
personal area for each pedestrian. This is performed by adjusting
the relationship degree in the MF (Equation 4) to update the
social map. The reward of the RL model is then obtained
from human-robot interaction by means of the emotion or
feeling of each corresponding person. Therefore, the approach
sets the focus on the degree of the relationship to be learned.
Finally, the approach selects a path planner that chooses an
optimal navigation path in the social cost map. The consequently
designed social interaction area using fuzzy rules presents the
output of the model as two separated personal areas: far personal
area (FPA) and near personal area (NPA). As part of the rules
presented, it is clear that for the input gender female, the near
personal area is never an option. Taking into account that the
reinforcement learning algorithm updates themodel based on the
MFrelationship, the resulting navigation policy would never allow
for human-robot interaction close to women. This presents a
critical bias of the model due to the inclusion of social dynamics.
This is an example where bias appears due to an explicit constrain
in the learning algorithm. Not only gender but other factors that
may potentially lead to bias as well as other implicit or explicit
biases can appear by learning from real-world data. We discuss
this technical bias of the aforementioned navigation model with
implications and analysis from the social perspective in section 4.

Learning robot navigation policies and models that are
unbiased requires analyzing how the input is given, how the
data is measured, how the data is labeled, what it means for
models to be trained on them, what parameters are used, and
how social navigation models are evaluated. If models aim to
reflect the features of society, we need to question what behaviors
should be replicated and promoted. For example, Kivrak et al.
(2020) explicitly exclude women in the real-world experiments
of their social navigation framework for assistive robots around
humans. Their model that aims to yield human-friendly routes
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was only tested in a corridor where women were excluded based
on previous analysis (Jones and Healy, 2006), which affirms
gender differences in spatial problem solving. This represents bias
in the evaluation where the social model of navigation is validated
only for a privileged group and can lead to underperformance
to the unconsidered after the deployment. This has also been
seen before in medical datasets or experiments where women
were excluded citing differences in hormonal cycles, which leads
to the medicines or medical procedures causing higher side
effects for women compared to men. The consequences of these
biased experiments or trials have been extensively discussed,
which had lead to the inclusion of women in all medical trials
(Söderström, 2001).

The technical bias analysis presented in this section shows
cases where the high-level representation of social interaction
replicates unequal roles and dynamics that already exist in human
interaction. It is a significantly larger risk in the case of learning
models for social navigation from demonstrations where the
assumption is that the best way to teach a robot to navigate is
to enable it to learn directly by observing humans.

3.4. Relearning
While learning socially-aware robot navigation models, social
biases can be introduced that replicate and even augment the
unfair societal dynamics. Most existing socially-aware robot
navigation techniques aim to learn social navigation behavior
by imitating human navigation. Consequently, it essential to
deter biases during the deployment of robots equipped with such
models. In this section, we present a mechanism to first detect
when the navigation model makes biased decisions, especially
against certain groups of people. Subsequently, we use this
mechanism to update the model toward yielding more equitable
social navigation policies.

There are many situations in the real-world where unequal
decisions are desired, such as adapting the speed of the robot
near older adults. In this work, we only analyze situations where
there is no justifiable reason to yield different actions while
interacting with different groups of people. In this case, an
unfair or discriminatory system will offer an advantage to a
certain group of users or unfavorable interaction to some other
groups. Unfair behavior in robot navigation directly affects how
users interact with the system. For a mobile robot to amend a
discrimination behavior, it is necessary first to detect or measure
the biased behavior. An advantage in the case of robots is that the
decisions and actions after deployment can be used to measure
the degree of biased decisions, for instance, concerning protected
characteristics, such as age, gender, and race.Whereas, in the case
of bias in deep learning models this task would be significantly
harder. For instance, the Microsoft AI Twitter chatbot Tay which
learned by interacting with users and presented gender-biased
as well as racially offensive tweets (Perez, 2016). In this case, it
would be necessary to additionally measure the features behind
the posted tweets. Given that most robots are designed to move
in the world, this characteristic comes for free in terms of the
navigation actions that were made based on distance, speed,
among other control variables as well as perception, accuracy,
and uncertainty.

The robot can gather a dataset or a log by storing its own
experiences and its corresponding actions even after deployment.
Subsequently, the first step is to detect bias in the social
navigation decisions of the robot. Bias identification is related
to detecting disproportionate prejudice or favoritism toward
some individuals or groups over others. For example, the paths
planned by the robot produces a negative effect more frequently
for specific groups of people than they do for another, such as
discomfort, lack of interaction, or avoidance. Other situations are
related to a disproportionate rate of a favorable or higher quality
of attributes prediction for certain groups. This situation can
present itself due to a lack of representation and diversity in the
data or scenarios that were used in the learning stage. As a result,
it can lead to unpredictable or no interaction with individuals of
these groups.

One such method to detect if the navigation model exhibits
outcomes that differ across subgroups is using clustering.
Clustering is the technique for grouping data such that the
elements of the same group are assigned closed together, forming
assemblies called clusters. Clustering is a well-studied technique
that is highly used in unsupervised or exploratory data analytics.
Consider that the dataset collected while the robot was navigating
contains all the decisions that were taken as well as the sensor data
and the actions of other agents that these decisions were based on.
Additionally, other navigation and perception attributes can be
considered, such as the relative distance of the pedestrians to the
robot, collisions, person identification confidence, and intention
prediction, as well as additional information, such as rules that
were violated and accidents that were caused. The accumulation
of actions the robot outputs corresponds to the navigation feature
set to be clustered. The resulting clusters can later be correlated
to potential protected characteristics.

Having a learned policy π for socially-aware robot navigation,
we define V = {v1, v2, . . . , vi} as the set of navigation data
that correspond to the experiences that the robot continuously
accumulates through certain time steps. Different clustering
algorithms can be used depending on the attributes of the selected
navigation features (for instance if their nature is categorical or
numerical). One promising clustering algorithm is the method
proposed in Aljalbout et al. (2018) which consists of a fully
convolutional autoencoder trained with two losses, one for
reconstruction and the other for cluster hardening. The result
of the clustering process is a collection of assemblies A =

A1,A2, . . . ,AK consisting of navigation feature combinations.
Each Ak represents the navigation experiences that are similar
enough to be considered as a cluster of the entire set V . The
number of clusters K and the size of each cluster Ak are
hyperparameters that can be explored. Additionally, we define
F = {f1, f2, . . . , fN} as the set of protected features that we aim
to analyze and each fn has a set of navigation features V . To
uncover social-group related bias the next step is to determine the
relationship degree Dk,n between each protected feature fn and
each generated cluster Ak.

After identifying that the robot actions in the navigation
experience set are clustered and correlated to sensitive attributes,
the next step is to trigger alarms or corrective actions when
protected feature fn strongly related to each generated cluster Ak,
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FIGURE 3 | Illustration of the Learning-Relearning framework for diminishing bias in social robot navigation. During the learning phase (A), a policy π is learned for

socially-aware robot navigation. During the relearning phase (B), the robot uses the policy π to navigate in the social environment and collects the navigation

experiences. An augmented reward that encodes detected biased behavior is used to relearn a new policy π̂ so that the long term rewards reflect the decreasing

unjustified bias related to social-groups.

defined as Dk,n > un where un threshold that can be selected for
each protected feature. A system of reward or punishment can
be implemented in a off-policy reinforcement learning algorithm
that optimizes an augmented reward that encodes the detection
of unfair behavior as shown in Figure 3. The augmented reward
rRt is penalized when a biased behavior is detected so it does not
only comprise the behavior for socially-aware navigation but it is
also discounted when we detect bias as Dk,n > un. Therefore,
the robot learns the policy πR so that the long term rewards
reflects the decreasing unjustified bias related to social-groups.
As a result, it is possible to relearn the navigation model in
our framework depending on the information gathered from the
social environment.

From a more realistic perspective, demographic information
is rarely known. Clustering also allows the reduction of this
dependency between predictions and demographic information,
when an unsupervised approach is employed. Therefore, when
the dataset containing memory experiences of the robot
navigating conforms to clusters beyond a given threshold, it
can trigger an alarm for further analysis. Other methodologies
that can be used to undercover bias in deep learning models
are based on visualization of embeddings. Using visualization
techniques, we can show how the model groups the data,
which is useful to expose the reasons behind the prediction
of the model. To do so, different tools can be used, such

as T-distributed stochastic neighbor embedding (t-SNE) and
Uniform Manifold Approximation and Projection (UMAP) to
project the embeddings to reduce the dimensionality of the data.
In this work, we focus on the relearning component based on
clustering to present a feasible solution to account for fairness
while learning socially compliant robot navigation that can be
extended to an unsupervised algorithm.

4. CASE STUDIES AND DISCUSSION

In this section, we present extensive discussions that relate the
technical analysis of our proposed framework to complex real-
world scenarios that we present as three case studies. Each
of these case studies contains different levels of human-robot
interaction under four specific protected characteristics: gender,
disabilities, age, and race. With these scenarios, we analyze the
feasibility of model adaptation and the utility of this mechanism
to check for fairness as well as to correct the bias. The figures
illustrated in this section were generated using Icograms (2020).

4.1. Autonomous Floor Cleaning Robots
One of the most societally accepted robots has been the
autonomous floor-cleaning machines (Forlizzi and DiSalvo,
2006; Forlizzi, 2007; Fink et al., 2013) and during the last decade
they have been the most sold robots in the world (Research,
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FIGURE 4 | Illustration of the autonomous floor cleaning robot scenario. The robot navigates taking the social conventions into account while performing the main

task of cleaning the entire area.

2019). These robots have the task of cleaning floors using
vacuum systems without any human supervision and recently,
they can also mop floors using steam systems. These robots are
currently used in households, and their navigationmodels vary in
complexity depending on a wide range of prices. However, these
robots are so far not equipped with socially aware navigation
models. They do not avoid people or dynamic objects, rather they
only change their cleaning route after they collide with an object.
This can be attributed to the fact that in household environments,
people are typically more tolerant given that they are aware of the
task, features, and capacity of the robot.

It can be expected that the use of cleaning robots in the
future will spread to different public areas. In this case study,
we analyze from both technological and social points of view the
functioning, requirements, and implications of the navigation of
a cleaning robot that operates in a shopping mall. We illustrate
this scenario in Figure 4. Consider that the shopping mall
consists of multiple and extensive floors, and it is open to the
public continually every day of the week. The groups of people
visiting the place range from families and groups of friends to
individual persons. Additionally, the reasons for the visit can
differ, including peoplemaking quick shops, taking a walk, eating,
etc. Therefore, we also expect varying types of behavior of the
visitors, such as walking at a different speeds, talking in groups,
and sitting down in different spaces.

The task of the robot in this case is to clean the entire
environment effectively. In the following, we examine the effect
that a cleaning robot equipped with social context can have. This
robot has the ability to plan paths taking into account social
conventions in public spaces, such as avoiding interfering with
the paths of people, avoiding interrupting the interaction between
people, prioritizing safety, avoiding surprising people with
movements outside the visual range (or any other movement
that might make people uncomfortable), navigating with a
safe distance and with a prudent speed, avoiding collisions
and predicting the intentions of people. With socially-aware
navigationmodels, robots can fulfill themain task and act socially
with predictable actions. The goal of including social context into
the navigation model is to ensure that robots are not perceived
as dangerous, bothersome, irritating, inconvenient, or obtrusive.
The sociability of the cleaning robots can be defined as low
or indirect, i.e., humans do not communicate with the robot.
However, the interaction is generated by the navigation model in
a socially acceptable manner. Social navigation models allow the
robot to achieve the main goal without disturbing people sharing
the same space. Consequently, the robot can operate in public
spaces during the entire opening hours.

Specifically, if we employ the model (Patompak et al., 2019)
presented in section 3.3 as the learning component in our
framework, the personalized size and shape of the personal
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zone can in fact improve the social intelligence of the robot.
By avoiding crossing the comfort zone of people, these robots
can learn to plan paths without disturbing the visitors of the
shopping mall while performing the cleaning task. However,
the model (Patompak et al., 2019) that takes the gender of a
person into account can induce bias in the decisions. Even though
women might prefer a larger comfort area during interaction
among humans, it does not necessarily imply that they would
prefer the same during human-robot interaction. In principle, a
robot should never harm or be unfair to people based on their
gender. In this work, we consider that the robot is depicted as a
gender-neutral machine. Conforming a robot to a specific gender
depending on the application could again lead to historical bias,
this is an area that requires further research which is out of the
scope of this paper. Moreover, according to the bias evaluation
consideration for fairness described in section 2.2, maintaining
different relative distances to people based on their gender is an
unacceptable bias. Furthermore, distinguishing the comfort area
by gender is not of high relevance to improve the acceptance or
beneficial to improve the operation of robots around humans.
Instead, there are other essential factors that can be used to
improve comfort and confidence, such as safe navigation policies.
Given that the bias presented in this case is explicit, it is easier
to identify the bias inducing factor influencing the model in
the relearning component of our framework, for example, by
correlating the obtained behavior to the input constraints. After
detecting the bias inducing factor, it can be excluded to re-train
the model without the gender constraint.

On the other hand, while learning from demonstrations, data-
driven models can also reflect negative bias. For instance, if
robots learn from data that is not diverse where people with
movement impairments are not present, then the robot might
not react in a socially acceptable manner when they encounter
such people. This can further lead to incorrect prediction of
paths of people who walk slower and can make the robot be
perceived as obtrusive. Data induced bias represents an implicit
bias in the model that is more challenging to detect and correct
for. Since the model disproportionately affects a specific group
of people, by using our relearning component, the recurrent
errors in the path prediction can be detected as a cluster that
can also be related to the set of protected characteristics (e.g.,
people with mobility impairment). Consequently, by using a
punishment system, the reward value is influenced after the
detection of unwanted behavior to adjust the learning policy,
allowing model adaptation toward a more fair behavior. This
will support the Value Alignment consideration presented in
section 2.2 in which accepted socially-aware robot navigation also
considers inclusion.

4.2. Guidance Robots in a Shopping Mall
Mobile service robots have extensive use in innovative
applications, such as for guidance in public spaces where
they navigate alongside people and assist them to reach their
desired destination. Based on the environment described in
section 4.1, in this case study we analyze the effects of a guidance
robot that operates in a shopping mall. Unlike the last scenario,
the robot not only navigates under social conventions but also

guides a person in a social manner. The task of the robot is
to provide the requested information about locations in the
shopping mall and accompany people to reach their desired
location. This scenario is illustrated in Figure 5. Apart from
guiding to reach a certain destination, the robot should also
navigate considering social conventions that are required to
provide comfort to all the surrounding people during navigation.
Furthermore, the robot should coordinate with the user while
navigating by maintaining a desired relative position with
respect to the user. This scenario has similar characteristics
to the mall in the previous case study where diverse people
with different genders, ethnicity, disabilities, age, skin tones,
and cultural origins and etc, will be present. In this example,
fairness considerations, such as shared benefit, deterrence
and value alignment described in the section 2.2 should
be considered. Additionally, in the shopping mall scenario,
the guidance robot will interact naturally with the user in a
socially compliant manner while providing information and
route guidance.

The human-robot interaction in this case is direct given that
people approach the robot with a specific intention, and they
expect a response from the robot that corresponds to the request.
The resulting navigation strategy that these robots have next to
people and their capacity to react according to the situation is
crucial for their acceptance. Some of the important constraints
in the navigation behavior of guidance robots are adapting the
speed of the robot to the user, and maintaining a relative position
and distance. If the robot navigates with a velocity that does
not correspond to the user, then the robot risks being too slow
or too fast which can cause uncoordinated behavior with the
user and can further lead to accidents. On the other hand,
relative distance and position are related to how people follow
the robot and how the robot guides the user. Ideally, the robot
should estimate the position and intention of the user during
the execution of the guidance and also be able to interrupt the
task if the person does not require any more help. Therefore,
robots should adapt their navigation based on speed, intentions,
motivations, orientation as well as handle unexpected situations,
such as people crossing their path, changes in the speed of
the person being guided, unexpected appearance of objects,
among others.

Consumers value the unbiased, fast, and error-free behavior
that a robot can provide. Therefore, the robot should adapt its
behavior according to the current social context. In contrast to
the interaction between people and cleaning robots, guidance
robots provide personalized interaction, so the degree of
sociability of this robot is greater. For example, if a disabled
person goes to a shopping mall, the robot should recognize that
this person will have different navigation behaviors than others
so it should adapt its strategy accordingly. This adaptation will
in turn make the person more comfortable using the assistance
provided by the robot. In this example, aspects, such as the
capability to recognize mobility impairments in a person and
navigate accordingly are essential to ensure safe and comfortable
guidance. Consider that a person with limited mobility requires
guidance from the robot. If the robot is not equipped to react
accordingly to mobility difficulties, the interaction can cause
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FIGURE 5 | Illustration of the guidance robot in a shopping mall scenario. The robot guides the user (green circle) to reach the destination (purple circle). Additionally,

the robot is aware of the people in the surroundings during navigation while maintaining a desired relative position with respect to the user.

distress, physical overexertion, and even accidents. This will
eventually make the person to discontinue using the robot in the
future. In order to avoid such events, the navigation model in the
robot should incorporate social adaptability skills that enable it to
detect particular situations that cause discomfort or unintended
outcomes for specific individuals.

Assume that a guidance robot is equipped with the navigation
model described in section 3.3 and as a consequence it will assist
women keeping larger distances with them. This may cause the
robot to loose the interaction with them in certain situations
and adversely affect the way that women perceive the robot.
Similarly, it can reduce the efficiency with this population
group representing the systematic disadvantage we aim to avoid
toward diminishing bias. The model described in section 3.3
is used to present an example of learning socially-aware robot
navigation in which unfair outcomes are associated with a
protected characteristic. Other socially-aware navigation models
that learn solely from human imitation can cause different types
of model-induced biases. In these cases, the navigation model is
optimized to yield sociable actions considering different factors,
such as the velocity, orientation, priority of interaction, and
route selection. The guidance robot will encounter situations
where multiple people request for help simultaneously or even
situations where people will try to interact with the robot when
it is already guiding another person. Deciding which person
has the priority is part of the social intelligence. Assume that
in the learning component of our framework, the navigation
model of the robot is trained from demonstrations and as

a result, the robot learns the preferred interaction behavior
based on those demonstrated interactions. This can lead to
unfair outcomes due to human bias that may be existing in
the demonstrations, policies reflecting personal bias, unequal
society roles, or under-representation of minorities. Specifically,
if the learning from demonstration is performed in a shopping
mall only from one city, there will be insufficient diversity.
Similarly, if the robot is deployed in a different place, or
when people belonging to minorities try to use the robot, the
robot will maintain its social behavior but it will likely make
biased decisions, especially against people who historically have
been discriminated, as we observed in other cases (Buolamwini
and Gebru, 2018; Brandao, 2019; Wilson et al., 2019; Prabhu
and Birhane, 2020). As part of the relearning component,
our framework allows to generate clusters related to preferred
interaction actions and determine if the generated clusters are
strongly related to protected characteristics. Specifically, in case
the preferred interaction of the robot is biased favoring or
disadvantaging specific visitors of the shopping mall the learning
policy is adjusted by a reward value that is penalized when biased
behavior is detected. As a consequence, the robot’s actions, such
as deciding which person has the priority to interact with will
follow the fairness requirements.

Since diverse people typically visit shopping malls, the robot
should be able to accurately recognize them regardless of
factors, such as skin tones. Previous studies (Wilson et al.,
2019) have shown that recognition systems based on RGB
perception present higher error rates for dark skin tones.
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FIGURE 6 | Illustration of the caregiving robot in a hospital scenario. The main task of the robot is to distribute medicines to patients who are admitted in the hospital.

The robot takes emergency situations that could happen into account and people requiring special assistance, while navigating.

If similar systems with faulty sensors or algorithms are
used to learn social navigation models, the robot will be
unable to recognize certain people and adhere to the fairness
considerations described in section 2.2. As a consequence, the
robot can perpetuate discrimination against groups of people
that have historically been segregated, as observed in other
learning applications, such as the automated risk assessment
used by U.S judges and the biased vision-based object detectors
employed in autonomous cars (Benthall and Haynes, 2019;
Wilson et al., 2019). Furthermore, discrimination laws prohibit
unfair treatment of people based on race. In this case, fairness
priority is also important for the legal framework.

4.3. Caregiving Robots in Hospitals
There is significant interest in developing service robots for
hospitals due to their ability to provide care for people. The use of
robots in hospitals can be especially advantageous in cases where
there are patients with contagious diseases, such as in a pandemic
situation. In this case study, we analyze the navigation strategy
of caregiving robots that operate in hospitals. The main task of
robots in this case study is to distribute medicines to patients who
are admitted in a hospital. Figure 6 illustrates this scenario. The
human-robot interaction in hospitals requires special caution
as the robot will operate around patients who require special
assistance. One such example is people with motion impairments
who use wheelchairs, crutches, or walking frames. Furthermore,
the robot will encounter rapidly changing situations, for example

during an emergency where doctors and care staff rush through
the hallways. To provide appropriate response, robots should be
equipped with algorithms to understand situations and context
that enable them to accordingly adapt their behavior. Apart
from patients, robots will also interact with other people in
the hospital, such as health professionals, secretaries, family
members, and visitors. Similar to the shopping mall case study,
caregiving robots will be interacting directly with the people.
However, the navigation and interaction presents additional
complexity, given that they do not assist people individually.
Here, the robots aim to assist multiple people who have
different medical treatments and deliver medicine to them
while maintaining a socially accepted behavior. In this case,
not only social conventions and sociability described in the
previous case studies are required, but also priority decision
making, optimal recognition, faster reaction and adaptability.
As a consequence, the navigation models in caregiving robots
should have higher requirements of accuracy and adaptability.
These robots can particularly encounter unexpected events,
such as emergency situations where people will be walking
in different directions, speeds, and unpredictable movements.
In such situations, there is a higher risk of accidents due to
the vulnerability of people and the context in the hospital.
Furthermore, the consequences of eventual accidents can be
critical for the health of individuals. Caregiving robots should
be able to perceive, recognize, and react according to the special
requirements of the hospital.
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Assume that the robots are going to be used in emergency
rooms. Their task there is to deliver a series of necessary supplies
to the people who are attending to the emergencies. Therefore,
the robots have to interact with several people simultaneously.
Based on the proxemics model described in section 3.3, the
robot will be perceived as atypical in approaching people in
different ways, assisting some people differently than others
during urgent situations. Furthermore, taking into account that
there are people playing specific roles, namely to care for sick
people urgently, their comfort area of interaction is different
from that of normal situations. People typically tend to walk
fast, to have little personal space, and to quickly perceive what
is happening around them. In this scenario, robots that navigate
while maintaining different distances to people based on gender
have lesser foreseeable utility. Alternatively, other characteristics
can be considered that are related to the distribution of medicines
depending on the needs of the patients and priorities, such as
minimizing delivery time.

The priority of the path planning algorithms in such robots is
to deliver medicines to all patients. Assume that in the learning
component the caregiving robot learns from historical data about
the characteristics of the patients. This model may learn that the
pain threshold differs between men and women. Consequently,
the navigation plan will be biased with negative effects toward
men, based on information related to their higher tolerance to
pain. Similarly, the robot could learn that women have more
tolerance to wait longer for medical treatments and spend more
overall time than men in the emergency rooms (Nottingham
et al., 2018). In both situations, the behavior of the robot will
be biased given that it systematically benefits a specific group
of people. In this example, fairness considerations, such as value
alignment and non-maleficence described in the section 2.2 can
improve the decisions made by the robot. One approach to
dealing with difficult cases of priority is to reflect political and
commercial neutrality in robot navigation. This signifies that
the navigation model in caregiving robots should not favor any
particular group of people. Although, advocating for neutrality
of assistive robots is a potential solution to bias problems in
this case, the concept is substantially complex and requires
further research.

Particularly, adapting the model with our relearning
component to correct for the presented bias will lead the robot to
base decisions on other factors. Using the relearning component
of our framework, we can identify clusters that demonstrate
a systematic disadvantage if the time to deliver medicines is
higher for men and if women wait for a longer period of time in
emergency rooms. Subsequently, to penalize the unfair behavior,
we lower the reward value that adjusts the learning policy.
As a result, the navigation model is adapted toward more fair
behavior. If the model does not rely on the potentially negative
bias inducing factors, it can learn better representations that
reflect relevant characteristics, such as urgency and needs.
While using our relearning technique, this type of bias in
navigation will be detected when certain people receive attention
more effectively than others. Consequently, if there is no valid
reasoning behind such bias, the navigation model should be
updated accordingly.

5. CONCLUSIONS

As more and more robots navigate in human spaces, they
also require more complex navigation models to accomplish
their goals while complying with the high safety and comfort
requirements. Toward this direction, different methods
incorporate social context into learning models to enable
robots to navigate following social conventions. Typically, these
methodologies utilize data or experiences from the real world,
simulations, or control experiments and social constraints. In
this work, we discussed the societal and ethical implications
of learned socially-aware robot navigation techniques. We
demonstrated that the advances accomplished in social robot
navigation are essential for the development of robots that
provide well for society. More importantly, we showed how
these models that account for socially-aware robot navigation
do not guarantee fairness in different real-world scenarios.
Research in the direction of fairness in robot learning is of
special importance, given that these machines interact with
people closely.

To the best of our knowledge, this is the first work that studies
the societal implications of bias in learned socially-aware robot
navigation models. Our proposed framework that consists of
the learning and relearning stages has the ability to effectively
diminish bias in social robot navigation models. Additionally,
we presented fairness considerations and specific techniques that
can be used to implement our framework. We detailed several
scenarios that show that the adaptability of the model in terms of
fairness enables it to correct for bias. The scenarios demonstrate
the potential unwanted outcomes of social navigationmodels that
are described with variables and social conventions which make
them easily interpretable. Our framework is especially useful for
more complex learning models or models that are trained with
imitation or reinforcement learning, given that these models
contain more abstract representations of the data and situations.
We hope this work contributes toward raising awareness on the
importance of fairness in robot learning.
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While the privacy implications of social robots have been increasingly discussed and

privacy-sensitive robotics is becoming a research field within human–robot interaction,

little empirical research has investigated privacy concerns about robots and the effect

they have on behavioral intentions. To address this gap, we present the results of

an experimental vignette study that includes antecedents from the privacy, robotics,

technology adoption, and trust literature. Using linear regression analysis, with the

privacy-invasiveness of a fictional but realistic robot as the key manipulation, we show

that privacy concerns affect use intention significantly and negatively. Compared with

earlier work done through a survey, where we found a robot privacy paradox, the

experimental vignette approach allows for a more realistic and tangible assessment of

respondents’ concerns and behavioral intentions, showing how potential robot users

take into account privacy as consideration for future behavior. We contextualize our

findings within broader debates on privacy and data protection with smart technologies.

Keywords: social robots, privacy, trust, social influence, privacy paradox, survey

INTRODUCTION

With the increasing interaction among humans and social robots (Fong et al., 2003; Gupta, 2015;
Van den Berg, 2016), research on the benefits and concerns of close human–machine interaction
has emerged. A field of research that has gained traction in recent years describes the privacy
implications of social robots (cf. for an overview Lutz et al., 2019). This topic is particularly pressing
because social robots tend to exhibit greater mobility, social presence, and autonomy than static
devices (Calo, 2012; Kaminski, 2015; Lutz and Tamò, 2015, 2018; Sedenberg et al., 2016; Kaminski
et al., 2017; Rueben et al., 2017a, 2018; Fosch-Villaronga et al., 2020). While research on privacy
and social robotics has largely remained conceptual and has taken a critical approach to the data
processing and privacy implications of social robots, a few studies provide quantitative evidence on
the privacy concerns and implications of social robots (Lutz et al., 2019). However, initial survey-
based studies have analyzed the existence of a robot privacy paradox (Lutz and Tamò-Larrieux,
2020), the trust implications of social robots (Alaiad and Zhou, 2014), as well as general attitudes
toward them (Eurobarometer, 2012; Liang and Lee, 2017).

In this article, we aim to deepen our understanding of privacy in the context of social robots. We
therefore present the results of an experimental vignette survey that assessed non-experts’ privacy
concerns about social robots and how these concerns affect use intention. The findings indicate
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that privacy matters. Individuals who are exposed to a
more privacy-friendly robot, with the same functionality as
a non-privacy-friendly robot, have significantly higher use
intentions, even after controlling for relevant variables such
as demographics, trusting beliefs, social influence, and general
opinions about robots. Thus, our study furthers knowledge in the
area of privacy-sensitive robotics (Rueben et al., 2018).

We start by describing the term “privacy” and point to a
rich literature on the topic of privacy in the context of social
robots. The literature review calls for a holistic understanding
of the concept of privacy and embeds the topic in the human–
robot interaction literature. We then describe the research model
for the empirical study. An overview of the research method,
including the sample, data analysis approach, and measurement,
is followed by a description of the results. Subsequently, we
discuss the findings, address the limitations of our approach, and
contextualize the results.

LITERATURE REVIEW

Social Robots and Privacy Concerns
The introduction of new technologies has, throughout history,
triggered a response in privacy scholarship (Warren and
Brandeis, 1890; Calo, 2012; Finn et al., 2013). We can thus
rely on a rich academic tradition of privacy scholarship when
analyzing the privacy implications and concerns of social robots
(Warren and Brandeis, 1890; Westin, 1967; Altman, 1975;
Bygrave, 2002; Solove, 2008; Finn et al., 2013; Kaminski, 2015;
Koops et al., 2016; Kaminski et al., 2017). While these discussions
have had strong roots in the legal field, privacy research has
become a multidisciplinary topic with various disciplines—
from communication, computer science, psychology, sociology,
and economy—collaborating with each other (Pavlou, 2011).
This multitude of perspectives is very much welcome, yet also
shows that defining a common notion of what privacy is
remains difficult if not impossible (Solove, 2008). The difficulty
arises not only out of the multitude of perspectives but also
due to subjective and cultural differences and perceptions on
privacy (Krasnova et al., 2012; Trepte et al., 2017). The cultural
differences result also in different legal approaches of protecting
informational privacy, with international agreements shaping
their material and territorial scopes (Greenleaf, 2014; Greenleaf
and Cottier, 2020).

Nonetheless, useful privacy categorizations and classifications
exist. It is interesting to note that the literature conceptualizing
privacy has often looked backward, describing how new
technologies impact private and social life and finding remedies
to address them (e.g., Warren and Brandeis, 1890). Newer
scholarship (notably: Finn et al., 2013; Koops et al., 2016)
provides more forward-looking frameworks by elaborating
on the impact of newer technologies. These frameworks or
taxonomies build upon the rich Western privacy literature.
One important dimension here is the idea of “zones,” i.e.,
differentiating between more personal zones and more public
ones (Koops et al., 2016). While the dichotomy between private
and public spheres has been criticized in light of the increased
pervasiveness of technology (Nissenbaum, 2004; Rouvroy, 2008;

Acharya, 2015), different dimensions of privacy have been
proposed (Rueben et al., 2017a; Lutz et al., 2019). One dimension
deals with physical privacy concerns as the concerns relating
to an individual’s personal space (Finn et al., 2013). Such an
understanding of privacy was already propagated by Warren
and Brandeis (1890) and revolves around “physical access to
an individual and/or the individual’s surroundings and private
space” (Smith et al., 2011, p. 990). Physical privacy concerns
become especially apparent with the use of social robots at
home due to the robot’s ability to enter (uninvited) into private
spaces (e.g., bathrooms, bedrooms) (Calo, 2012). However, new
technologies, such as genetic codes and smart health tracking
technologies (e.g., pills), have resulted in stronger demands for
physical privacy. Proposals include the privacy of the person,
which includes “the right to keep body functions and body
characteristics private” (Finn et al., 2013, p. 8).

A second key dimension revolves around informational
privacy concerns (Smith et al., 2011). At its core, informational
privacy should enable individuals to have control about their
information (Westin, 1967), thereby reducing institutional
privacy threats by data-processing institutions (e.g., robot
manufacturers, government agencies, and third parties such
as data brokers or cloud providers) as well as social threats
occurring by the processing of information by private individuals
(e.g., familiar users, hackers) (Raynes-Goldie, 2010; Young and
Quan-Haase, 2013). These aspects point to a core concern,
namely, surveillance enabled by social robots that are equipped
with innovative sensors and processors, enabling greater
observation and profiling of individuals (Calo, 2012). In light
of these technological changes, Koops et al. (2016) call for
intellectual, decisional, associational, and behavioral privacy to
ensure the self-development of individuals. Similarly, Finn et al.
(2013) include in their seven types of privacy at least three
types that are linked to informational privacy concerns, such
as the privacy of personal behaviors and actions (including the
revelation of sensitive habits and sexual orientation), the privacy
of communication, and the privacy of data and images. All these
types of information can be collected or disseminated through
social robots. Similarly, and the reason why informational
privacy concerns are closely tied to the ones mentioned below
under boundary management, emerging technologies such as
social robots will likely impact a user’s privacy of thought and
feelings (Finn et al., 2013). In addition, the way automated
decision-making systems classify information about individuals
and reach decisions (by correlations and pattern finding)
affects a new class of privacy, namely, privacy of associations
(Finn et al., 2013).

Closely tied are boundary management approaches,
understanding privacy as a “selective control of access to the self
or to one’s group” (Altman, 1975, p. 18). This understanding of
privacy as boundary management (Petronio, 2002) links back the
discussion to the physical privacy concerns mentioned. However,
boundary management approaches must be understood more
broadly than pure “freedom from” and physical protection
claims (Koops et al., 2016), as they put individuals and their
agency to make own life choices at the center about when
their privacy is unreasonably constrained (Carnevale, 2016).
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Agency requires understanding how information within social
robots and various stakeholders is shared. In addition, research
building on the boundary management literature indicates that
the design of smart environments (e.g., setting of sensors and
cameras), including ones with acting social robots in homes,
impacts how these data-processing devices are perceived and
privacy boundaries are negotiated (Schulz and Herstad, 2018;
Schulz et al., 2018). The boundary management negotiations
are highly dependent on the affordances of technologies (e.g.,
ability to turn sensors on and off) and the visibility of certain
functionalities (e.g., surveillance through camera). Moreover,
the anthropomorphic or zoomorphic effect of social robots
(Fong et al., 2003; Weiss et al., 2009; Darling, 2016) may
increase the pervasiveness of social robots (Turkle, 2011)
and the bonding between individual and robot may inhibit
rational and privacy-oriented considerations by individuals
(Syrdal et al., 2007; Calo, 2012).

Previous Research on Privacy and Social
Robots
While there is a rich literature on human–robot interaction
across disciplines (for an overview, see Baxter et al., 2016),
research on privacy and social robots is still a comparatively
nascent field. Early empirical studies on privacy concerns in the
context of social robots have explored by means of qualitative
interviews how individuals perceive the use of social robots in
the work environment (e.g., Snackbot, see Lee et al., 2011). The
study of Lee et al. (2011) revealed that most participants did not
understand what data categories Snackbot collected and failed to
differentiate between sensed data (“what the robot sees/hears”)
and inferred information (“what the robot knows”, p. 182).
Moreover, the anthropomorphic shape of Snackbot sometimes
misled the participants’ notion of the capabilities of the robot to
record information (e.g., participants did not consider the ability
of the robot to sense objects behind it).

Other empirical research has focused on concern related
to information disclosure in human–robot interactions. For
instance, in one study, participants stated that they overcame
their fear of robots storing and accessing sensitive information
about them because such processing activities were necessary
(and thus tolerated) in order to benefit from the social robot’s
functions (Syrdal et al., 2007).

Other studies analyzed the privacy-utility tradeoff further, for
instance, in the domain of teleoperated robots (Butler et al.,
2015; Krupp et al., 2017). Butler et al. (2015) explored how,
by means of visual filters, the privacy concerns of individuals
can be reduced, and the benefits of teleoperated robots can still
be reaped. Krupp et al. (2017) used focus groups to identify
salient privacy concerns about telepresence robot. They found
that informational concerns were most strongly discussed (106
occurrences of the theme in coding). However, physical concerns
also received high attention with 60 occurrences. Social and
psychological privacy, by contrast, received far less attention
(both 16 occurrences). In addition, the study found important
emerging categories that were sometimes understood in privacy
terms, for example, marketing and theft. Other studies on home

telepresence robots have studied how the framing of human–
robot interaction and presentation of robot actions within a
home bymeans of short video excerpts affects individual’s privacy
responses toward the robot (Rueben et al., 2017b). Rueben
et al. (2017b) demonstrate the impact of what the authors call
“contextual frames” on individuals’ privacy judgments.

Furthermore, we see a growing, interdisciplinary interest in
research about the privacy implications of social robots, with an
uptick in publications across disciplines since 2015 (Lutz et al.,
2019). To bridge the disciplinary gaps, expert workshop insights
on currently under-addressed topics have led to the identification
of interdisciplinary research needs (Rueben et al., 2018; Fosch-
Villaronga et al., 2020; Kapeller et al., 2020) and have stipulated
the emergence of new research fields, such as the field of privacy-
sensitive robotics (Rueben et al., 2018). These workshops with
experts across disciplines provide qualitative insights into the
ethical, social, and legal implications of social (Rueben et al.,
2018; Fosch-Villaronga et al., 2020) andwearable robots (Kapeller
et al., 2020), pointing to the privacy-relevant issues to be tackled
in the future. Privacy-related aspects include data privacy and
transparency, deception and manipulation, agency and control,
accountability, as well as trust, and recommendations on how
to address them have been developed, for example, increased
control and transparency requirements and the prohibition of
data collection in certain instances.

Larger-scale quantitative studies, such as general population
survey assessing citizens’ attitudes and concerns toward robots,
exist as well (e.g., Eurobarometer, 2012, 2015; Madden and
Rainie, 2015). In the European Union (EU), the general attitudes
toward robots are positive (64%) even though many fear that
robots will take away jobs and alter the current labor market
(70%). Interestingly, citizens in the EU did express some
uneasiness with the idea of robotic companionship for elderly
and surgical robots; yet the Eurobarometer (2015) did not link
these feelings/responses to potential privacy concerns.

Overall, though, there seems to be a lack of empirical studies
that assess the privacy concerns of social robots, especially
with a quantitative approach (Lutz et al., 2019). Empirical
research would prove effective to better understand the validity of
theoretical knowledge on privacy. Moreover, empirical research
can add a non-expert view on commonly theorized issues and,
thus, take into account a more thorough perspective, potentially
helping to shape responsible adoption in the future.

Our current study builds on earlier research that used a
survey to test the privacy paradox among non-experts (Lutz and
Tamò-Larrieux, 2020). This study found evidence for a robot
privacy paradox, where users revealed privacy concerns (different
levels, depending on the privacy type), but these concerns were
not significantly correlated to robot use intentions, even after
controlling for salient control variables such as expected benefits,
social influence, scientific knowledge, and trust. Following up on
this work, we aimed at a test that allowed to identify the role
of privacy concerns less generally and more specifically. Thus,
in contrast to the aforementioned study, our work here asks
for privacy concerns about a fictional but concrete social robot,
rather than social robots more broadly. The chosen method of
an experimental vignette survey thus provides a more realistic
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test of the relationship between privacy concerns and robot
use intentions.

Privacy and Trust
The intricacies between privacy and trust is a complex
phenomenon (Richards and Hartzog, 2016; Waldman, 2018).
The abovementioned control and boundary-management
functions of privacy enable interpersonal relationships that are
built upon trust and trusting beliefs (Westin, 1967). At the same
time, from an institutional perspective, companies including
manufacturers of social robots might be incentivized to promote
consumer trust by means of enhanced privacy features, linking
privacy and trust via an economic element (Hartzog, 2018;
Tamò-Larrieux, 2018). The importance of privacy for trust has
also been acknowledged in more recent policy papers and ethical
guidelines (European Commission, 2018, 2020; Delcker, 2019).
While these papers and guidelines focus on artificial intelligence
(AI) and ways to promote trustworthy AI, many operations
of social robots already today employ such technology. These
strategic objectives for AI will thus influence the development of
social robots.

The relationship between trust and automation is complex,
and literature on the subject has emerged (Lee and See, 2004;
Cheshire, 2011; Hoffman et al., 2013; Schaefer et al., 2016;
Botsman, 2018). While the relational perspective on trust
among humans often defines trust as “a psychological state
comprising the intention to accept vulnerability based upon
positive expectations of the intentions or behaviors of another”
(Rousseau et al., 1998, p. 395), Botsman (2018) understands trust
as a “confident relationship with the unknown” (p. 20). Similarly,
Möllering (2001) identifies trust as a three-step mental process
of expectation, interpretation, and suspension. Interaction with
a social robot requires trust because private information is
disclosed to the machine. Such a disclosure requires a favorable
expectation of an outcome that is uncertain. Whether or not an
individual interprets an outcome to be favorable relies on a mix
of different elements, including rational and emotional ones, and
finally, the individual must take what Möllering (2001, p. 414)
calls a “leap of trust,” meaning that what an individual interpreted
becomes accepted and the unknownable momentarily certain.

The literature on interpersonal trust can help to understand
trusting beliefs among humans and social robots (or more
broadly: automation). However, “trust in automation involves
other factors that relate specifically to technology’s limitations
and foibles” such as its “reliability, validity, utility, robustness,
and false-alarm rate” (Hoffman et al., 2013, p. 85). The
capabilities of technologies (such as social robots) as well
as their affordances (e.g., ability to control certain features,
communication with a device) impact trust in automation overall
(Schaefer et al., 2016). What complicates the relationship further
is that these technical features, which are continuously evolving
with technological progress, are only one aspect in the broader
calculus that impacts trust in the robot: Human factors (e.g., their
personality, trust propensity, attitudes, etc.) and environmental
ones (e.g., ways in which technologies are used within an
environment, cultural notions) contribute to the full picture
(Lee and See, 2004; Schaefer et al., 2016). Moreover, neither

trust nor automation is static, but constantly evolving with new
experiences. Capturing trust and trusting believes can thus only
be done via proxy and illustrates a specific point in time and
interaction with one technology.

With respect to trust and privacy in the context of social
robots, an interesting field has emerged that analyzed situations
in which users trust (Aroyo et al., 2018; Kundinger et al., 2019)
and overtrust social robots (Booth et al., 2017; Borenstein et al.,
2018; Wagner et al., 2018). Overtrust has an implication for
privacy, as it indicates a tendency to allow physical, social, and
informational constraints to be crossed. Overtrust is defined as
“a situation in which a person misunderstands the risk associated
with an action because the person either underestimates the
loss associated with a trust violation; underestimates the chance
the robot will make such a mistake; or both” (Wagner et al.,
2018, p. 22). Thus, the topic of overtrust is closely linked to the
one of deception, which—as mentioned above—multiple expert
workshops have pointed to with a call for future, interdisciplinary
research in the field. These aspects tie back the discussion
on a political level, where the promotion and development
of trustworthy technology is at the forefront of European
policymakers’ agenda (European Commission, 2018, 2020).

MODEL AND THEORETICAL
DEVELOPMENT

Behavioral intentions to use a social robot is the key dependent
construct in this study. We used behavioral intentions, rather
than actual or reported behavior, because of the topic of the
study and nature of the data collection. We expected that
few respondents had themselves interacted with a social robot.
Thus, behavioral assessments would be unevenly distributed,
less reliable, and less appropriate for the statistical analysis.
Naturally, the reliance on behavioral intentions as the dependent
construct, rather than actual behavior, prevents the test of the
privacy paradox in the narrow sense. The privacy paradox is
generally understood as the divergence between attitudes and
behavior when it comes to privacy (Dienlin and Trepte, 2015;
Kokolakis, 2017). It has evoked substantial research interest,
especially in the context of digital and social media, as shown
in the meta-analysis by Baruh et al. (2017), which included 166
studies with more than 75,000 participants across 34 countries in
total. Their meta-analysis also discussed the distinction between
behavioral intentions and actual behavior as the outcome variable
in research on the privacy paradox. A considerable number of
studies (about half of all the effects) in the meta-analysis relied on
behavioral intentions, rather than actual behavior, as the outcome
variable and the authors found similar effects for intentions
and behavior: “[T]here were no significant differences between
studies investigating behavioral intentions vs. behavior regarding
use of online services [. . . ] and use of SNSs” (p. 39). The same
was true for privacy protection intentions vs. privacy protection
behavior as the outcome. Only for sharing information as the
dependent variable, behavior and intentions behaved differently,
with the effects for intentions being stronger than for behavior.
Thus, based on the meta-analysis, two conclusions can be drawn.
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First, intentions is a frequently used dependent construct in
privacy paradox, although it does not align with the commonly
accepted definition. Second, intentions and behavior are similarly
affected by privacy concerns. Taken together, and in conjunction
with the empirical constraints of studying behavior in the context
of social robots through a survey-based study, we deem it
justifiable to look at intentions, rather than behavior.

In our research model, there are several attitudinal constructs
to predict behavioral intentions: trust, privacy concerns,
perceived benefits of robots, and scientific interest. We will
discuss each of these factors in turn.

Trust, and specifically trusting beliefs, should be associated
with robot use intentions. Trusting beliefs can be differentiated
into specific dimensions such as integrity, benevolence, and
ability (McKnight et al., 2002). Thus, the trustor must assess the
trustee as honest, benevolent, and competent in order to form
trust. If this is the case, individuals are more likely to develop
trusting intentions, which will, in turn, lead to trusting behavior,
for example, the use of a new technology. Trusting beliefs, rather
than, for example, Möllering’s (2001) leap of trust approach,
are used because they are easier to measure. Based on the trust
literature and trust theory, we propose the following hypothesis.

H1: Trusting beliefs in a robot have a positive effect on social
robot use intentions.

Citizens need to overcome certain concerns to start using
social robots voluntarily, privacy concerns being an important
type. If the privacy risks of a social robot are thought to be high,
we expect lower levels of adoption intention. However, ample
research on self-disclosure and privacy in online contexts has
shown that privacy attitudes—including concerns—often do not
match privacy behavior (Kokolakis, 2017). Although they are
concerned about their privacy, many users of digital services
disclose sensitive information and do not protect their privacy
adequately, for example, by choosing restrictive privacy settings.
This divergence between attitudes and behavior is captured by
the privacy paradox (Barnes, 2006). As discussed above, empirical
studies that look at intentions, rather than behavior, are often
also framed within a privacy paradox framework. In a way,
we can interpret this understanding as a widened and broad
take on the privacy paradox. To date, the empirical evidence
on the privacy paradox—both in a strict and broad sense—is
mixed. Many studies have identified a privacy paradox, but a
considerable number of studies, especially newer ones, found
significant effects between privacy attitudes and behavior or
intentions, thus rejecting the privacy paradox. Kokolakis (2017)
provides a systematic review of this literature, showing how the
empirical evidence is inconclusive. Baruh et al. (2017) noted
the absence of the paradox (i.e., there are small but significant
effects between privacy attitudes and privacy-related behavior or
intentions). However, their study also suggested that contexts
matters because for social network sites, the privacy paradox
seems to hold. In light of the emerging nature of social robots
and low adoption rates, we expect that privacy concerns have a
significant and negative effect on robot use intentions.

H2: Privacy concerns about a robot have a negative effect on
social robot use intentions.

In the literature on the privacy paradox, different theoretical
explanations for the paradox can be differentiated (Hoffmann

et al., 2016). However, the privacy calculus has emerged as
the dominant explanation (Dinev and Hart, 2006). Within this
approach, users weigh the benefits and risks of a technology
against each other and if the former outweigh the later, they will
start or keep using the technology. A rich literature exists that
analyzes the perceived risks and benefits of social network sites
and elaborates on the privacy calculus in this context (Dienlin
and Metzger, 2016; Trepte et al., 2017). This literature highlights
the influence of cultural norms on privacy calculations (Krasnova
et al., 2012; Trepte et al., 2017), showing how the privacy
calculus is not a purely rational process but heavily influenced
by cultural and psychological default positions. Moreover, the
framing of privacy concerns and sharing benefits will likely
affect use intentions. Coopamootoo and Groß (2017) found that
privacy attitudes and sharing attitudes differed significantly in
terms of emotional connotation. Privacy attitudes related to fear,
bringing up actors with a negative connotation such as hackers
and data collectors (e.g., Google). By contrast, sharing attitudes
related to joy, bringing up actors with a positive connotation
such as family and friends. Thus, whether individuals are in a
privacy mindset or a sharing mindset might result in different
behaviors. Applied to social robots, depending on the framing
of the discussion and if this technology is seen as very useful
and benefitting their personal lives (i.e., sharing attitudes are
prioritized over privacy attitudes), individuals will have higher
use intentions. On the other hand, if a social robot is framed
more in privacy terms, individuals will have lower use intentions.
Given theories such as the theory of planned behavior (TPB;
Ajzen, 1991) and previous research (Alaiad and Zhou, 2014), we
expect that perceived benefits exert a positive influence on robot
use intentions.

H3: Perceived benefits of social robots have a positive effect on
social robot use intentions.

In TPB, social influence is an important antecedent of
behavioral intention (McEachan et al., 2011). Likewise,
technology adoption approaches, for example, the technology
acceptance model and the unified theory of acceptance and
use of technology (UTAUT) highlight the key role of social
factors people’s adoption decisions (Venkatesh and Morris,
2000; Venkatesh et al., 2003). In these theories, social influence
increases behavioral intentions to adopt a new technology. As a
not yet widely adopted technology, social robots should drive use
intentions when someone’s social environment encourages or
expects their use. Citizens that have more social robot-friendly
networks should therefore have higher intentions to use them.

H4: Social influence has a positive effect on social robot
use intentions.

Scientific interest was included as a control variable. Citizens
who are more scientifically interested tend to be more up-to-
date with recent technological developments, including those
that pertain to social robots. Since social robots are still not
widely adopted, we consider scientific interest as a proxy for
knowledge and awareness of social robots—and technology skills
with social robots. Extant research has shown that (digital)
technology skills vary by education (Van Deursen and Van Dijk,
2011; De Boer et al., 2020). Based on De Boer et al. (2020) study
about internet-of-things technologies, which share similarities
with social robots, we expect technology skills with social robots
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to vary by education level as well. Given that scientific interest
and technology skills are both shaped by someone’s education,
we think it is justifiable to use scientific interest as a proxy for
technology skills with social robots, particularly in a situation
where individuals do not have experience with the technology
itself (i.e., they do not own a robot). Scientifically interested
citizens should be able to assess the benefits and risks of the
technology more closely, including the privacy risks. They might
also be more technologically open minded and curious. Using
diffusion of innovation theory as a conceptual basis (Rogers,
2003), citizens interested in scientific development should have
higher behavioral intentions to use novel technologies, including
social robots. By including scientific interest, we also follow
existing survey-based studies (Eurobarometer, 2012).

H5: Scientific interest has a positive effect on social robot
use intentions.

METHODS

Sample
The experimental vignette study was conducted in December
2018, in the form of a randomized survey with two conditions:
high privacy risks and low privacy risks. We programmed the
survey in Qualtrics and relied on MTurk for the participant
recruitment, surveying respondents located in the United States
(see Aguinis et al., 2020 for more information onMTurk as a data
source). The average completion time was 8min and participants
were compensated with 1.25 US dollars, leading to an average
hourly wage of 9.5 US dollars. We aimed for a sample of 300
participants–150 per condition—and in the end, 298 respondents
completed the study. Because they failed at least one of two
attention checks, six individuals were eliminated from further
analysis, leaving us with a final sample of 292. The average age
in the final sample is 35 years old (median = 33 years; SD =

9.5 years). One hundred fourteen respondents identify as female
(39%), 177 as male (60.5%), and one person prefers not to say
(0.5%). The sample is relatively educated, with 16% having high
school as their highest degree, 36% some college, 41% a Bachelor,
6.5% a Master, and 0.5% a Doctorate or Other.

Measurement and Data Analysis
To test our hypotheses, we used a people paper study
(Aguinis and Bradley, 2014) with a between-subjects design
and with a manipulation of privacy risks into a high and low
condition. Participants were randomly assigned into either the
high or low privacy risk scenario. The vignette described a
fictional social robot called MIMO. MIMO is portrayed as an
affordable companion robot that offers useful functionality. In
both conditions, the respondents saw the same introductory
paragraph describingMIMO’s general functionality and purpose.
However, the next two paragraphs differed between the two
conditions. In the first and low privacy risk scenario, MIMO
is e-privacy certified and fully complies with current US and
European privacy laws. MIMO tends to have privacy-by-default
settings in this scenario and fewer privacy-invasive capabilities
than in the high privacy risk scenario. Moreover, the data MIMO
collects is stored more securely and locally. By contrast, MIMO

in the high privacy risk scenario is not e-privacy certified and
does not comply with US and European privacy law (compliance
with privacy laws is not a condition for market entrance
but suppliers that violate privacy laws risk facing steep fines,
Newlands et al., 2020). In this scenario, MIMO is more privacy-
invasive, for example, by being switched on by default and
performing additional analyses on the users’ voice. Moreover,
MIMO has worse security in this scenario. The two privacy
risk scenarios are shown in Supplementary Figures 1 and 2 in
Supplementary Material. We focused strongly on informational
privacy for these scenarios but included elements of other privacy
types as well. For the formulation of the scenarios, we followed
established privacy conceptualizations and measurements (e.g.,
Malhotra et al., 2004; Stutzman et al., 2011), intending that the
low-risk scenario would result in lower privacy concern scores on
these scales and that the high privacy risk scenario would result in
higher scores. As a manipulation check, participants responded
to 16 privacy concern questions/items that can be grouped into
four privacy concern types [Lutz and Tamò-Larrieux (2020) for
more information on these four dimensions]. The manipulation
checks indicated that the conditions clearly differentiated privacy
concerns (Table 1).

The privacy risk manipulations were entered into a regression
as dummy variables (0—low privacy risk, 1—high privacy risk),
and we used robot use intentions as the dependent variable.
Principal component analysis was used to bundle all constructs
with more than one item (i.e., robot use intentions, overall
privacy concerns, trusting beliefs, social influence). All four
constructs loaded neatly on one component and had high
internal consistency. Cronbach’s α was 0.96 for robot use
intentions, 0.94 for overall privacy concerns, 0.92 for trusting
beliefs, and 0.91 for social influence. No significant demographic
differences in age (t = 0.76, p = 0.45), education (t = 0.11, p =

0.92), and gender (Chi-Square= 2.15, p= 0.34) exist between the
respondents in the low and high privacy risk scenarios.

We used the measures from Lutz and Tamò-Larrieux (2020)
to assess social robot use intention, social influence, trust,
and scientific interest but slightly adjusted them to make the
connection to the vignettes and MIMO. More specifically, the
prompts at times reminded the respondents to think of the
social robot described in the scenario and the items referred to
this specific social robot rather than robots in general (e.g., for
trusting beliefs, two sample items were “I believe that such a
robot acts in my best interest.” and “Overall, such a robot is a
capable and proficient service provider.”). For perceived benefits,
we used a more succinct measurement with only one item
based on the Eurobarometer (2012) survey. The item assessed
respondents’ opinion about social robots in general terms and
had four response options: very negative, fairly negative, fairly
positive, and very positive. The full questionnaire used is shown
in Supplementary Material.

To test the hypotheses, we conducted a linear regression
analysis in Stata (v.15), using the “robust” option for
heteroscedasticity-corrected standard errors. We also tested
for colinearity, and the largest variance inflation factors were
2.17 and 2.14 for the education categories “some college” and
“Bachelor’s degree,” respectively, indicating the absence of severe
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TABLE 1 | Manipulation check.

Low privacy

risk condition

High privacy

risk condition

t-value Sig. Mean difference

[confidence interval]

Physical privacy concerns 2.02 2.61 5.01 0.00 0.59 [0.36, 0.83]

Institutional informational privacy concerns 3.14 4.22 8.15 0.00 1.08 [0.82, 1.34]

Social informational privacy concerns 2.66 3.89 9.18 0.00 1.23 [0.97, 1.49]

Overall privacy concerns 2.31 3.67 9.82 0.00 1.36 [1.09, 1.63]

Arithmetic means are displayed for columns 2 and 3; 1–5 scales; N = 143 for low(er) privacy risk scenario and 149 for high(er) privacy risk scenario; Levene’s test for equality of

variances yields p-values > 0.05 for social, physical, and global privacy concerns, indicating equal variances assumed, but < 0.05 for institutional privacy concerns; measurement of

privacy concerns dimensions based on Lutz and Tamò (2015).

TABLE 2 | Regression of robot use intentions on demographics, privacy, trusting

beliefs, general opinion/beliefs, social influence, and scientific interest.

Unstandardized coefficient

(robust standard errors)

Beta

Age 0.01 (0.01) 0.04

Gender

(reference: female)

Male −0.03 (0.10) −0.01

Other −0.77*** (0.13) −0.04

Education

(reference: high School)

Some college 0.2 (0.14) 0.07

Bachelor 0.19 (0.14) 0.07

Master 0.43* (0.21) 0.08*

Doctor 0.78*** (0.25) 0.04***

Other −0.02 (0.16) 0.00

Privacy risk condition

(reference: low risk)

−0.65*** (0.11) −0.25***

Trusting beliefs 0.29*** (0.07) 0.22***

General opinion/benefits 0.22** (0.08) 0.12**

Social influence 0.54*** (0.06) 0.47***

Scientific interest 0.07 (0.10) 0.03

Constant −0.47 (0.42)

N = 292; R2 = 0.62; ***p < 0.001, **p < 0.01, *p < 0.05, no star, not statistically

significant. A Bonferroni correction that assumes a p-value threshold of 0.05 would result

in a corrected statistical significance threshold of 0.00625 (0.05/8), since there are eight

predictor variables, five from the hypotheses, and three control variables. Education:

Master is the only effect that becomes insignificant after such a correction. All other

significant predictors have p-values below 0.00625.

colinearity. Privacy concerns were entered as an independent
dummy variable based on the condition (high privacy risk
scenario vs. low privacy risk scenario).

RESULTS

Table 2 displays the results of the linear regression analysis.
Trusting beliefs in the robot have a significant and positive effect
on robot use intentions. The null hypothesis is therefore rejected,
offering some support for H1. Privacy concerns have a significant
and negative effect on social robot use intention, rejecting the
null hypothesis and offering some support for H2. Controlling
for demographic characteristics, trust, benefits/general opinion

toward social robots, social influence, and scientific interest,
respondents in the high-risk scenario score two thirds of a point
lower (on a five-point scale) in their intention to adopt the
social robot. Perceived benefits, in the form of general opinions
about robots, have a significant and positive effect on robot
use intentions, refuting the null hypothesis and offering some
support for H3. Social influence affects robot use intentions
significantly and positively. Thus, the null hypothesis is rejected
for H4, and some support is found for this hypothesis. The
more supportive someone’s social environment toward robots,
the higher the intentions to use such a robot. Finally, H5
is rejected as scientific interest does not influence robot use
intentions significantly. The demographic predictors exert a
limited influence on robot use intentions, but more educated
users have somewhat higher use intentions.

Overall, four out of the five hypotheses tend to be supported,
and one is rejected. Importantly, the main hypothesis about the
privacy paradox (H2) was not rejected. We are able to explain
62 percent of the variance in intention to use the fictional social
robot with our independent variables.

DISCUSSION AND CONCLUSION

Previous research on privacy in digital contexts has detected
a privacy paradox between users’ privacy attitudes and their
behaviors as well as between privacy attitudes and intentions.
Users report high levels of privacy concerns but exhibit behavior
that could be interpreted divergently, such as high levels of
disclosure of personal information and low levels of privacy
protection (Chen and Rea, 2004; Milne et al., 2009). While the
individualistic notion of the privacy paradox and privacy self-
management is increasingly contested (e.g., Obar, 2015; Lutz
et al., 2020), we, nevertheless, took the privacy paradox as a
useful starting for investigating social robots as an emerging
but not yet widely adopted technology. Following up on earlier
work, where we had tested the privacy paradox for social robots
more generally and indeed found evidence for a privacy paradox
(Lutz and Tamò-Larrieux, 2020), we wanted to check whether
the privacy paradox between privacy concerns and intentions
holds when confronted with a concrete robot. We, thus, opted
for an experimental vignette study as a middle ground between
a lab study, which is costly and time intensive, and a more
generic survey. The experimental vignette study allows testing the
relationship between privacy concerns and robot use intentions
in a causal sense and is more tangible than a general survey.
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We found that the privacy manipulation had a relatively
pronounced effect on robot use intentions. Respondents in the
more invasive scenario were significantly less likely to be willing
to use such a robot, controlling for a range of predictors. Trusting
beliefs, social influence, and general opinion about robots also
influenced robot use intentions significantly—and positively.

Several theoretical and practical implications come with our
findings. Importantly, we did not find a privacy paradox and
instead identified a strong role of privacy invasiveness in affecting
use intentions. This is in line with overview articles that looked
at the privacy paradox more generally. For example, Baruh
et al. (2017), in their meta-analysis of research on the privacy
paradox, identified that, on aggregate, the privacy paradox does
not hold, and there is, in fact, an association between privacy
concerns and privacy-related behavior as well as intentions.
Similarly, Kokolakis (2017), in a systematic literature view
on the privacy paradox, discussed a temporal trajectory with
newer studies increasingly refuting the privacy paradox. Our
research indicates that when individuals are confronted with
concrete privacy-invasive technologies, they do take privacy into
consideration. Thus, privacymatters—andwill matter—for social
robots (Rueben et al., 2018). However, a limitation of our study
is that we used intentions rather than actual behavior as the
dependent variable, due to the practical constraints of recruiting
social robot owners with a general survey and constraints in
doing a lab study. As discussed, the focus on intentions aligns
with other research on the privacy paradox (see Baruh et al., 2017)
but does not follow the original conceptualization of the privacy
paradox as a divergence between attitudes and behavior. Thus,
future research could confront individuals with actual robots
that vary in privacy friendliness and test whether individuals use
them differently in a controlled setting (of course making sure
that no ethical boundaries are crossed and that users’ privacy
is not actually violated within the study). Research could also
investigate the privacy paradox for adjacent technologies such
as smart speakers and smart toys, which share similarities with
social robots but are more widely adopted and therefore easier
to sample for (Peter et al., 2019; Lutz and Newlands, 2021).
Moreover, the privacy aspects were quite prominent in our
vignettes. When deciding about purchasing a social robot in
real life, potential users will probably not have the same concise
privacy information available as in the study.With this in mind—
and taking the literature on the privacy calculus and cultural
differences into account (Krasnova et al., 2012; Trepte et al.,
2017) as well as the one highlighting the limitations of rational
decisions with respect to privacy (e.g., Acquisti and Grossklags,
2005)—it remains to be seen how privacy-friendly design of social
robots impacts the willingness of users to buy and engage with
them. Overall, as indicated by the literature on cultural privacy
preferences, we assume that our results with respect to the use
intention provided with substantial information on the privacy
risks of devices would change depending on the dominant culture
of a test group.

Another important finding is that trusting beliefs affect
social robot use intention positively. Thus, individuals take
the trustworthiness of a social robot into consideration when
considering using it. We have discussed in the literature review

how this can have ambivalent consequences, especially if users
trust social robots too much (Booth et al., 2017; Borenstein
et al., 2018; Wagner et al., 2018). Future research should explore
the dynamics of trust and overtrust in social robots, and their
connection to privacy. Such research is needed as overtrusting
social robots might have serious privacy implications as overtrust
leads to a tendency to allow physical, social, and informational
boundaries to be crossed. Interdisciplinary research in this field
should furthermore examine how deception by social robots
influences privacy perceptions, use intentions, and trusting
beliefs. Findings in those areas would further promote the policy
objectives of the European Union, which aims at developing
trustworthy technology (European Commission, 2018, 2020).

The support for H3 about a positive influence of perceived
benefits/general opinion about robots points to the partly
utilitarian nature of the technology.More positive opinions about
robots will translate into higher use intentions. Future research
could disentangle these opinions somewhat and investigate how
positive or negative opinions are formed based on different
factors such as media consumption, education, and technology
attitudes more broadly. A limitation of our study was the single-
item measurement of this construct. Future research should use
more robust, multi-item scales to assess perceived benefits and
general opinions about robots. Uses and gratifications would be
a helpful theory to systematically develop perceived benefits (De
Jong et al., 2019).

The finding that social influence has a positive effect on use
intentions suggests that the use of social robots, as an emerging
technology, depends heavily on someone’s social environment.
Thus, social robots have to be understood in context and their
situatedness within certain social milieus (e.g., educated and
tech-affine people) begs for further study, especially through
observational and qualitative approaches. Our findings show
that social norms are of crucial importance in the context of
social robots. Robotics firms might want to invest in community
management and word-of-mouth promotion to leverage this
social influence.

Overall, our study suggests that privacy matters. Robotics
firms should therefore take privacy sensitivity into consideration
as an important design factor. If privacy is neglected and
privacy invasions occur, the media are quick to highlight these
issues, as it happened when privacy norm violations with related
technologies, such as smart speakers, occurred (Estes, 2018; Day
et al., 2019a,b). Thus, robotics firms should construe privacy
as a key part of their development philosophy and not as an
afterthought. In Europe, this is legally mandated by the privacy-
by-design and privacy-by-default principle established within the
General Data Protection Regulation (GDPR). How the principle
of privacy-by-design and privacy-by-default will impact the
concrete design of social robots is still to be seen.

Robotics firms should be aware of the fact that consumers
value privacy and consider it in their purchasing decisions when
faced with tangible risks. In that sense, manufacturers might want
to increase investments into privacy-sensitive robotics (Rueben
et al., 2018). Not only shouldmanufacturers develop social robots
that are privacy friendly, but they should also communicate their
privacy-protection efforts to potential customers in concise and
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transparent ways (Felzmann et al., 2019). Here too, the GDPR
paves the way in Europe with a list of specific information duties
that data controllers (i.e., entities determining what data are being
processed for what purpose) must provide to the data subjects
(i.e., the person affected by a data processing of a social robot and
to whom the personal data being processed belongs to).

Aside from government strategy positions (e.g., European
Commission, 2018, 2020), newer industry standards on
“trustworthiness in artificial intelligence” (ISO/IEC TR
24028:2020) elaborate on approaches toward security and
privacy in AI. Such self-regulatory standards show that also the
industry has realized the need for a holistic and standardized
manner to ensure trust in AI as well as AI-based products
(e.g., social robots). It will be interesting to follow how the
strategy positions of governments will shape the approaches
of the industry through standardization efforts as well as
upcoming legislation.
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The autonomous vehicle (AV) is one of the first commercialized AI-embedded robots to
make autonomous decisions. Despite technological advancements, unavoidable AV
accidents that result in life-and-death consequences cannot be completely eliminated.
The emerging social concern of how an AV should make ethical decisions during
unavoidable accidents is referred to as the moral dilemma of AV, which has promoted
heated discussions among various stakeholders. However, there are research gaps in
explainable AV ethical decision-making processes that predict how AVs’ moral behaviors
are made that are acceptable from the AV users’ perspectives. This study addresses the
key question: What factors affect ethical behavioral intentions in the AV moral dilemma? To
answer this question, this study draws theories from multidisciplinary research fields to
propose the “Integrative ethical decision-making framework for the AV moral dilemma.”
The framework includes four interdependent ethical decision-making stages: AV moral
dilemma issue framing, intuitive moral reasoning, rational moral reasoning, and ethical
behavioral intention making. Further, the framework includes variables (e.g., perceived
moral intensity, individual factors, and personal moral philosophies) that influence the
ethical decision-making process. For instance, the framework explains that AV users from
Eastern cultures will tend to endorse a situationist ethics position (high idealism and high
relativism), which views that ethical decisions are relative to context, compared to AV users
from Western cultures. This proposition is derived from the link between individual factors
and personal moral philosophy. Moreover, the framework proposes a dual-process
theory, which explains that both intuitive and rational moral reasoning are integral
processes of ethical decision-making during the AV moral dilemma. Further, this
framework describes that ethical behavioral intentions that lead to decisions in the AV
moral dilemma are not fixed, but are based on how an individual perceives the seriousness
of the situation, which is shaped by their personal moral philosophy. This framework
provides a step-by-step explanation of how pluralistic ethical decision-making occurs,
reducing the abstractness of AV moral reasoning processes.
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INTRODUCTION

With recent artificial intelligence (AI) advancements, robots are
expanding from conducting predefined tasks in confined
environments to becoming autonomous agents in real-world
contexts. Autonomous vehicles (AVs) are among the most
significant commercialized AI-embedded autonomous agents
that reflect this technological transition. A report of
Americans’ long-term adoption of AVs forecasts mass
production of AVs with high automation by 2024 (Bansal and
Kockelman, 2017). The adoption of AV promises many benefits
that improve transportation experiences such as reduced costs,
more rest time for vehicle users, mobility to nondrivers, and
minimized pollutions (Schoettle and Sivak, 2014; Fagnant and
Kockelman, 2015). Most importantly, AVs are expected to
increase road safety by reducing the number of accidents and
severity of crash consequences by making more rational decisions
(Anderson et al., 2014; Kumfer and Burgess, 2015; Nyholm and
Smids, 2016; Gogoll and Müller, 2017; Hulse et al., 2018).

Despite these technological advancements, AV accidents
cannot be entirely eliminated (Goodall, 2014b; Bonnefon et al.,
2016; Guo et al., 2018; Nyholm and Smids, 2018). In this regard,
AVs are among the first autonomous agents that make decisions
with potential life-and-death consequences (Awad et al., 2020).
While vehicle accidents have existed, the introduction of AVs has
shifted ethical implications during accidents Danielson (2015),
Shariff et al. (2017), Awad et al. (2018a), Taddeo & Floridi (2018)
because humans and AVs make intrinsically different ethical
decisions. In conventional accidents, human drivers tend to show
crash avoidance behaviors Lerner (1993), Yan et al. (2008) within
2 s of reaction time Lin (2015), resulting in reflexive and
instinctive decisions (Goodall, 2014a). Thus, human decisions
or driving behaviors cannot be held morally accountable
(Goodall, 2014b; Lin, 2015; Shariff et al., 2017). In contrast,
AVs are equipped with advanced sensors and preprogrammed
algorithms that can anticipate and react to accidents better than
human drivers. Therefore, AV decisions that impact human lives
are preprogrammed (Goodall, 2014a; Carsten et al., 2015;
Karnouskos, 2020b). The decision of an AV to protect whom
or what during an emergency falls into distributing harm, a
universally agreed-upon moral domain (Haidt, 2001). As an
AV is an artificial moral agent capable of making decisions
with ethical consequences (Allen et al., 2005; Wallach et al.,
2010), an in-depth understanding of AV ethics is necessary.

The emerging social concern of how AVs should behave
ethically in unavoidable crashes started a heated discussion in
AV ethics, which is referred to as the moral dilemma of AVs
(Bonnefon et al., 2016; Gogoll and Müller, 2017; Goodall, 2014a,
Goodall, 2014b; J. Greene, 2016; Hevelke and Nida-Rümelin,
2015; Lin, 2015; Nyholm and Smids, 2016). The most dominantly
discussed AV ethical issue is based on an extension of the trolley
problem Goodall (2014a), J. Greene (2016), Lin (2015), Shariff
et al. (2017), which asks whether people prefer deontology
(determining good or bad based on a set of rules) or
utilitarianism (determining good or bad based on outcomes)
(Gawronski and Beer, 2017). However, many researchers are
dismissive of AV ethics based on the trolley problem for the

following reasons. First, the hypothetical scenarios adopted in the
thought experiment are too simplified and ambiguous
(Gawronski and Beer, 2017; De Freitas et al., 2020b). In fact,
most scenarios in AV moral dilemmas tend to focus mainly on
the consequences made from predefined binary choices, e.g., the
number or characteristics of people who are impacted. This
approach disregards other important AV crash-related factors
such as regulations, responsibilities, or moral norms. Second, the
results are highly likely to be biased. Trolley problem-based
scenarios often begin by favoring a specific moral theory,
resulting in a biased interpretation of the results (Dubljević
and Racine, 2014). Studies have shown a discrepancy between
people’s preference and acceptance of utilitarian AVs due to this
bias. For instance, people answered that they prefer utilitarian
AVs that save more lives but would not purchase such AVs, as
they might sacrifice themselves (Bonnefon et al., 2016; Shariff
et al., 2017; Awad et al., 2018a). Third, ethical decisions based on
the trolley problem tend to be unfair (Goodall, 2014a; J. Greene,
2016; Taddeo and Floridi, 2018). The results reveal people’s
preferences to determine who to kill based on personal
features (e.g., save women and kill men) Bigman & Gray
(2020), which disregards the equal right to human, an integral
ethical concern (Kochupillai et al., 2020). Further, such unfair
preferences violate the Rule 9 of German Ethics Code for
Automated and Connected Driving, which strictly prohibits
discrimination based on personal features (Luetge, 2017). As a
result, people are angered at AVs that make prejudiced decisions
(De Freitas et al., 2021). Consequently, public fear and outrage
could delay the adoption of AVs (Shariff et al., 2017). Finally,
trolley problem-based AV ethics tends to rely on a single moral
doctrine (e.g., utilitarian). Relying only on one specific moral
principle cannot explain complex real-world values. Indeed,
human morality is pluralistic (Graham et al., 2013; Schoettle
and Sivak, 2014; Fagnant and Kockelman, 2015). Therefore,
providing AV ethical perspectives other than utilitarianism
needs to be considered (Dubljević, 2020). To overcome the
limitations of the trolley problem-based AV ethics, an
alternative approach that incorporates varying human values
and crash contexts should be considered.

Providing explainable AV moral behaviors is essential to
ensuring the transparency of AV systems (J. Greene, 2016).
One way to achieve this goal is to develop an AV framework
that explains and predicts the full ethical decision-making process
Winfield et al. (2019), Karnouskos (2020a) matching end-users’
values (Bonnemains et al., 2018). AV ethics requires a
collaborative and interdisciplinary effort from technical,
regulatory, and social spheres (Borenstein et al., 2019; De
Freitas et al., 2020a; De Freitas et al., 2020b; Mordue et al.,
2020). Therefore, it is integral for various stakeholders (e.g.,
AV developers, engineers, regulators, ethicists, and social
scientists) to have an open discussion about forming value-
aligned moral behaviors of AV Goodall (2014b), De Freitas
et al. (2020b). As AI-based reasoning is a blackbox
Castelvecchi (2016), AV moral reasoning will be challenging
to fully understand, even for those who programmed them.
Furthermore, AVs are mostly elaborated by engineers,
transportation experts, policy makers Bansal and Kockelman,
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(2017) and AI ethicists Vrščaj et al. (2020) lacking prospective AV
users’ values or expectations. Further, experiment results show
that moral judgments on human drivers and AVs were similar
(Kallioinen et al., 2019). Consequently, many researchers
emphasize the importance of including public morality and
preference in AV ethics (Awad et al., 2018b; De Freitas et al.,
2020a; Savulescu et al., 2019; De Freitas et al., 2020a; De Freitas
et al., 2020a). It is important to note that the focus of this study is
limited to understanding acceptable AV moral behaviors for the
public, which has been underexplored. Thus, technical
approaches to implement the system are beyond the scope of
this research.

The study that observed lay drivers’ moral reasoning showed
that moral emotions are an important part of moral judgment
during the AV moral dilemma (Rhim et al., 2020). Accordingly, a
comprehensive ethical decision-making framework that explains
both intuitive and rational aspects of AV ethical behaviors that
answers the following research questions is required: What
factors affect ethical behavioral intentions in the AV moral
dilemma? How do these variables shape ethical behavioral
intentions? To answer these questions, this study aims to
synthesize a framework that uses the dual-process theory of
moral reasoning Greene et al. (2001) to explain and predict
pluralistic moral reasoning in the AV moral dilemma.

This study attempts to provide descriptive ethics to enhance
understanding of the broad ethical phenomena of the AV moral
dilemma by providing a conceptual framework with propositions.
The assumption that acceptable or understandable AV behaviors
can be learned from the existing data should be avoided De
Freitas et al. (2020b), because there are not enough AV crash cases
and the discussion of acceptable AV moral behaviors is not
finalized. As a result, it is neither possible nor realistic to
provide normative guidance that lists how AVs “ought to”
behave. Moreover, the established normative AV ethics may
not be adequate as AV technology would advance in
unexpected ways, or user values may evolve while using the
technology. Also, once AVs are embedded in daily lives, it
would be difficult to modify AV decisions and policies (Vrščaj
et al., 2020). Thus, making normative ethical rules should be done
with caution (Dubljević, 2020). In summary, the purpose of this
research is to propose a comprehensive conceptual framework
called the “Integrative ethical decision-making framework for the
AV moral dilemma,” which theorizes that individual
characteristics and perceived seriousness of the AV moral
dilemma are antecedents of intuitive and rational moral
judgments. The contributions of this study are as follows.
First, this study provides explanations for the dual-process
theory of ethical decision-making during the AV moral
dilemma by including both the cognitive and affective
mechanisms as integral aspects of AV ethics. Second, this
study emphasizes the importance of how the issue is framed
instead of focusing only on the impact of a specific moral doctrine
to explain flexible and versatile moral judgment during the AV
moral dilemma. Last, this study provides a holistic view of how
ethical decision-making occurs in the unknown and vague
context of the AV moral dilemma, by providing definitions of
moderating variables with explanations and propositions.

BACKGROUND

Review of Theoretical Ethical
Decision-Making Approaches
Extending human morality literature into artificial agents may
facilitate the articulation of computational models (Wallach,
2010; Malle, 2016; Cervantes et al., 2020). Therefore, having a
comprehensive understanding of the existing moral judgment
theories is crucial to building realistic and accountable AV ethical
behaviors. The definition of ethical decision-making is “a process
by which individuals use their moral base to determine whether a
certain issue is right or wrong” (Carlson et al., 2009, p. 536).
Researchers frommultiple disciplines have proposed a number of
theoretical and conceptual frameworks to explain, predict, and
learn about human moral reasoning. Although moral judgment
models are not specifically devised to explain AV ethics, some of
the representative models have evolved over several decades to
provide comprehensiveness to explain complex moral dilemma
scenarios, which offers general applicability to other fields (S. D.
Hunt and Vitell, 2006). Therefore, understanding the human
moral reasoning will provide possible explanations of how moral
judgment will occur in the AV moral dilemma.

Traditional moral reasoning approaches are based on
rationalist approaches, which posit that people make conscious
and intentional ethical decisions (Vitell, 2003). Recently, social
psychologists began to focus on the nonrational or intuitionist
approaches in moral reasoning by emphasizing the importance of
intuition and emotions in moral reasoning (Haidt, 2001;
Sonenshein, 2007; Dubljević et al., 2018). Therefore, this study
attempts to gain significant insights from a theoretical
investigation of the dual-process theory Haidt (2001),
Kahneman (2003), Evans (2008), Zollo (2020) by
understanding both the rationalist and intuitive approaches to
explain socially acceptable AV ethical behaviors.

The Rationalist Approach
Rest’s model has inspired rationalist ethical decision-making
frameworks in the literature across many disciplines (Beu and
Buckley, 2001; Dubinsky and Loken, 1989; Ferrell and Gresham,
1985; S. D. Hunt and Vitell, 1986; Jones, 1991; Trevino, 1986).
The rationalist approach of ethical decision-making can be
summarized as representing a cognitive perspective of an
individual, which is rational, controlled, deliberate, intentional,
and conscious. The most widely acknowledged ethical decision-
making framework is the four-component model by Rest (1986),
which is the foundation of most models (Groves et al., 2008).
Rest’s model, as well as the majority of ethical decision-making
frameworks, begins when a person recognizes that there is an
ethical issue, which is called the Recognize Moral Issue phase. If an
ethical issue has been recognized, an individual’s reasoning
moves on to the next step of Make Moral Judgment, which is
an individual’s cognitive process to “judge which course of action
is morally right” (Trevino, 1992, p.445), then the third step called
Establish Moral Intent follows. This is a cognitive moral
development phase that occurs after making a moral judgment
Kohlberg (1969), Rest (1986), in which people prioritize their
moral values to determine appropriate ethical behaviors. The last
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step is Engage in Moral Behavior, in which an individual makes
actions based on his or her moral intentions. These four phases
describe the moral reasoning of individuals to be “intentionally
rationalize, re-evaluate, and justify, moral standards, rules of
conduct, and moral life” (Zollo et al., 2018, p.694).

The following are the examples of rationalist ethical decision-
making frameworks from the multidisciplinary literature that are
based on Rest’s (1986) Model. The contingency framework by
Ferrell and Gresham (1985) describes that an individual’s moral
reasoning begins when he or she faces an ethical salient context.
This model synthesizes multiple variables to explain whether an
individual’s behavior is ethical or unethical. An individual’s moral
reasoning is influenced by the following factors: individual
(i.e., knowledge, values, attitudes, intentions), significant others
(i.e., differential association, role set configuration), and
opportunity (i.e., professional codes, corporate policy, rewards/
punishment). This model also includes social and cultural
environmental factors that shape an individual’s ethical
intentions. The Person-Situation Interactionist model by
Trevino (1986) implements the stage of Kohlberg’s cognitive
moral development (Kohlberg, 1969) as an integral predictor
of ethical behavior. Moral judgment in Trevino’s model is
moderated by both an individual moderator (i.e., ego strength,
field of dependence, and locus of control) and a situational
moderator (i.e., immediate job context, organizational culture,
characteristic of the work). The general theory of marketing ethics
of Hunt and Vitell (1986) was developed to reduce the ethics gap
between the marketers and the society by providing a general
ethical decision-making theory with a visible process model (S. D.
Hunt and Vitell, 2006). This model is similar to the Contingency
framework by Ferrell and Gresham, (1985) as both acknowledge
the impact of external factors (i.e., cultural, industry, and
organizational environment) and individual factors in moral
judgment. However, the Hunt and Vitell (1986) model
explains that individuals use specific moral doctrines
(deontological or teleological) to evaluate and determine
ethical consequences during perceived ethical problem stages.
That is, this model puts emphasis on the micro aspects of an
individual’s cognitive decision-making process. Jones’ (1991)
issue-contingent model includes the four moral reasoning
phases like other models and proposes that environmental
factors and individual factors positively impact the ethical
decision-making phases. On top of this, Jones (1991)
emphasizes the moral intensity of a particular context (see

Table 1) for further definitions and application for AV ethics).
A comprehensive rationalist ethical decision-making framework
is illustrated in (Figure 1). While these models provide variables
and their relations that explain how individuals perform moral
reasoning, they focus on a rationalist approach. Thus, the
rationalist approach does not consider the role of emotions or
intuitions, which are integral components of moral value codes
derived in the AV moral dilemma (Rhim et al., 2020).

The Intuitionist Approach
Researchers have realized that the dominant rational perspective
fails to convey the full spectrum of the ethical decision-making
processes (Chatzidakis et al., 2018; Cherry and Caldwell, 2013;
Yacout and Vitell, 2018). The premise that moral agents are
rational decision makers disregards the impact of nonrational or
intuitive elements such as emotions and intuition in moral
judgment (Sonenshein, 2007; Ruedy et al., 2013; Chowdhury,
2017). Consequently, researchers began to acknowledge the
significance of intuitive approaches in ethical decision-making,
which include consideration of moral values, emotions, and
intuitions (Cherry and Caldwell, 2013; Dedeke, 2015; Haidt,
2001; Haidt and Joseph, 2004; Zollo, forthcoming; Zollo et al.,
2017). Haidt (2001) defines moral intuition as “the sudden
appearance in consciousness of a moral judgment, including
an affective valence (good-bad, like-dislike), without any
conscious awareness of having gone through steps of
searching, weight evidence, or inferring a conclusion” (p.818).

The dual-process theory of human cognition Kahneman
(2003), Evans (2008) explains that moral intuition is an
automatic response antecedent to rational moral reasoning
(Haidt, 2001; Sonenshein, 2007). The social intuitionist model
Haidt (2001), among the most well-known intuitionist models,
adopts the dual-process theory and accentuates the role of moral
intuition as the initial stage in moral reasoning (Greene et al.,
2001; Cushman et al., 2006; Zollo et al., 2017). The theory
explains that when the decision maker experiences a morally
salient context, he or she makes moral judgments based on
intuitions, followed by the post hoc rationalization of moral
reasoning. In summary, Haidt (2001) explains that emotive
intuition occurs quickly and effortlessly, whereas cognitive
reasoning occurs slowly and requires efforts.

Another well-known dual process theory includes the notion of
System 1 and System 2 (Evans, 2008; Kahneman, 2003). Under this
theory, human cognition comprises two information processing

TABLE 1 | Characteristics of AV moral dilemma vignette (source: Rhim et al., 2020, p. 44).

Vignette description Crash
option and result

Moral conflict description

The participant is a driver (V1) who is driving a truck at a
two-lane road in a rural area. There are three small
passenger cars (V2, V3, and V4) and a truck (V5) on the
road. Suddenly, (V2) is changing lane, and a head-on
collision with (V1) is expected. There are two crash options
with known consequences, and the participant has to
choose an option from the perspective of the driver (V1)

The truck (V1) brakes and turns right. This will lead to a
collision between the truck (V1) and a small passenger
car (V2). As a result, the driver of (V1) will get a minor
injury, while the driver of (V2) has died

Whether to make a self-protecting decision that
results in the death of the negligent driver

The truck (V1) turns right. This will lead (V1) to deviate off
the road and collide into a utility pole. As a result, the
driver of (V1) will be seriously injured while all the other
drivers are intact

Whether to make a utilitarian decision to save a life
on behalf of sacrificing oneself when one is not at
fault
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systems, which also apply to the ethical decision-making process
(Zollo, 2020). System 1 is the intuitive, effortless, fast, reflexive, and
nonconscious cognitive process (Dane and Pratt, 2007). “Intuiting”
can be interpreted as System 1, which allows a moral agent tomake a
holistic and intuitive moral judgment during dynamic and uncertain
situations (Dane and Pratt, 2007). The next phase, System 2, is the
controlled, reflective, and analytical cognitive moral reasoning
process (Zollo et al., 2017). Basic emotions that arise effortlessly
and unconsciously are part of System 1 (i.e., fear, surprise, and
sadness), whereas System 2 includesmore complex emotions that are
derived from deliberate, and rational cognition (i.e., disgust, anguish,
relief, and embarrassment) (Metcalfe and Mischel, 1999; Zollo et al.,
2017). Adopted from Zollo (2020), Figure 2 shows the dual process
of ethical decision-making, which includes both moral intuition
(System 1) and cognitive moral reasoning (System 2). Amore recent
study in neuroethics introduced the Agent–Deed–Consequence
(ADC) model of moral judgment, which follows an integrative
approach to explain moral intuitions (Dubljević and Racine,
2014). More specifically, the ADC model posits that “moral
judgment relies on positive and negative evaluations of three
different components of moral intuitions: the character of a
person; their actions; and the consequences brought about by the
given situation” (Dubljević et al., 2018, p.2). The ADC model is
simple yet effective in verifying and explaining whether a behavior is

ethical or not. Overall, the moral intuitionists Cushman et al.(2006),
Greene et al. (2001), Haidt (2001), Sonenshein (2007), Tenbrunsel
and Smith-Crowe (2008), Zollo (2020), Zollo et al. (2017) agree that
“moral judgments arise as intuitions generated by automatic
cognitive processes, and that the primary role of conscious
reasoning is not to generate moral judgments, but to provide a
post hoc basis for a moral justification” (Cushman et al., 2006, p.
1982). Recent literature on the ethics indicates that considering both
the rationalist and intuitive approaches provides a complete
understanding of human moral reasoning. Moreover, as AV
accidents impose hazards for both individual AV user and the
traffic users around the AV user, consideration of intuitive moral
judgment along with rational judgment to consider overall impact
for the society is important. Consequently, the AV ethics should be
in line with the dual-process theory and consider both the rational
and intuitive moral judgment phases to discuss socially acceptable
AV morality.

Linking Ethical Decision-Making and AV
Ethics
The various ethical decision-making frameworks listed in the
previous sections are effective at providing explanations for how
moral reasoning variables shape an individual’s ethical intentions.

FIGURE 1 | Rationalist approach of ethical decision-making.

FIGURE 2 | Dual-process model of ethical decision-making (Source: Zollo, 2020, p.7).
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Many researchers agree with the necessity of formulating AV
ethics frameworks for varying reasons. First, providing a formal
specification of AV moral behaviors will aid other traffic users
(e.g., cyclists and pedestrians) to have a better understanding of
AVs (Dogan et al., 2016; Mermet and Simon, 2016). Second, an
appropriate AV ethics framework helps decision-makers advance
responsible AVs that align with societal values, Stilgoe et al.
(2013), which can mitigate conflicts between potential harms
when adopting AVs (Leikas et al., 2019; Vrščaj et al., 2020). Third,
a comprehensive AV ethics model will facilitate translating vague
real-world moral theories into machine operationalizable codes
by reducing abstractness (Bonnemains et al., 2018).

Several AV ethics frameworks were developed in an attempt to
fulfill these goals. Karnouskos (2020b) has utilized the utilitarian
principle to explain the acceptance of AVs. Although this model
is based on empirical findings, it relies only on a single ethical
approach, which can lead to biased decisions. To overcome this
limitation, Karnouskos (2020a) has verified that multiple moral
frameworks (e.g., utilitarianism, deontology, relativism,
absolutism, and pluralism) impact the acceptance of AVs.
However, these models do not take into consideration
situational or individual factors that impact ethical decision-
making. While Smith (2019) has concluded that personality
(Honest-Humility vs. Conscientiousness) and ethics positions
(Idealism vs. Relativism) impact moral judgment during AV
accidents, the model has a gap in explaining the procedural
relationships among the variables. The “Generalized
Framework for moral dilemmas Involving AV” categorizes
layers of factors (cast of characters, vehicle assemblage, and
perspective) and suggests four research agendas (Novak, 2020).
However, Novak’s model does not have clear definitions of
concepts and their interrelations that explain the moral
judgment process. While the aforementioned AV frameworks
aim to provide accountable and transparent AV ethics, these
models do not consider intuitive moral reasoning phases.
Furthermore, these models cannot explain the pluralistic
ethical decision-making of AV ethics required in complex and
dynamic real-world crash contexts. To provide holistic
explanations of ethical decision-making during the AV moral
dilemma, this study aims to develop a comprehensive AV ethics
framework by integrating both the intuitionist and rationalist
moral reasoning approaches and understanding how individual
and situational characteristics affect ethical decision-making
phases.

METHODOLOGY

The theorization of explainable pluralistic AV ethical decision-
making is based on the conceptual analysis method to “generate,
identify, and trace a phenomenon’s major concepts, which
together constitute its theoretical framework” by linking
together knowledge from multidisciplinary backgrounds
(Jabareen, 2009, p.53). A conceptual framework is the end
result of this method, which provides a broader understanding
of the phenomenon of interest by providing explanations of
possible relationships between concepts (Imenda, 2014; Liehr

and Smith, 1999). Moreover, a conceptual framework lays a
foundation for research questions and hypotheses for further
investigation (McGaghie et al., 2001). This study follows the
research stages of Eizenberg and Jabareen (2017), Jabareen (2009)
to develop “Integrative ethical decision-making framework for
the AV moral dilemma” depicted in Figure 3. First,
multidisciplinary literature was reviewed in search of relevant
concepts for the AV moral dilemma (e.g., ethics, psychology,
sociology, traffic, law, machine ethics, and AI ethics). Second, the
reviewed literature was categorized. As the moral reasoning
process occurs when an individual perceives a morally salient
context, the literature was classified to identify three initial
categories: moral reasoning phases, individual factors, and
situational factors impacting ethical decisions during the AV
moral dilemma. Third, specific concepts were identified. For the
moral reasoning category, four interdependent ethical decision-
making stages were defined. Both intuitive and rational moral
judgment stages were included to describe the dual-process and
pluralistic nature of human moral reasoning. Concepts and
propositions for both intuitive and rational moral judgment
stages include moral value codes that were derived from the
AV moral dilemma ethical decision-making process (Rhim et al.,
2020). For the individual factors categories, concepts that describe
the characteristics and ethical stance of an individual were
identified. For situational factors impacting the moral
reasoning phases, a variable called perceived moral intensity
(PMI) was selected, which evaluates multiple aspects of the
AV moral dilemma. PMI includes the perception of risk and
uncertainty, important features to consider during AV accidents
Kruegel and Uhl (2020); therefore, these two latter concepts were
not included separately. Last, the selected concepts were
synthesized to provide a comprehensive explanation of how
ethical behavioral intentions are shaped during AV moral
dilemmas. Further descriptions of the “Integrative ethical
decision-making framework for the AV moral dilemma” will
be provided in the next section.

THE PROPOSED MODEL: INTEGRATED AV
ETHICAL DECISION-MAKING
FRAMEWORK
No matter how complicated AVs are, they are products that can
be represented as an extension of their users, owners, or
occupants, as the driving task of AV is becoming a
comanaged task with humans (Smith, 2019; Bellet et al., 2011).
Therefore, the authors posit that AV users will better understand,
accept, and trust AVs that make moral judgments similar to
oneself. To explain the AV ethical decision-making process
during the AV moral dilemma, we have reformulated an
integrative ethical decision-making model that includes both
the rationalist and intuitive approaches based on previous
models (Singhapakdi et al., 1999; Haidt, 2001; Dedeke, 2015;
Schwartz, 2016; Zollo, 2020). Aligned with Haidt (2001), Zollo
(2020), our framework is descriptive, which describes how people
are likely to make ethical intentions during the AV moral
dilemma. This study defines the AV moral dilemma as an
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unavoidable crash situation in which an AV user must reflect
upon competing moral standards and determine the appropriate
moral behavior of an AV. Moreover, this model posits that moral
judgment will vary depending on the individual (e.g., different
individuals may perceive varied levels of moral saliency when
faced with the same AV moral dilemmas) and situational
characteristics (e.g., the same individual may behave differently
depending on the characteristic of AV moral dilemma one is
facing). The ADC model (Dubljević and Racine, 2014) is one of
the most up-to-date and effective models to explain the flexible
moral judgment of AVs and overcome the limitation of relying
only on utilitarian AV ethics (Dubljević, 2020). The framework
developed in this study is complementary to the ADC model. As
the components of the ADC model indicate, the model assesses
ethical consequences based on deeds of agents. While the Theory
of Planned Behavior (Ajzen, 1991) links intention and behavior,
studies in ethics demonstrate that how an individual intends to
act may not necessarily lead to actual ethical behaviors during the
moral dilemma (Weber and Gillespie, 1998). Consequently,
understanding ethical intentions will provide further insights
into why a certain ethical behavior or deed occurs. The
“Integrated AV ethical decision-making framework”
(Figure 3) in this study describes how ethical behavioral
intentions are shaped with specific variables that need to be
considered during the AV moral dilemma.

The “Integrated AV ethical decision-making framework”
consists of two major components:1) the ethical decision-
making process (intuitive and rational) and 2) variables (or
factors) that influence the ethical decision-making process.
The ethical decision-making process is composed of four
stages: AV moral dilemma issue framing, intuitive moral
reasoning, rational moral reasoning, and ethical behavioral
intention making stages which reflect Rest’s (1986) basic
process framework. The ethical decision-making variables
include 1) individual factors and 2) personal moral philosophy
(PMP), and 3) perceived moral intensity (PMI). The model
consists of 9 links, which are shown in arrows in Figure 3.
The solid boxes represent mental state, and the dotted boxes
represent mental processes. The current model assumes that
accountable ethical behavior of an AV is contingent on the
particular AV moral dilemma context that an individual faces.

In summary, the “Integrated AV ethical decision-making
framework” explains pluralistic nature of AV ethics by
investigating how context-specific ethical intentions are shaped
during the AV moral dilemmas.

AV Moral Dilemma Issue Framing Stage
It is widely accepted that moral judgment is based on how an
individual perceives the moral issue rather than the actual
characteristics of the issues (Jones, 1991; Robin et al., 1996;
A. E. Tenbrunsel and Messick, 1999; Trevino, 1986). That is, the
situational context impacts an individual’s unique moral frame,
which is a key component in the ethical decision-making
process. It is highly likely that each AV crash’s
characteristics will be unique (e.g., number of passengers in
the car, severity of the injury, damage done to one’s vehicle,
liability, relationship to the injured victims), and understanding
how an individual frames the specific AV moral dilemma is
important. According to Rhim et al. (2020), how participants
framed the moral issue impacted their AV moral dilemma
decisions. For instance, in the AV moral dilemma vignette
three (see Table 2; Figure 4) that involved the conflict
between making a self-protecting decision or following a
utilitarian doctrine to minimize the overall harm, the
individual’s moral value code (e.g., Harm Mitigation vs. Self-
Preservation) determined their decisions. Furthermore, locus of
control is known to impact the moral issue framing stage (Forte,
2005; Dedeke, 2015). In the case of AV moral dilemma, when
the locus of control was perceived as internal (making decisions
in the first-person perspective), participants’ ethical decisions
varied (e.g., moral values: kin-preservation, pedestrian-
preservation, physical harm avoidance, and responsibility
distribution) (Rhim et al., 2020).

All these findings support the inclusion of the moral issue
framing stage from the first-person perspective as the initial stage
of ethical decision-making in the AV moral dilemma, in
compliance with the Cognitive-Intuitionist Model (Dedeke,
2015). Moral issue framing in this framework posits that
individuals organize the characteristics of moral issues based
on the perceived seriousness of the AV moral dilemma, which
is impacted by individual characteristics. Hence, the following
proposition can be made:

FIGURE 3 | Integrative ethical decision-making framework for the AV moral dilemma.
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Link 1: The AV user frames the characteristics of moral issues
based on his or her perceived seriousness of the AV moral
dilemma.

The Consequence of Perceived Moral Intensity of AV
Moral Dilemma
Extensive studies show that the characteristics of a moral issue
will impact the ethical decision-making process. Characteristics
of moral issues can be measured or described by moral intensity,
which is defined as “a construct that captures the extent of issues-

related moral imperative in a situation” (Jones, 1991, p.372).
Moral intensity is composed of six components. See Table 2 for a
definition of each component with examples in the AV moral
dilemma. This framework focuses on perceived moral intensity
(PMI) because it is effective for describing moral perceptions that
vary across situations and individuals. For instance, while an
individual perceives the moral issue to be of high moral intensity,
another individual might perceive the identical issue as being of
low moral intensity (Robin et al. (1996) depending on his or her
individual characteristics and perceptions of the context (further

TABLE 2 | Definition of moral intensity factors.

Factor Definition [source: Jones
(1991)]

Example in unavoidable
AV crashes

Magnitude of
consequences

“Sum of harms (or benefits) done to victims (or beneficiaries) of the moral
act in question” (p. 374)

The AV’s decision that causes the death of a person is more
consequential than the one that causes a minor injury

Social consensus “The degree of social agreement that a proposed act is evil (or good)”
(p. 375)

The AV’s decision to protect law-abiding pedestrians has a greater
social consensus than a decision to protect the AV driver who has
caused the accident

Probability of effect “A joint function of the probability that the act in question will actually take
place and the act in question will actually cause the harm (benefit)
predicted” (p. 375)

The AV’s decision that has the 10%probability of causing a serious injury
to one passenger has a lower probability of effect than the decision that
causes minor injury to all passengers with 100% probability

Temporal immediacy “The length of time between the present and the onset of consequences
of the moral act in question (shorter length of time implies greater
immediacy)” (p. 376)

AV that causes harm to 1% of traffic users within 5 years has higher
temporal immediacy than AV that harms 1% of traffic users within
20 years

Proximity “The feeling of nearness (social, cultural, psychological, or physical) that
the moral agent has for victims (beneficiaries) of the evil (beneficial) act in
question” (p. 376)

The AV’s decision that harms a passenger who is a family member has a
higher proximity effect than when the effect will be experienced by a
stranger in a different vehicle

Concentration of
effect

“The moral act is an inverse function of the number of people affected by
an act of given magnitude” (p. 377)

The AV’s decision that leads to 10 fatalities has a higher concentrated
effect than causing fatalities to 5 people

FIGURE 4 | AV moral dilemma: a rural two-lane road (source: Rhim et al., 2020, p. 45).
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explained in upcoming sections). Specifically, we posit that an AV
moral dilemma that triggers high PMI will cause more extensive
moral judgment cycles, while situations that prompt low PMI will
lead to less in-depth moral judgment. Furthermore, empirical
studies have shown a significant correlation between PMI and
moral intents (Dubinsky and Loken, 1989; Ferrell et al., 1998;
May and Pauli, 2002; Singhapakdi et al., 1999). Hence, this model
expects that PMI will impact the ethical behavioral intent stage. In
summary, this model specifies PMI as an integral variable that
shapes ethical decision-making in the AV moral dilemma.
Specifically, the characteristics of an AV accident will impact
how an AV occupant frames the moral issue, which in turn will
impact moral judgment and ethical behavioral intentions.

The Antecedents of Perceived Moral Intensity
PMI focuses on the exogenous characteristics of the moral
situation, excluding traits of the moral decision-maker such as
values, knowledge, or moral development (Ferrell and Gresham,
1985; Jones, 1991; Kohlberg, 1969). Therefore, AV users’ innate
variables impacting PMP will be explored in the following
section.

AV User’s Personal Moral Philosophy
Many researchers agree that a decision-maker will utilize ethical
guidelines based on their personal moral philosophy (PMP)
during ethically salient situations (Ferrell and Gresham, 1985;
D. R. Forsyth, 1980; D. R. Forsyth et al., 1988, 2008; A.
Singhapakdi et al., 1999; Vitell et al., 1993). Based on the
established study results, this model presupposes that AV
users will apply ethical guidelines based on their PMP when
making ethical evaluations in AV moral dilemmas.

Forsyth (1980) explains that the predictors of an individual’s
moral judgments can be described by two nomothetic dimensions
of PMP: relativism and idealism. Relativism indicates “the extent
to which the individual rejects universal rules” when making
ethical decisions. That is, relativists base their moral judgments
on skepticism and “generally feel that moral actions depend upon
the nature of the situation and individuals involved . . .more than

the ethical principle that was violated” (Forsyth, 1992, p.462). On
the other hand, idealists have “concern for the welfare of others
. . . feel that harming others is always avoidable, and they would
rather not choose between the lesser of two evils which will lead to
negative consequences for other people” (Forsyth, 1992, p.462).
Moreover, idealists feel that “desirable consequences can, with the
‘right’ action, always be obtained’’ (Forsyth, 1980, p.176). That is,
idealists are moral optimists who value altruism.

Forsyth (1980) has classified four dichotomized ethical
perspectives based on both dimensions rather than classifying
individuals as either relativistic or idealistic, which is called the
Ethics Position (see Figure 5). An individual’s Ethics Position
(Forsyth, 1980) is formed over a lifetime of experiences and has a
strong impact on an individual’s decision-making in a morally
salient situation (D. R. Forsyth, 1980; D. R. Forsyth et al., 2008).
Research results over the past 2 decades show relatively consistent
findings. Idealism had an overall positive relation to moral
judgment, whereas relativism had an overall negative relation
to ethical decision-making (O’Fallon and Butterfield, 2013).
Moreover, PMP has been empirically tested to operate through
PMI (D. Forsyth, 1985; D. Forsyth and Pope, 1984; A.
Singhapakdi et al., 1999). Based on the previous studies, this
model explains that PMP will impact PMI in the AV moral
dilemma. Further, this study proposes that AV occupants who
score higher in idealism (e.g., who aim to secure the overall
welfare of road sharers) and lower in relativism (e.g., who
prioritizes protecting oneself more over others) will be more
sensitive to ethical issues than their counterparts. Hence, we
propose the following propositions:

Link 2a. PMP of AV user impacts PMI of AV moral dilemma.

-A more idealistic AV user will have a higher PMI than a less
idealistic AV user
-A more relativistic AV user will have a lower PMI than a less
relativistic AV user

AV User’s Individual Factors as Antecedent of Personal
Moral Philosophy
Singhapakdi et al. (1999) emphasized the role of individual
characteristics in shaping PMP, which impact PMI and ethical
decision-making processes. This study will explore the following
individual and cultural factors that are likely to impact PMI in the
AV moral dilemma: 1) Socioeconomic status (SES): income and
education, 2) culture (or nationality), and 3) driving experience.
Moreover, this model posits that individual characteristics impact
the moral issue framing stage, which aligns with the model of
(Sonenshein, 2007). Thus, the following proposition is developed:

Link 2b: Individual factors impact the moral issue framing
stage of the AV moral dilemma.

Socioeconomic status.Income Despite the scarcity of previous
studies, it is essential to explore the impact of SES on the
perception of AV ethics for the following reasons. As SES
affects AV users’ acceptance of adopting AVs (wealthier
people tend to favor and anticipate the adoption of AVs
more) (Webb et al., 2019), it is more likely that users with
higher SES will adopt AVs first. When a new product or

FIGURE 5 | Taxonomy of ethical ideologies (Source: Forsyth, 1980,
p. 176).
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service is deployed, it is natural that feedback from the initial
users will be incorporated to modify the product or service. In
general, income tends to rise with the advancement of education
levels. Relatively few studies explored the impact of income on
ethical decision-making. Among a few empirical results, Pratt
(1991) found a consistent tendency for higher salary individuals
to be more sensitive to unethical actions than those with lower
salaries. Moreover, Singhapakdi et al. (1999) found that salary
was negatively related to relativism. Similarly, the ethical
perceptions of AV users who are higher in SES are highly
likely to be referenced more for modifying the ethical
behaviors of AVs. Therefore, before an actual system is
implemented, it is imperative to explore the PMP of a wide
range of SES, which in turn would impact the overall perception
of the ethical decision-making process of AVs.

Link 2b-1: Income will have an impact on PMP.

-AV users with higher income will be more idealistic than AV
users with lower income
-AV users with higher income will be less relativistic than AV
users with lower incomeEducation Studies in ethics have
included education (types and number of years) as a
variable that impacts ethical decision-making because
education is linked to an individual’s cognitive moral
development stages (Rest, 1986). Some study results showed
significant differences in moral reasoning among individuals
with different education levels (Wimalasiri et al., 1996; Latif,
2001; Kracher et al., 2002). For instance, Sparks and Hunt
(1998) found that individuals with more domain knowledge
were more ethically sensitive than novices. Cole and Smith
(1996) found that less educated individuals were more
accepting of ethically questionable statements than more
educated people. Moreover, people showed a significant
difference in recognition of ethical scenarios after receiving
education (Wu, 2003).
Singhapakdi et al. (1999, p.23) explain that education shows a

noticeable impact on PMP, because “with education may come
greater sensitivity to alternative points of view, skepticism
regarding moral absolutes, and pessimism that moral
dilemmas can always have desirable outcomes.” Moreover,
ethical decision-makers in higher education are conventionally
at higher moral development levels, thus becoming more aware of
people holding varying values or rules that can be relative to one’s
norm (Kholberg, 1969). Likewise, AV users with higher education
levels are likely situated at higher stages of moral development,
which enables consideration of the overall impact of crash
consequences. For these reasons, the following propositions
are developed:

Link 2b-2: The education level of an AV user will have an
impact on PMP.

-More educated AV users are less idealistic than less educated
AV users
-More educated AV users will be more relativistic than less
educated AV usersCulture It is widely accepted that culture
influences an individual’s perception of moral dilemmas and
the ethical decision-making process (Ferrell and Gresham,

1985; Graham et al., 2013; Hunt and Vitell, 1986; Hunt and
Vitell, 2006). Further, it would be neither feasible nor
acceptable to develop universally agreed upon AV ethics, as
preferred moral decisions vary depending on cultures or
countries (Awad et al., 2018b; De Freitas et al., 2020b;
Dubljević, 2020). There are various definitions for culture,
but one of the most accepted definitions is by Hofstede,
which defines culture as “the collective programming of the
mind that distinguishes the members of one group or category
of people from another” (Hofstede et al., 2005, p.516). As
culture includes values, shared beliefs, norms, and ideals
Reidenbach and Robin (1991), moral obligations that are
socially acceptable in one culture are rejected in other
societies, despite the existence of universal moral principles
(Mikhail, 2007). Moreover, cross-cultural studies in AV ethics
indicated that people from different cultural backgrounds
favored different AV moralities (Awad et al., 2018a;
Ranasinghe et al., 2020; Rhim et al., 2020).
Forsyth et al. (2008) conducted a meta-analysis to investigate

cultural differences by measuring the level of PMP. The review of
139 studies (29 nations, total n � 30,230) revealed that idealism
and relativism levels vary across cultures in predictable ways and
dominant ethics positions existed in each culture: Western
culture (subjectivism), Eastern cultures (situationism), and
Middle Eastern cultures (absolutism and situationism). The
variations of idealism and relativism tend to be uniform with
cultural characteristics (e.g., Hofstede and McCrae, 2004;
Inglehart and Baker, 2000). Forsyth et al. (2008) explain that
regarding idealism, it is predicted thatWestern cultures adopt less
idealistic moral philosophies compared to the Eastern cultures,
which can be explained by individualism (a defining
characteristic of Western culture). Individualism focuses on
the independence of each individual and allows the pursuit of
autonomy and free will among groups, whereas collectivism (a
defining characteristic of Eastern Culture) prioritizes the goal or
well-being of a group before an individual. Thus, Eastern cultures
that accentuate a sense of collectivism imply higher idealism than
Western cultures. In terms of relativism, it is expected that
Eastern cultures will be more relativistic than Western
cultures. Eastern cultures tend to be more contextual and
relational in comparison with Western cultures (Forsyth et al.,
2008). In terms of ethics position, situationism (high idealism and
high relativism, see Figure 3) is dominant in Eastern cultures.
Situationists posit that an individual should act to secure the most
beneficial consequences for all the group members, even if such a
consequence is the result of violating moral rules. The
situationists’ moral outlook can be described by ethical
skepticism or value pluralism, which suggests that the
consequences of an action can determine the situation’s moral
values (D. R. Forsyth, 1992). On the other hand, Western
cultures’ dominant ethics position classification is exceptionist
(low idealism and low relativism, see Figure 3), which posits that
an individual fundamentally seeks to follow moral rules but is
open to pragmatic results. The exceptionist moral outlook highly
corresponds to “rule-utilitarianism,” which indicates that “moral
principles are useful because they provide a framework for
making choices and acting in a way that will tend to produce
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the best consequences for all concerned” (Forsyth, 1992, p. 463).
Cross-cultural studies in AV ethics showed similar patterns.
Eastern cultures showed a higher tendency to make context-
dependent decisions during AV moral dilemmas (Rhim et al.,
2020). On the other hand, theWesterns culture showed a stronger
tendency to spare a greater number of people during the AV
moral dilemma Awad et al. (2018b), Rhim et al. (2020), which
corresponds to the exceptionist moral outlook. In summary, it is
expected that cultural background can have a general impact on
PMP. Hence, the following propositions are provided:

Link 2b-3: The cultural background of an AV user will have an
impact on their PMP.

-AV users from Eastern cultures will tend to be more idealistic
than AV users from Western cultures
-AV users from Eastern cultures will tend to be more
relativistic than AV users from Western cultures
-AV users from Western cultures will generally endorse an
exceptionist ethics position (Low idealism, Low relativism)
-AV users from Eastern cultures will generally endorse a
situationist ethics position (High idealism, High
relativism)Driving Experience Crashes caused by teen
drivers comprise a major part of conventional vehicle
collisions. The causes of teen crashes include
inexperience in driving and underestimation of perilous
driving behaviors (Williams, 2003; Rhodes and Pivik,
2011). Conversely, older drivers are likely to have more
experience and have driven longer distances, thus are likely
to have experienced situations with a greater variety of
ethical problems. As studies that investigate the correlation
between ethical decision-making and driving experiences
are underexplored, the current study will refer to ethics
studies that explored age as a predictor of ethical decision-
making, as age and driving experience have a possible
association. According to a meta-analysis, more than
twenty studies have observed a positive relationship
between age and ethical decision-making (O’Fallon and
Butterfield, 2013). Study results show that older individuals
tend to be more ethically sensitive than younger
individuals (Karcher, 1996; Deshpande, 1997; Peterson
et al., 2001). Furthermore, older generations made more
ethical decisions than younger generations (Hunt and
Jennings, 1997; Lund, 2000; Kim and Chun, 2003). In
terms of PMP, the literature reveals that a negative
association between age and relativism exists, whereas
the findings for idealism are inconsistent (D. R. Forsyth,
1980; Ho et al., 1997; Vitell et al., 1991). In summary, it is
expected that AV users with more driving experience (both
direct and indirect) would be more sensitive to ethical
transgressions and provide more suitable moral
solutions to novel AV moral dilemma scenarios.
Another expectation is that older drivers are more likely
to be married and have children of their own than younger
drivers, which would impact their commitment to
producing outcomes that are more desirable for the
overall society (e.g., protect adults who might be parents
of children, protect children).

Link 2b-4: Driving experience will have an impact on PMP.

-More experienced AV users will be more idealistic than less
experienced AV users
-More experienced AV users will be less relativistic than less
experienced AV users

The Intuitive Moral Judgment During AV
Moral Dilemma
More researchers emphasize the nonrationalist approach by
including intuition and/or emotion in the moral reasoning
process (Haidt, 2001; Saltzstein and Kasachkoff, 2004;
Cushman et al., 2006; Sonenshein, 2007; Ruedy et al., 2013;
Dedeke, 2015; Schwartz, 2016). As unexpected hazards
threaten the lives of traffic users during an AV moral
dilemma, intuition and/or emotion is expected to be an
important factor that impacts the moral judgment stage.
Moreover, intuitive moral reasoning is the response to the
individual’s framed moral issue. Thus, intuitive moral
reasoning mediates the issue framing stage and the rational
moral judgment stage. The “Integrated AV ethical decision-
making framework” suggests that both intuitive and cognitive
reasoning take place, thus supporting the dual-process theory of
ethical decision-making (Haidt, 2001; Dane and Pratt, 2007). This
section explains the intuitive moral reasoning process. We
propose the following proposition.

Link 3: The intuitive moral judgment stage mediates the
relationship between the AV moral dilemma issue framing
stage and the rational moral judgment stage.

Moral Intuition
Moral intuiting is a non-conscious cognitive process that occurs
quickly and effortlessly Kahneman (2003), Evans (2008) when an
individual perceives a morally salient context (Haidt, 2001;
Reynolds, 2006; Schwartz, 2016). The dual-process theory
explains that intuitive moral reasoning occurs automatically
and effortlessly prior to slow and effortful moral reasoning
(Greene et al., 2001; Haidt, 2001; Haidt and Joseph, 2004;
Greene, 2007; Greene, 2009). However, there is a limitation of
this theory. The dual-process theory interprets emotional
processes as fast and unconscious, which oversimplifies the
moral reasoning process and may neglect the possibility of
conscious decision-making (Christensen and Sutton, 2012).
Moreover, studies show that people make automatic and
unconscious cognitive judgments based on their prior
experiences (Greenwald and Farnham, 2000; Bargh et al.,
2001; Dedeke, 2015). Consequently, this study does not
distinguish intuitive processes as automatic and unconscious
and cognitive moral reasoning as slow and conscious but
acknowledges that both intuition and cognition can
automatically occur during moral reasoning. In line with the
previous findings, this framework expects that AV occupants who
have not experienced AV accidents can automatically and
effortlessly make both intuitive and cognitive responses during
the AV moral dilemma because people have intuition and have
preliminary moral knowledge in vehicle accidents that can be
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extended to AV moral dilemma scenarios. In other words, when
an AV user faces an AV moral dilemma, a reflexive pattern-
matching process may be unconsciously started, and the best
prototype that matches the novel context that also matches the
user’s values will be more acceptable or understandable for
the user.

Moral Emotions
Moral emotion has been explicitly included in ethical decision-
making (Gaudine and Thorne, 2001; Salvador and Folger, 2009).
The following is a categorization of moral emotions that suggest
direct relations to ethical decision-making (Eisenberg, 2000;
Tangney et al., 2007), which can also be found during the AV
moral dilemma: 1) “Prosocial” Moral emotions (e.g., empathy,
sympathy, concern, or compassion). Prosocial behaviors such as
providing support or help had a link between sympathy (e.g.,
Carlo et al., 2011), and compassion is activated when the suffering
of others is viewed, which leads to altruistic moral actions (Goetz
et al., 2010), 2) “Self-Conscious” Moral Emotions (e.g., guilt,
shame, embarrassment). Emotions in this category are “evoked
by self-reflection and self-evaluation” (Tangney et al., 2007, p.
347). Feeling guilt results from recognizing how the other party
has been wronged, and thus leads to empathetic behaviors (de
Hooge et al., 2007). 3) “Other-blame” Moral emotions (e.g.,
contempt, anger, and disgust). People who feel anger tend to
attribute blame to others, thus aggregating aggressive behaviors
(Dix et al., 1990; Keltner et al., 1993), because anger is often
related to justice or fairness (Goldman, 2003). In addition, in a
study that explored dual-process reasoning during the AV moral
dilemma, moral emotions or related moral value codes in the
context of AV ethics that fall into these categories were found
(e.g., empathy, conscience, self-sacrifice, children-preservation,
kin preservation, passenger preservation, fault liability of self,
anger, and fault liability of others) (Rhim et al., 2020). Although
AV accidents are a new phenomenon, moral emotions or
emotional reactions toward a novel context will allow people
to determine what is ethical or not. Therefore, it is crucial to
include emotion as a mental process of moral reasoning during
the AV moral dilemma. In summary, this framework adopts that
individuals will respond to novel AV moral dilemma contexts
depending on their emotional responses (Sonenshein, 2007;
Dedeke, 2015).

Moral Reflection
In conventional crashes, moral reflection would rarely occur since
most crash avoidance behaviors are reflexive actions without
moral judgment. In contrast, when developing moral
behaviors of AVs, the inclusion of the moral reflection stage is
possible, which provides the opportunity to reflect upon contexts
to minimize conflict that could occur (e.g., consequences vs.
fairness). Dedeke (2015) explains that moral reflection focuses
on the factual review process, and the role of moral reflection
becomes more important when situations involve strong
automatic responses, both emotional and cognitive. Thus, the
following questions can be asked to reduce bias and minimize
immediate reactions based on reflexive judgment. “Do I have all
the facts to make my conclusion? Am I interpreting the facts in

the correct way? Am I using the correct frame of reference?”
(Dedeke, 2015, p.447). In this regard, the moral reflection stage
during an AV moral dilemma will promote more accurate
processing of information leading to more acceptable decisions
for overall society.

Moral reflection occurs after reviewing facts that would occur
during a moral dilemma (e.g., what will be the consequences of
each decision? Whose liability will it be? What would be the
fairest decision?). Reidenbach and Robin (1990) specified
dimensions of moral reflection: The relativistic dimension
evaluates whether a decision is traditionally acceptable or not
and whether it is culturally appropriate or not. Further, the
contractualism dimension evaluates whether unspoken
promises or unwritten contracts are violated or not. These
dimensions are derived from moral philosophies (Reidenbach
and Robin, 1990). The relativistic and contractualism dimensions
can be referenced in the AVmoral reflection stage to induce more
ethical and socially acceptable AV decisions. For example, one of
the AV moral dilemma scenarios includes “Comply with road
traffic laws which results in maximized overall harms” (Rhim
et al., 2020, p. 44). An initial automatic intuition would perceive
that following traffic rules is ethical. However, if the consequences
result in multiple fatalities, the decision may not be ethical nor
socially acceptable. As AVs can be preprogrammed, various
consequences and reflections should be included in the
algorithms. In summary, based on previous studies, this
framework emphasizes the role of the moral rationalization
process Dedeke (2015), Schwartz (2016), especially after
reflexive moral reasoning, because reasoning that occurred
quickly may not consider the full spectrum of the problem
(Sonenshein, 2007).

Rational Moral Reasoning During AV Moral
Dilemma
This study includes varying factors that impact intuitive and
rational moral judgment either directly or potentially in ethical
decision-making to explain the dual-process theory in the AV
moral dilemma. How rational moral reasoning is shaped and
impacts ethical intention will be explained in this section.

Rational Moral Judgment
In accordance with Dedeke’s (2015) cognitive-intuitionist model,
this framework provides an explanation of pluralistic moral
reasoning judgment patterns. First, moral judgment could be
mainly based on an AV user’s intuitive reaction toward the
framed moral issue. Second, moral judgment could be
established mostly on rational judgment, in which intuition is
less evoked. Third, a moral judgment could rely on both intuition
and rational reasoning. In this case, the automatic reasoning
process is the basis for moral reflection and rational reasoning
process. In the AV moral dilemma, if one is directly impacted or
involved in the AV accident, moral intuition would be more likely
to be activated. For instance, if an AV user feels compassion
toward pedestrians during an AV accident, he or she will tend to
make moral judgments that could preserve pedestrians over other
involved traffic users. Or if the decision-maker is a bystander of
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an AV accident who is not impacted by the accidents, moral
emotion would be less significant, and the rational reasoning
process will become more dominant. For this reason, intuitive
moral reasoning impacts the rational moral judgment process.
Moreover, how the decision-maker frames the moral issue
impacts the moral reasoning process (Dedeke, 2015). Moral
issue frames can explain why people prefer utilitarian AVs,
but do not want to buy such AVs. Utilitarian AVs, which
intend to save the most lives, seem ethical from the observer’s
perspective. However, if the decision is made from the first-
person perspective, there is a possibility that the decision-maker
can be sacrificed to reduce overall harm. In other words, the
moral judgment stage is impacted by how the specific AV moral
dilemma is framed by an individual, which is impacted by PMI.
Hence, the following propositions are developed:

Link 4a: Intuitive moral judgment processes impact rational
moral judgment processes.

Link 4b: PMI impacts rational moral judgment. For stronger
PMI, an AV user will face a more challenging moral reasoning
process.

Ethical Behavioral Intent in AV Moral Dilemma
An AV user’s contemplation in the moral judgment stage,
whether intuitive, rational, or both, leads to the individual’s
intention to make either ethical or unethical behaviors during
an AV moral dilemma. Researchers agree that emotions impact
ethical decision-making. Bagozzi and Pieters (1998) explained
that different emotions have discrete goals, thus leading to
different behaviors. Moreover, different emotions lead to
different moral actions or ethical behavioral intent (EBI)
(Blasi, 1999). For instance, the empathy-altruism hypothesis
explains that empathy evokes emotions of concern to others
who are suffering, which is the driving motivation of altruistic
or prosocial behaviors (Batson et al., 1988; Persson and
Kajonius, 2016). Similar findings were found in AV moral
dilemmas. The dominant moral emotions found for “Moral
Altruist” were guilt and empathy. People in this group tend to
make decisions that emphasize the safety of overall traffic users,
including protecting negligent drivers (Rhim et al., 2020). In
the case when cognition is more activated when making EBI, an
individual will compare possible actions based on his or her
moral principles Bastons (2008) and try to prioritize certain
moral values over others to determine moral consequences
(Melé, 2005; Craft, 2013). When applied to the AV moral
dilemma, an individual’s rational behavior intention would
be to minimize overall harm, consider liability, follow road
traffic rules, distribute responsibility, or protect a certain party
(e.g., cyclists, pedestrians, and passengers in AV). In summary,
this study postulates that understanding the impact of both
intuition and cognition will provide a more concrete
understanding of the connection between moral judgment
and moral EBI. Hence, the following propositions are
developed:

Link 5a: The intuitive moral judgment stage impacts EBI
during the AV moral dilemma.

Link 5b: The rational moral judgment stage impacts EBI
during the AV moral dilemma.

DISCUSSION

This study illustrates an “Integrative ethical decision-making
framework for the AV moral dilemma” to provide an
alternative perspective to the conventional trolley problem-
based AV ethics. This framework fills in research gaps by
explaining pluralistic nature of AV ethical decision-making
patterns that reflect the public’s perspectives, which in turn
advances social value embedded AV ethics.

The following is the theoretical implication of this study.
While many researchers agree with the need for an AV ethics
framework to provide explanations of ethical behaviors of AVs,
the existing models show only a limited aspect of AV moral
reasoning. The “Integrated AV ethical decision-making
framework” is one of the first models that provides a
comprehensive explanation of the full ethical decision-making
process by defining various variables related to the AV moral
dilemma. The relationships among the constructs show the step-
by-step ethical intention shaping process, which includes both
intuitive and cognitive moral reasoning processes. Moreover, the
detailed examples and propositions provided in this study
overcome the limitation of studies adopting scenario-based
methodologies. For instance, understanding the moral issue
framing stage may aid in minimizing preconstructed
interpretations in the scenarios (e.g., locus of control impacts
moral judgment). Therefore, the framework in this study allows
consideration of multiple aspects of the AV moral dilemma to
discuss realistic AV ethics.

The social contributions of the study are as follows. First, a
social value embedded AV ethics framework will provide
explainable and transparent AV ethics for prospective users.
Singhapakdi et al. (1999) explain that individuals could select
ethically questionable decisions simply because they are
unfamiliar with the moral issue. Similar trends can be found
in AV moral dilemmas because not many people have
experienced the novel context of AV involved crashes. Hence,
AV instructions based on the framework may help potential users
recognize frequently occurring morally salient situations.
Moreover, clarification of which ethical decisions of AVs may
be more appropriate is likely to enhance recognition of AV
crashes with moral saliency and ultimately lead to less
unethical AV crash selections. Second, regulators could
develop more realistic AV ethical frameworks by considering
alternatives to trolley problem-based ethics. Researchers advise
that vague AV guidelines should be avoided (De Freitas et al.,
2020b). Further, it is widely accepted that regulations are difficult
to modify once implemented. Therefore, it is crucial to develop
acceptable AVs in the first place. Consequently, establishing
realistic and transparent AV ethics would facilitate
communication with the public, which will, in turn, increase
trust in AV systems. Ultimately, this will prepare the overall
society to build socially acceptable AVs.

The following are the technological implications of this study.
First, the model offers an alternative perspective to the trolley
problem-based AV ethics, which often assumes onemoral theory,
such as utilitarianism. The propositions provided in this study
bring to light that assumptions of ethical behaviors of AVs should
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be reevaluated (e.g., different cultures will prefer different AV
ethical behaviors). Toward addressing this issue, researchers have
recently modeled three AV ethical decision-making algorithms
(contractarian, utilitarian, and egalitarian) based on a Markov
Decision Process (MDP) to react when moral dilemma situation
is detected (De Moura et al., 2020). Although the AV decisions
from the MDP provide an implementation of pluralistic AV
moral behaviors, this model does not consider the intuitive aspect
of users. Second, while it might not be feasible to directly program
intuitions into AV algorithms, considering moral emotions and
the intuiting process that occurs during the AV moral dilemma
may enhance prospective users’ acceptance and interpretation of
AVs, as well as provide inspirations for engineers. For instance,
current AVs are typically programmed with opaque, deep neural
networks for fast, low-level processing, along with transparent
conditional logic for high-level decision-making (Karpathy,
2020). The level at which to separate these two systems is still
an active research topic, including the exploration of completely
end-to-end System 1 approaches using reinforcement learning
(Kuutii et al., 2020). An analysis of System 1 and System 2 in
human ethical decision-making may be a way forward in
designing systems that balance effectiveness and explanatory
power. Third, human-centered AI (HCAI) provides clear goals
to achieve reliable, safe, and trustworthy AI-embedded systems
Shneiderman (2020), yet how to achieve these goals is unclear.
The variables used in this study such as individual and cultural
factors, perceived moral intensity, and possible decision-making
patterns can aid engineers in considering machine translatable
ethical AV behaviors. For example, in creating AV systems that
may be deployed worldwide to different countries, AV developers
could integrate tweakable parameters based on situationist vs.
exceptionist differences, such as the ability to transgress rules of
the road depending on the consequence to the group. As another
example, surveys of AV users can be interpreted through the lens
of individual factors such as education, age, and their expected
moral responses, rather than taken as a whole.

The proposed “Integrative ethical decision-making
framework for the AV moral dilemma” is not free of
limitations. First, the framework is conceptual and suggests
propositions that are not empirically tested. The detailed
moral preferences cannot be measured. Future studies could
empirically validate the framework Preferences for Precepts
Implied in Moral Theories (PPIMT) instrument Dubljević
et al. (2018), which “assess respondents’ preference for the
precepts implied in the three dominant moral theories”
Dubljević (2020), can be used for empirical validation of
AV users’ moral judgment tendencies. Measuring PPIMT
will provide a more concrete understanding of how the AV
moral dilemma context activates users’ preference of a specific
ethical theory. Second, this model focused mainly on an
individual AV user’s moral judgment. However, AVs will be
deployed in mixed traffic scenarios where multiple traffic users
are involved (e.g., other AVs, conventional cars, pedestrians,
passengers, and cyclists) (Nyholm and Smids, 2018;
Ranasinghe et al., 2020). The framework or theory can be
expanded to describe the interrelationship between multiple
traffic users to understand accountable AV moral reasoning in

a broader sense. A future study can reference the “Integrated
AV ethical decision-making model” when developing social
values embedded algorithms and user interfaces. Finally, while
this study focused specifically on AV morality, AI-embedded
technologies such as social robots will face similar moral
conundrums. In the future, this framework may be
extended to other related fields to provide a foundational
theory to strengthen the field of AI ethics and roboethics.

CONCLUSION

This study attempts to fill in research gaps that appear in the
existing AV ethics models by providing a comprehensive
theoretical framework. It does so by defining key AV moral
dilemma-related factors and merging them together into an
integrative framework that includes both the intuitive and
cognitive moral reasoning processes. More specifically, this
study explains how an individual frames the AV moral
dilemma, impacted by individual characteristics and PMP,
which will in turn be the reference for intuitive and cognitive
moral reasoning leading to EBI. The proposed integrated
framework can be considered to reflect the “person-situation”
interactionist perspective Trevino (1986) as well as the “cognitive-
intuitionist” approach (Dedeke, 2015). Consequently, the
framework embeds the dual-process theory and provides
explanations for moral pluralism of AV ethics that includes
the intuitive moral reasoning.
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Dubljević, V. (2020). Toward Implementing the ADCModel of Moral Judgment in
Autonomous Vehicles. Sci. Eng. Ethics 26 (5), 2461–2472. doi:10.1007/s11948-
020-00242-0
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Drivers of Automation and
Consequences for Jobs in Engineering
Services: An Agent-Based Modelling
Approach
Hildegunn Kyvik Nordås1,2* and Franziska Klügl3

1Economics and Statistics, School of Business, Örebro University, Örebro, Sweden, 2Council on Economic Policies (CEP), Zürich,
Switzerland, 3Machine Perception and Interaction Lab, AASS, School of Science and Technology, Örebro University, Örebro,
Sweden

New technology is of little use if it is not adopted, and surveys show that less than 10% of
firms use Artificial Intelligence. This paper studies the uptake of AI-driven automation and its
impact on employment, using a dynamic agent-based model (ABM). It simulates the
adoption of automation software as well as job destruction and job creation in its wake.
There are two types of agents: manufacturing firms and engineering services firms. The
agents choose between two business models: consulting or automated software. From the
engineering firms’ point of view, the model exhibits static economies of scale in the software
model and dynamic (learning by doing) economies of scale in the consultancy model. From
themanufacturing firms’ point of view, switching to the softwaremodel requires restructuring
of production and there are network effects in switching. The ABMmatches engineering and
manufacturing agents and derives employment of engineers and the tasks they perform, i.e.
consultancy, software development, software maintenance, or employment in
manufacturing. We find that the uptake of software is gradual; slow in the first few years
and then accelerates. Software is fully adopted after about 18 years in the base line run.
Employment of engineers shifts from consultancy to software development and to new jobs
in manufacturing. Spells of unemployment may occur if skilled jobs creation inmanufacturing
is slow. Finally, the model generates boom and bust cycles in the software sector.

Keywords: technology uptake, employment, automation, economic modelling, agent-based simulation

1 INTRODUCTION

Due to recent advances in algorithms and technology based on Artificial Intelligence (AI), intelligent
automation systems are rapidly moving into the workplace. AI technologies such as Deep Learning
have become accessible to industry as a result of growing digitisation, the consequent availability of
data, computation power and powerful tools, propelled by research by the leading technology
companies. Nevertheless, the adoption of technology is gradual, often with long lags between
innovation and adoption1. A survey of firms’ use of AI released by Statistics Sweden in November
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2020, for example, finds that only 5.4% of the firms surveyed use
AI. In the United States, the 2018 Annual Business Survey found
that 10.3% of firms use at least one of the advanced business
technologies classified as AI2. Against this backdrop, it is clear
that to assess the impact of AI on the future of work, one first
needs to understand what determines the uptake of AI in firms.
This paper contributes to filling this gap. It studies the uptake of
AI-based automation and its determinants as a market
interaction between developers and users of AI-based
automation software.

It contributes to the literature in three major ways.
First, studies on the adoption of AI are few despite the

observed long lags between innovation and adoption. It is well
documented in the literature that adoption of new technology
goes together with investment in intangible assets, including skills
and organisational innovations (Brynjolfsson and Hitt, 2000;
Rock, 2019). Nevertheless, standard models of technology
adoption do not feature organisational changes. Our novel
approach contributes to filling this gap by modelling AI-
adoption as a switch in business model. Before AI-adoption,
engineers serve their manufacturing clients through face-to-face,
on-site interaction. AI-adoption implies using AI technology to
automate the engineering tasks. Among the technologies we have
in mind are machine learning, intelligent planning, automated
reasoning, text mining and natural language generation. Many of
these AI approaches have become applicable outside purely
academic contexts due to accessible tools and platforms3.
These automation technologies are embedded in software,
such as intelligent systems for computer-assisted design
(CAD), systems supporting additive manufacturing (3D
printing), software for advanced construction of digital twins,
software performing advanced data analysis and complex tests for
verifying control software. Engineers switch from a consultancy
model to developing, maintaining and licensing such software to
clients. Manufacturers switch to a more skills-intensive software-
supported production technology. The driving forces that we
analyse are economic and institutional, notably uncertainties
about user costs and benefits of the new technology, the
switching costs to a different business model, the need for
skills upgrading, and regulatory incentives or disincentives.
Our focus on the demand side of technology diffusion
provides new insights that can inform a balanced R&D, skills-
and labour market policy.

Second, the study focuses on AI-adoption in services, noting
that professional services are at the cusp of using AI-enabled
automation4. Indeed, the Swedish AI adoption survey found that
services sectors that produce and use ICT intensively have the
highest AI-adoption rate in the economy. While AI is on its way
into most professional services, engineering has a long history of

developing technology for modern manufacturing, for instance
through computer assisted design (CAD) feeding into computer
assisted manufacturing (CAM). Here, with advanced image
processing and new approaches combining data-driven
learning and (spatial) reasoning, AI-based software can
automate knowledge-intensive services previously performed
by specifically educated engineers. The vision of Industry 4.0
(Lasi et al., 2014; Wang et al., 2018; Rock, 2019) further drives
these developments. Today, civil engineers top the list of
occupations most affected by AI while three other engineering
occupations feature among the top 20 (Felten et al., 2019).
Despite the susceptibility to automation, engineers are among
the occupations with the fastest job growth in recent years5.
Engineering is therefore of particular interest for understanding
the relationship between AI and jobs in high-skilled services
occupations.

A recent EU enterprise survey on the use of technologies based
on AI found that about 60% of AI-using firms buy software or
ready-to-use systems from external services suppliers6. Our
modelling strategy reflects this empirical observation. Thus,
engineering firms are the external suppliers of AI-enabled
software and ready-to-use systems, engaging in market
interactions with manufacturers. Most existing studies focus
on the impact of robotics for automation in manufacturing.
One reason for this is that while data on robot use is readily
available, data on AI-enabled software use is not.

This leads to our third major contribution, which is to develop
an agent based model (ABM) to study the joint adoption of AI in
services and manufacturing. ABMs are particularly suitable for
dynamic processes where outcomes are uncertain and agents
interact (Dawid, 2006). Furthermore, it is apposite when the
future is likely to be qualitatively different from the past such as
during technological transitions (Farmer and Foley, 2009). Our
ABM captures the interactions between the agents and the
environment in which they operate and generates important
insights on the trajectory of AI adoption. Notably, the model
generates the boom and bust cycles often observed during the
early stages of technology adoption. The combination of
traditional economic modelling and the rigorous agent-based
perspective used in our study results in a rather complex, yet
comprehensive model. Using a stringent agent-based perspective,
we avoid the “invisible hand” that automatically and instantly
clears markets. Instead agents decide strictly based own
experience, perception and individual economic reasoning,
allowing us to trace out the process of technology adoption
step by step. Agent-based approaches to economic modelling
per se are not new (Tesfatsion, 2006; Hamill and Gilbert, 2016;
Gatti et al., 2018), yet still far from being a mainstream approach
in economic modelling.

Our model has two types of agents, engineering firms and
manufacturing firms; and two business models, which we label
consultancy and software respectively. Consultancy is the

2See https://www.scb.se/contentassets/4d9059ef459e407ba1aa71683fcbd807/uf0301_
2019a01_br_xftbr2001.pdf for Sweden and Zolas et al. (2021) for the US.
3Accessibility of AI technology is not just improved by platforms for Machine
Learning or Deep Learning, such as (Keras or Pytorch), but also by initiatives such
as OpenAI https://beta.openai.com/or AI4EU https://www.ai4eu.eu/.
4See for instance (Baldwin and Forslid, 2020).

5see https://ec.europa.eu/eurostat/web/main/data/database.
6See https://digital-strategy.ec.europa.eu/en/library/european-enterprise-survey-
use-technologies-based-artificial-intelligence.
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traditional business model where engineering firms deploy
consultants to clients, working with them on-site and face-to-
face to solve problems. In the software model consultants are
replaced by in-house engineers working with intelligent systems
for automating engineering services. Manufacturers buy such
software through licensing agreements, paying a license fee, or
they may opt for cloud-based software-as-a-service, paying an
annual subscription rate. The model generates a change of
business model when engineers have gathered sufficient
experience to create software solutions that automate services
that were previously provided by consultants. Gathering this
experience is modelled as learning-by-doing and represents
dynamic economies of scale. Manufacturers decide whether to
license software or stick to the consultancy model based on the
expected costs and benefits of doing so. The benefits are uncertain
at the time of the decision. Our analysis shows that it is hesitance
on the part of manufacturers that holds back the uptake of AI-
based software.

The rest of the paper is organised as follows: Section two
discusses related research while section three develops a
conceptual framework that captures the interaction between
engineering firms, their clients and the environment in which
they operate. The framework is coded into a dynamic ABM in
section four. Section five presents the simulation results, while
section six summarises and concludes.

2 RELATIONS TO PREVIOUS WORK

The literature on adoption of AI in the workplace is new and to
the best of our knowledge this is the first paper to simulate the
adoption of AI in business services. It builds on the theoretical
literature on technology diffusion and adoption pioneered by
Nelson and Phelps (1966); Rosenberg (1972); Davies and Davies,
(1979); Stoneman and David (1986) and others. The theory is
inspired by the stylised fact that the adoption of new technology
follows an S-curve with slow uptake at an early stage, followed by
a sharp rise in adoption when a critical mass is reached, until the
market is saturated and the curve flattens (Gort and Klepper,
1982; Hall and Khan, 2003)7.

Two different classes of theoretical models can explain such a
pattern. The first envisages technology diffusion as the
propagation of information, using models similar to those
explaining epidemics. Observing that technology spreads much
slower than epidemics and information, a learning process is
added to the theory. Thus, firms learn by using new technology,
and some of the accumulated tacit knowledge enters the public
domain over time (Rogers, 1995).

The other major theory of technology adoption focuses on the
characteristics of early technology adopting firms. Such models
feature differences in firm size, productivity and abilities as
explanatory variables. A new technology is fraught with
uncertainty about its potential benefits, which introduces
expectations as an important component of the theory.

Furthermore, to reap the full benefit from a new technology,
complementary investments in skills, reorganisation of
production and rearranging relations to suppliers and
customers are needed8. Therefore, the largest, most productive
or otherwise most capable firms adopt new technology first
(Davies and Davies, 1979; Rogers, 1995).

Recent survey data from the US and Sweden finds that it is
indeed the largest and most productive firms that adopt AI. This
explains the early, slow diffusion part of the S-curve. The
subsequent acceleration in uptake may stem from
standardisation of the technology as experience with using it
accumulates, substantially reducing uncertainty over time.
Network effects can also be important when the benefits from
adopting the technology depends on suppliers or customer
adopting it too. Then, the switching cost to the new
technology declines as the number of users increases. Our
model builds on the second strand featuring firms that differ
in productivity, uncertainty about the benefits of new technology
and switching costs. Our model also features network effects as
well as learning by doing that reduces uncertainty and adoption
costs over time. It generates the S-curve predicted by the
theoretical literature in a setting of interaction between supply
and demand and technology that has the features of AI-driven
software, i.e. substituting for skilled workers, high cost of software
development but zero marginal cost of adding another user
(Varian, 2019).

Turning to the literature on technology and jobs, the most
common approach to studying the impact of AI-related
technology on jobs is to break jobs down to tasks and analyse
the task content of different occupations (Autor et al., 2003;
Acemoglu and Restrepo, 2018; Neves et al., 2019). The approach
is to identify tasks that can be automated, vs. tasks that
complement AI, and make predictions about the future of
work from these metrics. In our context, this would generate
business models where engineers may offer both software and
consultancy, or it could generate deeper specialisation in the
engineering sector where automatable tasks are performed by
software while new tasks are performed by engineering
consultants. However, this literature assumes that all tasks that
can be automated are automated instantly, and thus assumes
away adoption costs. Our contribution to the literature is
precisely to focus on the scenario where existing technology is
not instantly adopted, which is clearly the empirically most
relevant case. The scenario is mentioned in Acemoglu and
Restrepo (2018), but is not further developed. We explore and
endogenise the uptake of technology as a function of wages, the
cost of switching to AI-driven software, including the cost of
reorganising production, and the expected gains from switching
to new technology. Our model also features reallocation of
engineering jobs across activities from consultancy to software
development and maintenance, and to employment in

7See also (Geroski, 2000) for a review of the literature.

8Such complementary investment can be up to an order of magnitude larger than
the initial investment in technology such as computers and other information
technology (Milgrom and Roberts, 1990; Brynjolfsson and Hitt, 2000; Bessen, 2002;
Bresnahan et al., 2002).
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manufacturing where engineers work on technical problem
solving using AI-driven software.

On methodology, our paper relates to Agent-based Modelling
and Simulation that has become an established micro-simulation
approach in social sciences, economics (Gallegati and Richiardi,
2009; Hamill and Gilbert, 2016), ecology and for modelling
complex systems in general (Klügl and Bazzan, 2012). The
underlying metaphor of such a model is a set of interacting
agents—that can be basically seen as situated intelligent,
autonomous actors (Wooldridge, 2009). A model captures
agents’ decision making in their individual environmental
context which may be changing and influenced by multi-level
feedback loops. During simulation, overall dynamics are
generated. Consequently, agent-based simulation is particularly
apt for modelling endeavours which involve heterogeneous
agents, with transient dynamics and without the necessity of
an equilibrium-based model. Technology adoption, which has all
these features, is best understood through the lens of interacting
agents. Our paper integrates insights from economics and Agent-
Based Modelling by assigning decision making rules from
economic theory to individual interacting agents within the
framework of an ABM.

3 THE MODEL

3.1 Intuition
We propose a dynamic model consisting of two types of agents:
engineering firms and their manufacturing clients. Manufacturers
produce final goods according to a production function which
combines production workers employed by themanufacturer and
services inputs sourced from engineering firms. We distinguish
two types of relationships between the engineering firms and the
manufacturer: consultancy and software.

The consultancy model involves engineers working with the
client, on-site, face to face, to solve problems and provide
necessary services for production. The problems and services
are client-specific and the ability to solve them rests with the
consultant. The engineering firm and the manufacturer enter a
contract which specifies the tasks the consultants are to perform
as well as the payment, which is an annual fee per consultant.
Contracts are setup anew every year; the number of consultants
needed depends on the productivity and size of the manufacturer.
Engineers are also explicitly modelled as discrete entities with
individual experience that increases when working for a highly
productive manufacturer.

In the software model the engineering firm establishes an R&D
department where assigned engineers develop software that
automates services adopting available AI technology such as
machine learning or reasoning based on the problem solving
experience of the engineers. The R&D activity requires a given
number of engineers; their salaries constitute a fixed cost which
the engineering firm recuperates through the licensing of the
resulting software. Once developed, the software can be licensed
to an unlimited number of manufacturers.

Each engineering firm offers its unique variety of the service,
and thus distinguishes its product from competitors. Such

product differentiation implies that the engineering firms may
charge customers a premium and mark up their price over
marginal cost. In the case of occupational licensing, engineers
have exclusive rights to perform a predefined set of tasks.
Furthermore, they may limit the number of licensed engineers
and thereby charge a higher mark-up.

Manufacturers are heterogeneous in terms of size and
productivity. Productivity is a measure of how effectively the
firm transform inputs into outputs. Thus, the more productive
firms use less engineering services per unit of output. Switching
business model from relying on external consultants to using
software, supported by in-house engineers, involves restructuring
of production for a seamless interface between fabrication and the
software. This requires upgrading of machinery and skills,
creating jobs for engineers to manage the interface between
the software and machinery, supervise production workers,
support management in technical decision making, and govern
the licensing contract with the engineering firm9. The dynamics
of the model consist of learning by doing on the part of engineers
working on problem-solving inmanufacturing firms and network
effects in the adoption of software.

3.2 Formal Model
Manufacturers, indexed i, are heterogeneous in terms of
productivity denoted θi, which follows a Pareto distribution.
The probability density function of the Pareto distribution is
given by g(θ) � k(θmin)k(θ)− (k+1) where θmin is the scale
parameter, which we set to unity, and k is the shape
parameter, which we tentatively set to 2.210. The
corresponding cumulative density function is 1 − (θmin/θ)k.
The manufacturers produce final output, denoted Y using
production workers indexed l and engineering services. Total
costs for the consultancy and software models respectively at time
t are:

TCi,c � [wi

α
+ φws

βcθi
]Yi (1)

Et[TCi,softw,t] � At

θi
w1−β

l wβ
s Yi + δ + c (2)

TC represents total cost of production. The two business
models are indexed c and softw respectively. In both cases we
apply constant elasticity of substitution production- and cost
functions. In the consultancy model we use the extreme case of a
Leontief specification where production factors are perfect
complements, while in the software model we apply the Cobb-
Douglas functional form where the elasticity of substitution
between factors is unity. These particular functional forms are
not critical for the results, but serve to distinguish between more
and less flexible technologies in the two business models.

9There is ample evidence that ICT and AI complement skills in the workplace. See
for instance (Berman et al., 1998; Autor et al., 2003; Bessen et al., 2018; Brynjolfsson
et al., 2019).
10This is close to empirical estimates of the shape parameter of productivity
distribution from firm level data (Feenstra, 2018). A shape parameter larger
than two ensures that the variance of the distribution can be identified.
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Variables and parameters: α represents the production worker
intensity while βc depicts the consultancy input intensity of
manufacturing production in the consultancy business model.
Wage rates for production workers and engineers are denoted by
wl and ws respectively, while the mark-up rate that engineering
firms obtain for their consultancy services is φ. A scale parameter
A, the license fee for software δ, and a stochastic element c are
additional parameters in the cost function for manufacturers that
opt for the software model. The stochastic element c is normally
distributed c ∼ N(0, σ2). Manufacturers will be in the market for
software if the expected cost of switching to software is lower than
continuing with the consultancy model. Figure 1 illustrates the
two cost functions where the horizontal axis represents
manufacturing firms’ productivity and the vertical axis total
cost. Clearly, software represents the lowest cost for high-
productivity firms, while consultancy is the better option for
low-productivity manufacturers11.

There are network effects related to the switch to the software
model as adopters reorganise production, including relations to
suppliers and customers around the software. Also professional
organisation’s investment into competence development speeds
up technology adoption. We capture this by modelling the scale
parameterA to be a declining function of the number of firms that
have switched to software. The network effect works with one
period lag.

At � At−1
nμsoftw,t−1

(3)

where 0< μ< 1. Demand for engineering consultancy services
from each manufacturing firm choosing that model is given by:

Ci � Yi

βcθi
(4)

Manufacturers that have switched to the software model will
seek to employ engineers according to the demand function:

Si,t � At

θi
[ β

1 − β

wl

ws
]
β

Yi (5)

Engineering firms, indexed over j hire engineers which are
deployed to client firms on a contractual basis in the
consultancy model. The contract covers one period and its
value varies across clients, depending on their size and
productivity as indicated in the demand function, Eq. 4. The
engineering firms incur wage costs only and they sell
consultancy services with a mark-up factor of φ > 1. The
consultancy revenue is thus φws ∑Ci. We choose units such
that one unit of consultancy services corresponds to the input
of one full-time consultant for one period. Profits from the
consultancy model at time t are:

πc,j,t � (φ − 1)∑Ci,t (6)

where the number of manufacturing clients changes over time. In
the software model, engineering firms establish an R&D
department and divert SF/λj,t engineers to staff it. The R&D
department uses available data sets and experience from previous
consultancy efforts to create AI-based software that provides the
services that are otherwise done by consultants. Thus, engineers
accumulate experience from working with clients, and harness
this experience into software that automates the
consultants’ work.

It is assumed that a minimum number of experienced
engineers is needed to successfully develop the software. So,
experience accumulated over years of working with clients is
an advantage when developing software, assuming that
experience helps to identify appropriate machine learning
architectures and to formalise knowledge for automated
reasoning. We model this by introducing the experience of the
engineer, denoted λ in the cost of developing the software. The
total cost of switching for the engineering firm is the wage costs

FIGURE 1 | Total cost comparison, consultancy and software.

11The figure is drawn for the parameter values depicted in Table 2.
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for the engineers working in the R&D department and the
foregone profits from no longer deploying them to clients as
consultants. Revenue in the software model will be the licence fee
δ times the number of manufacturers that license the software
from company j; nsoftw,j,tδ. Expected profits from the software
model at time t is thus:

Et[πsoftw,j,t] � Et[nsoftw,j,t]δ − wsSF
λj,t

φ (7)

The engineering firm knows the cost of developing software,
but at the point of decision whether to develop it, the number of
clients that will take up the software is unknown. The engineering
firm does, however, observe the productivity of the manufacturers
and thus can estimate how many of them are sufficiently
productive to gain from switching to software. Engineering
firms base their decision to develop software on expectations
about how many clients they may capture from the mass of
manufacturers that are sufficiently productive to benefit from
switching to the software model.

After software is available, manufacturers that decided to
switch their business model to software, randomly select
engineering companies that offer software. Random
selection is weighted by experience of the software provider
assuming that more experienced firms produce higher quality
software. Since the marginal cost of servicing another client is
zero, it is conceivable that one engineering firm could corner
the market.

It is clear from Eq. 7 that profits from switching to the software
model are lower the higher the mark-up factor φ, predicting that
engineering firms operating in a less competitive market, for
instance a small market with occupational licensing, are less
innovative than firms operating in a competitive market which
limits the ability to charge a high price12. Engineering firms will
develop the software if expected profits as defined in seven is
positive.

After the initial investment into software development, the
software life-cycle contains a number of periods with software
maintenance. It is assumed that data-driven software is
depreciating fast, and lasts for T periods. Each period between
its development and obsolescence a fraction ζ of the number of
engineers that are needed to develop the software, is sufficient to
maintain it. After T periods, the engineering firm needs to invest
again into full software development. We assume no influence of
the age or status of the software on its licensing fee13.

Experience accumulates from working on-site and face to face
with manufacturing clients. Furthermore, engineers gain more
experience from working with the most productive
manufacturers. An engineering firm j’s accumulated experience
is thus a function of the productivity of the manufacturers it has
worked with as follows:

λj,t ∫t

0
f (θij) dθ (8)

These eight equations, representing supply and demand for
engineering services in two business models constitute the
conceptual core of the ABM. The forces that drive the
adoption of software are engineers’ accumulated experience
from working with clients and network effects from its
adoption. What holds back the development of software is
comfortable profits from the consultancy model, uncertainty
about how many manufacturers will buy the software once the
cost of developing it is sunk on the part of the engineering firms,
and uncertainty about the gains from the switch to software on
the part of manufacturers. These countervailing forces ensure a
gradual adoption of software in the economy. The speed depends
on the size of the economy, the endowment of production
workers and engineers, the level and dispersion of productivity
among manufacturing companies as well as policy-induced
factors including occupational licensing and protection of
intellectual property rights.

4 THE AGENT BASED MODEL SETUP

The agents and their role and actions are presented in Table 1.
The environment consists of supply of production workers

and engineers, a set of exogenous parameters and decision rules
as spelled out in the model presented in Section 3. All agents act
in parallel and go through their individual processes within one
period. Figure 2 illustrates what happens in one period including
the synchronisation points between the activities that each
engineering company and each manufacturer agent perform in
parallel. So, manufacturer agents first determine their service
needs—this happens in parallel when each engineering company
either publishes their consultancy offer or offers software to be
licensed (only after period two in the simulation). Then,
manufacturers evaluate the offers and enter contracts or
license software. After the next synchronisation step,
production happens, partially with the help of consultants.
The next steps with different synchronisation points are
devoted to decision making for both manufacturers and
engineering companies. First the manufactures reason about
profitability of using software instead of hiring consultants and
signal their interest. This is observed by the engineering firms
who—with the information on potential size of the market for
software, decide about whether they want to produce software or
continue offering consultancy services. All decisions have
consequences on employment of engineers.

The simulation runs through the following phases14:

• In phase 0—during initialisation –, manufacturer agents
draw their productivity level from a Pareto distribution.

12International trade in engineering services would also limit the ability to charge a
high mark-up and thus spur innovation. Adding space and different wages across
countries could further exploit this point in future work.
13By explicitly integrating the software lifecycle into the model, we also capture the
idea that technology is not static, but needs to be updated from time to time.

14We labelled the phases after analysing all simulation runs, also illustrating the
shared observations. All experiments start with a situation in which all engineers
are employed at engineering companies who exclusively offer consultancy services.
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Manufacturers hire production workers, which are matched
to firms randomly, but the number of employees is
proportional to the firms’ productivity. Engineering firms
hire engineers, which are randomly matched to
engineering firms.

• In phase 1 – first year—all engineering firms adopt the
consultancy business model. Engineering firms and
manufacturers are matched randomly and manufacturers
produce final output.

• At the end of phase 1, all active firms observe their profits.
Engineering firms’ experience parameter is updated.
Engineering firms then consider, whether to develop
software and automate their service or continue with
offering consultancy services. The decision is based on
expected number of clients ready to switch to the software
model, and the cost of developing the software. The cost is
lower for the more experienced firms. For deciding about the
potential market for their software, the engineering firms
observe how many manufacturer agents would be interested
in software. They expect to sell to a random subset of those
manufacturers who are ready to switch. If expected profits

from selling software is positive, engineering firms will
establish an R&D department which will work on
software development. Redundant engineers, that means
those not engaged in the software development, are laid
off. Manufacturers decide whether actually to switch to the
software model. The decision is conditioned on software
being available as well as there being engineers available on
the market to hire in the new jobs created during the switch
to the software model. As a consequence, the most
productive manufacturers are the first to switch to
software. If expected profit from the software model is
smaller than that for continuing with the consultancy
model for all engineering firms, phase 1 is repeated and
consulting engineers gain more experience during each
repetition.

• In phase 2 at least one engineering firm has developed
software and earns a positive profit from licensing it. In
this phase the two business models coexist. Some
manufacturer agents having switched business model,
license software from a random supplier and hire
engineers to integrate the software into the production

TABLE 1 | Summary of the modelled entities, their roles and activities.

Agents Status Role and actions

Consultancy Software

Manufacturing firms Active Employ production workers Employ production workers
Enter consultancy contract License software

Employ engineers
Produce final output Produce final output

Engineering firms Active Employ engineers Employ engineers
Enter consultancy contract Develop and maintain software

License out software

Production workers Passive Work in manuf. firms Work in manuf. firms

Engineers Passive Work in eng. firms Work in any firm

Authorities Passive Occupational licensing, IPR protection

FIGURE 2 | Activities of the different agent types and their coordination. Note: The black vertical lines form synchronization bars meaning that all agents need to
have finished the activities before an individual agent can continue with the next activity after the bar.
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process, other manufacturer agents continue hiring
consultants. Manufacturers that do not license software
and do not find consultants, do not produce output, all
others do. Not all engineering firms developing software
may be profitable. Making a loss from software
development, causes engineering firms to immediately
return to offering consultancy services.

• Manufacturers’ cost of switching to software is adjusted by
the network effect given by Eq. 3. The more manufacturers
use software, the cheaper it becomes for latecomers to
switch, and eventually also the less productive
manufacturers can afford software. Manufacturer agents
who cannot recruit consultants nor can afford software, do
not produce in the current cycle, but wait for opportunities
in the next period. Software is maintained (bug fixes, new,
minor features in small updates) at a cost ζSF with 0< ζ < 1.
When a software has reached obsolescence, the engineering
firm decides again whether in a changed market, it could
generate profit when re-developing software. Experience of
engineers working as consultants is updated. Phase 2
continues until all manufacturing firms have switched to
software.

• In phase 3 all firms have switched to software. There is a
churning of engineering firms as software becomes obsolete
and new software is developed to replace it. At this stage,
engineers no longer gain experience from working directly
with clients, but more are employed to support the software
usage at the manufactures. There is still some dynamic
ongoing at the engineering firms, as manufacturers re-
select software in each period—we do not assume
commitment to a particular software product. As a
consequence, even when producing software in a market
in which every manufacturer uses software, some software
firms may lose customers to competitors, and possibly make
losses on their investments.

Exogenous variables and parameters are summarised inTable 2.15

The ABM was implemented using the SeSAm platform16

which is a fast prototyping environment for agent-based
simulations providing an activity diagram-like way of
implementing complex agent behaviour.

5 RESULTS

We start by running the simulations with baseline parameters as
reported in Table 2, including sensitivity analysis on the overall
size of the sector and the ratio of production workers to engineers.
We experiment next with policy relevant parameters: 1) the
mark-up rate, which is related to the strength of competition
in the engineering services market and 2) the license fee, which is
partly related to the strength of intellectual property rights
protection and partly to the strength of competition in the
market for software. Eventually, we want to explain what are
the relevant factors influencing how fast intelligent automated
solutions distribute in a market characterised by the parameters

TABLE 2 | Exogenous variables and parameters.

Symbol Description Value in the baseline
case

Number of engineering firms 30
Number of manufacturers 100

L Number of production workers 3000
S Number of engineers 1000
wl Salary, production worker 1
ws Salary, engineer 1.5
α Production worker intensity, manufacturing, consultancy model 1
βc Consultant intensity, manufacturing, consultancy model 1.5
β Engineer intensity, manufacturing, software model 0.2
θi Productivity level, manufacturing firm i Pareto distributed
A0 Scale parameter, manufacturing, software model 3
μ Strength of network effects of using software 0.02
δ License fee, software 10
γ Stochastic switching cost, manufacturing normally distributed
λ0 Initial experience, engineers 1
η Update factor for λ 0.1
φ Mark-up rate, consultancy 1.3
SF Number of engineers needed to develop software 18
ζ Software maintenance cost relative to development cost 0.5

15The parameter values reflect empirical relations observed in OECD countries.
Wages of production workers are the numeraire in the model and set to unity. Data
on employment by occupation and sector is not readily available, but the share of
university educated workers in the total labour force is about 20% in the EU and
23% in the US https://ilostat.ilo.org/topics/employment/. The wage premium for
professionals relative to plant and machine operators was about 1.4 in Sweden and
1.7 in the US in 2019 according to ILO statistics. https://ilostat.ilo.org/topics/
wages/. Technicians and associate professionals account for 16% of all employees in
manufacturing in the European Union, while computer, mathematical,
architecture and engineering professionals account for another 9% https://ec.
europa.eu/eurostat/databrowser/view/lfsa_eisn2/default/table?lang�en. The
mark-up rate is also consistent with rates in the literature, while the other
parameters are used to calibrate the model and to experiment with different
scenarios.
16www.simsesam.org.
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above as well as what is the actual impact and dynamics on the
employment of highly qualified engineers.

5.1 Baseline
We start by simulating the baseline scenario17. As described, we
start with a scenario where all firms are in the consultancy model.
Firms next decide whether to switch to the software model and
look for a supplier or customer for software. As Figure 3
indicates, a few manufacturing firms already switch to
software in the second year. All engineering firms anticipate
the market opportunity these firms constitute, and a large
share of them decides to develop software. However, the
customers are few, competition is fierce, and most early
software developers fail. As a consequence, those failing firms
give up to offer software18.

The uptake of software in manufacturing is gradual and about
half of all manufacturers have switched to software after 11 years.
The uptake does, however, accelerate after about a third of all
manufacturers have switched, and levels off when about 90% of
firms have switched19. During the first decade of relatively slow
uptake, there is a competitive fringe of engineering firms that

develops software, fails and exits as indicated by the zigzagging of
the blue line in the chart. After all manufacturers have switched to
the software business model, about 80% of engineering firms offer
software. There remains a competitive fringe of engineering firms
that exit when a loss from software happens, when a new
development is necessary, but too expensive or when simply
not a sufficient number of software licenses were acquired. A
start-up seeks consultancy contracts, but realises that demand for
such services is close to zero and quickly starts to develop software
as well.

What we see in our simulation shown in Figure 3 is a largely
demand-driven adoption of automation software, and a boom
and bust cycle in the automation software sector. The booms are
driven by all engineering firms simultaneously forming
expectations about the number or clients that will shift to
software (Eq. 7). However, not all software firms will find
customers for their software. Those who do not, exit the
software market and reestablish as consultant. This cycle is
similar to the so-called dot.com bubble that could be observed
in the 1990s when adoption of ICT took off, although in that case
the financial market amplified the cycle20.

For explaining this overall behaviour, a look into the dynamics
on the agent level is helpful. Figure 4 depicts the lifeline of two
randomly selected engineering firm agents. They both start out as
consultants and earn a positive profit. They both end up
profitably licensing software, and they both have at least one
unsuccessful attempt at switching to software. The first company
has two spells of consultancy after a commercially successful

FIGURE 3 | Percentage of companies having switched to the software model Note: Baseline setting as described in Table 2.

17We repeat every simulation 30 times. If not otherwise stated, diagrams show
averaged values. Where suitable, we also give the standard distribution which is
naturally higher in the transient phase 2 and low in phase 3.
18Technically, this may also be modelled as an exit of the firms that fail to sell the
software they have developed, while start-up engineering firms use the consultancy
model, or as a single firm switching between business models. The results are the
same either way.
19Recall that the model captures innovation using existing AI technology to develop
software. Considering software evolution with explicit software maintenance does
not account for technological game change, rather for small, yet continuous
improvements. Had the underlying AI-technology changed, a steady state
might not occur. The authors thank an anonymous referee for making this point.

20See for instance (Doms et al., 2004) for a study of the dot.com bubble in the
United States. Our model does not have a financial market, but still generates a
boom-bust cycle due to expectations and herd behaviour. The authors thank an
anonymous referee for making this point.
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software becomes obsolete, while the second company
experiences only one such event.

Figure 5 shows the business model dynamics for all engineering
firms over the complete simulation run. We observe that they have
all entered the software model after two years, but only three are
successful and continue in the third year to maintain and develop
their software. As time passes, the dynamics turn increasingly
toward a shifting between developing new and maintaining
existing software, but all firms experience occasional failures in
the market for automated software.

In addition to the technology uptake, we also want to analyse
dynamics of the composition of engineer employment. Figure 6
depicts the dynamic impact of technology adoption on
employment of engineers. All engineers work as consultants in
the first year. Consistent with the changing business model, they
gradually move to the R&D department in the engineering firm
where they develop and subsequently maintain software.
Consultants that cannot find a job in the R&D department are
laid off. Most of them find new jobs in manufacturing firms that
have switched to software and are looking for engineers to fill new

jobs created during the transition to a more sophisticated and
skills-intensive production process. Finally, some of the laid off
engineers do not find a new job immediately, and become
unemployed. We notice that with substantial economies of scale
in software development, the number of workers needed to develop
and maintain software is relatively small. Our simulations thus
predict that most of the changes in employment are from external
consultants to engineers working in manufacturing21.

An interesting parameter is β, the engineer intensity
influencing how many engineers are needed to support
complex software usage at the manufacturer (Eq. 5).

The unemployment rate among engineers following the
transition to software depends crucially on the ratio of

FIGURE 4 | Two examples of the lifeline of randomly selected engineering firms. Note: The middle row shows the selected business model (consultancy in yellow,
software in blue). Numbers in these cells denote the numbers of employed engineers in that year. The upper cells contain the profit the company made in cases of
consultancy, the lower cells profit or loss when trying to sell software.

FIGURE 5 | Business model dynamics of all engineering companies over 25 simulated years. Note: Yellow means that the agent offers consulting, dark blue: it
develops software, blue: it maintains software.

21Our model has a fixed number of workers and engineers. As software and
learning by doing reduces the unit cost of production, employment in
manufacturing and engineering firms may decline and unemployed workers
may seek work in other sectors. Transition of workers to other sectors is not
directly captured by our model. However, by keeping wages fixed, we implicitly
capture an outside option at the going wage for workers.
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production workers to engineers in the labour market and the
desired skills composition of employees in manufacturing
firms that have switched business model. Sensitivity
analyses depicted in Figure 7 shows that there will be full
employment of engineers at the end of the transition period if
β is larger than about a quarter. Sensitivity analyses also show
that with fewer engineers in the market relative to production
workers there could also be shortage of engineers at lower
levels of β. Our results reflect the S-curve of technology
adoption predicted by the theoretical literature e.g. (Gort
and Klepper, 1982; Hall and Khan, 2003). It is also
compatible with recent shifts in employment patterns
where the share of professional jobs in manufacturing has
increased from 5.7 to 9.4% from 2008 to 2019 in the European
Union, and the share of technicians and associate
professionals have increased from 13.4 to 15.6% during the
same period22. Finally, our results reflect work by Andrews
et al. (2015) which shows that the most productive firms are
the first to adopt new technology.

5.2 Experiments, the Mark-Up Rate
The mark-up rate reflects the strength of competition in the
market for consultant engineering services. High mark-up rates
may stem from occupational licensing that gives licensed
engineers exclusive rights to perform a defined set of
engineering tasks, a small market closed to foreign
competition, or simply a shortage of engineers for instance

due to low education capacity for engineers or a limited
number of engineering licenses issued.

From Eqs. 1 and 2 we see that a high mark-up rate makes
consultants relatively more expensive than software. On the other
hand a higher mark-up rate yields higher profits for the engineers
in the consultancy model (Eq. 6). Thus, manufacturers are more
likely to switch to software the higher the mark-up rate, while
engineering firms are less likely to switch the higher the mark-up
rate. It follows that if adoption of the software model is driven
from the demand side, the adoption rate increases as the mark-up
rises. If on the other hand the uptake is driven by a supply push,
then we would expect it to be delayed for longer the higher the
mark-up rate. Figure 8 clearly shows that this is a demand pull
story.23

Figure 9 shows employment of engineers by sector and
activity after 25 periods as a function of the mark-up rate. We
first notice that employment of engineers in manufacturing is
largely unaffected by the mark-up rate. After 25 periods all
manufacturers have switched to the software model and pay
engineers the going wage ws, rather than the marked-up
consultancy fee, so this is no surprise. Employment as
software developer is also largely unaffected by the mark-up
rate. Where we do see a significant difference is on the
employment of consultants and the unemployment rate for
engineers. The employment as consultant is actually very
brittle as there is practically no market for consultancy
services. Engineering firms that made a loss with software
provision, try to re-establish with consultancy, yet there is

FIGURE 6 | Development of employment over simulation time. Overall number of engineers is 1,000.

22Unfortunately, more detailed employment data by occupation and sector is not
publicly available. However, EU aggregates should be representative for developed
countries.

23There are parameter values where this may not be the case. These are however
outside the scope of what is reasonable considering available data.
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hardly any demand for consultancy services and thus the profit
from consultancy is zero. Such a company lays off all the newly
recruited engineers, but tries to re-recruit them again in the next
cycle, when deciding about producing software or offering
consultancy again. Yet, depending on the competition in
recruiting engineers, the full number may not be available
any more.

An important policy implication of the simulations is that the
potentially harmful delay of the uptake of technology due to

occupational licensing does not materialise in a demand-driven
market. This conclusion holds when the mark-up rate is
unrelated to the software license fee and thus, exclusive rights
do not extend to software licensing. We now turn to an
experiment where we let the license fee vary.

5.3 Experiments, the License Fee
As Figure 10 indicates, the adoption rate of software is slower, the
higher the license fee δ is set. From Eq. 2 we observe that cost of

FIGURE 8 | Mark-up rates and simulated year in which 100% manufacturers were using software. Note: Averaged over 30 simulation runs, standard deviation
shown as error bars. In the case of φ � 1.1,1.4 and 2.4 two runs was omitted as not converged.With φ � 1.3,1.6, 1.8 and 2.5 convergence was not reached in one single
run. We consider those cases as outliers with randomly generated manufacturers that are particularly small and omitted those from the analysis.

FIGURE 7 | Influence of β on the employment structure.
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production is higher for manufacturers the higher is δ, so there
will be fewer takers of software the higher is δ. This also results in
weaker network effects, further slowing down the uptake over
time (see Eq. 3). On the other hand, as depicted in Eq. 7 the
revenue of the engineering firms providing software is higher the

higher is δ, all else equal. Thus, the slower rate of transition to the
software model stems from the demand side.

A convergence toward a situation in which all manufacturers
use software happens also in scenarios with high licence fees.
Longer simulation runs with δ ≥ 20 confirm that the adoption rate

FIGURE 9 | Employment in simulated year 25 depending on the consultancy mark-up rate. Averaged over 30 simulation runs.

FIGURE 10 | Number of manufacturers who use software over simulated time with different settings of the licence fee Delta.
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eventually approaches 100%. For example, with δ � 25, the
population of firms converges into a stable situation with
slightly less than 100% of manufacturers using software

between years 50 and 60. In these simulations, two
engineering firms are too small to start software development
and try to hold on to the consultancy model.

FIGURE 11 | Employment of engineers in the simulated year 25. Note: Average over 30 runs, the error bar shows the standard deviation between runs. Delta is the
licence. All other parameter according to baseline scenario.

FIGURE 12 | Illustration of the dependency between size of a manufacturer and its decision to use software. Note: Delta � 50, in year 25. With γ, there is a random
element in the decision making: for sizes between 19 and 29 employed workers, both decisions are observed, yet with corresponding tendencies.
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A higher license fee also results in a higher rate of
unemployment among engineers during and after the
transition to software as illustrated in Figure 11. Consultancy
jobs are lost, and job creation in the R&D department to develop
and maintain software together with engineering jobs created in
manufacturing is insufficient to absorb the idle consultants.
However, sensitivity analyses with a higher β show that
unemployment among engineers is substantially reduced or
even eliminated when also δ is higher than in the baseline
scenario.

Finally, Figure 12 shows the number of manufacturing firms
that take up software in a scenario where software is very
expensive and the two business models co-exist also in the
long run. It illustrates that the first adopters are the largest
and most productive manufacturing firms. Further, since firms
may have different risk assessments related to switching to
software, there is a mix of software adopters and consultancy
users in the middle range of firm size and productivity levels.

6 CONCLUSION

Economic history documents that the adoption of technology is
gradual with long delays. Furthermore, it is amply documented in
the business literature that the adoption of new technology in
firms requires organisational changes and new skills, which
constitute significant switching costs for individual firms.
Nevertheless, recent literature on AI and the future of jobs
overlooks or abstracts from such switching costs and assume
that AI-based service automation technology is adopted as soon
as it is invented, with dramatic effects on jobs. To understand,
predict and prepare for the labour market implications of AI on
jobs a much better grasp on what drives the adoption of
technology is needed. Our paper contributes to filling this gap,
studying the adoption of AI-based automation jointly in
engineering services firms and their manufacturing customers.

Our simulations generate results that resonate with insights from
economic history. First, AI-based automation, like general purpose
technologies before, is adopted gradually. It starts at a slow pace, and
accelerates after reaching a critical mass of adoption. Second,
switching costs on the user side is the most important factor
holding back the adoption of new technology. Third, technology
does indeed destruct jobs, but it also generates new high-skilled jobs
in the technology-using sectors. Finally, our simulations generate a
boom and bust cycle on the supply side of the technology sector,
which resembles what we have observed in the past, for instance
during the dot.com bubble. This is not often observed in the
literature and is thus an important contribution to new insight.

A policy implication of our findings is that innovation policy is
not enough to foster technical progress. New technology is of little
use if it is not adopted. We find that the early adopters are the

largest andmost productive manufacturing firms and that network
effects of technology adoption can be strong. Furthermore, we find
that adoption of AI-based automation is associated with demand
for more skilled labour in using sectors. Policies aiming at fostering
technical progress therefore need to focus more on switching costs
on the user-side and on education and skills to make sure that the
potential users of new technology can find the skills needed to
restructure production around the technology.

The importance of the demand-side also suggest that
occupational licensing does not necessarily constitute a drag
on technology adoption as long as at least one engineering
firm offers software. However, if exclusive rights to offer a
service extends to software that automates the same service,
the license fee is likely to be higher than in a competitive
market, and the adoption rate may be substantially slowed down.

Finally, our results are relevant for other occupations and
sectors. First, AI-enabled automation software in engineering is
also relevant for the construction sector in a similar manner as in
manufacturing. Second, other high-skilled business services
occupations such as architects and management consultants
face similar technological changes as the ones simulated here
for engineering. Although these professions are currently way
behind engineering in using AI-based automation, they are
susceptible to such automation in the future. The accelerated
digital transformation during the Covid-19 crisis may, however,
have brought us closer to the steep part of the adoption curve for
some of these services. Developments in the engineering sector
modelled in this paper could thus be a harbinger of things to come
in other professions going forward.
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Robot Care Ethics Between
Autonomy and Vulnerability: Coupling
Principles and Practices in
Autonomous Systems for Care
Alberto Pirni 1*†, Maurizio Balistreri 2†, Marianna Capasso1†, Steven Umbrello2† and
Federica Merenda1†

1Sant’Anna School of Advanced Studies, Pisa, Italy, 2Department of Philosophy and Educational Science, University of Turin,
Turin, Italy

Technological developments involving robotics and artificial intelligence devices are being
employed evermore in elderly care and the healthcare sector more generally, raising ethical
issues and practical questions warranting closer considerations of what wemean by “care”
and, subsequently, how to design such software coherently with the chosen definition.
This paper starts by critically examining the existing approaches to the ethical design of
care robots provided by Aimee van Wynsberghe, who relies on the work on the ethics of
care by Joan Tronto. In doing so, it suggests an alternative to their non-principled
approach, an alternative suited to tackling some of the issues raised by Tronto and
vanWynsberghe, while allowing for the inclusion of two orientative principles. Our proposal
centres on the principles of autonomy and vulnerability, whose joint adoption we deem
able to constitute an original revision of a bottom-up approach in care ethics. Conclusively,
the ethical framework introduced here integrates more traditional approaches in care
ethics in view of enhancing the debate regarding the ethical design of care robots under a
new lens.

Keywords: applied ethics, care ethics, bioethics, robotics, care robots, autonomy, vulnerability

INTRODUCTION

Developments in robotics and automation technologies are rapidly changing many aspects of our
lives. The field of (health) care has been no exception, promising many boons while also bringing
about controversial ethical questions. This paper takes care robots for the elderly as an object of
analysis, evaluating the existing literature on their ethical and responsible design. In particular, we
aim to discuss the existent approach to the ethical design of care robots by Aimee van Wynsberghe
(2012); van Wynsberghe (2013a); van Wynsberghe (2016) that relies principally on the work on care
ethics by Joan Tronto while also exploring the viability of a care ethics approach that is
fundamentally non-principled, such as those expounded by Tronto (1993), Tronto (2010) in
view of possibly envisaging a conciliation between the two alternative proposals (§ 1).

Tronto argues that general principles are too broad to constitute a sufficiently stable justification
for actions consequent to care ethics. However, in recent years, the literature on care ethics has been
trying to identify principles that can have an informative and a justificatory role in making moral
decisions and carrying out moral actions in care practices (Collins, 2015) (§ 2). Though such an
approach constitutes just one of the many different understandings of care ethics, it becomes
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particularly relevant as a theoretical basis for care robot
programming, that is when the ultimate goal of philosophical
research is to program machines able to interact with human
beings in ways that are acceptable from a care ethics perspective.
To this end, this paper explores the possibility of integrating 1) a
care-ethical perspective based on the consideration of particular
care relationships, their contextual levels and the importance of
needs, emotions and sympathetic modes of deliberation with 2) a
principlist approach to care.

Such an approach asserts that orientative principles, rather
than constitutive ones, may have a justificatory role in grounding
proper forms of action and would constitute one to be included in
the category of the so-called “hybrid approaches” similar to the
one proposed by Van Rysewyk and Pontier (2015) but with
substantial differences that will be explored. According to a
Kantian approach, the proposed principles are argued to be
not mutually exclusive and contribute to identifying a more
comprehensive account of care ethics (§ 3).

In our view, this approach to care ethics can be operationalized
through an innovative account of two basic orientative principles
and their systemic interrelation: autonomy, on the one hand, and
the principle of vulnerability, on the other (§ 4). If successful, the
practical implications of this approach pave the way for a revision
of how care ethics is treated within the domain of engineering and
design and subsequently a reimagination of how to translate these
types of orientative principles into tangible design requirements.
And this las point is a fundamental point with regards to the
“design turn in applied ethics” (van den Hoven et al., 2017) given
that the traditional top-down and bottom-up approaches have
dominated the field of robotic design. Still, this paper does not
delve into this issue, but rather provides the conceptual
framework to springboard new discussions in engineering
ethics for how to go about designing care robots according to
the approach we discuss below.

ISSUES AND APPROACHES TO
DESIGNING CARE ROBOTS

The Top-Down Approach
This article aims to analyse how care robots–i.e., machines used in
care practice–can be designed to support and promote the
fundamental values in care practices. There is already a wide
variety of autonomous machines currently used in assistance and
care: My Spoon is a robot able to spoon-feed an assisted person,
Sanyo, to wash and rinse him. Further, robots such as RIBA
(Robot for Interactive Body Assistance) can move patients from
one place to another, while Care-o-bots do likewise with objects
in a room. And as well as robots to monitor people’s health and
wellbeing, there are nursebots, used to reminds the elderly of
certain routine activities (from eating and drinking to taking
medicine and washing their teeth) and accompany their
movements within a space–while Pepper, NAO, Kabochan,
Brian 2.1, and Nexi 2 are humanoid robots that can not only
move their arms, dance, and answer questions but also gather
information through a camera and microphone and entertain the
assisted person with basic games. This section intends to discuss

the top-down and bottom-up strategies to design artificial moral
agents (AMAs). “Top-down approaches to this task involve
turning explicit theories of moral behaviour into algorithms.
Bottom-up approaches involve attempts to train or evolve
agents whose behaviour emulates morally praiseworthy human
behaviour” (Allen et al., 2006: 149).

The “top-down” approach may look the easiest from an
engineering perspective because it consists of programming
the machine according to general behavioural principles (or
laws). As noted by Van Rysewyk and Pontier (2015), such an
approach is particularly apt to operationalize utilitarian or
deontological ethical perspectives. It also follows a long-
standing moral tradition that identifies the correct behaviour
with that conforming to the law. Asimov’s three laws of robotics
are an example of this type of solution, in that they bind the
machine to act according to general principles at all times
(Anderson, 2008). Some attempts to program robots to be
“good” using a principlist approach have been reported in the
literature. Winfield et al. (2014) discuss research in which robots
are programmed to achieve a goal and to prevent other robots (as
proxy humans) from getting hurt (for example, by falling into a
hole or ending up in a dangerous area). According to Winfield
et al. (2014, p. 5), this is an example of a robot that “appears to
match remarkably well with Asimov’s first law of robotics: A
robot may not injure a human being or, through inaction, allow a
human being to come to harm.” Arkin (2009) have also have
proposed a moral system able to adhere to the International law
of war (LOW) and rules of engagement (ROE) and to distinguish
between unethical and ethical actions based on their compliance
or not with international law (Arkin 2009, p. 1).

The problem with a “top-down” approach is that the laws or
general principles constitute overly generic moral references
which may be hard to apply (or interpret) in complex real-life
situations. Furthermore, each case is different and cannot be
reduced a priori to law, which must be interpreted. Thus, an
intelligent robot limiting itself to apply the instructions rigidly has
received risks to interpret them inadequately and to the letter. For
example, suppose we program a robot to serve,1 obey, and protect
human beings. In that case, this could have disastrous
consequences for humanity, in that they could think they are
morally obliged to stop us from doing anything–because the less
we do, the fewer chances we have of getting hurt–or to inflict
serious cerebral damage on us as well, so that we perceive
less pain.

Further, to safeguard and promote a patient’s wellbeing, a
robot programmed to carry out care activities may feel justified in
violating their personal sphere and refusing to obey them and
meet their needs. For example, a robot could inform the health
operators of their patient’s intention to put an end to their life, or
not even help them die after an explicit request, even when the
patient’s existence has become unbearable (Tonkens, 2015:
207–222). Furthermore, it merits questioning whether a care
robot programmed to promote a patient’s good would stop

1Which can also be understood in the negative sense, i.e., allowing for a certain
degree of (negative) freedom to do risky things.
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the surgeon about to operate on them (Wallach and Allen, 2015:
92) or deceive them about their health when the prognosis is
terminal.

Finally, the greater the number of rules andmoral principles to
be respected by the moral agent, the higher the risk that, in certain
situations, two or more principles conflict. To this end, we should
design autonomous machines to confront these situations and
know what–in the case of conflict–is the principle that must
prevail because it is “stronger.” That is, these types of dilemmas,
or moral overload, create inextricable computational roadblocks.
The way to resolve such issues computationally is to have higher-
order principles that can be used to address such dilemmas (Allen
et al., 2006: 150; Goodall, 2014). As new scenarios and new
circumstances present themselves, we should add newmoral rules
and principles (that can resolve the existing conflicts) and specify
their application. But this would not be a solution either. Even if it
is always possible to determine when one norm has precedence
over another, we cannot imagine all possible scenarios. “So even if
deontological ethics can provide a guide in many situations, it
cannot be used as a complete ethical system, due to the
incompleteness of any group of rules and the difficulty of
articulating human ethics in its complexity in a list of rules”
(Goodall, 2014). That is, autonomous systems could end up
in situations that were not foreseen nor even foreseeable.
Moreover, even if we were able to formulate explicit criteria
allowing an artificial moral agent (AMA) to override a rule, “any
such criteria would very likely produce other dilemmas” (Wallach
and Allen, 2015).

For this reason, it seems preferable to find/adopt a single moral
principle or more general and abstract principles from which all
other particular principles (or rules) can be derived. For example,
utilitarian ethics stating that it is right to maximize happiness,
wellbeing, preferences (or informed preferences), or pleasure for
the greatest number of those involved. A strength of
utilitarianism is its apparent ability to quantify goods and
harms. The issue is that calculations could be highly complex
and that an engineering model of ethics (i.e., do you have a
dilemma? Apply the principle) is inadequate for moral life.
Imagine, for example, that we wish to programme machines
according to utilitarian ethics. We want “intelligent” care robots
to promote the patients’ wellbeing as much as possible, but how
can wellbeing be calculated? Only in terms of life years (the more,
the better)? Or do we also consider economic, psychological, and
social wellbeing? Significant disagreements could emerge
regarding the objective to maximize, in that some would think
it proper to maximize “happiness” while others would view it
right to maximize “wellbeing.” Still, others may consider
maximizing “preferences” (or “informed preferences”) while
others again could give value just to “pleasure.”

Further, to calculate wellbeing, should we bear in mind only
the most immediate consequences or take long-term effects (but
how far away?) into consideration? This would also mean
deciding which perspective the intelligent care robots should
assume: whether to protect the interests of the owner or user
(that is, the patient) at all times or consider a more stable, general
point of view and protect the collective interest. Imagine, for
example, that a patient finds themselves at home and is about to

have guests over. Suddenly, a fire breaks out in their kitchen and
spreads into the other rooms of the house: who must the care
robot save? If we consider things morally, it seems fitting that the
robot should not only worry about its owner but assume a general
point of view: my wellbeing counts, but so does anyone else’s.
However, still, certain decisions could end up as
counterproductive. For example, programming care robots to
protect general interests could reduce (or even extinguish)
interest in these machines and slow down their adoption (at
least in the short term). The most appropriate solution seems to
minimize the consequences, considering the interests of both the
care robot’s owners and anyone else (i.e., the general interest). But
there is no single way to bring together and balance these different
interests: we could give more value to the general interest, do the
opposite, or consider them equally.

Utilitarianism presents the same problems as the so-called
deontological ones. They appear to be unable to derive from
highly abstract, generic premises; solutions can orientate people
in concrete situations when choosing (Williams, 2011).
Utilitarianism seems to permit the construction of scientific
ethics. Still, the same precise and rigorous conditions cannot
be achieved in practice as in science. Further, an engineering
model of morality does not solve but intensifies moral contrasts in
that it reduces all differences to divergences that are of principle
disjunctions, hence harder to overcome. That is, “taking for
granted that the only way to face ethical disputes is to apply
this deductive and axiomatic model of practical rationality ends
up making it almost impossible to overcome disagreement”
(Lecaldano, 2005: 16).

The Bottom-Up Approach
The alternative to the top-down model is the one we have called
bottom-up: here, the strategy to make machines moral does not
consist in giving them laws or general principles. The bottom-up
approach allows artificial intelligence to learn morality (that is,
what ethical behaviour is) through experience and learning
without the need for general principles. Allen et al. (2006)
liken this approach to the way a human child learns, and van
Rysewyk and Pointier define it as an approach that creates “a
series of learning situations through which a machine works its
way toward a level of ethical understanding acceptable by the
standards humans define” (2015: 99). Small pieces of knowledge
gained through experience, manipulated by programmers as new
challenges and tensions arise, all done within a learned social
context in which the AMA is situated and able to grow (Allen
et al., 2006: 151).

According to Aimee van Wynsberghe, the most promising
manner of programming a care robot based on an alternative
approach to the top-down one is to integrate the traditional value
sensitive design (VSD) approach with normative criteria and
elements from care ethics (van Wynsberghe, 2015; van
Wynsberghe, 2016). Care ethics appears as an alternative
perspective to the strategies inspiring a lot of modern moral
philosophy based on an appeal to universal, abstract, and
impersonal rules (principles that may be assumed to be valid
for humanity overall), which should regulate the behaviour of
separate, independent individuals. According to care ethics, it is
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wrong to reduce the moral to merely obeying norms and
principles imposed on real life and people’s experience
(Tronto, 1993; Botti, 2015; Collins, 2015). A long-standing
philosophical tradition has linked morality with the ability to
assume a completely detached perspective from our particular
interests, the concreteness of the situation and relations, and the
ties in which we are involved. Nevertheless, morality means not
conforming to or applying general principles (or moral laws).
Still, rather it corresponds to the ability to develop dispositions
and practices of care and attention towards others (considered
not as abstract individuals, but perceived in their concreteness
and particularity). That is, from this perspective, morals are not
the mere execution of a mechanical task (the simple application of
a law or general principle to a particular case), but a practice
requiring sensitivity (that is, attention)–and of course
empathy–towards others. Likewise, it is also the subject’s
awareness of their relation to others and developing an ability
to listen and sentimental communication (Gilligan, 1982; Botti,
2015; Collins, 2015).

The considerations above should suffice to highlight that care
ethics involves the importance of connection (Noddings, 1984;
Noddings, 2002) and the relationship between individuals, their
choices, and the context where they find themselves situated
(Botti, 2018: 16). Dependence is the sign of vulnerability, but it is
possible through this dependence to feel a responsibility of care
towards one’s neighbour and to be able to pay more attention
towards others (Gilligan, 1982; Noddings, 1984; Tronto, 1993;
Held, 2006). Similarly, care is not perceived as a pre-set ethical
perspective, ready for use in any context, but, as Wynsberghe
(1,025) argues, it is a starting lens to recognize the other person’s
dignity and begin to look after one’s neighbour. Care is already
current practice in our lives, from birth to the moment of death
(Noddings, 1984; Held, 2006). So, according to the supporters of
ethical care, there is no need to justify it, but rather to take its
importance into account to place it at the centre of morality
(Botti, 2015).

In this view, starting from Gilligan’s original formulations,
care ethics is not to be conceived as something which regards
female subjects in as much as they can become mothers: it does
not correspond to “maternal” ethics, but it does constitute a valid
moral paradigm for any person (Slote, 2010; Slote, 2011).
According to Virginia Held, care is first and foremost a form
of emotional, reflective commitment (Held, 1993)–including
sensitivity, solicitude, and worry, but also empathetic
responsiveness, attention to specific needs and contexts, as
well as relationships–which of course has a biological basis.
However, this basis cannot be described as an animal- and/or
human-type “instinct.” It is a social practice, a cultural
transformation of something we already find in maternal care.
Attention is sensitivity, which means that they are central aspects
in responding to others’ needs. But these “natural” abilities may
and (within an appropriate care process) must be refined and
corrected through communication and dialogue exchanges
(Held, 2006). Held does not dwell on this process of refining
moral sensitivity. Still, from her perspective, emotions such as
sympathy, empathy, sensitivity, and responsiveness are moral
emotions that any individual should learn to cultivate to

approach other people’s condition and do that which morality
recommends. Maternal relationships may be the starting point
for care activities, and, for Held, they remain an authoritative
reference model. However, the activity of caring for another is
only learnt through practice and experience. In this way, Slote
(2010); Slote (2011) maintains, we may also develop a broadened,
mediated empathy which stands in relation to situations not
immediately present, through which we can even imagine the
feelings of those farthest away.

In Joan C. Tronto’s opinion, care activity–“[o]n the most
general level, we suggest that caring be viewed as a species activity
that includes everything that we do to maintain, continue, and
repair our “world” so that we can live in it as well as possible. That
world, which includes our bodies, ourselves, and our
environment, all of which we seek to interweave in a complex,
life-sustaining web” (Tronto, 1993: 103)–plays out in four phases:

1. “Caring about,” where we recognize that care is necessary and
we perceive the existence of a person’s need that must be
satisfied. “Caring about–writes Tronto–will often involve
assuming the position of another person or group to
recognize their needs” (Tronto, 1993, p. 106).

2. “Taking care of,” that is, the moment in which we assume
responsibility towards that need and consider what can be
done, bearing the situation inmind. There is, then, recognition
of the possibility of acting towards the identified need (Tronto,
1993: 106–107)

3. “Caregiving” is committing ourselves to satisfy the need
through work requiring that the one giving care comes into
contact with its recipients (Tronto, 1993: 107).

4. The fourth phase of the process or care activity is the
“receiving care”, because care should also be measured in
terms of appropriateness of the basis of the response from its
recipient: “[u]nless we realize that the object cared for
responds to the care received, we may ignore the existence
of these dilemmas, and lose the ability to assess how
adequately care is provided” (Tronto, 1993: 108).

5. There is, finally, a fifth phase of care–that is, caring with–which
is specific to a democratic society in which the citizens are
constantly involved in taking care, not individually–as
autonomous, self-sufficient subjects–but together with other
people as vulnerable subjects who need care and can trust and
rely on other people. Care (the activity of care) is present in
any society. Still, in a democratic society–writes Tronto–we
have the best care activity because only in a democratic society
is it possible to have institutions promoting caring with
(Tronto, 2013; pp. 154–155).

These moments correspond to specific moral qualities:
attentiveness, responsibility, competence, responsiveness, and
trust (and solidarity). Attention is required because the
caregiver must have the ability to perceive the continual
changes in the situation and the needs of the person they are
taking care of, in that there can be no care unless there is attention
to others’ needs. Recognizing others’ needs is a challenging task,
but this is precisely why it is a moral element, and ignoring others’
needs is without any doubt a moral evil (Tronto, 1993: 127),
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whilst responsibility is the ability to take on others’ perceived
needs: it is not a promise; nor is it a commitment to act according
to pre-set formal rules. In other terms, it is the ability to recognize
that we must, based on the role we occupy and the skills we have,
do something to change other peoples’ situation. Also,
competence is the ability to consider the effectiveness of our
actions, because “clearly, making certain that the caring work is
done competently must be a moral aspect of care if the adequacy
of the care given is to be a measure of the success of care” (Tronto,
1993:133). That is, Tronto states, truly responsible (and
appreciable) cannot be uninterested in the consequences,
because–she adds–“from a perspective of care, we would not
permit individuals to escape from responsibility for their
incompetence by claiming to adhere to a code of professional
ethics” (Tronto, 1993: 134).

Then, responsiveness marks the importance of the care
recipient’s response and the caregiver’s duty to pay attention
to the “responses” of those cared for. Good care–writes
Tronto–requires the four care process phases and appropriate
integration of the different skills, or rather, moral elements
necessary to perform it: “Such an integration of these parts of
caring into a moral whole–states Tronto–is not simple. Care
involves conflict; to resolve this conflict will require more than an
injunction to be attentive, responsible, competent, and
responsive” (Tronto, 1993: 136). Finally, trust results from
people’s awareness that they can count on others’ participation
in their care and care activities. At the same time, solidarity is
built when citizens know that they can dispense care with others
better (Tronto, 2013).

Following the care ethicist Joan Tronto (1993), Aimee van
Wynsberghe identifies four fundamental values of care to be
promoted in the design of (autonomous) systems: 1)
attentiveness, as the capacity to recognize the needs of the
care-receiver; 2) responsibility, which implies the caregiver’s
concern for meeting the needs of the care-receiver; 3)
competence, as the capacity of executing an action to fulfill
the needs of the care-receiver; and 4) responsiveness or
reciprocity, as the capacity of the care receiver to guide the
caregiver and the instauration of a reciprocal interaction (van
Wynsberghe, 2012; van Wynsberghe, 2013a; van Wynsberghe,
2013b; van Wynsberghe, 2016). Van Wynsberghe insists that
these four elements are crucial in any care practice that impacts
caregivers and care receivers due to the ethical importance they
assign to the relationship and distribution of roles and
responsibilities (Tronto, 2010). We may add a fifth element,
including trust and solidarity as the caregiver’s ability to
collaborate with others, in a democratic society, in care
activity, enjoying trust in the willingness to participate, and
collaborate with other people (van Wynsberghe, 2021).

Artificial Morality and Moral Training
What we are asking is how to make care robots sufficiently moral,
a question that has been at the centre of ethical concerns already
for some time and widely disseminated by individuals like David
Gunkel, who has reconstructed the different perspectives
developed in philosophy over the relation between morality,
artificial intelligence and robotics (Gunkel, 2012). Building on

what we have discussed thus far, we can conclude that their design
must consider both attentiveness and empathy in whichever care
practice setting.

However, robots are machines: we canmake them increasingly
intelligent (and hence able to respond–or to react–to stimuli of
human beings more and more appropriately), but they remain
incapable–at least for the moment–of “sympathizing” with
others’ needs and interests. So, this questions the possibility of
building robots able to perform care activity integrating a
traditional VSD (Value Sensitive Design) approach with
elements from a care ethics perspective. Starting from Gilligan,
care ethics has underlined that appropriate care activity does not
consist of the ability to detach or abstract ourselves from the
particular context or take distance from the actual features
rationally, but instead of developing sensitivity and solicitude
towards other people. And it is that attention to others’ specific,
particular needs, of which Tronto also speaks, which is, in this
view, reached through practice, experience, and specific abilities:
the willingness to listen to the other and communicate with them
(Tronto, 2013; Tronto, 2015). But, as Gilligan states (1982),
sentimental communication, that is, empathy or sympathy, is
also needed (Noddings, 1984; Noddings, 2002). Meaning the
ability to let ourselves be influenced by other people’s
emotions and feelings. For this reason, robots’ lack of any
moral sensitivity seems to exclude from the start the
possibility of attributing a minimal form of moral ability to
them (Dumouchel and Damiano, 2017).

Yet, the fact that robots are not capable–at least at present–of
feeling sympathy is not problematic: as suggested by
Coeckelbergh (2020), while against the wishes of both
cognitivists and feeling theorists of emotions until robots will
have a consciousness, they will not be able to feel emotions
properly, what Coeckelbergh calls “the appearance of emotions”
and of being entirely moral can be attained. This is because we can
program such sentiments synthetically rather than biologically.
Even though others’ feelings cannot substantially influence a
machine, it could learn to modify its behaviour and emotions
based on others’ reactions and approval (or disapproval),
developing this way a synthetic kind of nature-nurture
interaction which resembles that building up to human moral
development (Coeckelbergh, 2020). In this way, we may expect it
to become a moral (or virtuous) machine over time; able, that is,
to take into account not only the present situation and people but
also the needs and interests of those it interacts and relates with,
taken on in their particularity. The sentiments of love (or esteem)
and hate (or contempt) for our fellows–David Hume (2007) and
Adam Smith (1976) outline in their works–are the most potent
motors of morality, in that we want others to like us and
appreciate our behaviour and the passions and sentiments we
have (Baier, 1991). Robots might be intelligent, but they are
insensitive to others’ reactions because they are not conscious.
However, they could be programmed to regulate their behaviour
(and their “sentiments”) based on the esteem or contempt they
receive from others. For example, moral approval (expressed by
human beings) could be a reason to repeat specific behaviour, and
moral disapproval a cause to modify/change it or make it more
acceptable. We could call this ability to adapt “synthetic
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sensitivity” in that, like “biological” sensitivity, it denotes a
disposition to put oneself in tune with the sentiments of other
people, which is, as van Wynsberghe recalls, the essential quality
for a good care provider: “Being in tune with the delicacy of the
situation, and how to address it, can also be referred to as ethical
sensitivity or “tinkering.” The former adheres to the idea of care
as caring about while the latter is closely linked with care as caring
for, albeit they are not mutually exclusive” (van Wynsberghe,
2015: 35).

Stating that robots can only become moral through practice
and not thanks to abstract training simulations like those
proposed in the Silicon Coppélia experiment mentioned by
Van Rysewyk and Pontier, (2015)– find themselves, that is,
interacting with people and becoming subject to their moral
evaluation–means suggesting a different model of morality from
that indicated by those who think it is possible to make a machine
moral simply by programming it to obey certain principles.

This is not a defect but a strength in the approach we are
suggesting. It recognizes the importance of experience and
education for moral training and the inappropriateness of
reducing the complexity of moral life to a few principles.

As announced at the very beginning, in our view, it is possible
to integrate a 1) care-ethical perspective based on the
consideration of particular care relationships, their contextual
levels and the importance of needs, emotions, and sympathetic
modes of deliberation with 2) a principlist approach to care.
These two perspectives are not mutually exclusive, as it has been
thought. They contribute to identifying a more comprehensive
account of care practices that can be operationalized through an
innovative interpretation of two fundamental and orientative
principles and their systemic interrelation: the principle of
vulnerability, on the one hand, and the principle of autonomy,
on the other.

In Tronto’s words, care is not only an activity, but also a flair:
“we insist that the activity of caring is largely defined culturally,
and will vary among different cultures. Fourth, we see caring as
ongoing. Care can characterize a single activity, or it can describe
a process. In this regard, caring is not simply a cerebral concern or
a character trait but the concern of living, active humans engaged
in the processes of everyday living. Care is both a practice and a
disposition” (Tronto, 1993: 103–104). For the Aristotelian ethics
of virtue, dispositions appear as functions or abilities belonging to
human nature.

In contrast, sentimentalist ethics consider the dispositions as
individual character traits that are subject to approval or
disapproval due to the consequences they produce. Referring,
then, to Julia Driver’s definition, we can state that, “A character
trait is a moral virtue if it is a disposition to produce (i.e., it tends
to produce) intentional action that is systematically productive of
the good (Driver, 2001:107). In other terms, dispositions are those
personality or character traits that do not end in action because
they represent principles, that is, stable conduct motifs (Baier,
1991; Baier, 1995): so we may call them qualities characterizing a
person’s character or mind. (Hume, 2007: 3.2.1.2.).

A psychological disposition is made up of accepting a
distinctive fan of considerations as reasons for action and a
tendency to have a certain feeling or combination of emotions,

often driving us to action. A robot cannot be moved by certain
feelings–nor by combining feelings and passions–but it can still
be programmed to act based on particular orientative principles
and consequently manifest the disposition to behave in the way
we prefer. On the basis, that is, of the ethical conception we are
referring to, the ideal would be to have a care robot with the
necessary sensitivity to respond appropriately to the feelings and
emotions of the people he is called to care for. Indeed, for a robot
to empathize with the people it interacts with, it would be easier to
establish how to discharge its tasks. Yet, at least for the moment,
hoping to build a robot endowed with sensitivity and our
empathetic ability is unthinkable. Given the impossibility of
counting on a compassionate robot, we can–as we have
already said–consider making it synthetically (or artificially)
empathetic through a programme allowing it to respond
considering others’ judgement. But beyond this, programming
it with orientative principles, we could also attribute to it a
disposition “to be interested, look after and provide care when
there is an unsatisfied need”. If the robot could have a character,
we would not need to programme it with principles: but the robot
cannot have a character, so the orientative principles could allow
us to influence/condition its character sufficiently appropriately
for our needs. (Dumouchel and Damiano, 2017). From a practical
perspective, programming a machine to follow a few orientative
principles could be advantageous. It would permit not only to
control the machine’s behaviour but also to limit its
autonomous space.

Furthermore, the robot would not need to learn to behave
from scratch, in that it would already be programmed to follow
certain principles, hence ways of behaviour (Allen et al., 2006;
Wallach and Allen, 2015: 114–115). Nor would there be the
problem characterizing “bottom-up” learning, which can be a
prolonged, mistake-ridden process (Van Rysewyk and Pontier,
2015). There is still the risk that the overall principles are too
general or poorly interpreted or that the robot does not know how
to behave. Yet, in the terms described above, a machine sensitive
to the reactions and responses of those it interacts with would be
less subject to these problems. It could learn from practice and
experience to correct its behavior. So even though it may
misapply the moral principles, it could still always correct
itself, taking into account the reactions of those it interacts
with. Both Held (1993), Held (2006), Tronto (1993) stress the
difficulty in grasping other people’s need for care, and for this
reason, they emphasize the importance of dialogue and
communication, as well as–naturally–the finetuning of our
empathic abilities. Our capacity to take care of others’ interests
and needs is limited: sometimes we do not perceive their suffering
nor realize that we are causing them harm; certain forms or ways
of life are invisible or at least remain opaque. A robot could ‘be
born’ with our same defects, but, like us, could still, through
experience/practice, become an appreciable “person”.This
demonstrates that it is possible, in the case of robots, to
integrate 1) a care-ethical perspective based on the
consideration of particular care relationships, their contextual
levels and the importance of needs, emotions and sympathetic
modes of deliberation with 2) a principlist approach to care.
These two perspectives are not mutually exclusive, as it has been
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thought, and contribute to individuate a more organic account of
care practices which can be operationalized through an
innovative understanding of two basic principles and their
systemic interrelation: the principle of vulnerability, on the
one hand, and the principle of autonomy, on the other.

FUNDAMENTAL ORIENTATIVE
PRINCIPLES WITHIN AND BEYOND THE
CARE ETHICS APPROACH

Preliminary Orientative Lines
Based on the premises laid out in the preceding section, the main
research question can be rephrased: how can we formulate a
comprehensive approach that can frame the human-robot
interaction overcoming the objective difficulties discussed
above in terms of empathy? We are used to communicating
such issues both from the point of view of human beings and
machines. If we take the first issue discussed in the preceding
section, what we are doing is referring to the possibility–in some
cases welcomed, in others indeed feared–that specific groups of
human beings might develop feelings for robots. More
specifically, there is a typology of relationships that emerge,
i.e., by persons with mental impairments or by elderly people
with affective difficulties or, still, by persons addicted to robot
companion and/or sex robots (Sharkey, 2014; Bendel, 2017;
Balistreri, 2018; Ostrowski et al., 2019; Bisconti Lucidi and
Piermattei, 2020; Jecker, 2020).

On the other hand, we refer to the objective difficulty of
human-robot interaction by considering the second viewpoint:
the tension between a robot executing a programmed behaviour
and an empathetic behaviour towards a human subject. Of
course, we can consider a situation in which the programmer
is committed to programming a sort of synthetic empathy that can
resemble or replicate, as much as possible, empathic behaviour
that is observed in human-human interactions. Again, we are
aware that this is one of the most promising frontiers of the
intersection of big data enquiry and artificial intelligence (Cavallo
et al., 2018).

We are thus perfectly aware of the existing and expanding
debate on such issues. Nonetheless, it is not necessarily to expand
on what are indeed promising theoretical directions in what
follows. Instead, we would aim to propose a preliminary
outline of what has been explored up to now. This is a sort of
theoretical framework that, in a sense, acts as a foundation, and
that thus we propose as one to be inserted into the care-ethics
approach we presented above.

The final expected goal of this insertion (and of the entire
research project which this paper is part of) is to propose a
renewed care-ethics approach that shall integrate the VSD
approach articulated by van Wynsberghe. In what follows, we
will offer a comprehensive argument to ground the legitimacy of
such a theoretical framework by justifying the insertion of two
basic principles whose argumentative role is identifying an
avenue along which trying to integrate a possible renewed
program in care ethics–we attempted to articulate a

preliminary attempt to frame the implementation issue of an
integrated VSD in Umbrello et al. (2021). In turn, we would like
to deepen the same linkage between that framework and the more
traditional care ethics approach in a further step.

Methodological Remarks
In approaching such a framework, some preliminary and
methodological remarks should be clarified.

Firstly, in line with the objections expressed above (§ 2.1), it
merits reiterating that referring to two principles does not mean
that we implicitly affirm a top-down approach. We remain
convinced that such a top-down approach risks substantiating
nothing other than general principles that do not offer concrete
guidance in specific situations or actual settings.

Secondly, introducing a unique principle might imply
operationalizing such a principle by underestimating the
contradictory or aporetic effects derived from it. Some of
them, related to the utilitarian principle of happiness, have
been analyzed above. This tension can be exacerbated by
introducing other relevant principles like “dignity” or
“respect”, for example. One can already imagine the conflict
that would undoubtedly emerge through a haphazard
combination of two or more principles. A striking exemplar
would be between managing the moral overload between two
principles like happiness and dignity.

Furthermore, introducing several (all fundamental) principles
can’t exclude the possibility of creating conflicts and dilemmas
that are undoubtedly difficult to solve within specific operational
situations. This is already true for human beings, but it remains
even more evident for robots. Thus, being fully aware of the risks
of implementation and the conflicts related to a top-down
approach, we indicate two principles that must be framed not
as antithetical but rather complementary.

Tomethodologically avoid affirming a top-down approach, we
instead actively aim at constructing a revision of a bottom-up
approach. This, of course, does not mutually exclude other
approaches like the so-called “mid-level ethical theories” that
have been proposed by van den Hoven (2010), Jacobs and
Huldtgren (2018), and Cenci and Cawthorne (2020) following
the theoretical path traced by the likes of Martha Nussbaum,
Amartya Sen, and John Rawls. We have elsewhere employed such
an approach in application to care robots (Umbrello et al., 2021).
What characterizes this revision of a bottom-up approach is
marked by a straightforward adoption of theories of relationality
as they pertain directly to vulnerability and autonomy, something
that those other approaches do not undertake. That is the line of
argumentation that will be followed here. Nonetheless, some
methodological remarks need to be explained in a revised
bottom-up approach as the one we aim to construct here.

We introduce four remarks here. The first remark is related to
the specific theoretical usage of the term “principle.” Selecting
care ethics as the primary focus implies some particular
difficulties in inserting a discourse on principles since care
ethics originated from the need to avoid an “ethical principle”
in the traditional sense of the term. However, the meaning of the
word “principle” we suggest and deem appropriate here is not to
be understood as a normative term that is external/independent
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to the situation and subsequently commands in the universalistic
sense of the word. Simply put, we are not thinking of a principle
that reproduces the same normative constraints that the Kantian
categorical imperative entails.

Instead, and like Kant, we envision the usage of the term
“principle” as analogous to the one he employed in the Critique of
Pure Reason, where he refers to the “transcendental ideas” that
pure reason faces in the “Transcendental Dialectic” (Kant, 1998,
394–408). Here he argues that these are not to be understood as
strictly “binding principles”; rather, they are instead “orientative
principles.”

That expression refers to principles that must be considered
asymptotic lines that can aggregate and gather patterns of
behaviours that might prima facie be considered divergent.
They are the peak of normative purity that trigger a constant
interest for human reason and which individual agency is
inescapably addressed. In Kantian terms, they are principles
that cannot be the object of knowledge. Principles, then, are
impossible for human beings to experience. We do not know such
principles nor experience them in the total sense of the term. We
can rationally imagine them as a point of orientation, a focus that
orients our action and systematizes it along a coherent path.2

If we defer to the Kantian perspective, this comprehensive
qualification of the “transcendental ideas” as “principles” is valid
for both the cognitive and the practical realm. In the present
context, we can imagine the same extended perspective.
Nonetheless, what is more relevant for this level of
discussion–and this is the second methodological remark–is
that those principles should be considered orientative for and
within any context of interrelation. The implications of this point
are twofold.

1. On the one hand, we affirm that those principles should be
considered orientative lines for any possible setting or state of
affairs in which a form of exchange occurs that we can call
“interaction.” Phenomenologically speaking, we might agree
on a minimal meaning of the term “interaction” by affirming
the coexistence of two conditions: 1) this term describes a
univocal spacetime frame in which at least two agents are
present; 2) they are or become aware of the (effects of an)
action that the first is doing as addressed to the second.

2. On the other hand, we would like to suggest that those
principles should orient the pattern of action that guides
any possible relationship among beings that share a “status
of subjectivity.” As a primary point of reference that can be
commonly shared, with this expression, we mean a being that
can start a “state of affairs” they are responsible for. We don’t
want to enter here further by embarking on a theoretical
account of the subjectivity of robots [for a preliminary
framing, see Stradella et al. (2012)]. Taking for granted that
we are speaking about robots that are complex enough to
consider themselves as starting points of possible (patterns of)

actions, we are just alluding to the possible relationship
network of humans-humans and humans-machines (by
leaving open the possibility to imagine robot-robot
relationships–which we do not investigate here).

Thirdly, by considering the principles we will articulate as
orientative ones, we are paving the way for a different line of
inquiry. We are thinking of principles that are intense, pervasive,
and flexible enough to both inform and orient at the same time, as
well as function in any context of the interrelation of each possible
“subject” involved in it–again, by attributing such a status to both
humans and robots. In more synthetic terms, we maintain that
such a kind of principle can be adequate for orienting both the
contextual settings or situation (embedding perspective) and the
forms of subjectivity involved in them (embodying perspective).
We will integrate this point in the following paragraph.

Last but not least, as our fourth methodological remark, the
comprehensive approach here used can be described as
hermeneutical. We can attribute this evocative word to the
same twofold meaning that Hans-Georg Gadamer intended
(Gadamer, 2013)–“fusions of horizons” on the one hand and
as “history of effects” on the other. We would like to allude that
any single situation or context of interrelation has its
characteristics, spatial/temporal borders and constraints, and it
embeds specific actors in it. There are no privileged or external
points of view that can account for it with sufficient
accuracy–and, consequently–that can take appropriate
decisions outside the subjects involved in it. If this affirmation
may be considered accurate for any interaction situation, it
becomes still more evident by referring to forms of
relationships mediated by technologies (Pirni and Carnevale,
2013; Pirni and Carnevale , 2014; Pirni et al., 2017). Again,
this is another way of excluding from the very beginning the
possibility for any top-down (now: external-internal) approach.
Moreover, accuracy in making decisions is in direct proportion to
the habits of interrelating with those specific agents or issues. In
short, it is the result of intersubjective historicity that is lived in
common.

AUTONOMY AND VULNERABILITY: A
DUALITY OF PRINCIPLES FOR A
RENEWED CARE-ETHICS APPROACH
By moving forward in designing the proposed approach, we
must outline a comprehensive definition of each of the two
principles we want to offer in this context. Again, to avert any
reference to a top-down approach, we avoid the insertion of
any unique or unifying principle. Instead, the insertion of the
systemic linkage of two orientative principles (in the sense
outlined above) we are going to illustrate has to be considered
within a sharp argumentative lie that can be summarized in
what follows:

1. Both principles are to be considered on the same plane or level.
No one of them should be regarded as a priority, even in
extreme conflictual situations;

2For a parallel approach that uses “insight” as the key-concept instead of
“principle,” in order to give space to a similar need for an orientative
perspective in care ethics, see Leget et al. (2019).
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2. They are constitutively complementary: neither an account of
(a focus on) autonomy without considering vulnerability nor
an asymmetric opposite account (focus) is admitted. They are
two, but none of them can be neither subjected to the other nor
avoided or underestimated in favour of the other.

Autonomy and Care: A Preliminary Outline
Accordingly, the comprehensive account of each of the two
principles should be considered within a strong linkage with
the other. This is precisely the meaning through which the same
hermeneutic/phenomenological framework outlined above
articulates. If we try and grasp the most phenomenologically
evident meaning of both principles, we can affirm that they are
opposed. What we are alluding to here is a theoretical
understanding, which is related to an experience from the
first-person point of view, more than linguistic antonyms (the
subsequent paragraphs are devoted to expand and widely ground
this point). Rather than being a weakness of our argument, their
constituting opposite principles are, in fact, an intended
characteristic that substantiates our reasoning. By adopting
both principles, on the one hand, through autonomy, we set as
an objective the guarantee of the maximum conceivable extent of
independence to the individual. At the same time, by also
contemplating the principle of vulnerability, we aim at the full
possible degree of relationality and dependence of a subject from
(an)other one (-s).

Accordingly, to try and outline a meaning of the principle of
autonomy that is constitutively open towards and provide a
potential integration to the principle of vulnerability, certainly
the common understanding of “autonomy” must be finetuned in
some of its primary and “classic” characteristics.

First of all, we must distinguish autonomy from arbitrium,
distinguishing the former from arbitrary/unconstrained agency.
Being autonomous does not mean “to do whatever one wants”
nor whatever is conceivable and possible, according to one’s own
overall capability to act/to avoid acting in any context in which
one’s action might take place and be oriented to any (subject or
thing) present in it. Such a definition would correspond to the
very meaning of the concept of arbitrium. Here we indeed wish to
differentiate from the first principle we were introducing-that is
autonomy.

Instead, the concept of autonomy we are searching for is a
principle that systematically opens up the possibility of acting in a
context in which other subjects are acting or might act and,
therefore, endowed with a relational dimension. In this
understanding, the individual will is structurally open to any
possible principle of concrete acting. Yet, it must select and
choose among possible principles of acting while keeping in
mind a general meta-rule that is shaped in line with the
Kantian third formulation of the categorical imperative. This
imperative would mean that anytime you are on the verge of
acting, try to articulate, select, and put into practice just. Only that
principle of action can you rationally imagine that any other
subject may want and affirm on their behalf. In other words, try to
act by orienting your agency while having in mind a systemic
approval of your action and the subjective principle that guided it

by any other subject who might act or might be the recipient of
your activity in the same context. As we can see, such a
formulation of the categorical imperative is inextricably tied to
a conception of the individual, which is far from being solipsistic,
like other different understandings of the concept of autonomy
suggest.

Of course, in line with a relational conception of subjectivity,
the target of our conceptual framework corresponds both to the
individual as the subject who acts and to the individual as the
subject who “receives” the action. In this perspective, then, being
autonomous does not mean being a solipsistic agent pursuing
their own goal whatever the conditions, whatever other subjects
and correlative goals they may encounter. Rather, being
autonomous means finding a systemic and dynamic balance
between the need for self-sufficiency and the capability to start
a state of affairs by one’s own will on the one hand, and the need
to take care of the analogous need and capability that guides and
orientates the agency of any other subject in any specific context,
on the other.

Ultimately, according to this definition, being autonomous
means taking care of the autonomy of others as well as of the
potential fragility and vulnerability that is endowed in each and
every one of us (Pirni, 2006; Pirni, 2013; Pirni, 2016).

Vulnerability andCare: A PreliminaryOutline
Given the understanding of autonomy we just outlined, its
interplay with the principle of vulnerability is less problematic
than one would expect. The endorsement of vulnerability can
now be understood as coherent with but even necessary to the
realization of the idea of autonomy we set up in the previous
section. To define vulnerability, as a first approximation, we can
build on a phenomenologically evident (instead of at-first-sight
contradictory, as with our definition of autonomy) understanding
of the concept. According to this understanding of vulnerability,
the basic situation becomes one in which no individual can either
live or survive, nor can they pursue their own goals alone.
Relationality, in this view, is not just courtesy, nor a possible
or socially acceptable behaviour, but rather an intrinsic
characteristic of the subject. Such subjects do not stand alone
but are permanently embedded in a relational net with others for
survival and fulfilment. Relationality is a matter of systemic and
vital necessity.

It merits noting here that we are not alluding to unique
situations that bear clear evidence, like the condition of people
with impairments. Instead, the perspective we adopt is in line
with theories that see subjects as embedded in a net of relations
and in contextual circumstances that try to manage - but, in the
end, are forced to confirm-our constitutive dependence at the
individual level as well as at the systemic one (Kittay, 1999). Such
perspective is shared by normative frameworks such as relational
egalitarianism (See Voigt, 2020). More importantly, the present
research is first and foremost built upon the understanding of
subjectivity expounded by feminist thinking (See, inter alia,
Butler, 2004). Thus, we are not referring to a vulnerable
subject in the sense that they are practically dependent on
others to fulfill daily needs or perform basic activities. Instead,
we refer to the basic constitutive situation of vulnerability shared
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by every human being as an embedded feature of humanity,
which is accurate and operating for each subject capable of acting.
Such a subject is solely prima facie independent or autonomous.
They are forced to act in a world shared with other subjects,
within definite boundaries and facing a series of limitations in
terms of lack of resources or deficiency of time. Following Arendt
(1958), we can say that “Men [human beings] and not Man, live
on the earth and inhabit the world” and that one defining
characteristic of humanity is plurality. Further, they can be
cognitively/ethically vulnerable, in the sense of not being
equipped with sufficient knowledge as well as the ethical
competencies to overcome specific difficulties, constraints, and
limitations that interfere with both the most linear pursuit of their
tasks and the due care to the autonomy/vulnerability of others.

In sum, the final achievement of this provisional theoretical
path is a constitutive interdependence between the two principles.
This might offer a challenging and potentially open theoretical
“platform” to relaunch a care ethics perspective more in line with
the demanding and urgent reshaping of any possible integration
between human and machine.

CONCLUSION

Various approaches have been undertaken in an attempt to
integrate ethical principles and practices in care ethics. This
has similarly been an approach applied to the design and
development of robotic technologies that fall within the
domain of care (§ 1). This paper has taken these approaches
as a starting point, illustrating how they have been employed and
their shortcomings. In particular, we showed how both the
traditional top-down and bottom-up approaches have

fundamental misgivings (§ 2). This, consequently, is
inextricably linked with foundational ethical issues. To address
these issues, we propose a revision of the bottom-up approach as
the most salient starting point for rethinking care ethics as it is
applied to robots. The central innovative contribution of this
paper is the proposal of rehabilitation of two orientative
principles that can surround the entire theoretical building of
any care ethics approach.

These principles were selected following a specific
methodology (§ 3), which led to identifying an ethical
horizon where the interplay between autonomy and
vulnerability includes both humans and machines on a
single plane. On the one hand, this horizon enhances the
potential autonomy of both, but it also highlights their
respective and constitutive vulnerability. On the other, this
opens up the possibility of a new relational dimension (§ 4). In
doing so, the central contribution of this approach aims to
provide a framework that promises a more salient interplay,
and possibly a novel integration, that is directed towards the
future of our “living togetherness,”
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Onshoring Through Automation;
Perpetuating Inequality?
Matthew Studley*

Bristol Robotics Laboratory, Bristol, United Kingdom

Many analyses of the ethical, legal and societal impacts of robotics are focussed on Europe
and the United States. In this article I discuss the impacts of robotics on developing nations
in a connected world, and make the case that international equity demands that we extend
the scope of our discussions around these impacts. Offshoring has been instrumental in
the economic development of a series of nations. As technology advances andwage share
increases, less labour is required to achieve the same task, andmore job functionsmove to
new areas with lower labour costs. This cascade results in a ladder of economic
betterment that is footed in a succession of countries, and has improved standards of
living and human flourishing. The recent international crisis precipitated by COVID-19 has
underlined the vulnerability of many industries to disruptions in global supply chains. As a
response to this, “onshoring” of functions which had been moved to other nations
decreases risk, but would increase labour costs if it were not for automation.
Robotics, by facilitating onshoring, risks pulling up the ladder, and suppressing the
drivers for economic development. The roots of the economic disparities that motivate
these international shifts lie in many cases in colonialism and its effects on colonised
societies. As we discuss the colonial legacy, and being mindful of the justifications and
rationale for distributive justice, we should consider how robotics impacts international
development.

Keywords: ethics, onshoring, robotics, inequality, Development

INTRODUCTION

The year 2020 was noteworthy in many ways. Firstly, the SARS-CoV-2 virus COVID-19 pandemic
had a massive impact on international trade and the global economy and highlighted the
vulnerabilities of global supply chains (Free and Hecimovic, 2021), accelerating a drive to
onshore, or “bring home”, manufacturing that is in turn enabled through robotics. Secondly,
even thoughmass assembly was contrary to public health recommendations, a wave of protests about
the lethal consequences of police brutality and racially motivated violence spread fromMinneapolis,
MN, United States, to cities worldwide (Weine et al., 2020).

In Bristol, United Kingdom, these protests saw a city centre statue of the philanthropist Edward
Colston toppled from its pedestal and rolled into the harbour (Nasar, 2020) to protest the trader’s
pivotal role in the Royal African Company, which “shippedmore enslaved African women, men, and
children to the Americas than any other single institution” (Pettigrew, 2013). The use of slave labour
by the European Colonial powers, and the nations which inherited their colonial possessions, led via
untold misery to the racist violence protested by the Black Lives Matter movement, and was also
instrumental in many ways in creating the wealth disparities within and between nations which
persist today. In large part it is this inequality which underlies the socio-economic imperative that
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created global supply chains, and it is against this sweeping global
historical backdrop that developments in robotics now find
themselves playing a part.

In this article I first discuss offshoring, the process by which
organisations in high-wage countries move part of their operation
to nations where wages are lower. I briefly examine the impacts,
both economic and otherwise, in the nations providing the
offshored service, and then present the accelerating process of
“onshoring”, in which these functions are “brought home” in a
process enabled by the replacement of human employees with
automation. I argue that in so doing we risk stifling one of the
ways in which inequalities are reduced through economic
betterment. Thereafter I discuss the disparity in wealth
between nations which motivates the ebb and flow of on- and
off-shoring. These disparities are in many cases not due to
accidents of geography but in a large part to historic
depredation and abuse, enslavement and exploitation, and it is
this history which is part of the narrative that led to the Black
Lives Matter protests. Finally, I argue that we should recognise
this wider, international dimension in our discussions of the
ethical, societal, and legal impacts of robots, and that it is
incumbent upon us as moral agents to act to redress these
impacts beyond the national scope within which they are
normally considered.

In the following sections I will often focus on the United States
and China as exemplars due to their economic predominance,
though of course there are many nations involved in these global
flows of goods and money.

OFFSHORING

The process of global trade has existed long before the current era;
some authors argue that globalization began in the 16th Century
(Flynn and Giráldez, 2004), and accelerated massively in the 19th
(O’Rourke and Williamson, 2004). However, especially since
1980 there has been a tendency not just to trade, but to
structure the world’s manufacturing production around global
supply chains, in which raw materials and intermediate goods
shuttle back and forth across the planet before they are exported
from this process to consumers (Free and Hecimovic, 2021). This
trend has been accelerated by the neoliberal consensus which
conceives of markets, rather than states, as the primary driving
force in social organisation (Mudge, 2008). Neoliberal
globalisation predicates increased international flows of trade,
labour, capital and technology.

As the notion of globalised supply chains developed, there has
been an increasing trend for many companies in high-income
economies to outsource manual tasks to countries with lower
labour costs in a process known as offshoring. This trend of
“global labour arbitrage” (Roach, 2004) has been enabled by
international IT infrastructure that enables rapid
communication and the direct comparison of prices
worldwide, and has been driven by a desire to seek efficiencies
through cutting costs as companies lose pricing leverage in an era
of excess supply. In general, the lower the per-capita income of a
United States trading partner, the higher its share of United States

“arm’s length trade” in which production is entirely
subcontracted (Lakatos and Ohnsorge, 2017), indicating that it
is the lure of lower labour costs which drives the offshoring trend.

The size of this shift has been enormous. Global annual trade
in physical merchandise has grown to $20T USD, with emerging
economies accounting for almost half that figure, totalling $8.2T
USD in exports (World Trade Statistical Review 2019). However,
there are a number of reasons why the desirability of this trend is
being re-assessed. The struggle for global hegemony between the
US and China has led to a trade war (Kim, 2019) in which the US
seeks to enlist its allies. Meanwhile, increasing public outcry about
carbon emissions has called into question companies’ reliance on
long distance supply chains, though assigning emissions within
these chains from production to final consumption is not easy
(Kagawa et al., 2015).

THE ROLE OF OFFSHORING ON
DEVELOPMENT

The impact of offshoring on both the developed and developing
partners is nuanced. A naïve expectation might be that there is a
disadvantage to the country that exports jobs; in fact some studies
show an increase in the demand for skilled labour at both ends of
the supply chain (Feenstra et al., 1996), with a concomitant rise in
wage inequality within each nation as lower skilled jobs are lost.
While the overall effect of the relationship is economically
positive, there are a number of reasons why the effect on the
developing nation may be ambiguous, but it has been shown that
these can be addressed through labour market policies (such as a
minimum wage) in the developing country (Bandyopadhyay
et al., 2020).

One of the impacts of robotics is claimed to be an increase in
high-skill and some middle-skill occupations (Dahlin, 2019), and
a similar change in employment patterns is one of the advantages
which has traditionally come from offshoring; low skill jobs move
overseas, where they cause an upskilling in the local working
population (Feenstra et al., 1996).

As skills and infrastructure improve in the developing nation,
less labour is required to achieve the same aim. National
differences in wage bargaining power, along with average wage
levels, can influence the decisions multinationals make about
where to locate production (Sly and Soderbery, 2014). Jobs move
from nation to nation; nations which were once the source in
global supply chains start in turn to source materials and
production from other nations (Kizu et al., 2019). Most
legislation and institutions which protect workers’ rights and
wages operate within countries, not between them, and offshoring
represents a mechanism through which these institutions can be
evaded, which can lead to negative effects on pay and working
conditions (Drahokoupil and Fabo, 2017).

Although changing exchange rates and fallible data make
comparisons hard, it has been shown that relative unit labor
costs (constructed from available compensation, employment,
and value added data) have risen in China between 1998 and
2012, although remaining far lower than in the United States
(Ceglowski and Golub, 2012). However, much of this rise has
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been due to the appreciating value of the yuan; indeed a meta-
analysis of the impact of offshoring on wages shows the average
effect to be negligible in both the originating and destination
countries (Cardoso et al., 2020). Within this period, there has
been a fundamental shift in living standards within China; in
2000, only 4% of urban households in China was middle class,
increasing to 68% in 2012, and this has been forecast to reach 76%
in 2022 (Barton, 2013). This distribution of wealth is expected to
have massive macroeconomic impacts, as better healthcare,
education and a rising service sector are expected to provide
the basis for innovation and technological advancement, enabling
Chinese industry to upgrade and climb the value chain. The
process of offshoring jobs from the United States (which remains
the dominant export destination for Chinese goods (Kizu et al.,
2019)) has enabled a revolutionary change in China’s economy,
for the betterment of its people.

It should be noted that the impact of offshoring is not just
economic. In their paper (Ravishankar et al., 2010) on the impacts
of offshoring on workers in India, Ravishankar et al. describe
feelings of insecurity that arise from recognising that sentiment in
the client’s nation might turn against the arrangement, or that
client organisations might move on to another low-wage
economy. Again, workers may feel their ambitions are
constrained to routine work with limited opportunity for
progression. Throughout, one hears the echoing psychological
impact of being in a subordinate role, especially within the
postcolonial context and its attendant baggage. A complex
interplay of accommodation and resistance is an attendant
part of offshoring’s role in economic betterment.

ONSHORING

In 2020, the advent of COVID-19 highlighted the fragility of
global supply chains (McKibbin and Fernando, 2020). An abrupt
drop of 13.5% in China’s industrial production in the first
2 months of 2020 reverberated around the world, causing
shortages in many manufactured goods (Free and Hecimovic,
2021). This was further amplified by nationalist protectionism,
for example, with China banning the export of masks and other
medical supplies (Busch, 2020) and the EU restricting the export
of PPE (Müller and Terem, 2021), in a wide-spread drive towards
self-sufficiency in medical supplies. The COVID-19 crisis has
added an urgency to calls for a greater degree of onshoring, and
questioned the sustainability of existing patterns of supply (Free
and Hecimovic, 2021), and many companies are looking to adopt
new supply chains to reduce exposure to global disruptions in
trade flows (Helmold et al., 2020; Javorcik, 2020; Shih, 2020).

Companies must place supply chain integrity above the cost
savings associated with offshoring; lower labour costs in trading
partners can increase profit margins, but must be weighed against
the catastrophic spectre of having no goods to sell due to fragile
supply chains. One way of increasing supply chain integrity is by
reducing exposure to global shocks, restrictive trade practices and
transport challenges by “onshoring,” or “reshoring”; bringing
work activities home and shortening supply chains. This long
predates the COVID-19 pandemic, of course. There are

numerous drivers for onshoring, with cost motivations only
one part of the picture (Barbieri et al., 2018), and reshoring
has been gathering pace since before 2012, when it was reported
that 14% of United States firms surveyed “definitely planned to
reshore” (Gray et al., 2013). Robotics and automation are one of
the enablers of this trend (Slaby, 2012; Salazar and Lunsford,
2014; Sayer, 2016; Robey and Bolter, 2020) which claims as one of
its potential benefits an increase in sustainability through, e.g.
reducing the carbon emissions from travel of raw materials, part
work and finished goods (Ashby, 2016).

However, this “onshoring” is unlikely to result in a one-for-
one move of jobs into developed nations; for example, the use of
technologies such as automation, robotics and additive
manufacture allowed Adidas to employ only 160 high-skilled
workers in a plant in Germany to replace the 1,000 workers in one
of its comparable plants in East Asia (Economist, 2017). The role
of robotics and automation in enabling onshoring is clear; there is
a reduction in jobs (especially low-skilled jobs) overall, with the
additional prospect of raising wage inequality in the home
economy (Krenz et al., 2018).

ROBOTICS AS AN INHIBITOR OF
INTERNATIONAL EQUALITY

We have seen then that the comparative lack of international
regulation might predict that offshoring may drive down wages
and degrade workers’ rights (Drahokoupil and Fabo, 2017), but
there can be a notable positive impact on the lives of working
people in developing nations through the redistribution of wealth,
upskilling, and education. This ladder of economic betterment
finds its feet in different nations, and the cascade repeats.

What then might be the impact of robotics on this
international engine of development and equality? It might be
argued that through its role in allowing onshoring, automation
will reduce this upward pressure, having a negative impact on
developing nations. Furthermore, this impact of robotics and
automation in developing economies could be exacerbated as
automation in the developing nation may rapidly drive down
wages by reducing effective labour requirements per unit task
(Bandyopadhyay et al., 2020). In China, it has been forecast that
automation could remove 20% of manufacturing jobs (12% of the
country’s total) by 2030, replacing one-fifth of the country’s jobs
in the manufacturing industry, with the possibility that up to
100 million workers will need to change their field of work (Yiran,
2018).

Robotics and automation, by facilitating the onshoring of
supply chains, risk inhibiting the economic betterment of
people in developing countries.

INTERNATIONAL WEALTH DISPARITIES
AND HISTORIC WRONGS

Offshoring then is a process whereby resources flow between
nations, with their role in each offshoring relationship
determined by their relative wealth. But why are some nations
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rich and others poor? Throughout this discussion I have casually
referred to developing economies and nations, which are most
often the destinations of offshoring decisions. “Developing”
might not be the best term for these nations, as it implies a
hierarchy with “Western” economies (to use another loaded
term) portrayed as ideal destinations, being as they are
“Developed”. As an alternative one might invert the implied
value relationship between nations and refer instead to “countries
that were colonised” (Silver, 2015), setting the distinction
between nations in the context of their mutual histories.

However, not all nations which were colonised in the last
500 years developed in the same way; for example, the
United States developed along a different economic trajectory
to the nations of Latin America and Sub-Saharan Africa although
all (except Liberia) were colonised by European powers. North
America lacked a large and dense indigenous population which
could be exploited, while South America and Africa did not.
Irrespective of their nation of origin, where colonisers found
densely-settled lands they set up “extractive institutions”, to profit
from the land and labour of indigenous peoples (Acemoglu and
Robinson, 2017). Similarly, the disease environment in different
areas affected the likelihood of settlement by Europeans, which in
turn affected the institutions which were established there.
Acemoglu and Robinson argue that up to 30% of per capita
income inequality can be explained by the varying impact of
European colonialism on different societies.

In the Americas and Carribean where no suitable population
existed (or where a population such as the indigenous peoples of
Spanish South America, having been hitherto exploited was no
longer available, in large part due to the depredations of the
colonists (Meade, 2016)), the colonial powers imported slaves in
the second great wave of African slavery. Apart from the immense
human suffering visited upon the enslaved and their descendants,
this process had a profound impact on the economies of the
countries involved. The rich got richer. The nations from which
slaves were taken suffered economically, culturally, and
politically, and have continued to suffer thus ever since; the
nations which received the slaves saw other, profound impacts,
especially in the continued disparity in wealth and power between
the elites and the slaves. See Bertocchi for a review of the evidence
for these causal relationships and their many and varied impacts
(Bertocchi, 2016).

Poor countries are poor for many reasons. A history of
colonial exploitation plays a large part in this, as may the
impact of slavery. Might robotics, in enabling onshoring, help
perpetuate this injustice?

DISCUSSION

We have seen the link between robotics and development.
Robotics enables the process of onshoring that has been
stimulated and given urgency by the COVID-19 crisis, and it
is possible that the process of economic betterment for at least
some of the majority of the world’s population may be slowed or
choked by this sea change.

The benefits that people enjoy from their human and natural
environment vary in their distribution, both within and between
nations. Frameworks and arguments about the ways in which
these distributions should function are the subject of
International Distributive Justice. Few would argue that
gender, disability or ethnicity should be a justification for
discrimination in access to these benefits; why then should
ones nation of birth be a basis for inequality (Pogge, 1989)?
Distributive justice is not only ethically salient, but also important
for the maintenance of our shared natural environment where in
richer economies, higher income inequality increases per capita
emissions (Grunewald et al., 2017).

Apart from the monetary flows from trade, this rebalancing
most obviously takes the form of aid and charity. However,
accepting that colonialism and historic injustices underpin the
wealth differential between the “developed” and the “developing”,
the language of aid and charity seems disingenuous at best.
Poverty is not a given, a fact of the world which has somehow
sprung into being despite our best efforts; it is created and is a
violation of the natural rights of the poor. It was an understanding
of “Natural Law”, of the rights of men and women, by nature free
and equal, that led Locke to propound his early arguments for
Reparation, i.e. the satisfaction due to a victim from the
perpetrator of suffered wrongs. Framing international
distributive justice within the wider context of reparations (for
the descendents of slaves, or for nations that were stripped by
slavery or colonialism) is a partial answer, but only partial at best,
for not all the world’s poor are descended from slaves, not all the
countries which profit so greatly today were equally implicated in
this ill, and the language of blame and reparation creates hostility.
Iris Young argued that we all bear an obligation to address
structural injustice, by virtue of being members of society
(Young and Nussbaum, 2011). As we recognise our global
interconnectedness, through pandemics, failing supply chains
and the seismic economic shocks that reverberate through
economies, it has never been more clear that society itself is
global and our responsibilities are global too.

In this short paper we have seen the following argument;

1. International inequalities underlie the economic rationale for
global supply chains (GSC). These inequalities are to some
extent addressed through the redistribution of wealth through
globalisation.

2. In some large part, these inequalities may be due to a colonial
history that enriched many nations today recognised as
“developed”, at the expense of the “developing”.

3. These inequalities are unjust, stemming from historic ills
visited on the weak by the strong

4. As moral agents, we bear a collective responsibility to address
injustice.

5. Robotics and Automation enable a reduction in GSC through
onshoring, and this trend has been accelerated due to the
difficulties in international trade experienced due to the
COVID-19 pandemic.

6. Since (5) reduces the redistributive effect of GSC, robotics and
automation may act contrary to (4).
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What then is the impact of this discussion on robotics, and
how should we respond?

1. By considering Ethical, Legal and Societal aspects of robotics
and automation beyond national boundaries, and to recognise
the international impact of our actions. Frameworks such as
MEESTAR (Wutzkowsky and Böckmann, 2018) already
recognise the societal context in their assessment of the
impacts of new technologies; society does not end at a
nation’s border. I suggest that we need to make the
transnational implications of our decision making about
robotics and automation an explicit and expected subject of
our ethical assessments.

2. By recognising that our actions within the discipline of
robotics may have an impact within the current historic
context, beyond that which we might normally consider. The
tools of AI and robotics stand ready to fundamentally change
the world. The great social trends and challenges of our
times, the empowerment of the disenfranchised and
economically repressed, and the righting of historic
wrongs, can be helped or hindered through the ways in
which we choose to support and abet the application of
these tools.

3. By promoting the concept of a global mechanism which puts
the redistribution of wealth generated through robotics in the
context not just of national, but of global welfare. This will be
difficult; agreement on how to tax robotics is elusive (Kovacev,

2020), and it is hard to regulate international taxation regimes
to ensure that companies pay their dues (Ozai, 2018-2019)
though there is public and governmental appetite, and a moral
case, to address unfair and unethical practices (West, 2018).
Despite the latter, the consideration of the international
redistribution of wealth as a means of addressing inequality
“is almost absent from the international agenda” (Melamed
and Smithyes, 2009).

Whether motivated by the exigencies of climate change,
addressing entrenched inequity, or claiming back value from
multinationals for the benefit of the peoples who make and
consume their services and goods, some problems can only be
addressed through collective action.
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Role-Play as Responsible Robotics:
The Virtual Witness Testimony
Role-Play Interview for Investigating
Hazardous Human-Robot Interactions
Helena Webb1, Morgan Dumitru1, Anouk van Maris2, Katie Winkle3, Marina Jirotka1* and
Alan Winfield2

1Department of Computer Science, University of Oxford, Oxford, United Kingdom, 2Bristol Robotics Lab, University of West of
England, Bristol, United Kingdom, 3Royal Institute of Technology, Stockholm, Sweden

The development of responsible robotics requires paying attention to responsibility within
the research process in addition to responsibility as the outcome of research. This paper
describes the preparation and application of a novel method to explore hazardous human-
robot interactions. The Virtual Witness Testimony role-play interview is an approach that
enables participants to engage with scenarios in which a human being comes to physical
harm whilst a robot is present and may have had a malfunction. Participants decide what
actions they would take in the scenario and are encouraged to provide their observations
and speculations on what happened. Data collection takes place online, a format that
provides convenience as well as a safe space for participants to role play a hazardous
encounter with minimal risk of suffering discomfort or distress. We provide a detailed
account of how our initial set of Virtual Witness Testimony role-play interviews were
conducted and describe the ways in which it proved to be an efficient approach that
generated useful findings, and upheld our project commitments to Responsible Research
and Innovation. We argue that the Virtual Witness Testimony role-play interview is a flexible
and fruitful method that can be adapted to benefit research in human robot interaction and
advance responsibility in robotics.

Keywords: role-play, interview, responsible research and innovation, methods, human-robot interaction

INTRODUCTION

The COVID-19 pandemic has created massive disruption to research projects relying on data
collection involving human participants. At the same time, the need for adaptation has fostered
opportunities for creativity in the adoption and application of methods. This paper describes how
our research team developed and tested a new approach that enabled us to explore human-robot
interaction whilst working from home. We developed a research protocol to investigate accidents
involving social robots and humans; this protocol uses an online format and invites human
participants to role-play a scenario in which they become observers to the aftermath of an
accident and provide witness testimony in relation to it. This research formed part of our
ongoing project work on responsible robotics and, despite the constraints, the pandemic proved
to be a catalyst for innovation in our approach and enabled us to work through certain logistical and
ethical challenges we were facing in our study. The protocol we developed provided a means for us to
incorporate principles of Responsible Research and Innovation (RRI) into our work by establishing a
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safe and ethical process through which participants can
experience hazardous human-robot interactions. In this paper,
we briefly outline the overall focus of our project and then
catalogue the decision-making that led to the development of
our new research protocol. We situate this approach within a
discussion of role-play in studies of human-robot interaction
(HRI) and human-computer interaction (HCI) more generally.
We provide a detailed account of how our initial set of Virtual
Witness Testimony (VWT) role-play interviews were conducted
and our findings section focuses on what we discovered about the
efficiency of the approach, the quality of the results it generated,
and its limitations. In the Discussion section we comment on how
the VWT role-play interview forms a flexible and fruitful method
that can be adapted to benefit others working in HRI and seeking
to advance responsibility in robotics.

BACKGROUND

RoboTIPS: Developing Responsible
Robotics for the Digital Economy
The ongoing RoboTIPS study (Webb et al., 2019) is a five-year
fellowship project that explores opportunities for the development
of responsible robotics within the context of the contemporary
digital economy. The project is underpinned by a commitment to
Responsible Research and Innovation (RRI), an initiative that seeks
to ensure that processes of research and innovation benefit society
and the environment (Stilgoe et al., 2013; Rome Declaration 2014).
In the context of academic research, adopting an RRI approach
involves acknowledging that the responsibilities held by
researchers, universities and funders broaden out from
traditional issues of research integrity and plagiarism etc., (vom
Schomberg and Hankins 2019). This broadening brings in further
aspects around research processes such as gender equality and
stakeholder inclusion, and also requires attending to the social,
policy and environmental impacts of work. Within this
perspective, responsibilities for the practices and outcomes of
research are shared out across the research ecosystem, research
communities take on new co-responsibilities, and society (via
stakeholders) becomes involved in research and innovation
across all of its phases Owen et al., 2013.

A key strand of RoboTIPS examines the investigation of
incidents and accidents involving social robots in which
humans are harmed in some way (Winfield et al., 2021). We
focus on social robots that interact with humans as part of their
day-to-day function, in particular assistive robots, automated
vehicles and robot toys. We take the position that as more
and more robots become commercially available, incidents and
accidents, whilst hopefully rare, can be expected to occur.
Therefore, it is necessary to develop mechanisms to identify
the causes of these incidents and take steps to prevent them
re-occurring. Our project work includes the design, development
and testing of an innovative safety feature for social robots. The
Ethical Black Box (EBB) (Winfield and Jirotka, 2017) is a data
recorder for social robots, equivalent to the flight data recorders
used in aviation. It continuously records sensor and relevant

internal status data and can be extended in scope to also capture
the AI decision-making processes of the robot and environmental
phenomena around it. Just as black boxes are used on in aviation
to provide crucial evidence following an accident, so the EBB can
be used as a data source following some kind of incident or
accident involving a social robot. The information provided by
the EBB can help to identify failures in the robot and to
understand why it behaved in the way it did. This data is used
as part of a wider investigation process. Human witnesses to the
incident report their recollections and understandings of the
event, and the EBB data provides another form of witness
testimony. In addition, various experts provide details about
the specific setting and the robots involved. As a result, this
investigation process aims to determine the cause of the incident
and then produce recommendations–which might take the form
of technical changes to the robot and its setup, as well as
organisational changes in the setting–to prevent similar events
from occurring in future and therefore avoid further harms. In
this way, the EBB-informed investigation process serves as an
innovation for safety, trust, accountability, and transparency in
social robotics.

Incidents and Accidents Involving Social
Robots: Investigating Hazardous
Human-Robot Interactions
Our RoboTIPS project work to develop and trial the EBB requires
us to understand how accidents involving social robots and
humans unfold, and how humans at the scene respond to
them. This includes understanding how humans might
interact with the robot in the aftermath of an incident and
how (as well as how much) they recall what they saw
afterwards. Deriving this understanding will help us to
optimise the accident investigation process, for instance in
determining what kind of interactions humans might have
with an EBB-enhanced robot in the context of an accident and
how EBB data can best supplement testimony provided by human
witnesses. We ultimately plan to run a series of laboratory-based
simulated scenarios in which we stage an accident involving real
robots and human participants and then run an investigation
process with expert participants who will work through the
human and robot witness data to discern the causes of the
accident. This quasi-naturalistic approach will collect highly
valuable data but also represents logistical and ethical
challenges. It requires a great deal of advance planning and
piloting to ensure it is fully workable: care needs to be taken
to ensure that the accident scenario is viable and realistic but does
not cause any actual harm. Careful organization is needed so that
the processes of accident and subsequent investigation run
smoothly in the time available, and all participants are
required to give at least one full day of their time. In terms of
ethical issues, observing a simulated scenario in which a human
being appears to be physically harmed and at risk could
potentially cause a research participant distress. Whilst
participants will be aware that they are taking part in a
research exercise and therefore that what they see was staged,
it is possible that a realistic looking scenario might lead them to
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forget this momentarily and become upset at what they see. At
this stage in the project, we do not know how much of a risk this
is. In particular, due to the newness of robotic technology, we
don’t know the extent to which the presence of a robot in a
simulated accident scenario, coupled with the potential that it
may cause harm to a human, might trigger participant discomfort
or distress.

The switch to remote working necessitated by the
United Kingdom lockdown in response to the spread of
COVID-19 shifted our attention to the use of an online
format for fieldwork. We realized that we could draw on this
format to continue our work on accident scenarios but do so in a
way that limited the logistical and ethical challenges outlined
above. Specifically, we saw the benefit in asking our online
participants to role-play a scenario in which they were
witnesses to the occurrence or aftermath of an accident
involving a social robot. Setting up and running the data
collection would be relatively quick and non-labour
intensive–especially in comparison to simulating the scenario
in laboratory conditions. If the accident scenario proved to be
unrealistic or the witnessing process unviable, we would have
opportunities to make quick alternations and try again. We could
use our participants’ responses to learn more about the process of
witnessing accidents and also use them as testimony in accident
investigation exercises in our study. In addition, the distance
provided by an online platform, combined with the absence of
actual robots, could create a safe space in which participants
could experience hazardous interactions with a robot. We would
be able to elicit their responses as if they were in the scenario, to
learn about their interactions with the robot but with far less risk
of making them feel uncomfortable or distressed. As such we
would be putting our commitment to RRI into practice. We
decided to develop a research protocol based on this online
approach and trial it. As we demonstrate in this paper our
trials show it to be a highly useful method. In RoboTIPS we
plan to use it as a complement to (and preparation for) future
laboratory-based simulations, but it can also be used as an
alternative to in situ human-robot interaction studies. Before
we describe the research protocol and its development, we spend
some time discussing role-play as method and how it can
contribute to the study of human-robot interaction.

Role-Play as Research Method
Broadly speaking, the term “role-play” in research describes a
multi-party interaction in which individuals play out a series of
actions based on taking a specific role (Lewis-Beck et al., 2004).
Individuals may take on the role of an imagined other in a role-
play but might also act as themselves. The technique has been
widely used a tool for communication skills training in medicine
and beyond (Joyner and Young, 2006; Stokoe, 2014) as well as one
for language learning (Ladousse, 1995). The aim of the research-
focused role-play is to investigate how participants respond to
certain activities or stimuli within the interaction. The method
can provide a highly effective means to simulate a scenario which
is perhaps too complex or risky to stage naturalistically whilst
eliciting useful data. It can also be used to elicit participant
responses regarding hypothetical futures and emerging

technologies, so is therefore of significant potential benefit to
fields such as human-robot interaction (HRI). We conducted a
literature review of role-play in HRI and found numerous
references to the term, alongside references to other adjacent
terms. There is an absence of consistent usage across the literature
but we can broadly characterize these terms as: :“scenarios” - a
combination of physical context and task created to replicate a
real life situation in which human participants may or may not be
involved; “simulations” which tend to be virtual scenarios or
physical role-plays where human participants are optional and, if
they do exist, play themselves; “narrative interactions,” which
tend to be role-plays with a pre-planned narrative arc; and
“imaginaries,” which tend to be fictional situations that come
from the imagination of participants with some prompting by
researchers.

This cluster of methods has been used in HRI in a number of
ways. Typically, human behavior and responses to a particular
HRI scenario are captured and observed through HRI
experiments. These are mostly conducted in physically-
situated, video-based or virtual reality contexts. Our review of
the literature identified role-play (and its associated forms)
deployed as a capability of robots, as a method of teaching
humans and robots, as method of prototyping, and as method
of conducting research. The latter two are the most common
forms. Where role-play in HRI has been used as a HRI
prototyping method, this work is intended both to test the
performance of a specific human-robot-task-context
combination and to test the methodology. The results can
provide valuable insight into the human experience of
interacting with robots. Tonkin et al. (2018) used role-plays to
test prototype behaviours of a PAL REEM humanoid-wheeled
social robot in preparation for deployment in an airport. The
role-plays were conducted in a lab, where visitors interacted with
the robot and provided feedback to researchers. The findings
helped the team develop their design methodology by providing a
mechanism for quick, early-stage feedback. Koay et al. (2020)
provided further evidence for the value of narrative-based
prototyping for social robots. They used episodic, narrative
role-plays to prototype home companion robots. Participants
interacted with multiple embodiments of a single agent in a series
of 1-h role-plays, held twice a week for a month. Each session
began with a narrative introduction, after which participants
interacted with the robot exclusively, enabling the authors to
examine user acceptance of narratively-connected scenario and
user-agent relationships after embodiment migrations.

When used as a research method within HRI, role-plays have
been conducted to test out a much wider range of research
questions. For instance, existing studies have use role-plays to:
gather input during robot design protocols (Vallès-Peris et al.,
2018); attempt to reproduce “observed real-world social
interactions with a robot” (Liu et al., 2016); test the
development of natural language user interfaces for robots
with cognitive capabilities (Green et al., 2006); plus to explore
opportunities and challenges around the collaboration between
humans and robots in industrial settings (Meneweger et al., 2015;
Weiss et al., 2016) and identify ways to optimize this
collaboration (Wurhofer et al., 2015; Weiss and Huber 2016).
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Frequently these role-plays do not involve human participants
interacting with actual robots; instead Wizard-Of-Oz style
simulations are deployed instead. For instance, in their 2006
paper, “Measuring Up as an Intelligent Robot–On the Use of
High-Fidelity Simulations for Human-Robot Interaction
Research,” Green et al. ran two such simulations in which
participants gave a robot a tour of a staged home environment
and the robot’s actions were tele-operated. This proved a viable
method for developing the social robots in the areas of spatial
language research, whole-system conceptualization, and user
attitude assessment. Staging role-plays without a real robot can
help to protect vulnerable research participants. Vallès-Peris et al.
(2018) used imaginaries to engage with first-grade aged school
children and encourage them to share their needs, feelings and
preferences around robots in healthcare contexts.

The literature on role-play in HRI research is informative but
still relatively small. We were interested to note that we could
not find any examples of role-play being conducted in an online
format, with participants communicating over an online
platform whilst physically distanced. This is a significant gap
that neglects the potential of the remote format. We were also
interested to look at other fields that have embraced role-play to
see what we could learn about the value of the method as well as
the challenges it presents. The use of role-play in areas such as
education, entertainment, and design is highly illuminating
here. Role-plays have been used in a wide range of formats
and for a variety of purposes. For instance, physical role-plays
with tokens have been used to teach farmers in Ghana (Villamor
and Badmos, 2016) and virtual games have been used to teach
cultural awareness to military operatives in the United States
(Prasolova-Førland et al., 2013). MMORPGs like World of
Warcraft have eclipsed their live-action and pen-and-paper
predecessors in the realm of interactive entertainment.
Designers have used research-oriented games to explore
plausible futures (Coulton et al., 2016) and narrated
scenarios to refine communication tool prototypes (Nielsen,
2012).

Examination of the literature reveals the importance of
enabling participants to fully engage with the context
presented in the role-play, by making it immersive or as
realistic as possible, in order to elicit genuine responses from
them. This is exemplified in Mariani (2020) paper, “Other
Worlds. When Worldbuilding and Roleplay Feed Speculation,”
which highlights the aspects of games that make them well suited
for the exploration of alternative circumstances from an HCI
perspective. The paper demonstrated that in allowing people to
suspend their disbelief, the worldbuilding aspect of games makes
them a valuable aid for “envisioning, speculating, and framing
possibilities and alternatives.” Similarly, Ortiz and Harrell (2018)
used their findings to argue that narrative role-plays were more
effective than earlier HCI methodologies at facilitating
engagement in the form of human self-reflection. Participants
completed a virtual, single-party role-play, Chimeria:Grayscale
via an online game the researchers had developed, and then
answered a survey with system usability and game experience
questions. The data from this survey suggested that Chimeria:
Grayscale enabled self-reflection in participants and provided

evidence for the authors’ ongoing research on computer-
supported self-reflection.

A final set of work that proved very illuminating in informing
our work also comes from HCI and concerns the use of role-play
(and other naturalistic techniques) to facilitate cultural
experiences. Benford et al. (2012), Benford et al. (2015) have
conducted various studies to expose participants to unusual and
often uncomfortable interactions. These take many forms but
have included allowing participants to first watch a breath-
powered swing ride and then take on the role of controller,
determining another’s experiences, as well as participation in a
large-scale community alternate reality game (ARG) in which
participants observe a “kidnap” and sign up to be players in the
game to investigate that crime with some of them ultimately being
kidnapped themselves and being interrogated about what they
knew. Although the scenarios are carefully designed to be
physically safe, they are also designed to prompt feelings of
thrill and excitement in the participant, which may tip over
into discomfort or fearfulness. Benford and his collaborators
(2015) argue that it is possible to conduct such work in ways
that is immersive to participants in order to elicit genuine and
spontaneous responses from them but that is also ethical and
manages the risks involved. In some cases, this may involve the
provision of consent from the participant through a process of
negotiation across the encounter, rather than in an informed
consent phase at the very beginning of it. This upholds the
participants’ rights to determine their own experiences and to
withdraw if they choose but also avoids the full nature of the
experience being revealed early on and so preserves opportunities
for more spontaneous responses as the situation unfolds.

Insights from these various literatures helped to inform our
own study design. As described further in the next section, we
adopted the use of a narrator-led role-play to facilitate participant
interaction in a setting involving a social robot. This would occur
online rather than in person - a necessity due to COVID-19 social
distancing constraints but also an arrangement that was highly
time efficient and placed minimal demand on participants. In this
arrangement we needed to find ways to encourage our remote
participants to engage with the setting presented to them. Since
our project involves a focus on incidents and accidents, we were
further interested in how we could explore hazardous or
uncomfortable interactions between humans and robots and
do so in a way that was safe and ethical. In the next section
we our novel research approach, the Virtual Witness Testimony
role-play interview, in detail.

METHODS: THE VIRTUAL WITNESS
TESTIMONY ROLE-PLAY INTERVIEW

As described above, we decided to conduct online interviews in
which human participants role-played a response to an accident
scenario. Specifically, we wanted our participants to witness the
aftermath of an accident involving a social robot and a human so
that we could then elicit their responses to it as if they were in that
scenario and then elicit their recollections of it afterward. The
work was designed to benefit our RoboTIPS study by providing
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insights into processes of human witnessing and thereby help us
optimize the conduct of EBB-informed accident investigation
processes. As a safe and efficient means to expose participants to
hazardous human-robot interactions the approach can also be
used on its own or–as we intend to do in RoboTIPS–as a
complement to further, more naturalistic, methods.

Development of the VWT Role-Play
Interview
We began with an accident scenario. In this a human is harmed
whilst a social robot is present, and the social robot perhaps
caused the accident in some way:

In a supported living community for older people, assistive
robots supplement human staff to provide support to residents.
For instance, they can prepare drinks, carry small items, set up
audio-visual entertainment, conduct basic conversation, set up
telephone calls, detect falls and raise an alert when a fall has been
detected. One day a neighbor of a resident named Rose, enters
Rose’s flat and finds her lying on the floor in need of medical
attention. Rose’s personal robot is nearby and is moving
backwards and forwards close to Rose. It has not raised a fall
alert and does not seem to be able to connect to the internet. Rose
also has bruising on her legs, consistent with a robot making
impact with them.

The scenario is deliberately set in an imagined future so that
the robot’s functional capacity is more advanced than the current
state of the art allows. Our study participants would play the role
of Rose’s neighbor who comes into the flat and finds her on the
floor. The role-play interview would elicit information about how
the neighbor responds–for instance, do they call for help, do they
attempt to interact with the robot etc. With the scenario in place,
we needed to determine how our participants should witness the
scene. We rejected the use of a video animation or interactive
illustrations as too time consuming to produce and the use of
robot simulation software such as Gazebo orWebot as not able to
generate the contextual detail we wanted. We decided that
illustrations would be suitable to depict the scenario.

At the same time as discussing the visual prompts to detail the
scenario we also discussed how best to elicit role-play responses
from the participants who would witness it. An initial plan to use
a closed-question survey in combination with one or more
illustrations was rejected in favor of an approach that could
elicit more detailed responses from participants. We chose to
apply a variation on the “game master” style role-play. In this, a
narrator verbally introduces the participant to an imagined
scenario and provides them with opportunities to explore and
interact with it, with any actions having an impact on how the
scenario unfolds. We could use a series of illustrations to help the
participant engage with the scenario as it goes on. Whilst there
was a specific setting (supported living complex) and core action
point (finding Rose on the floor of her home) for the scenario,
there was no fixed outcome to the narrative. Depending on the
decisions made by the participant, the action could unfold in a
number of ways. The participants would be asked to make
decisions about what they wanted to do at certain moments in
the scenario and the narrator/interviewer would respond to their

choices. This particularly appealed us to as an opportunity to
simulate genuine actions and interactions relating to a robot
within the scenario context. To help us develop this, we took
advice from an expert game master on how best to set up the
scenario to make it understandable, believable, and immersive for
participants. We also prepared a decision tree to establish the
various possible outcomes of the scenario–for instance
participants might call for medical support for Rose, they
might attempt to talk to Rose’s robot to find out why it had
not called for help, etc.—and how the narrator/researcher would
respond to them.

We iterated our study documents multiple times. We worked
with professional illustrators to create images that depicted
sequential moments in the scenario. To further prevent any
potential for participant distress at seeing the depiction of a
human coming to harm, we ensured the illustrations did not look
life-like or like photographs, instead they were clearly
illustrations. We also requested that Rose, the woman in our
scenario who has a fall on the floor, does not appear to have any
overtly visible or “gory” injuries. We turned our scenario
narrative into a script for the researcher to read out and
refined it to include details relevant to the core action points
whilst ensuring they were embedded within wider detail and
didn’t stand out as too obvious. We tested out the role-play on
each other and then later piloted it with research students in our
institutions, making improvements based on our observations of
the process. Once we were happy, and had secured appropriate
Research Ethics Committee clearance, we launched the data
collection with real participants. We next describe the process
of recruitment and detail the exact content of our Virtual Witness
Testimony (VWT) role-play interviews. The decision tree and
interview script are included as Supplementary Material to
this paper.

The Role-Play Process
Recruitment
A message was placed on a popular participant research
recruitment website stating:

We are conducting a project called RoboTIPS, which explores
the use of social robots such as driverless cars and robots for
assistive living. As part of this we are conducting short online
interviews in which we show an interviewee illustrated scenarios
involving robots and humans, and the ways that robots might go
wrong. We will ask the interviewee questions about the scenario.
Interviews last for 30–40 min and take place on Zoom.

Participant Requirements
⁃ Age 18 or over
⁃ Good internet connection essential for online interview
⁃ Those with a degree in robotics and/or medicine are not
eligible to take part but participants from all other
backgrounds are welcome.

Instructions
Participants who express an interest will be sent our study
information sheet with further details of what taking part
involves. They will be contacted to check their eligibility and

Frontiers in Robotics and AI | www.frontiersin.org June 2021 | Volume 8 | Article 6443365

Webb et al. Role-play as Responsible Robotics

92

https://www.frontiersin.org/journals/robotics-and-ai
www.frontiersin.org
https://www.frontiersin.org/journals/robotics-and-ai#articles


availability. Then we will set up a time for an online interview and
send a Zoom link. Participants will be interviewed individually
and the interviews will be recorded. Participants do not need to
do any preparation ahead of the interview.

We invited only those over the age of 18 to take part so that
they we could be sure participants were able to give informed
consent for themselves. For the purposes of informed consent,
we also needed to give some indication of what participants
would see during the role-play, and in particular provide those
who might be anxious about witnessing details of harm etc., an
opportunity to self-select not to volunteer to take part. For that
reason, we referred to robots going “wrong” in our recruitment
description and participant information sheets. At the same
time, we wanted to ensure that the precise scenario was
unknown to participants ahead of seeing it, in order to
prompt a spontaneous response from them. For that
reason, we did not provide detailed information about the
scenario to participants ahead of their role-play interview. In
addition to age, we set exclusion criteria to make those with a
high level of medical and/or robotics knowledge ineligible to
take part as we wanted to focus on the responses of a lay
population.

Participants responded through the website to indicate their
interest, and the researcher emailed them to give a choice of dates
and times for the interview along with a participant information
sheet that gave fuller details of what was involved in the study and
how data would be collected and handled. Once a date and time
had been arranged, participants were emailed a link for the online
meeting and a consent form, which they were asked to sign and
return by email ahead of the call.

The VWT Role-Play Interview
Each online call took place between one researcher and one
participant and involved a number of short phases. First the
researcher welcomed the participant, gave a brief run through of
what to expect and checked the participant was happy for the call
to be recorded. Next the researcher shared their screen so that the
participant could also view it and asked some simple background
questions–two closed questions and one open question:

(1) Which of these best describes your age? (participants select
their answer from a list shown on the screen)

(2) Which of these best describes your highest level of formal
education? (participants select their answer from a list shown
on the screen)

(3) Our study is about social robots–those that interact with
humans as part of their day-to-day function (participants
directed to look at images of social robots on screen). Have
you heard of these kinds of robot and do you think you would
ever consider having one in your own home?

The primary aim of this phase was to help the participant ease
into the call by answering some straightforward questions and
expressing their own personal viewpoint. It also presented an
opportunity to build rapport between the researcher and
participant as the researcher asked follow up questions about
the participants’ employment/topic of study etc.

The researcher then moved into the role-play scenario phase
by telling the participant:

We are going to talk through a scenario. You will not be you in
the scenario, you will imagine you are a different person. The
scenario is not real or one that occurs at the moment; it is setting
in a hypothetical future. I am going to show you some pictures to
help you imagine that scenario and there will be some times that
you will have a chance to make decisions about what you would
like to do. It will be very straightforward. You can also ask as
many questions as you want to help you understand the scenario
and make decisions about what you want to do in it. There is no
right or wrong thing to do–it is entirely up to you.

The researcher then narrated the scenario script and gave
opportunities for the participant to give responses or ask
questions at certain points. To begin with the participant saw
only a white screen and then images were shown at relevant
points in the description. The narration began:

The year is 2025—so a little way into the future. You are
not you; you are 70 years old and you have just retired
after a long career.

You are in pretty good health but you’re a little bit less
mobile than in previous years, you move a bit slowly,
your knees hurt a bit and you need to take a lot of naps.
Sometimes you forget things too. Nothing very serious
but you’d like to have a bit more support in daily life.

You have recently moved into a retirement community
that is also a supported living complex. This is in the
United Kingdom. It has a communal area and you also
have your own flat.

First let’s go into the communal area

At this point the researcher showed the participant Figure 1
and asked: What can you see here; what kinds of activities do you
think are going on?

At this point we wanted the participant to become familiar
with the detail of the setting in the scenario and also note their
observations of the presence of robots in it. The researcher then
continued:

FIGURE 1 | Illustration used in VWT role-play interview showing the
communal area of the supported living complex.
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You’ve been here for about 2 months and you really like
it here. It’s very good to have staff on and when you
need a bit of help—because you can’t move around as
much anymore, it’s helpful to have staff to do some jobs
for you. You like being around other people too. There
are about 20 residents here and they all seem pretty nice.
In particular, you have become friends with your next-
door neighbour Rose. Here is a picture of Rose.
(Figure 2)

She helped you a lot when you first moved in—she
helped you get to know the local area and you often go
out for fun outings. You go for slow walks together as
you both have slightly bad knees and you also enjoy
playing games. Last week Rose won top prize in a bingo
competition—as you can see from the photo, she was
very happy about it! You both had such a good that you
decided to go out to bingo later today. In fact, you are
going to meet Rose again in a little while but before you
do that, let’s go inside your own flat. (Figure 3)

At this point, the participant was askedWhat can you see here?
Following their response, they were asked further questions to
help them become familiar with the robot in the image and its
various functions.

Your flat has technological features that can assist you
andmake youmore comfortable in your day-to-day life.
The main feature is your own robot which links up to a
smart home system. What name have you given your
robot? The robot can do lots of things, some of them are
shown on the screen here. The first one is to get a drink.
What do you think the others are for?

The researcher and participant talked through each of the
function icons shown on the robot’s torso (and control panel
toward the back of the room) in Figure 3. The top row icons
indicate (left to right) providing drinks, setting up entertainment
on the television, making a call for help and making a general
telephone call. On the bottom row (right to left) Wi-Fi
connection, turning on/off the lights, opening/closing curtains
and fall detection. The key aim here was to make the participant
aware of the robot’s fall detection function but to do so in a way
that was embedded in other detail and did not draw overt
attention to it. After this the participant was told:

You can ask your robot to do a task by pressing the
button on its screen or the console in the kitchen. You
can also talk to the robot to ask it do tasks or to ask it a
question. Let’s practise doing this now.

The participant was then encouraged to give a simple voice
command to the robot, by asking it the time–with the researcher
providing the reply as if they were the robot. This served to
introduce the participant to the ways in which they could interact
with the robot and also led in to an opportunity for the robot to
“remind” the participant that it was time for them to go and meet
Rose. So, the researcher then continued:

OK so it’s time to go to Rose’s flat. You put your shoes
and coat on and walk over to Rose’s rather slowly. You
are looking forward to seeing her and playing bingo and
you know she is excited too as she won last time. Here
you are outside the door. (Figure 4) You knock on her
door. There is no answer. What do you do?

FIGURE 2 | Illustration used in VWT role-play interview showing Rose.

FIGURE 3 | Illustration used in VWT role-play interview showing the
interior of the neighbour’s flat.

FIGURE 4 | Illustration used in VWT role-play interview showing the
exterior of Rose’s flat.
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At this point participants had a free choice about what action
to take. It was expected that most of them would attempt to get
inside Rose’s flat, and our decision tree mapped out various ways
in which that could occur including: opening the door; asking
their own robot to open the door; asking a staff member to go
inside; calling for emergency support etc. If participants appeared
hesitant about what to do or inclined to go somewhere else (e.g.,
their home, the bingo hall, etc.), they were given further detail
emphasizing how unusual it was for Rose to not answer her door
and the worry that something might have happened to her.
However, the decision remained their own.

Once inside Rose’s flat participants were shown Figure 5 and
asked What do you see here? What do you do?

Once again participants had a free choice of what to do. Our
decision tree mapped out various options and how the scenario
would then unfold subsequently. It was expected that they would
attempt to find medical support for Rose in some way by calling
an ambulance etc. It was also expected that they might interact
with Rose’s robot in some capacity. For instance, they might ask
the robot what had happened to Rose and/or instruct it to make
an emergency call. The decision tree determined that whenever
they did so, the only response the robot would give would be “Can
you help? Cannot connect to Internet.”

After making their first response to the question the
participant was then asked “What do you do now?” or “is
there anything else you do now?” as an opportunity for them
to take further actions. For instance, if the participant had called
for an ambulance, this question would prompt them to take
further actions whist waiting for it to arrive. If the participant had
not yet attempted to interact with the robot, the researcher would
find a suitable moment to narrate:

The robot moves closer to you and says “Can you help?
Cannot connect to Internet.”

Assuming that the scenario led to the calling of an ambulance,
the researcher eventually said:

After a while the ambulance arrives and take Rose to
hospital. She has broken her hip and needs to stay in for

a few weeks but will make full recovery. She can’t
remember what happened and is not sure how she
came to be on the floor.

This marked the end of the role-play phase. Alternative
endings were provided in the decision tree in case the
participant did not initiate an emergency response. In all cases
the researcher then took away Figure 5 and replaced it with a
white screen. The researcher then said:

The next day the manager of the supported living
complex comes to you and asks some questions to
try to work out what happened to Rose. Can you tell
me everything you did and saw after you knocked on
Rose’s door? What do you think might have happened
to Rose? Did you notice anything about Rose’s
robot—what was it saying or doing?

These final questions moved the scenario into the
recollection phase. We were interested to see how and how
much participants recalled the scenario and the actions they had
taken within it. We were also interested to hear any speculations
about what had happened to Rose and the robot’s connection to
the incident–for instance, why the robot might have failed to
detect her on the floor and why it might not be able to connect to
the Internet.

Once this phase was complete the researcher provided a short
debrief to explain a bit more about the aims of the study. The
participant was thanked for their time, invited to ask questions or
make comments and then the call was ended. Immediately
afterward the researcher emailed the participant a small
shopping voucher to thank them for taking part.

Conduct of the VWT Role-Play Interviews
In November 2020 we conducted a first set of 22 VWT role-play
interviews using the study design described above. All the
interviews were conducted by the same researcher. They were
conducted over an online teleconferencing platform (Zoom) and
recorded using its embedded recording function. This produced
approximately 12 h of video data, capturing all phases of the
interviews. The participant responses to the researcher questions
were treated as data for analysis. As this was the first time running
this new approach, we primarily wanted to assess the usefulness
of the method itself. Our analysis focused on determining how
successful the method was in eliciting information from
participants that could help us to in our work on witnessing
and human-robot interactions in accident scenarios.

Our key research questions for this first round analysis were:

• Are participants able to understand the scenario and express
decisions about what actions they will take when prompted
by the interviewer?

• Are we able to place participants in a situation where they
are part of a problematic encounter involving a social robot
without causing them to experience distress or discomfort?

• Are participants able to engage with the scenario sufficiently
that they provide authentic and spontaneous responses to it?

FIGURE 5 | Illustration used in VWT role-play interview showing the
scene inside Rose’s flat.
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• Are we able to use this format to successfully observe
participants’ recollections following the scenario incident?

Our findings are discussed in the next section. As this is a
methods paper, we therefore primarily focus our comments on
assessing the value of the method itself. In relation to the research
questions above, we discuss how the application of the approach
worked in practical and ethical terms as well as the extent to
which we found that the results it generated could advance the
aims of our RoboTIPS study.

FINDINGS

The findings are discussed in relation to the efficiency of the
method and the quality of the data it generated. Overall, these
findings show that the VWT role-play interview is a promising
format. It enables the quick collection of detailed data and can
successfully elicit role-play responses from participants. Analysis
of the data can reveal produce insights into participant
perspectives on social robots, their imagined interactions with
robots and their recollections following the scenario they have
observed. There are some limitations, including the extent to
which participants are fully immersed in the scenario and give a
truly genuine response to the situation they are presented with.
These limitations are familiar to role-play methods in general
(Lewis-Beck et al., 2004) and in the Discussion section we go on to
highlight the trade-offs that exist between practicality and
immersion when conducting work in this area.

Practical Issues
Efficiency of Method
As described above, the initial drafting and piloting phase took
some time to complete due to the cycles of decision making,
reflection and iteration involved. However, once we were able to
begin, the recruitment phase and conduct of the role-play
interviews was very quick. We received a large number of
immediate responses to the online recruitment request and
were able to schedule calls with participants very rapidly. We
aimed to fill an initial sample of 20 participants. Four days after
publishing the request we had a sample of 25 signed up for
interview slots (a larger number than required allowing for the
likelihood of some participants dropping out) and could have set
up further calls due to the many individuals who expressed an
interest.

Running the study was also very time efficient. Set-up for the
VWT role-play interviews was minimal for the researcher. It was
necessary to keep track of the schedule of calls and be online at the
right times. A standard copy of the illustrations and scenario
script was used for each call; these were simply kept on file and
opened in preparation for each interview. Most calls took around
25–45 min to complete, with the longest taking 55 min. Following
the end of the call, the researcher filed the completed consent
form, allocated a participant identification number to the
participant for the purposes of anonymization and saved the
recording to a secure disk. The researcher also made notes about
the key points of the interview regarding the participant’s spoken

responses and observations. In all, the work involved in each
VWT role-play interview took around 1 h. Multiple interviews
could be scheduled per day and the total round of role-play
interviews was conducted within a period of 10 days. Only three
of the 25 individuals who signed up to participate failed to attend,
representing a very manageable drop-out rate. For the
participants, involvement in the study also presented a very
small time burden. There was no need for them to travel to
attend and there was no preparation involved–beyond
completing the consent form. They simply needed to be online
at the allocated time and follow the link they had been sent to join
the call. As the calls were relatively quick to complete,
involvement took little away from participants’ day-to-day
commitments and they also had a broad choice of time slots
to choose from so could select one that fitted best with their own
schedules. Participants were also able to decide whether to use
their mobile phone, tablet, or laptop etc., when joining the call.

Ethical Considerations
We secured University Research Ethics Committee clearance for
our workplan before beginning the data collection and used
information sheets and consent forms for our informed
consent processes. We took a number of steps to achieve a
balance between maintaining some element of surprise when
participants saw the scenario, in order to best elicit a genuine
response from them, and providing enough detail about what
participation entailed so that their consent was appropriately
informed, and in particular to prevent against participants
becoming distressed when witnessing a scenario that involved
a human being harmed. We further ameliorated the possibility of
participant distress through the use of non-photographic style
illustrations and comments in the narrator script to note that the
scenario participants were about to see was set in a hypothetical
future and not something happening now. Across the 22 role-play
interviews there were signs that participants were engaged with
the scenario (see below) but no indications that they were
suffering distress (becoming highly emotional and/or unable to
speak or respond to questions etc.) when witnessing it.

The use of the online format also brought a specific set of
ethical concerns to be considered and attended to. We chose to
conduct all the calls on the platform Zoom, using an institutional
license rather than a private one and ensuring we met all the
University of Oxford’s guidelines for best practice in terms of data
collection and storage etc. Given that people are sometimes wary
about the data collected by platforms and the purposes to which
they are put, all participants were told they could join the call by
using Zoom in their browser rather than downloading it as an
app.We used Zoom’s own recording function to capture the calls.
All data were saved on a local external hard drive rather than to
the cloud to ensure nothing was saved on third party servers
(Bokhove and Downey, 2018). We also did not make use of
Zoom’s automatic transcription service, as this would have
required us to store the recording on the cloud and potentially
risked the recordings being used as further training data for the
algorithmic transcription system. As Zoom captures video by
default in its recording function, we told participants ahead of
and at the beginning of each call that they were welcome to join
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via audio only if they did not want to have their image captured. A
number of participants chose to use the audio only option for the
entire call and some others elected to turn off their video when the
prompt was given during the call. The recording function was
only turned on when the participant stated they were happy for it
to begin, and participants were also alerted to the icon showing on
their screen that indicated recordings were taking place.

Quality of Findings
Demographic Characteristics of Participants
The participants who took part in the study were from a relatively
wide range of demographic backgrounds. Most were based in the
United Kingdom–due to the recruitment site used–but were a mix
of nationalities from across Europe and beyond. They also ranged
in age and level of education achieved. From the answers given to
the two opening questions: six were aged 18–25; 10 were aged
26–35; three were aged 36–45; one was aged 46–55 and two were
aged 56–55. The educational level was a little less spread out,
perhaps due to the demographic of people who access these kinds
of research recruitment platforms: two participants were currently
studying for an undergraduate degree; 11 had completed an
undergraduate degree and nine had completed some form of
postgraduate training. Although at this early stage of using the
method we were not concerned with achieving a representative or
proportionate spread of the overall population, these responses
indicated the relative ease with which this could be achieved.

Perspectives on Social Robots
There was clear value in asking the preliminary question to
participants to elicit their feelings about the development of
social robots and whether they might ever consider having one
themselves. In addition to “warming up” the participants to the
interview process by giving them something relatively easy to
answer, it also prompted some interesting perspectives. Most
participants said they had heard about these kinds of robots
before–either in news articles or films. Two talked about them
without giving any clear personal assessment for them, seven
referred to them entirely positively and four referred to them in
only negative terms. Positive assessments related to how social
robots could be useful for the conduct of tasks and helping older
citizens or those who are isolated. Negative ones referred to
robots being “creepy” (in particular when they have a humanoid
form), “dangerous,” or offering no value to society. The
remaining 11 participants were equivocal in their assessments
or referred to social robots in both positive and negative terms, for
instance stating that they themselves would not like to have a
robot but could see why others might find them helpful.

In addition to eliciting interesting data on participants’
subjective viewpoints, the placement of this question ahead of
the role-play scenario proved very fruitful. It gave the researcher
the opportunity when moving on to the scenario phase to state an
extra reminder that “you are not you in this scenario so you might
have different feelings about robots”—particularly so for those
participants who were entirely negative about social robots since
engagement with the scenario required some level of acceptance
of their use in a supported living context. The researcher could
also bring in another reminder when the illustrations were shown

to point out that in the scenario “you are happy in the
accommodation where you live and have positive feelings
about the robot.” This guarded against the participants
refusing to engage with the role-play at all (on the basis of
their disapproval of social robots) whilst also helping them to
feel that they had had an opportunity to put forward their actual
feelings at an earlier point in the interview. For the same reasons,
the decision to ask the participants to role-play as someone other
than themselves was highly fruitful since it enabled them to
engage and interact with the robot within the parameters of the
scenario even if they feel they would not do so in “real life.”

Engagement With the Role-Play Task and
human-robot interaction
Analyzing the video data collected demonstrates that the
participants engaged with the scenario and role-play task to a
productive level and that they also engaged with the element of
human-robot interaction. All participants completed the role-play
task. Sometimes they needed to check what they were being asked
to do or required some prompts to work out what kinds of action
they could take; in particular when outside Rose’s flat they were
sometimes hesitant and benefitted from a prompt that they might
want to find a way to get inside to check she was okay. But everyone
selected an action to take at each point they were asked to and also
made observations about what they could see when asked. There
was substantial variety in the actions they chose, in terms of how
they attempted to get inside Rose’s flat and what they then did
when they found her on the floor. This demonstrated to us that the
role-play element was working; our participants were being
provided with an opportunity to make decisions as if they were
in the scenario and they were exercising that opportunity. They
were making decisions on the basis of their own understandings
and feelings about the scenario. A task for our analysis of the
participant responses is to identify reasons or associations for the
different kinds of choices our participants made. In the current
data we have we can see that this is sometimes sequential in that a
choice made at one point shapes a later decision. For instance,
where participants elected to ask a staff member to open and go
into Rose’s flat, this determined that later on the staff member
would take charge of checking on Rose and calling formedical help.
An opportunity for future iterations of this study would be to
compare the choices made by different kinds of participant; for
instance, to compare individuals with experience in first aid/
healthcare provision etc., with individuals without it.

In addition, all participants displayed indications of
engagement with the scenario in that they drew on details of
the information they had been given about it and appeared
committed to selecting appropriately when asked to make a
decision. For instance, when inside Rose’s flat all participants
attempted to get medical help for her. They frequently did so by
drawing on details they had learned in the earlier part of the
scenario such as finding a staff member to help, trying to ask
Rose’s robot to make an emergency call and/or going back to their
own flat to instruct their own robot to do so when it was apparent
that Rose’s robot was not functioning properly. Some participants
uttered expressions of sympathy such as “Oh no!” or “Poor Rose”
indicating a level of affective engagement with the scenario even
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though it was hypothetical. They also referred to what was and
was not possible within the context of the scenario, for instance
stating that “maybe my bad knees mean I can’t get onto the floor
to check on Rose properly” or “the staff member will be able to do
first aid so I will keep out of the way.”

The majority of the participants noticed that some of the
function icons on Rose’s robot were greyed out (see Figure 5) and
deduced (sometimes with prompting) that this meant the robot
could not perform those functions and was not connected to the
internet. Several of them spent time within the scenario (typically
whilst waiting for the ambulance to arrive) attempting to work
out why the robot was not functioning properly and/or
attempting to reconnect it to the Internet–for instance looking
for a reboot switch or asking it further questions. In another sign
of their engagement with the scenario, some participants
continued to offer observations or suggestions for what might
have happened (the robot might have tipped over the stool Rose
was standing on, an obstacle might have been in the way to
prevent the robot detecting Rose was on the floor etc.) during the
debrief phase of the call or even by email afterward.

As the role-play was designed to stimulate human-robot
interactions, we were particularly keen to assess to what extent
the format worked in encouraging our participants to interact
with the robot in the scenario. Again, this was largely successful.
All participants bar one gave “their” robot a name (with one
participant stating they would rather not do anything that
humanizes a machine) and all took part in the practice
questioning/instruction giving to their robot. Once inside
Rose’s flat, all but three of the participants noted the presence
of the robot when describing what they could see and
incorporated it into their decision making about what to do
without any prompting from the researcher. Most tried to use
Rose’s robot to make an emergency call or take other actions such
as pick Rose up, open a window to help her feel more comfortable
etc. Two participants also tried to ask the robot what had
happened to Rose. Six noted immediately that the greyed-out
icons on the robot meant it was not possible for it to make a call it
and looked for an alternative means to raise an alert. Seven
participants decided to go back to their own flat that use their own
robot tomake a call for help–either after trying to use Rose’s robot
or as an alternative to this. All participants heard the robot stating
it could not connect to the Internet–either as a consequence of
their unprompted interactions with it or due to the researcher
adding it in to the scenario. Seven participants took steps to
identify the cause of the problem and help the robot reconnect;
for instance, by trying to find a reset button on the robot or by
calling a staff member. Six explicitly stated that they would not try
to help the robot reconnect, either because they did not have
enough knowledge to know what to do or because they wanted to
focus on looking after Rose. The others gave no direct response to
hearing the robot speak. Participants were also able to recall their
interactions with the robot in the final phase of the interview, as
discussed next.

Data Regarding Witnessing
All the participants were able to complete the final task in the
VWT role-play interview. When prompted they recounted what

they had done and seen, acting as witnesses providing testimony
after the event. They also produced, sometimes without
prompting, speculations of what might have caused Rose to
fall and what problems might have occurred with the robot.
This indicated to us that we could use participant recollections to
help in our RoboTIPS work. For instance, they could form part of
the witness testimony to be use in our mock accident
investigations, and we could also analyze them further to
determine what kinds of information the robot’s EBB should
collect in order to best complement the evidence provided by
human witnesses at the scene of an accident.

We were interested to observe certain differences in between
what participants said in the role-play phase of the call and then
in the recollection phase. On several occasions, participants
omitted details in their recollections–about what they had said
to Rose, how they called for help, what they saw in Rose’s room
etc. This may have been because they seemed too mundane to
need stating or because they had forgotten them. In particular
several participants did not recollect the robot talking to them or
moving closer to them; even when asked a question prompt they
did not recount this information. These differences between the
role-play and the recollection phase are very interesting; even
though they took place immediately after one another, memory
recall and/or certain other dynamics appear to play a role in the
witness testimony witnesses produce. In future iterations of the
study, we would like to leave a longer period of time between the
role-play and recollection phases to further inspect these
dynamics. Having a period of time between the two would
also better reflect the circumstances witness testimony would
be collected in a genuine case.

Limitations of Findings
Overall, we assessed the conduct of our first set of VWT role-play
interviews very strongly. We were happy that the approach was
workable and that it produced the kinds of findings that would
benefit our research aims. We also see it as a highly versatile
approach; the VWT role-play interview format can be used with
different kinds of participants (age, occupation, familiarity with
robots etc.) and enable them to observe different kinds of
incidents or accidents where a robot is involved. We presented
the aftermath of an accident in our role-play interview but
participants could also be asked to witness and respond to the
occurrence of the incident itself. These incidents can include
robots of various kinds and take place in all manner of contexts
that can be represented via illustrations. As we discuss later, the
format can therefore contribute to work in HRI very widely.
However, in our initial study we also observed a number of
limitations relating to the set-up of the role-play and its conduct
with our participants.

In terms of set-up, the use of static images meant we could not
convey the more dynamic parts of the scenario effectively. For
instance, in our original description of the scenario, Rose’s robot
is moving backwards and forwards in a way that suggested she
might have collided with Rose’s legs. However, it proved difficult
to convey this in our remote format and it was largely
dropped–beyond the visual of the robot standing close to Rose
and a narrator statement about the robot moving closer to the
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participant. As a result, only two participants mentioned the
robot colliding with Rose as a possibility. Another issue with the
set-up was that it was very important to spend time in the
preparation and iteration of the narrative and illustrations to
ensure that potential areas of non-understanding can be
identified and corrected. Although we spent a great deal of
time in our preparations, some problematic details did slip
through. A number of participants assumed that their robot
immediately went with them to Rose’s flat. This could easily
be corrected by the interview/narrator during the interview itself
with a statement that “you have left your robot at home” and later
by inserting into the script “as you leave your flat, you say
goodbye to your robot.” It also turned out that the reference
playing “bingo” was highly culturally specific and several of our
international participants were unclear what it meant. This was
harder to resolve as bingo was embedded into our second image
so could not be dropped from the narrative and it was harder to
give an explanation about what bingo is and why people go out to
play it entailed stepping outside of the scenario narrative so was
not optimum at this point in the call.

Regarding the conduct of the VWT role-play interview, it was
not possible to provide participants with entirely the same version of
the script and experience of the scenario. The ways in which they
asked questions or produced responses to what they sawmeant that
there were always slight differences even before participants were
asked to make decisions about their actions in the scenario. This is
not necessarily a limitation (and is a feature of all but the most
structured role-play methods) as the capacity for participants to
intervene in the unfolding of the scenario enabled their engagement
with it. But it does reduce the potential for close comparison in the
analysis. Another issue we observed was that participants might at
times be looking to provide what they felt was the “correct” answer
for the research study rather than an authentic one. Research
participants attempting to perform “well” or “correctly” is a well-
known phenomenon (Orne and Washington, 2000) and here it
potentially manifested itself in the decisions we asked them tomake.
In several cases they chose more complex actions involving robots
ahead of more straightforward ones without them–for instance only
two participants said they would try to open Rose’s door to see if it
was unlocked and several of them chose to go back to their own flat
to collect their robot without attempting this first. As our
participants knew the project was about robots, they may have
felt that wewere looking for them to give answers that demonstrated
their awareness of the robots in the scenario. They therefore turned
to details in the scenario that had been presented to them–e.g., the
use of the robot to conduct certain tasks. A possible means to limit
this might be to spend longer in the set-up phase of the scenario by
providing more detail of the setting and the kinds of activities going
on there. This could have the effect of helping the participants to
immerse themselves in the scenario further (see below) so that they
were less likely to be conscious of the study details and less likely to
feel an obligation to center their answers around robots. It would
however, make running the exercise longer and more time-
consuming for researcher and participants.

The largest limitation relates to the extent to which
participants could or could not fully immerse themselves in
the scenario and give responses that took the scenario fully

seriously. As noted, our participants did display significant
indications of engagement with the scenario; however, at the
same time the remote format limited the extent to which they
could become fully immersed in it. Our participants were calling
in from home or work etc., and surrounded by features that might
draw their attention–such as people walking into the room,
mobile phone notifications, glitches with internet connections
etc.—and distract them from the scenario. The less immersed
they were in the scenario the less concentration or effort they may
have put into treating it seriously. There were a couple of initial
jokey responses made when we asked participants would they
would do on seeing Rose fallen on the floor, such as “I’d find
someone else to go to bingo with!” and it is possible that lack of
detail in later recollections may stem from not concentrating on
the scenario fully in the role-play phase. We would expect that
greater immersion in the scenario would lead to more careful
consideration of the responses participants produce and therefore
it is important to reflect on how we might be able to increase this
element of the process whilst also maintaining its convenience for
participants. For instance, the inclusion of sound effects, more
illustrations or greater detail in the set-up phase. Ultimately
however, we cannot guarantee that our participants will
definitely respond in a genuine manner. But this is true of all
role-play since there is no guarantee that any simulation elicits
people’s “real” reactions - whether role-playing as themselves or
taking on the role of another. This is acknowledged as a limitation
of the role-play method in general (Lewis-Beck et al., 2004) but
does not mean that the approach cannot provide useful findings.
In particular, a role-play can provide a safe means to test out an
interaction that would be impractical or risky to set up in a fully
naturalistic way. Therefore, it is very fruitful for the exploration of
potentially hazardous interactions between robots and humans.
As our study demonstrates, virtual role play studies can also be
highly time efficient and convenient in their conduct, allowing a
large amount of data to be collected in a short time. We therefore
feel that whilst it is important to acknowledge this limitation, we
can still recognize value of using the VWT-role play format as
providing a reasonable trade-off between immersion and
practical/safety issues. In the following discussion we highlight
the value of our VWT role-play interview approach to the study
of hazardous human-robot interactions.

DISCUSSION

In this methods paper we have described the development and
first use of an online role-play method within our research project
on responsible robotics. The development of the Virtual Witness
Testimony (VWT) role-play interview emerged as a creative
response to the requirement for socially distanced fieldwork
during the COVID-19 pandemic as well as the commitment of
the RoboTIPS study to ethical best practice and the principles of
Responsible Research and Innovation (RRI). We wanted to
engage our participants in a scenario that included witnessing
a human being coming to physical harm whilst a social robot was
also present and had apparently had a malfunction of some kind.
We needed to make sure that participants were physically safe
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and not at risk of coming to emotional harm whilst they
witnessed this scenario. Taking up this approach enabled us to
conduct responsible fieldwork whilst researching the
development of responsible robotics. As the above findings
have shown, the VWT role-play interview method is a very
promising one. It allows for the efficient collection of data
involving a wide range of participants and can elicit useful
information from them. It can engage participants to deliver
considered responses about what they would do in the scenario
they are presented with and then to give their recollections on
what they observed in the scenario. In particular it can elicit
imagined interactions between humans and social robots. The
findings of our first VWT role-play interview study are highly
useful to our RoboTIPS study. They will inform our ongoing
work on accidents, for instance by helping us to understand how
individuals might respond when witnessing an accident scenario
and what kinds of testimony they produce following it. This will
also assist our work on accident investigations, helping us to
identify what kind of witness testimony humans can produce
following an accident and what kind of data a robot Ethical Black
Box can provide to best complement this. We plan to run further
VWT role-play interviews based on different accident scenarios
and involving different kinds of participants. These will collect
valuable data that we can use for analysis and will also help us to
test out the practical and ethical viability of simulating the same
scenarios in face-to-face laboratory conditions. In the rest of this
discussion we describe opportunities for the broader use of the
method, to benefit HRI and associated fields.

The VWT role-play method is highly flexible and its format can
be adapted in a number of ways. Various different scenarios can be
used within it and narratives created to guide participants through
the direct witnessing of an accident involving a social robot or its
aftermath. Since the method works well at eliciting responses,
perspectives and recollections, participants can be required both to
respond to the scenario and then give their recollections and
comments on it afterward. This can illuminate research into
human interaction with social robots in a wide range of
contexts, including those that are set in an imagined future or
are too hazardous to be observed in situ. Further data can also be
collected on human perspectives and attitudes around social
robots. The recruitment and data collection process is very
quick, so it is possible to conduct VWT role-play interviews
with a large number of participants and aim for a
demographically representative sample. Researchers can then
look for any systematic differences in response according to
occupation, age, gender, nationality etc., of participants. In our
RoboTIPS study we are interested to compare the responses given
by participants to the background question about their views on
social robots and their responses to the scenario itself. In particular,
we are interested to observe whether those with more negative
views about social robots are more likely to perceive the robot in
the scenario as hazardous and to “blame” it for the harm caused to
Rose. In future uses of the method we will widen the time gap
between the role-play and recollection phase, to better test the
effects of memory on recall about the scenarios and speculations
around the cause of the problem with the robot. We also plan to
run the same scenario but with a new narrative that requires

participants to take on the role of the first medical responder on the
scene who attends to Rose. The participants we recruit for this will
all have medical or first aid training to ensure they have the
background knowledge necessary for this role. We can then
compare their responses to those of the lay population, to see if
there are differences in the ways they interact with Rose, interact
with the robot and speculate on the causes of Rose’s fall and the
robot malfunction. Similarly, when other scenarios are used for
VWT role-play interviews, different participants with relevant
characteristics can take up different roles within them, enabling
comparison across the groups. The potential to include a large
number and diverse range of participants in VWT interview role-
play studies is a benefit that brings analytic rigor to the approach. It
is also a further way to uphold principles of Responsible Research
and Innovation by bringing multiple stakeholders into the
processes of research.

The VWT role-play interview has merit as standalone method
but another benefit is that it can be combined with other research
methods to consolidate the value of both. In RoboTIPS, the
opportunity to role-play a planned scenario online in this
format before running it face-to-face is hugely beneficial. We
are able to test out the logic and believability of the scenario in this
less time-intensive format before committing to a much more
laborious face-to-face version. We were also able to check the
extent to which placing participants in a scenario that involves a
potentially hazardous interaction with a robot might risk causing
them emotional distress in some way. The online format and use
of illustrations provide a safe space to trial this scenario and
creates much less risk of distress than when exposing participants
to the scenario face-to-face. We can draw on what we learn online
iterations of the scenario and make accommodations to ensure
that when it is run face-to-face it similarly avoids causing
participant harm. In addition to informing the design of our
later work, the VWT role-play interview findings we gathered can
be used for analytic comparison. We will compare the
observations and witness testimony provided by participants
in the face-to-face scenarios with the data collected in the
online version. This will help us to assess the generalisability
of our findings and also prompt us to identify the reasons for any
differences between the two. Looking more broadly, other
research using this format can reap the same benefits.
Creating a scenario and beginning with a streamlined online
role-play of it is a highly efficient way to test out its robustness in
terms of believability and capacity for participants to engage with
it, before running it in a more time and resource intensive face-to-
face format. It can also be an extremely important step in testing
out the extent to which the role-play might cause participants to
encounter distress or discomfort allowing adaptions to be made
before running the riskier face-to-face format. This is particularly
important for research in the field of social robotics where–as our
own findings show–many citizens are uncomfortable, even
fearful, about the idea of robots being part of everyday life.
Finally, collecting data from both online and face-to-face
versions of a role-play provides opportunities to compare
results and triangulate findings. The combination of the two
methods can work to address the limitations of each. The online
version is more efficient, which allows for a larger number of
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participants to be involved at the loss of some level of
engagement. The face-to-face version immerses the participant
more fully in the scenario and may therefore elicit more reasoned
and genuine responses; however, it is far more time intensive and
likely allows a significantly smaller number of participants.

We view Responsible Robotics as including the application of
Responsible Research and Innovation to the field of robotics.
Responsible Robotics therefore requires careful consideration
across issues in the design, manufacture, operation, repair and
end-of-life recycling of robots to identify practices that seek the
most benefit to individuals and society, and the least harm to the
environment (Winfield et al., 2021). In order to be responsible,
researchers in robotics need to consider the potential positive and
negative impacts of the robotic systems they develop, as well as the
processes through which they conduct their work. This relates to
the inclusion of stakeholders, treatment of human participants,
attention to environmental concerns, and communication of
findings to lay audiences. As researchers in this field, we have a
responsibility to consider what happens when things go wrong in
human-robot interaction scenarios. This could be in the context of
technical malfunctions which disrupt a robot’s intended function,
but also, for example, the intentional (mis)use and abuse of robotic
systems to cause harm. We need to test out these scenarios and
involve human participants as stakeholders. However, we need to
do this in a way that is both analytically efficient and avoids causing
participants distress or any other kind of harm.We have set out the
Virtual Witness Testimony role-play interview as an approach that
can achieve this–either on its own or used in combination with
othermethods.We have demonstrated the value of themethod in a
study conducted as part of our own research study and propose
that it can be adapted to investigate other ethically-hazardous HRI
scenarios, offering a safe and practical alternative to be considered
alongside physically situated or virtual reality HRI experiments.
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This paper describes IEEE P7001, a new draft standard on transparency of autonomous
systems1. In the paper, we outline the development and structure of the draft standard. We
present the rationale for transparency as a measurable, testable property. We outline five
stakeholder groups: users, the general public and bystanders, safety certification
agencies, incident/accident investigators and lawyers/expert witnesses, and explain the
thinking behind the normative definitions of “levels” of transparency for each stakeholder
group in P7001. The paper illustrates the application of P7001 through worked examples
of both specification and assessment of fictional autonomous systems.

Keywords: transparency, explainability, autonomous systems, robot ethics, AI ethics

1 INTRODUCTION

There is broad agreement in the AI and robot ethics community about the need for autonomous and
intelligent systems to be transparent; a survey of ethical guidelines in AI (Jobin et al., 2019) reveals
that transparency is the most frequently included ethical principle, appearing in 73 of the 84 (87%)
sets of guidelines surveyed. It is clear that transparency is important for at least three reasons: 1)
autonomous and intelligent systems (AIS) can, and do, go wrong, and transparency is necessary to
discover how and why; 2) AIS need to be understandable by users, and 3) without adequate
transparency, accountability is impossible.

It is important to note that transparency does not come for free. Transparency and explainability
are properties that AISmay havemore or less of, but these properties are not hardwired–theymust be
included by design. However, sometimes transparency might be very difficult to design in, for
instance in “black box” systems such as those based on Artificial Neural Networks (including Deep
Machine Learning systems), or systems that are continually learning.

This paper describes IEEE P7001, a new draft standard on transparency (IEEE, 2020). P7001 is
one of the P70XX series of “human standards” emerging from the IEEE Standards Association global
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initiative on the ethics of autonomous and intelligent systems
(IEEE, 2019b). For an overview, see Winfield (2019).

In this paper, we outline the development and structure of
P7001. We present the rationale for both transparency and
explainability as measurable, testable properties of autonomous
systems. We introduce the five stakeholder groups in P7001:
users, the general public and bystanders, safety certification
agencies, incident/accident investigators and lawyers/expert
witnesses. For each of these stakeholders, we outline the
structure of the normative definitions of “levels” of transparency.

We will show how P7001 can be applied to either assess the
transparency of an existing system–a process of System
Transparency Assessment (STA)–or to specify transparency
requirements for a system prior to its implementation–a
process of System Transparency Specification (STS). We will
illustrate the application of P7001 through worked examples of
both the specification (STS) and assessment (STA) of fictional
autonomous systems.

This paper proceeds as follows. In Section 2, we briefly survey
the literature on transparency and explainability as a prelude to,
in Section 3, introducing and justifying the definitions for
transparency and explainability in P7001. Section 3 also
describes the scope and structure of P7001 including each of
the five stakeholder groups, and the way P7001 approaches the
challenge of setting out testable, measurable levels of
transparency for each of these stakeholder groups. In Section
4, we describe how P7001 may be used through the two processes
of System Transparency Assessment (STA) and System
Transparency Specification (STS), then outline case studies for
each, in order to illustrate the application of P7001. Section 5
concludes the paper with a discussion of both the value and the
limits of P7001.

2 RELATED WORK

The term transparency emerged in the 1990s in the context of
information management (Ball, 2009). Nowadays, transparency
has become of prime importance in the design and development
of autonomous systems (Alonso and de la Puente, 2018),
intelligent systems (Olszewska, 2019) as well as human-
machine teaming (Tulli et al., 2019; Vorm and Miller, 2020)
and human-robot interactions (HRI) (Cantucci and Falcone,
2020).

Transparency can be defined as the extent to which the system
discloses the processes or parameters that relate to its functioning
(Spagnolli et al., 2016). Transparency can also be considered as
the property that makes it possible to discover how and why the
system made a particular decision or acted the way it did (Chatila
et al., 2017), taking into account its environment (Lakhmani et al.,
2016). Indeed, at the moment, there is no single definition of
transparency in the literature (Theodorou et al., 2017; Larsson
and Heintz, 2020), as it varies depending on its application
domain (Weller, 2019) and its dimensions (Bertino et al.,
2019). The notion of transparency is also often interwoven
with other related concepts such as fairness (Olhede and
Rodrigues, 2017), trustworthiness (Wortham, 2020; Nesset

et al., 2021), interpretability (Gilpin et al., 2018), accountability
(Koene et al., 2019), dependability (TaheriNejad et al., 2020),
reliability (Wright et al., 2020), and/or safety (Burton et al., 2020).

The closely related study of explainability has become popular
in recent years with the rise of Artificial Intelligence (AI) and AI-
based systems (Adadi and Berrada, 2018; Baum et al., 2018;
Gunning et al., 2019). This has led to the new field of
explainable AI (XAI) (Barredo Arrieta et al., 2020;
Confalonieri et al., 2021), which is concerned with the ability
to provide explanations about the mechanisms and decisions of
AI systems (Doshi-Velez and Kim, 2017; Lipton, 2018).

Current research in XAI focuses on the development of
methods and techniques to understand and verify AI-based
autonomous and/or intelligent systems (Páez, 2019; Dennis
and Fisher, 2020). Explaining AI applications, especially those
involving Machine Learning (ML) (Holzinger, 2018), and Deep
Neural Networks (DNN) (Angelov and Soares, 2020; Booth et al.,
2021), is howbeit still an ongoing effort, due to the high
complexity and sophistication of the processes in place (e.g.,
data handling, algorithm tuning, etc.) as well as the wide range of
AI systems such as recommendation systems (Zhang and Chen,
2020), human-agent systems (Rosenfeld and Richardson, 2019),
planning systems (Chakraborti et al., 2020), multi-agent systems
(Alzetta et al., 2020), autonomous systems (Langley et al., 2017),
or robotic systems (Anjomshoae et al., 2019; Rotsidis et al., 2019).

3 P7001 SCOPE AND STRUCTURE

The aim of P7001 is to provide a standard that sets out
“measurable, testable levels of transparency, so that
autonomous systems can be objectively assessed and levels of
compliance determined” (IEEE, 2020). An autonomous system is
defined in P7001 as “a system that has the capacity to make
decisions itself, in response to some input data or stimulus, with a
varying degree of human intervention depending on the system’s
level of autonomy”.

The intended users of P7001 are specifiers, designers,
manufacturers, operators and maintainers of autonomous
systems. Furthermore P7001 is generic; it is intended to apply
to all autonomous systems including robots (autonomous
vehicles, assisted living robots, drones, robot toys, etc.), as well
as software-only AI systems, such as medical diagnosis AIs,
chatbots, loan recommendation systems, facial recognition
systems, etc. It follows that P7001 is written as an “umbrella”
standard, with definitions of transparency that are generic and
thus applicable to a wide range of applications regardless of
whether they are based on algorithmic control approaches or
machine learning.

3.1 Defining Transparency in P7001
The UK’s Engineering and Physical Science Research Council
(EPSRC) Principles of Robotics–the first national-level policy on
AI–states, as principle four: “Robots are manufactured artifacts.
They should not be designed in a deceptive way to exploit
vulnerable users; instead their machine nature should be
transparent” (Boden et al., 2017). The EPSRC definition of
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transparency emphasises, through contrast, that transparency in
robotics means that the end user is well aware of the
manufactured and thus artificial nature of the robot.

Since the release of the EPSRC Principles of Robotics,
numerous guidelines and other soft policy declarations have
been released by governmental, intergovernmental, non-
governmental, and private organisations where transparency is
one of the most mentioned ethical principles (Jobin et al., 2019).
Yet, each provides its own–vague–definition. For example, the
European Commission’s High-Level Expert Group (HLEG) on
their “Guidelines for Trustworthy AI” considers transparency to
be one of its seven key principles and defines it as a combination
of three elements: traceability, explainability, and communication
(EC, 2018). Another prominent intergovernmental organisation,
the OECD, in its AI ethics guidelines considers transparency as
the means of understanding and challenging the outcomes of
decisions made by intelligent systems (OECD, 2019). As we saw
in the previous section, a similar disagreement exists in the
academic literature, where each scholar in transparency-related
research has their own definition.

Arguably there can be no universally accepted definition for
any given ethical value (Theodorou and Dignum, 2020). Instead,
as P7001 is self-contained, an actionable and explicit definition of
transparency is required. Thus P7001 defines transparency as “the
transfer of information from an autonomous system or its
designers to a stakeholder, which is honest, contains
information relevant to the causes of some action, decision or
behavior and is presented at a level of abstraction and in a form
meaningful to the stakeholder.”

P7001 recognises that AI technology cannot be separated from
the larger socio-technical system of which it is a component,
hence the explicit reference to the designers of the system as
responsible agents in providing relevant information. That
information, depending on the stakeholder to whom it is
targeted, can be anything from records of development
decisions to interactive manuals. Further, the keyword honest
emphasises that only information that is neither false or deceptive
can be considered as compliant to the standard.

Furthermore “to consider an autonomous system transparent
to inspection, the stakeholder should have the ability to request
meaningful explanations of the system’s status either at a specific
moment or over a specific period or of the general principles by
which decisions are made (as appropriate to the stakeholder)”
(Theodorou et al., 2017). This allows the consideration of
transparency not only as a real-time property, but also as the
means of ensuring traceability for past events to aid incident
investigators (Winfield et al., 2021) and when necessary ensure
accountability (Bryson and Theodorou, 2019).

As with transparency, there are multiple definitions for
explainability in the literature (Barredo Arrieta et al., 2020).
P7001 defines explainability as “the extent to which the
internal state and decision-making processes of an
autonomous system are accessible to non-expert stakeholders”.
Again, this is not an attempt to provide a universally-accepted
definition, but rather a workable one. The relationship between
transparency and explainability in P7001 is that the latter is
transparency that is accessible to non-experts. In P7001

explainability is a subset of transparency. P7001 defines
explainability to stay close to existing literature, while also
taking into consideration the multi-stakeholder approach and
the wide spectrum of autonomous systems the standard is meant
to cover. Thus its normative requirements aim to satisfy both
definitions of transparency and explainability. It is also important
to note that providing an explanation does not necessarily make a
system’s actions completely transparent (De Graaf and Malle,
2017).

3.2 Transparency Is Not the Same for
Everyone
Transparency is not a singular property of systems that would
meet the needs of all stakeholders. In this regard, transparency is
like any other ethical or socio-legal value (Theodorou et al., 2017).
Clearly a naive user does not require the same level of
understanding of a robot as the engineer who repairs it. By
the same reasoning, a naive user may require explanations for
aspects of reasoning and behaviour that would be obvious and
transparent to developers and engineers.

P7001 defines five distinct groups of stakeholders, and AIS
must be transparent to each group, in different ways and for
different reasons. These stakeholders split into two groups: non-
expert end users of autonomous systems (and wider society), and
experts including safety certification engineers or agencies,
accident investigators, and lawyers or expert witnesses.
Stakeholders are beneficiaries of the standard, as distinct from
users of the standard: designers, developers, builders and
operators of autonomous systems.

Let us now look at the transparency needs of each of these five
groups.

3.2.1 Transparency for End Users
For users, transparency (or explainability as defined in P7001) is
important because it both builds and calibrates confidence in the
system, by providing a simple way for the user to understand
what the system is doing and why.

Taking a care robot as an example, transparency means the
user can begin to predict what the robot might do in different
circumstances. A vulnerable person might feel very unsure about
robots, so it is important that the robot is helpful,
predictable—never does anything that frightens them—and
above all safe. It should be easy to learn what the robot does
and why, in different circumstances.

An explainer system that allows the user to ask the robot “why
did you do that?” (Sheh, 2017; Chiyah Garcia et al., 2018;
Winfield, 2018; Koeman et al., 2020) and receive a simple
natural language explanation could be very helpful in
providing this kind of transparency2. A higher level of
explainability might be the ability to respond to questions
such as “Robot: what would you do if I fell down?” or “Robot:
what would you do if I forget to take my medicine?” The robot’s

2Noting that Winograd’s SHRDLU Natural Language Processing system
demonstrated this capability in 1972 (Winograd, 1972)
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responses would allow the user to build a mental model of how
the robot will behave in different situations.

3.2.2 Transparency for the Wider Public and
Bystanders
Robots and AIs are disruptive technologies likely to have
significant societal impact (EC, 2018; Wortham, 2020). It is
very important therefore that the whole of society has a basic
level of understanding of how these systems work, so we can
confidently share work or public spaces with them. That
understanding is also needed to inform public debates—and
hence policy—on which robots/AIs are acceptable, which are
not, and how they should be regulated.

This kind of transparency needs public engagement, for
example through panel debates and science cafés, supported
by high quality documentaries targeted at distribution by mass
media (e.g., YouTube and TV), which present emerging robotics
and AI technologies and how they work in an interesting and
understandable way. Balanced science journalism—avoiding
hype and sensationalism—is also needed.

For this stakeholder group, P7001 defines levels of
transparency starting with a requirement that follows a
proposed Turing Red Flag law: “An autonomous system
should be designed so that it is unlikely to be mistaken for
anything besides an autonomous system, and should identify
itself at the start of any interaction with another agent.” (Walsh,
2016). Successive levels build upon this by requiring that systems
provide warnings and information about data collected or
recorded, since data on bystanders may well be captured.

3.2.3 Transparency for Safety Certifiers
For safety certification of an AIS, transparency is important
because it exposes the system’s decision making processes for
assurance and independent certification.

The type and level of evidence required to satisfy a certification
agency or regulator that a system is safe and fit for purpose
depends on how critical the system is. An autonomous vehicle
autopilot requires a much higher standard of safety certification
than, say, a music recommendation AI, since a fault in the latter is
unlikely to endanger life. Safe and correct behaviour can be tested
by verification, and fitness for purpose tested by validation. Put
simply, verification asks “is this system right?” and validation asks
“is this the right system?”.

At the lowest level of transparency, certification agencies or
regulators need to see evidence (i.e., documentation) showing
how the designer or manufacturer of an AIS has verified and
validated that system. This includes as a minimum a technical
specification for the system. Higher levels of transparency may
need access to source code and all materials needed (such as test
metrics or benchmarks) to reproduce the verification and
validation processes. For learning systems, this includes details
of the composition and provenance of training data sets.

3.2.4 Transparency for Incident/Accident Investigators
Robots and other AI systems can and do act in unexpected or
undesired ways. When they do it is important that we can find out
why. Autonomous vehicles provide us with a topical example of

why transparency for accident investigation is so important.
Discovering why an accident happened through investigation
requires details of the situational events leading up to and during
the accident and, ideally, details of the internal decision making
process in the robot or AI prior to the accident (Winfield et al.,
2021).

Established and trusted processes of air accident investigation
provide an excellent model of good practice for AIS–processes,
which have without doubt contributed to the outstanding safety
record of modern commercial air travel (Macrae, 2014). One
example of best practice is the aircraft Flight Data Recorder, or
“black box”; a functionality we consider essential in autonomous
systems (Winfield and Jirotka, 2017).

3.2.5 Transparency for Lawyers and Expert Witnesses
Following an accident, lawyers or other expert witnesses who
have been obliged to give evidence in an inquiry or court case or
to determine insurance settlements, require transparency to
inform their evidence. Both need to draw upon information
available to the other stakeholder groups: safety certification
agencies, accident investigators and users. They especially need
to be able to interpret the findings of accident investigations.

In addition, lawyers and expert witnesses may well draw upon
additional information relating to the general quality
management processes of the company that designed and/or
manufactured the robot or AI system. Does that company, for
instance, have ISO 9001 certification for its quality management
systems? A higher level of transparency might require that a
designer or manufacturer provides evidence that it has
undertaken an ethical risk assessment of a robot or AI system
using, for instance, BS 8611 Guide to the ethical design of robots
and robotic systems (BSI, 2016).

3.3 Measurable and Testable Transparency
Standards generally belong to one of two categories: those that
offer guidelines or those that set out requirements. P7001 falls
into the latter category. P7001 describes a set of normative
requirements, which must be met in order for a given system,
its documentation, and the processes used to design and test it, to
be labeled as “compliant”.

A major challenge in drafting P7001 was how to express
transparency as something measurable and testable. At first this
might seem impossible given that transparency is not a singular
physical property of systems, like energy consumption. However,
when one considers that the degree to which an end user can
understand how a system operates will depend a great deal on the
way that user documentation is presented and accessed; or the
extent to which an accident investigator can discover the factors
that led up to an accident can vary from impossible (to discover) to
a very detailed timeline of events, it becomes clear that
transparency can be expressed as a set of testable thresholds.

It was on this basis that early in the development of P7001 a
scale of transparency from 0 (no transparency) to 5 (the
maximum achievable level of transparency) was decided upon,
for each of the five stakeholder groups outlined above. At the
heart of P7001 are five sets–one set for each stakeholder group–of
normative definitions of transparency, for each of the levels 1 to 5.
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Each definition is a requirement, expressed as a qualitative
property of the system. In each case the test is simply to
determine whether the transparency property required by a
given level for a given stakeholder group is demonstrably
present or it is not. The choice of five levels was determined
as a compromise between a reasonable level of granularity
while allowing for discernible differences between successive
levels.

Having established a general approach to measurable, testable
levels of transparency, the P7001 working group then faced the
key question “should those discrete transparency levels be written
to reflect the transparency properties found in present day
autonomous systems, or should they instead go beyond the
present state of the art?” Phrased in another way, should
P7001 be written such that most well-designed present day
autonomous systems achieve a high level of compliance, or
instead as a standard that stretches designers beyond current
good practice? Taking a cue from the IEEE P70XX series of
standards-in-development, which–in expressing human (ethical)
concerns as standards for guidance or compliance–go well
beyond the scope of traditional standards, it was determined
that P7001 should similarly aim to challenge and extend the
practice of transparency.

Given increasingly rapid advances in the capabilities of AI
systems, it was also felt that P7001 should consider likely near,
and to some extent, medium term advances in the state of the art
(for instance, explainable AI for machine learning). However, the
working group did not take account of possible long term
advances, such as artificial general intelligence or machine
consciousness. As and when it becomes necessary, the
standard can be updated to meet with advances in the state of
the art.

The general principle was, therefore, established that
transparency levels should start (on level 1) with transparency
measures that we might generally expect to find in well-designed
present day systems, or that could be easily provided. Levels 2 and
up should be successively more demanding, going beyond what
one would presently expect in most well designed systems, and in
some cases require solutions that are—at the time of writing—the
subject of ongoing research.

The approach outlined above is illustrated below in Tables 1, 2
for the stakeholder groups “end users” and “accident
investigators”, respectively, (The illustrations in Tables 1, 2
are abbreviated versions of the transparency definitions for
end users and accident investigators in P7001 for robots only,
rather than autonomous systems in general).

In Tables 1, 2, we see that each level n describes a successively
greater degree of transparency than the previous level n − 1. For
most stakeholder groups each level builds upon previous levels, so
if a system meets level n, then it also meets levels n − 1, etc. Thus
transparency levels are cumulative for accident investigators in
Table 2, but not in Table 1 for end users so, for instance, a
designer may choose to provide an interactive visualisation of
level 2 instead of the user manual of level 1 (or they may choose to
provide both).

Level 1 in Table 1–a user manual–will typically be present for
all present day robots. Similarly, the recording device required by
level 1 in Table 2 will be easy to provide, if not already present.

Consider now levels 2–4 in Table 1 for end users. Level 2–an
interactive visualisation–is more demanding than level 1 but
perfectly feasible with current simulation and visualisation
technology. Levels 3 and 4 do, however, go beyond the current
state of the art in robotics, but methods for implementing this
kind of explainability in robots are emerging (Theodorou et al.,

TABLE 1 | Transparency levels for end users.

Transparency levels (Non-cumulative) Definition

0 None
1 A user manual must be provided, which sets out how a robot will behave in different circumstances
2 The user manual should be presented as an interactive visualisation or simulation
3 The robot should be equipped with a “why did you just do that?” function which, when activated, provides the user with an

explanation of its previous action, either as displayed or spoken text koeman et al. (2020)
4 The robot should be equipped with a “what would you do if . . . ?” function
5 Not defined

TABLE 2 | Transparency levels for accident investigators.

Transparency levels (Cumulative) Definition

0 None
1 The robot should be fitted with a recording device to allow capture and playback of the situation around it, leading up to and

during an accident
2 The robot should be equipped with a data logging system capable of recording a date and time stamped record of robot

sensor inputs, user commands, and actuator outputs
3 As level 2, except that the data logging system should conform to an existing open or industry standard, and additionally log

high level decisions
4 As level 3, except that the data logging system should also log the reasons for the robot’s high level decisions
5 In addition to level 4, the robot’s designers should provide accident investigators with tools to help visualise the robot’s

data log
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2017; Winfield, 2018; Rosenfeld and Richardson, 2019; Koeman
et al., 2020; Dennis and Oren, 2021).

Consider also levels 2–5 in Table 2, for accident investigators.
Level 2–a bespoke data logging system, while not currently
present in many robots, would not be technically challenging
to implement. Winfield and Jirotka (2017) provide a general
outline of what is required. Level 3–a data logging system
conforming to an existing standard is more challenging since,
for robots in general, such standards do not yet exist3. For
autonomous vehicles, however, a closed standard for
automotive Event Data Recorders does exist in (SAE
J1698_2017), with another in development (IEEE P1616).
Level 4 goes further in requiring the data logger to record the
reasons for high level decisions; something that would require
access to internal processes of the robot’s control system, which
would not normally be accessible via, for instance, the
robot’s API.

3.4 Compliance
A systemwould be compliant with P7001 if it meets at least level 1
transparency for at least one stakeholder group. Note, however,
that a simple statement that “system x is compliant with P7001”
would be misleading. The correct way to describe P7001
compliance is through the multi-element description of the
STA, outlined in Section 4.

Consider a system that is assessed as providing level 1
transparency for one stakeholder group only: the absolute
minimum level of compliance. In some bounded and benign
use cases, such a level might still be regarded as adequate.
However, what constitutes sufficient or appropriate levels of
transparency will vary a great deal from one system and its
intended use to another.

It is important also to recognise that stakeholder groups and
their transparency requirements are independent of each other,
thus there is no expectation that if a system meets a particular
level in one stakeholder group, it should also meet the same level
in other groups.

In practice, the decision over which transparency level is
needed in each stakeholder group should be guided by an
ethical risk assessment. BS 8611 sets out a method for ethical
risk assessment of robots or robotic systems (BSI, 2016), and an
example of ethical risk assessment for a child’s toy robot can be
found in Winfield and Winkle (2020). Example scenarios will be
outlined in Section 4 below.

It is clear that 1) compliance with P7001 will vary a great deal
between systems, and between stakeholder groups for a particular
system, and 2) whether the level of compliance for a given system
is adequate or not will depend on the possible risk of (ethical)
harms should the system fail or be compromised. So we might
expect that, in general, safety-critical autonomous systems would
require higher levels of transparency than non-critical systems.
One thing we can be reasonably sure of is that a system that fails
to score even level 1 for any stakeholder group is unlikely to have
adequate transparency.

4 P7001 PROCESSES

P7001 is a process standard; it does not specify how the
transparency measures defined in it must be implemented,
only the kind of transparency each measure affords and how to
determine whether it is present or not. Some transparency
measures will require designers to include well understood
features; transparency for accident investigators, for instance,
requires that systems incorporate event data recorders
(EDRs)–the functional equivalent of aircraft flight data
recorders–without which it would be impossible to
investigate accidents. The draft standard does not, however,
specify required functionality of the EDR, except at a very
generic level.

As mentioned above, P7001 has two primary functions. The
first is as a tool for assessing the transparency of existing systems,
called a System Transparency Assessment (STA), and the second
as a guide for creating a transparency specification for a given
system prior to, or during, its design: this is a System
Transparency Specification (STS). Each of these will now be
illustrated with a case study.

4.1 System Transparency Assessment for a
Robot Toy
In Winfield and Winkle (2020), we describe an ethical risk
assessment for a fictional intelligent robot teddy bear we called
RoboTED. Let us now assess the transparency of the same robot.
In summary, RoboTED is an Internet (WiFi) connected device
with cloud-based speech recognition and conversational AI
(chatbot) with local speech synthesis; RoboTED’s eyes are
functional cameras allowing the robot to recognise faces;
RoboTED has touch sensors, and motorised arms and legs to
provide it with limited baby-like movement and locomotion—not
walking but shuffling and crawling.

Our ethical risk assessment (ERA) exposed two physical
(safety) hazards including tripping over the robot and
batteries overheating. Psychological hazards include
addiction to the robot by the child, deception (the child
coming to believe the robot cares for them), over-trusting
of the robot by the child, and over-trusting of the robot by the
child’s parents. Privacy and security hazards include weak
security (allowing hackers to gain access to the robot), weak
privacy of personal data especially images and voice clips, and
no event data logging making any investigation of accidents
all but impossible4.

The ERA leads to a number of recommendations for design
changes. One of those is particularly relevant to the present paper:
the inclusion of an event data recorder, so our outline
transparency assessment, given below in Table 3, will assume
this change has been made.

3Although at least one open standard for robots is known to be in draft.

4The ERA also considers environmental risks, including sustainability, repairability
and recyclability, but these have no bearing on transparency and do not need to be
considered here.
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4.2 System Transparency Specification for a
Vacuum Cleaner Robot
Consider now a fictional company that designs and manufactures
robot vacuum cleaners for domestic use. Let us call this company
nextVac. Let us assume that nextVac is well established in the
domestic market and has a reputation both for the quality of its
products and responsible approach to design and manufacture.
nextVac now wishes to develop a new line of robot vacuum
cleaners for use in healthcare settings: including hospitals, clinics
and elder care homes.

nextVac begins the design process with a scoping study in
which they visit healthcare facilities and discuss cleaning needs
with healthcare staff, facilities managers and cleaning contractors.
Mindful of the additional safety, operational and regulatory
requirements of the healthcare sector (over and above their
domestic market), nextVac decides to capture the transparency
needs of the new product–while also reflecting the findings of the
scoping study–in a System Transparency Specification (STS),

guided by IEEE P7001. Their intention is to follow the STS
with an initial product design specification. In turn this
specification will be subjected to an Ethical Risk Assessment
(ERA), guided by BS8611. Depending on the findings of the ERA,
the company will iterate this process until a product specification
emerges that is technically feasible, tailored to customer needs,
and addresses both ethical risks and transparency needs.

Capturing the full process of drafting an STS for this scenario
is beyond the scope of this paper, so instead we outline the key
requirement in Table 4.

The outline STS for nextVac’s proposed new vacuum cleaning
robot for healthcare, leads to a number of clear technical design
requirements, especially for stakeholder groups [i], [ii], and [iv],
alongside process requirements for groups [iii] and [v]. The STS
will thus feed into and form part of the product design
specification.

Note also that the outline STS in Table 4 illustrates–for groups
[i] and [iv]–the value of also asking the question, and therefore

TABLE 3 | Outline system transparency assessment (STA) for RoboTED.

Stakeholder Group Transparency
level(s)

Evidenced by

[i] users 1, 2 A user manual is provided for parents. As well as detailing how parents can show children how best to use
RoboTED, the manual explains the risks (addiction, deception and over-trusting) and how to minimise these. The
manual also shows how to guard against hacking and check personal data has been deleted (level 1). An
interactive online visual guide is also provided, for both parents and children (level 2)

[ii] general public 1 P7001 level 1 requires that a robot identifies itself as an autonomous system, following Walsh (2016). When
powered up, or on waking from sleep mode, RoboTED announces itself as a robot

[iii] certification agencies 2 RoboTED has been certified as safe against standard EU EN 62115 (2020) Safety of Electric Toys, and
descriptions of the system and how it has been validated are available for safety certifiers. This meets P7001
level 2

[iv] accident Investigators 2 The robot is equipped with a data logging system as outlined in Table 2
[v] lawyers and expert
witnesses

2 P7001 level 2 requires that a system has been subjected to an ethical risk assessment, which can be made
available to lawyers or expert witnesses. This is the case for RoboTED

TABLE 4 | Outline system transparency specification (STS) for nextVac.

Stakeholder Group Transparency level(s)
Required

Rationale

[i] users 1, 2 (see Table 1) A comprehensive user manual is required, covering both use and maintenance. The manual should be
written in compliance with standard IEC/IEEE std 82,079 Preparation of information for use, as
recommended by P7001 (level 1). An interactive online visual guide is also required, for both operators of
the cleaning robot and facilities managers (level 2). Levels 3 and 4 are not required as the robot is not
expected to need a complex human robot interface. The robot will only require a limited number of
behaviours and these will be indicated by warning lights and sounds, see group [ii] below

[ii] general public 1, 2 The robot’s design will ensure that its machine nature is apparent; lights and sounds will provide simple
audio-visual indications of what the robot is doing at any time (level 1). The robot will provide physical cues
showing the location of sensors, and publicly available information will explain what data is stored and why
(see [iv] accident Investigators in this table), and that this data will not include any personal data (level 2)

[iii] certification agencies 3 The robot will be certified as safe against relevant standards, such as ISO 10218 (2011) (noting that ISO
10218 is a generic standard for the safety of industrial robots). Descriptions of the system and how it has
been validated will be made available to safety certifiers (level 2). In addition, a high level model (simulation)
of the robot will be developed and made available (level 3)

[iv] accident Investigators 3 (see Table 2) The robot will be equipped with a data logging system, which records high level decisions (as outlined in
Table 2). Noting that the data logging system will not record any personal data. Levels 4 and 5 are not
considered essential, as the cleaning robot will only require a limited number of behaviours, nor will it learn

[v] lawyers and expert
witnesses

4 nextVac already has certification of quality management (QM) to standard ISO 9001 (level 1). Ethical risk
assessment (ERA) against BS8611 will be undertaken (level 2). nextVac has in place processes of ethical
governance (level 3). nextVac also maintains complete audit trails for QM, ERA and ethical governance
processes (level 4)
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seeking explicit justification, for why certain higher levels of
transparency are not required.

5 CONCLUDING DISCUSSION

In this concluding section, we first discuss security, privacy and
transparency before then outlining and discussing the challenges
faced when drafting P7001, and its limitations.

5.1 Security, Privacy and Transparency
Security and privacy practices are generally embedded within
the fabric of autonomous systems. Security standards, especially
for regulated industries such as transportation, utilities and
finance, receive particular attention by system architects and
auditors, but transparency within these mature frameworks
tends to be addressed indirectly. To adequately consider
transparency for security and privacy, STA and STS
statements must be tied closely to prevailing information
security standards.

The STA equivalent in security standards such as ISO 27001
and NIST 800-53 tends to be framed as governance or assurance
tasks (NIST, 2020). These tasks, both automated and manual,
verify the presence of a security control. For instance, in P7001
example scenario B.6 (Medical Decision Support), an assurance
task verifies that patient information is encrypted in transit and in
rest and is not exposed beyond a circumscribed list of providers.
An autonomous system whose security and privacy protections
are transparent will disclose the methods being used to protect
sensitive information. In some cases, users can perform assurance
tasks themselves.

Autonomous system architects can fashion STAs following
recommendations of the NIST Big Data Reference Architecture
(SP 1500-r2) wherein higher security and privacy safety levels
provide additional disclosures–i.e., transparency–via multiple
techniques including a System Communicator. NIST 1500-r2
addresses three voluntary levels of system transparency, each of
which can be integrated into an STS (Chang et al., 2019, Sect.
2.4.8). Big data plays an increasingly prominent role in
autonomous systems and presents particularly challenging
security and privacy risks.

Newer autonomous systems constructed using DevOps
principles offer additional opportunities to embed STS
requirements. IEEE 2675–2021 cites benefits for DevOps
communities: “Transparency prioritizes ease of visibility,
availability, reachability, and accessibility of information and
actions between entities, people, or systems” (IEEE, 2021,
Sect. 5.3.3).

Some facets of security and privacy are global and human,
affecting well-being in ways that require different and novel
metrics. IEEE 7010–2019 directly cites the relevance of P7001
and further recommends that autonomous data collection plans
address “. . .issues related to collection and use of data, such as
ethics, transparency, data privacy, data governance, security,
protection of data, nudging, coercion, algorithmic bias,
asymmetry, and redundancy . . . ” (IEEE, 2019a, Sect. 5.3.1,
Table 6, italics added).

5.2 Challenges and Limitations
P7001 is, to the best of our knowledge, the first attempt to write a
standard on transparency; this alone would make development of
the standard challenging. In particular:

(1) The comparative youth of the field makes it difficult to assess
what it is practical to require now in terms of transparency,
let alone what might be practical within the lifetime of the
standard. This is acute in the case of Deep Neural Nets
(DNNs), which many people wish to use but also present a
challenge to explainability (at least), if not necessarily to
transparency in general.

(2) The heterogeneous nature of transparency is a problem. Is
the simple provision of information (e.g., a log) sufficient, or
must the information be in a contextualised form (e.g., an
explanation)? Across and within the stakeholder groups,
there was discussion over whether contextualisation was
desirable since it necessarily creates a system-generated
interpretation of what is happening, which could
introduce biases or errors in reporting. Is something
transparent if we can inspect all parts of it but not
understand the emergent behaviour, as may be the case
for a DNN?

(3) What is the best medium for the presentation of such
information? There is a tendency to assume it should be
written or verbal but diagrams and other visual mechanisms
can also be important. A range of possible outputs increases
accessibility, and some outputs may be better suited to certain
situations, for example, where privacy is a factor, or an
incident where all people nearby must be immediately
notified through an alarm.

(4) Within P7001’s various stakeholder groups, it was sometimes
difficult to foresee what transparency might be wanted for,
and without knowing the purpose of transparency it was hard
to determine what should be required and how compliance
might be measured.

(5) When might transparency lead to over-confidence? In a
recent paper, Kaur et al. (2020) showed that the provision
of explainability mechanisms led to over-confidence in a
model. This may also contribute to automation bias, a
tendency to place unwarranted trust in the accuracy and
infallibility of automated systems.

(6) Transparency exists in tension with a number of other ethical
principles, most notably security (where lack of transparency
is often a first line of defence) and privacy (for instance, in
our RoboTED example, some potential explanations might
reveal personal information about the child who owned the
toy). This highlights the need for determinations about
appropriate levels of transparency to be informed by both
ethical risk assessment and the practices outlined in
Section 5.1.

The challenges mentioned above were further compounded by
the demands of writing normative definitions of transparency
that are at the same time sufficiently generic to apply to all
autonomous systems, while also specific enough to be
implemented and expressed with enough precision to allow
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the question “is this transparency measure present in this system
or not” to be answered. P7001 has been drafted as an “umbrella”
standard, and an indicator of its success would not only be its
application to real world autonomous systems, including both
robots and AIs, but also the subsequent development of domain
specific variants. Each branching standard, 7001.1, 7001.2, etc.,
would inherit the generic definitions of 7001 but elaborate these
more precisely as, for instance, standards on transparency in
autonomous vehicles, transparency of AIS in healthcare, and
so on.

To what extent did the difficulties articulated here lead
to limitations in P7001? One clear limitation is that P7001
does not offer detailed advice on how to implement the
various kinds of transparency described in it. However, we
would argue that a strength of P7001 is the clear articulation
of the two processes of systems transparency assessment
(STA) and specification (STS). Another related limitation
is that several definitions of higher levels of transparency
require techniques that have not yet been developed–to the
extent that they can be readily applied. One example is the
requirement for systems to provide non-expert users with
answers to “why” and “what if” questions, in levels 3 and 4 of
transparency for users. Another example would be higher
levels of verification and validation for systems that learn,
within the stakeholder group of certification agencies, given
that verification of autonomous systems is challenging–especially
for machine learning systems–and remains the subject of
current research.

These limitations may suggest that there would be no value in
assessment of the transparency of autonomous systems that can
learn (either offline or online). However, we would argue that
there is value, even–and especially–if assessment exposes
transparency gaps in machine learning systems. Just as
transparency is vitally important, so is honest appraisal of
the levels of transparency of a given system. P7001 will, for
the first time, allow us to be rigorously transparent about
transparency.
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Ethical Design of a Robot Platform for
Disabled Employees: Some Practical
Methodological Considerations
Tommaso Colombino1*, Danilo Gallo1, Shreepriya Shreepriya1, Yesook Im2 and Seijin Cha2

1Naver Labs Europe, Grenoble, France, 2Naver Labs, Seoul, South Korea

This paper explains the process of developing a scenario involving the use of a robotic
platform to enhance the work experience of disabled employees. We outline the challenges
involved in revealing the potential unintended consequences of introducing elements of
Artificial Intelligence, automation, and robotics into a socially and ethically complex and
potentially fragile scenario, and the practical challenges involved in giving a voice to
vulnerable users throughout the design process. While an ideal case scenario would
involve the disabled employees as much as possible directly in the design process, this
can, realistically, be a challenge. In this paper, we detail a methodological and analytic
approach that is centered around ethnography and design fictions. It is designed to
provide a deeper understanding of all the stakeholders involved in the scenario while
encouraging ethical reflection. Based on our findings, we argue that, while it is relatively
easy to adopt an a priori ethical stance through notions such as inclusivity and accessibility,
there are risks involved in making such a priori prescriptions with respect to the
perspectives of different stakeholders in an applied research project. More specifically,
we highlight the importance of understanding the broad organizational and bureaucratic
characteristics of a business or workplace when devising HRI scenarios and tasks, and of
considering elements such as business models, operating philosophy, and organizational
hierarchies in the design process.

Keywords: robotic platforms, workplace studies, ethnography, user experience design, assistive technology

INTRODUCTION

Extensive research has been conducted on designing robots that successfully support people with
disabilities. A great deal of research is dedicated to the use of robots as therapeutic aids in controlled
experimental or clinical environments. These studies leverage the fact that robots lend themselves
well to repetitive tasks and can be used in training scenarios to teach specific skills (Javed et al., 2018).

HRI scenarios used to test therapy protocols can also be used to investigate and test cognitive,
social and intellectual abilities and characteristics of specific disabilities (Hautop Lund, 2009). As in
therapeutic scenarios, researchers leverage the suitability of robots for repetitive tasks, and their
potentially non-threatening nature. Anthropomorphic robots or robots with facial features are used
as proxies for humans to practice emotion recognition skills, under the assumption that they are
“easier” to interact with and may boost engagement.

Outside of clinical scenarios, HRI offers the potential for robots to be used in the care and
assistance of people with disabilities. These are people with physical disabilities and the elderly as well
as people with developmental disabilities (DDs). Moreover, it is necessary to include the needs of
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many actors (Yamazaki et al., 2016), including those of caregivers.
Robots may be used to assist caregivers or directly replace them,
which may be desirable because the elderly and disabled may
value their independence (Shiomi et al., 2014).

While experimental and clinical scenarios are of interest to the
HCI community, we consider the workplace an equally important
setting. Work integration is one of the biggest challenges faced by
people with DDs (Dibia et al., 2015). While many countries have
legislation mandating companies to employ a quota of disabled
workers, the categories are broad and people with DDsmay find it
difficult to find gainful and interesting employment opportunities
(Gaudion, 2016; The National Autistic Society, 2016). There is a
lack of support, both when finding employment and during
employment itself. It is also sometimes difficult for prospective
employers to evaluate the true skill level and potential of
employees with disabilities and to provide an environment
that is adapted to their needs.

Previous research has studied the use of robotic support to
enable employees with DDs to perform specific tasks (Baxter
et al., 2018; Kidal et al., 2018; Stöhr et al., 2018; Kidal et al., 2019).
However, to the best of our knowledge there is less focus on
understanding the impact of organizational roles and
characteristics on the definition of the robotic support. We
believe that this is a critical aspect to consider in the design
process in order to propose solutions that can realistically be
implemented.

The research at the heart of this paper was conducted in
collaboration with a Korean business that employs people with
cognitive and developmental disabilities across a variety of
business-to-business service operations. The goal of the study
was to contribute to the development of scenarios involving the
use of a robotic platform to enhance the work experience of the
disabled employees. We used design fictions to elicit future
scenarios and better understand the impact of using robotic
technology from different stakeholders’ perspectives. While we
were not looking to promote overly advanced visions of what
robots might achieve, these futuristic visions helped us
understand the expectations of our stakeholders. The aim of
our project was to manage these expectations and work within the
current state of the art to deliver a design proposal that could be
realistically integrated into a workplace within 1 or 2 years.

We were quite conscious of ethical concerns and risks related
to forcing technological innovation onto a potentially vulnerable
population (disabled employees). Furthermore, as representatives
of a research organization involved in AI and the design of robotic
platforms and services, we knew the project would be
characterized by a strong technology push. In particular, we
were conscious of the fact that the push would involve not
only the desire to put our own specific technology at the
center of the “solution” to whatever design challenge we might
identify, but also to view the introduction of a robotic platform in
a work environment as an inherently positive intervention. We
also knew that we would be managing more than one
organizational configuration of disability: our own as HCI
researchers, that of the organization that employs the disabled
workers, that of the customers on the receiving end of the
provided service, and that of the employees themselves, with

the latter having potentially the weakest direct representation in
the design process (Mankoff et al., 2010). While we did have some
access to the employees through observational work, the language
barrier and the reluctance of their managers to engage them
directly in a participatory design experiment meant that we would
have to make design decisions on their behalf. It should be
observed that the managers at the outset of the project had no
reason to give us unfettered access to employees whose emotional
and professional wellbeing they are responsible for, and that they
would consider representing their interests in the research activity
as their professional responsibility.

In this paper, we outline how we approached the challenge of
bringing together the perspectives and concerns of a variety of
different stakeholders around future design scenarios, and how
throughout that process we tried to uncover and address the risk
of the unintended consequences of introducing elements of AI,
automation and robotics into a socially and ethically complex and
potentially fragile scenario. We do not presume in doing so to
bring any kind of privileged understanding of ethical principles
that would apply in general to the deployment of autonomous
agents in the wild. Standards for ethical principles in AI are by
and large agreed upon and documented (IEEE, 2019) which we
do not focus on improving here. What we do want to focus on are
some of the practicalities of ethical design in collaborative
projects. Principles like the ones defined by the IEEE Global
Initiative are sound, but are also created within a specific
community of practice which many of the stakeholders in our
project (and arguably in most applied research projects) are not a
part of. When it comes to a general principle like well-being, and
particularly in this case the well-being of disabled employees, we
question who has the moral and practical authority to decide
which actual features, what degree of automation and which
changes to an existing workflow will best embody it?

In this paper, we attempt to document the process we
underwent in order to try to bring ethical considerations
within the practice of a collaborative, multi-stakeholder
project. We discuss specific methodological and analytic
approaches that we used in two phases of the project. In the
first instance, we sought to gain a broad understanding of the
organizational principles of our commercial partner. This
includes what they consider from their own point of view to
be their mission, their responsibilities towards their employees
and their well-being, and how they practically set out to
accomplish them. In a second phase of the project, we
engaged the stakeholders in a speculative design exercise with
a goal of bringing their respective ethical considerations and
points of view out in open discussion, and attempt to define a
broad scenario which could be agreed upon by all. The specific
methodologies we used (ethnography and futuristic auto-
biographies) are less important than the overall intent, even
though these particular methods were well-suited to our
purpose and we will therefore describe them in some detail.

The scenario that was ultimately agreed upon and that is
described here has not, at the time of writing, been implemented,
so we do not have evidence to present of an ultimately successful
outcome. One of the reasons we document the process of trying to
practically incorporate ethical principles in the preliminary study
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and participatory design phases of the project is that the
relationship between researchers and the technologies they
develop often ends once the technology is released in the wild
(Colombino et al., 2019). A longitudinal study of the impact of a
new technology in a workplace could prove our ethical
considerations to have been right or wrong, and provide
valuable insights for future projects. But once ownership of a
technology is transferred it may also be impossible to intervene
further, which makes it essential that we try to anticipate
problems and understand how a technology will be
appropriated before it is implemented.

RELATED WORK

In this section, we first discuss previous studies on robots, their
roles, and perceptions in the context of workplace collaboration.
We also discuss previous research on the use of robots around
people with cognitive disabilities. Second, we discuss research on
values, and design activities used in HCI and HRI.

Robots in Workplaces
Robots can be found in many workplaces: from order-picking
robots in warehouses, delivery robots on university campuses, to
bomb disposal robots working alongside teams of soldiers
(Royakkers and van Est, 2015). Robots have been used to
guide visitors in public places such as museums and airports
(Burgard et al., 1999; Fong et al., 2003; Kuno et al., 2007; Kuzuoka
et al., 2008). Robots in workplaces can be divided into three broad
categories of pre-programmed (e.g., industrial), tele-operated
(e.g., drones) and autonomous robots. Autonomous robots are
able to sense their environment and act with purpose. Examples
include delivery robots in hospitals that distribute and register
patients’ medicines (Smids et al., 2019).

In previous research on robots being introduced among people
in workplaces (Mutlu and Forlizzi, 2008; Dietsch, 2010; Smids
et al., 2019), it was found that robots may affect social settings and
be experienced as displaying social behavior simply by being and
acting among people. How a robot is perceived affects its
adoption. Research has found that people unconsciously give
the robot human characteristics (Forlizzi and DiSalvo, 2006) or
even pet characteristics (Sirkin et al., 2016). The role and
perception of autonomous robots have been studied
extensively in the context of hospitals. In studies of hospital
delivery robots, it is found that a range of factors influence
people’s perception. The same robots are perceived differently
in different hospital units such as postpartum and medical units
(Mutlu and Forlizzi, 2008). In one study (Ljungblad et al., 2012),
people described the robot as an alien worker or work partner. In
other studies, some employees anthropomorphized the robot,
whereas others regarded the robot as a machine (Morkes et al.,
1999; Siino and Hinds, 2005).

Robots also help to reduce costs and alleviate the complexity of
workflows, for example by reducing physical distance, through
the deployment of nursing assistant robots (Chen and Kemp,
2010), and courier robots (Evans et al., 1992; Mutlu and Forlizzi,
2008). Researchers conclude that organizational factors such as

workflow, political, social, emotional and environment
perspectives are related to perceptions (Crawford et al., 1998).
Overall, studies suggest that robots in work environments should
be designed to respect organizational constraints, facilitate
collaboration and willingness to work, while integrating social
aspects.

In the context of people with cognitive disabilities, a great deal
of research in HRI is dedicated to the use of robots as therapeutic
aids in controlled experimental or clinical environments (Javed
et al., 2018; Hautop Lund, 2009). Researchers have studied the use
of robotic support to enable employees with DDs to perform
specific tasks (Baxter et al., 2018; Kidal et al., 2018; Stöhr et al.,
2018; Kidal et al., 2019) and propose task-sharing approaches
with collaborative robots in the context of an industrial assembly
line job in production facilities. Such research shows that often
human workers maintain control over the flow of actions and
decision making in the face of unexpected situations, while robots
execute repetitive tasks. This sharing of tasks is difficult when
workers have cognitive disabilities, so this research inverts the
traditional role of task-sharing between humans and robots and
proposes the concept of the robot as supervisor. However, this
research does not take into account the views of stakeholders.

While existing work studied robots in the areas of health and
care for people with DDs (Shukla et al., 2019), these contexts
usually present controlled environments in which the well being
and development of the person with DDs is usually prioritized
over organizational constraints. At the same time, there is limited
work studying the introduction of robots in workplaces
employing people with DDs, and this work is focused on
specific aspects of the collaboration during a task. In our case,
we see the practical need to go beyond this and understand the
organizational properties as well as the perspective of every
stakeholder in the company to recognize the potential impact
of the introduction of our robots, to then guide our design
decisions in a complex setting with vulnerable users.

Value and Human Robot Interaction
The perceptions and values that designers or roboticists have
about technology affect their view of “human,” “machine” and
“robots” (Suchman, 2007; Wallach and Allen, 2009; Suchman,
2011; Richardson, 2015). Even though users experience robots
and attribute qualities to them, designers and developers aim to
include specific kinds of experience or quality in their design. This
inherent bias—relying on their own preference—has been
highlighted in research (Oudshoorn et al., 2004).

Design activities (Brandt and Messeter, 2004; Belman et al.,
2011; Friedman and Hendry, 2012) and interviews have been
often used as a tool to elicit values from the users with few
exceptions (Fleischmann and Wallace, 2009; Fleischmann and
Wallace, 2010), which were conducted with developers. Design
fiction (Bleecker, 2009; Tanenbaum et al., 2012; Blythe, 2014) has
been used in HCI as a speculative space (Blythe et al., 2016) that
allows researchers to understand the societal impact of future
technology (Blythe, 2017) and the values related to it (Dourish
and Bell, 2014; Schulte, 2016; Muller and Liao, 2017; Wong et al.,
2017). According to Fitzpatrick (2015), for designers to become
“responsible,” they need to be reflective practitioners, aware of
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their power in inscribing futures. This is possible when designers’
and roboticists’ viewpoints are also considered and made explicit
before design. HRI has mostly used narratives, scenarios (Sung
et al., 2009) or stories for feedback from intended users on design
concepts and prototypes (Robinette et al., 2016; Lichtenthäler
et al., 2013). Surveys (Fong et al., 2003), scenario-focused
workshops (Caleb-Solly et al., 2014) and sketching of future
scenarios (Sung et al., 2009) have been used to study the
perception and needs of the users and to evaluate robots.

Robotics researchers involved in previous studies have
documented their opinions as robot experts (Scherer, 2014),
when evaluating robot prototypes (Sauppé and Mutlu, 2014)
or by participating in design sessions (Lee et al., 2014). Cheon
and Su (2016)’s study shows that roboticists’ engineering
background influences their views on the design of robots.
Futuristic stories (Cheon and Su, 2017) and futuristic
autobiographies (FABs) (Cheon and Su, 2018) have been used
to understand the values of roboticists. Futuristic
autobiographies, inspired by design fiction, help to elicit values
and perspectives from participants such as prospective users,
designers, and researchers (Cheon and Su, 2018). They have been
proven to indirectly help us understand the values by examining
how participants see the proposed situation and map out possible
actions. In our research, we used design stories inspired by FABs
and this contributes to the existing body of work using design
fiction as a research method in HRI. Through our work, we want
to understand how stakeholders perceive the future with respect
to people with DDs using robots. Though design that reflects on
values and ethics has been stressed (Holmquist and Forlizzi,
2014), there is a lack of guidelines for ethical or responsible
robot design (Cheon and Su, 2016). We want to go beyond
solving the problem of designing current technologies to explore
the social and ethical implications of these technologies,
incorporating the views of all stakeholders.

UNDERSTANDING THE SETTING

The foundations of design are often best built on a clear
understanding of the people, settings, and purposes you are
designing for—this reduces mistaken understandings and beliefs
and often provides better insight and orients you to the needs of the
people you are designing for. In particular wewanted to qualitatively
evaluate the social, organizational and technical operation of our
partner organization, and consider what sort of problems design
could address, how people doing particular activities with particular
needs might be supported, or how an innovative concept might
either mesh with or disrupt particular work or activities.

In the first phase of our project, two researchers from our team
undertook an ethnographic study consisting of three days of
observation of the activities of the company (which was engaged
in managing a coffee shop, a printshop, a flower shop, a bakery,
and the local delivery of in-house products) and semi-structured
interviews with the CEO, the educational team (equivalent to HR)
and managers from each area.

Ethnography (Martin and Sommerville, 2004) is specifically
designed to provide a rich understanding of social phenomena as

they occur in everyday settings (Randall et al., 2007). It is
qualitative in nature and involves interviews, observation, and
participation in natural settings with the specific groups of people
you want to study. Our orientation to ethnography is
ethnomethodological (Garfinkel, 1967; Garfinkel, 2002) which
means that it is not theory-driven but rather focuses on revealing
and describing the way in which the people we study organize
their activities and their understandings, closely related to how
they ordinarily do things themselves, and aiming to minimize the
use of technical language. This means that the work stays close to
the lived reality of the natural phenomenon itself and that the
products of the research are easy to understand across disciplines,
which make this approach particularly useful in multi-
disciplinary research. While three days is a short period of
time to do a full study of all the activities, it was in this case
sufficient to provide a good sense of the overall organizational
structure and the relationship between its parts. This approach is
close to what (Millen, 2000) describes as “rapid ethnography”,
which sacrifices depth of understanding for a more focused
assessment targeted at key individuals and functions.

Ethnographic data can take different forms: general
descriptions of behaviours, descriptions of physical layouts,
close descriptions of conversation, thoughts and feelings about
what is going on, tentative hypotheses, examples, repeated
occurrences, responses to questions, etc. While it can be
possible to generalize learning beyond the specific context we
are looking at, a more essential analytic choice when engaged in a
collaborative design activity is to reach a representation of the
activity (and all its elements, including technology) at the heart of
our specific scenario that is shared by and recognizable to all the
stakeholders.

To understand the organizational and socio-technical
properties of the setting or scenario we are looking at, we
infer motives, purposes and rules of conduct, and give
meaning to the activities we observe. We take these elements
to be normative, not causal. They do not exist independently of
context and are bound up with the cultures, traditions, plans, etc.
of the setting we are dealing with. So analytically what we attempt
to do is explain them such as they are adopted, observed,
recognized and understood, enforced, broken, etc. by the
people in that setting.

Through our ethnographic study and semi-structured
interviews, we understood that the self-described goal of the
organization we were collaborating with is to show the value
of disabled workers and demonstrate that it is possible to provide
them with gainful employment, given the appropriate
organization of the workplace. Indeed, the CEO told us that if
other companies were to learn from them how to manage
employees with DDs, her organization would no longer need
to exist. They have over two hundred employees with varying
degrees of DDs in different business units and run most of their
operations at a profit. They go to great lengths to deliver products
which are indistinguishable from what might be provided by any
other print-shop, florist, or bakery, and with a very short
turnaround period. They achieve this by breaking down their
workflows into basic tasks and implementing a strict division of
labor. This means that many of their employees are engaged in
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repetitive activities requiring limited initiative or creativity, basic
coordination of tasks (as found on a production line), and little
need to deal with unexpected occurrences. Tasks requiring more
complex social interactions or creative choices and
responsibilities are, with few exceptions, handled or closely
supervised by non-disabled managers.

An example of this can be found in the flower shop business
line developed by our partner organization. This unit is not a
brick-and-mortar flower shop with a customer facing physical
location but takes business-to-business orders (via phone and
e-mail) for flower arrangements and fruit baskets. As mentioned
above, the shop operates somewhat like a factory line, where the
activities the employees with DDs undertake are broken down
into basic tasks. More technically complex tasks such as back-end
ordering and invoicing are handled by non-disabled employees.
Interestingly from our point of view, more creative but not
technically complex tasks requiring, for example, aesthetic
judgment, were also mainly handled by the manager. This left
most employees performing mundane tasks such as folding
ribbons.

A similar scenario can be found in the printing business unit.
Like the flower shop, this unit takes mainly business-to-business
orders for a variety of print jobs, with a large proportion of these
being for business cards.With the print shop having what appears
to be a larger variety of jobs, we also observed a broader variety of
tasks involving specialized machinery, such as cutting and
binding. But the fundamental principle of breaking jobs down
into basic tasks and implementing a division of labor remains. As
each step of the process is relatively simple on its own, the
likelihood that mistakes would be made that might
compromise the quality of the final product is minimized.
Furthermore, this kind of division of labor creates a
collaborative and social environment without creating a need
for complex and potentially stressful communication and
coordination of dependent activities.

We did observe some exceptions to the way work is organized
(as described above). The print shop had one person who
managed the print server for one of their digital production
presses. This is technically complex work, and the manager of the
service explained to us that the technical literacy of the individual
combined with his curiosity led him to that role, but that they
wouldn’t otherwise try to encourage employees to take on more
complex tasks. However, pre-defined employment criteria
mandate that all employees have the skills to independently
navigate to and from work and be able to use standard
technology such as phones, TV, etc. In the flower shop, some
employees are encouraged to fulfill orders for certain types of
potted plants on their own. This is certainly more complex than
folding a ribbon, as it involves several steps, and a degree of
aesthetic judgment to decide that the final result is good enough.
But bear inmind that even the aesthetic judgment involved here is
“reduced” to repeatable instructions, such as measuring the
distance between different parts of the composition to ensure
consistency and balance or symmetry.

The question as to whether more or even most of the
organization’s employees would be able to learn to adequately
perform more complex and creative tasks, given time and

attention, was not, we were told, seriously considered by the
organization’s managers. This was not due to indifference toward
the employees’ personal development, or (as the examples above
demonstrate) a lack of ability to recognize talent where it exists.
What was clear was that the viability of their commercial
operations had to take precedence over individual learning
and development. Consequently, the assessment that
employees with DDs cannot handle uncertainty and
exceptions is not a clinical judgment or even a character
assessment but is appropriate to the requirements of an
efficient workflow.

Further evidence of this can be seen in the handling of the one
operation that was openly handled at a financial loss and was
therefore not subject to the same operational constraints:
delivery. The organization has employees personally deliver
some of its products (like business cards) to its customers in
the metropolitan area. Employees currently assigned to the
delivery service are given at the beginning of their shift a
backpack, the name and address of the recipient, a receipt
form to be signed by the recipient, and a cellular tracking/
communication device that they can use to call for help
should the need arise. They are then essentially left to their
own devices to find their way to the delivery address and back.

We were given the opportunity to accompany one of the
employees on a delivery run and were able to make some, to us,
revealing observations. Most notably, the employee in question
had developed a very nuanced understanding of the vagaries of
the underground transport system, and was able to determine, for
example, which carriage would allow him to descend closer to the
escalator at a connecting station, and to memorize the complex
layout of different stations across the network. This demonstrated
initiative and a degree of creativity or inventiveness on his part.
This was not a new insight for the managers of the service. After
all, being able to make their way independently to and from work
is required to be hired by the organization. The service also offers
employees an opportunity to interact with people independently
and with purpose and seems to foster a sense of pride and
accomplishment. In spite of it being a mostly individual task,
the delivery service also creates opportunities for socialization, as
the employees often leave the office together and may travel
together for a distance, and even help each other in the case of
new or less confident employees.

This is to say that we do not intend to overstate the somewhat
Taylorist character of the work of our partner organization, and
that we are not implying judgment of their ethics and their overall
mission. Their agenda is to demonstrate that gainful employment
and financial independence are possible for employees with
developmental disabilities, and on their own terms they appear
to be quite successful. We can also observe, although this was not
central to our project or our analysis, that the Korean work
culture (and perhaps Korean society at large) is quite hierarchical
and can ask individuals to subordinate their role in the workplace
to shared goals and outcomes. From that point of view, what is
experienced by the disabled employees we observed could be
considered relevant training for what they could expect to
experience in other workplaces, i.e., to contribute to the
organization rather than lay stress on individual development.
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We are nevertheless aware that the operational concerns we
witnessed could compete with the clinical and educational
configurations of the worker, and that more flexible
assessments of the employee’s ability to handle uncertainty
and develop skills might conflict with concerns about
disrupting existing workflows. As researchers, we bring
concerns and biases of our own to a future scenario. The most
obvious is that being part of an organization that prototypes
modular robotic platforms, there is a technology push toward
making our platform fit the scenario. This for us is not just a
matter of persuading stakeholders that our technology is good or
desirable. The introduction of AI and automation to a workplace
(and a robotic platform potentially embodies both) is not an
ethically neutral action, and how you design the technology is
inevitably driven by a vision of what you believe the role of the
people and of the technology involved should be.

As HCI researchers, we were particularly struck by the
limitations in terms of creativity and the potential for personal
development that the organization of work we witnessed can
engender. We wondered therefore whether there was an
opportunity for robots to enhance the work experience of
employees while maintaining the efficiency of the service.
Robots could assist the employees to perform their tasks more
efficiently but always respecting their role in the process,
prioritizing their social and professional skills above process
optimization. Robots with an appropriately designed
information management system or interface could also enable
new types of tasks by providing a structure that standardizes
activities not currently performed by the employees due to their
flexible nature or a higher level of complexity.

The subsequent step, which is detailed in the next section, was
to try and bring as many of the stakeholders as possible together
and try to tease out ethical considerations and perspectives
around what role and responsibilities robots might have in
this workplace, with the aim of converging and agreeing on a
potential, concrete scenario.

DESIGN APPROACH

Our proposed robotic platform can independently navigate
complex, crowded environments and could be used to
transport and deliver objects. The challenge for us was to
identify the need for robot collaboration within the service
and to propose effective solutions by adapting the
functionalities of the robotic platform.

In prior research on robots being introduced among people in
workplaces (Mutlu and Forlizzi, 2008; Dietsch, 2010; Smids et al.,
2019), it was found that robots may affect social settings and be
interpreted as displaying social behavior simply by being there
and acting among people. The envisioned future of robots
working alongside DD employees requires careful
consideration of the organizational, ethical, and societal
consequences and values related to robots.

We conducted participatory design sessions with two
managers from the company we studied, four engineers in
charge of developing the robots, and four designers whose task

it was to define and shape the interactions between humans and
robots. During the session, we introduced the capabilities of our
robotic platform (it has a touchscreen for interaction and is able
to navigate autonomously, detect obstacles, carry items) and the
participants assessed our technology’s feasibility in various
services. They selected the service for which the introduction
of the robotic platform would be considered most beneficial. The
participants outlined the service’s challenges and proposed
concepts to solve the challenges thus identified. These
proposed concepts were assessed relative to the capabilities
and limitations of our robot.

We acknowledge that just eliciting design requirements is not
enough for a use case that is ethically complex. For the design of
our service, it was important to understand the perceptions and
values that designers or roboticists have about technology, which
affect their view of “human,” “machine” and “robots”
(Richardson, 2015). The technology stakeholders have different
values, which they feel very strongly (Knobel and Bowker, 2011).
They aim to create a specific kind of experience or quality in their
design. Practically speaking we are facing the challenge of finding
a robotic deployment scenario which balances the technological
ambition of our own organization with the business model of the
recipient one. The disabled employees themselves are potentially
caught in the middle of these ambitions.

Bell and Olick (1989) stated that society is re-created each day
as people act, calling on both their memories and anticipation.
“Arguably, our job as the futurists designing the narratives, is to
make the process of re-creation or re-imagining of the society
more conscious.” During the workshop, we also conducted a
value elicitation exercise with the participants. We used futuristic
stories, inspired by futuristic autobiographies (FABs) that allow
us to understand the societal impact of future technology and
help elicit values and perspectives from participants such as
prospective users, designers and researchers (Cheon and Su,
2018). By using this method we aimed to restore the future
users, people with DDs, to a central position in the minds of our
participants when anticipating, designing, and evaluating the
future of robotics.

We wanted the participants to go beyond passive imagination
and own the futuristic fictions we created. Futuristic
autobiographies have been shown to be an effective means of
eliciting rich narratives that incorporate participants’ experiences,
practices, and viewpoints. While design fiction has been defined
as the deliberate use of diegetic prototypes to suspend belief about
change (Bosch, 2012), in FABs the participant becomes “diegetic”
(Cheon and Su, 2018). Instead of having the focus on or around a
prototype, the focus of FABs is on the participant itself. We
preferred the autobiographical style where these fictions are not
perceived as “too abstract” and could be given new meanings
through each individual’s experience. Unlike previous research,
which uses this method only on roboticists, the FABs we created
were crafted with the intention of using them on different
stakeholders (executives, designers and roboticists).

We conducted the FABs with eight Korean participants, six
male and two females, between the age of 24 and 50. Two (P1, P2)
participants were managers from the Korean organization
employing the people with DDs, who had no prior experience
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with robots. The other participants were from the robotics
organization. Two (P3, P4) were User Experience Designers
responsible for ergonomics of the robot and its interaction
with people and the remaining four were robotic engineers
(P5–P8). Our participants were selected to represent the
stakeholder groups involved in our project.

Each participant was presented with three FABs that were
specifically designed according to their stakeholder group. We
used the guidelines and cautions presented in Cheon and Su
(2018) to create our FABs. The authors researched each
participant’s background (prior observation of their tasks, their
portfolio of work and research interests) to create the FABs for
the stakeholder group. These were less than 80 words long, with
interesting and plausible scenarios which facilitated open-ended
discussions on multiple themes around work collaboration of
robots with developmentally disabled people. Some FABs
overlapped between the stakeholder groups as they had aspects
of information pertaining to both groups. It was also interesting
to analyze differing viewpoints about the same scenario. An
example of the FAB presented to managers and designers is:
“Recent declarations have caused concern among the executives of
the organization. Many employees have stated that they prefer to
collaborate with robots as managers rather than other human
managers. Who operates the robots? Is it the managers? If yes, what
kind of control was given to the managers to determine robot
actions? Why would employees prefer robots over humans?.”

The FABs were conducted by four facilitators (authors of the
paper) on the premises of our organization. Seven FABs
interviews were conducted in English and one was conducted
in Korean and concurrently translated by a facilitator to English.
The interviews were held in small meeting rooms and were audio
recorded. Each session had one participant and one facilitator and
lasted 20–30 min.

The interview data was open coded in turns by two researchers
to generate themes. For example, they were coded into categories
of “perception about robot,” “giving human attributes,” “role of
technology,” “safety,” “privacy,” etc. These themes were reiterated
through discussions with other researchers. Our analysis focused
on how the participants responded to ethical and social questions
regarding the role of robots, its users and their behavior.

FINDINGS

Participants responded to futuristic stories where workplace
collaboration between robots and people with DDs is an
everyday task. They imagined the type of robots, their
intentions for building or deploying them, the tasks performed
by them and their impact. The findings cover the emerging
themes of human-robot collaboration and the potential
positive and negative consequences of introducing robots.

Roles of the Robot
The Robot as an Assistant
Participants imagined very specific tasks: “robots that carry heavy
stuff, guidance robots, surveil-lance robots” (P8 - Engineer),
“cleaning robot” (P7 - Engineer), “delivery robot” (P6 -

Engineer), to more generic tasks like helping in everyday
activities in the workplace. Robots will help in enhancing the
capabilities of employees and supporting them in doing more.
They discussed examples of robots helping them in their current
tasks and undertaking new tasks, such as sharing meeting notes,
etc. (a job only done by the management).

“The robot will help people in their capabilities. . . to
increase their capabilities. For example: processing
information and maybe provide navigation” (P6 -
Engineer)

“They can also arrange another meeting and share
meeting minutes with other people. Like just ordering
the robot like please, send some meeting minutes to
someone” (P7 - Engineer)

The Robot as a Collaborator
Participants also saw the robots as a potential team member who
complements the job of the employees with DDs. It supports their
job like a partner, being more collaborative and going beyond just
enhancing abilities. Participants imagined a positive relationship
with collaborators as they will help the employees to domore. The
robots and the employees will complement each other and
overcome their weaknesses, such as picking up a screw for the
robot and forgetting the correct placement for materials for the
employees.

“For example, there is a robot that screws small things ten
times. Maybe the robot can turn the screw exactly ten
times, but grabbing the screw is not possible with the
current technology. So maybe the employees can help
with those things so that final job is done by the robot, but
it is sequential, and they complement each other with
their different abilities.” (P2 - Manager)

“This would ultimately lead to the employees becoming
confident. They get feedback from anywhere, including
from robots, managers, and other sources. So, there are
more things that the employees could do voluntarily.”
(P1 - Manager)

Robot as a Supervisor
Some participants believed that robots will be successful only
if they are more intelligent or if they behaved more
intelligently than the people with DDs. They imagined the
robots to be like a manager, either replacing or helping them
in their existing tasks such as counseling and logging. In these
situations, the robots were perceived to be superior because
replacing or collaborating with the managers placed robots
on a similar work-hierarchical scale of the managers. While
robots were perceived as positive for the employees as an
assistant and a collaborator, some negative consequences of
the robot working as a superior were imagined in the
supervisory role.

“In the (. . ..) meeting they (people with DDs) can talk,
and the robot can write down everything they are saying.
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Then the counselor (educational team member) can
analyze the meeting minutes or the logs.” (P7 - Engineer)

“They could be surveillance robots. And as surveillance
robots, they could be seen as enemies by the employees
because they will be watching them and will report to the
managers what they did wrong and stuff.” (P8 -
Engineer)

The Human-Robot Relationship
The conversation about the roles of the robots was often
complemented by how participants perceived the robot. It
went beyond a technological artifact to referring to it as an
individual. Participants described robots having an identity
higher than a tool. They highlighted a need for establishing
good and bad behavior of humans with the robots.

“I want them to be equal. And sometimes we have to
think about robot rights like human rights. I want the
robots to evolve to that level of (humans in) cognitive
power and physical abilities.” (P5 - Engineer)

“So, in this case (employees hitting robots) it’s not about
robot or human, it is about someone who cannot hit
back. I think it’s a problem of human behavior so we
have to control their interaction, the people and not the
robot.” (P2 - Manager)

Participants discussed the robot’s likeness to humans in terms
of physical appearance, cognitive skills and actions. This is in line
with the theory of regulatory fit [13] which states that an agent (in
this case, a robot) that adapts to people’s orientation might elicit
more cooperation than someone who doesn’t. For successful future
collaboration, the robot has to have a developed cognitive power
capable of “understanding human intentions and emotions” (P7 -
Engineer), be “self-learning and updating” (P2 -Manager) and give
“more human-like feedbacks” (P1 - Manager).

“If it is following the human employees, I think that it’s a
kind of pet or it could be a machine or a human; even
though it’s a machine, they react as if it’s an live object.
Then they could act toward the product like a semi-
human being. They try to speak.” (P4 - Designer)

“I want the robot to behave like a person. When you pass
by other people, they communicate with gestures, faces. I
want to imagine that the robot communicates with the
people the same way as humans do.” (P6 - Engineer)

While several participants voiced a concern about robots
replacing the job of humans, others did not see robots as a
threat. They believe robots will prove to be useful and hence can
be seen as friends. Others stated that the robots will bring anxiety
and fear in humans because of their power. This might create a
larger divide between robotic experts and other people, including
people with DDs.

“Robots are smart enough to recognize that if people are
not following their instruction, then they can give them,

not a star but a negative of a star and you can keep track
of it.” (P8 - Engineer)

This was said in the context of how to make people respect the
authority of robots, by building rewards and performance
management strategies into the human-robot relationship.

Autonomy and Control
Participants stated that the efficiency of robots is equivalent to its
autonomy in navigation, decision making and achieving self-
diagnosis. Robots were deemed useful when they bring
automation into the process.

“At first we should make the robot survive in this world
without any special help (from the developers). Engineers
have to be there always so it cannot survive by itself. You
have to charge it. When it goes the wrong way or stops
somewhere, put them on track manually. I have not
thought about it beyond that, so I really focus on making
the robot self-smart. And I actually don’t think much
about what it can do for us.” (P5 - Engineer)

“I am assuming that robots will be autonomous because
if there were a manager to each robot then that would be
way too inefficient unless some part of it is automated.”
(P3 - Designer)

In the context of the workplace collaboration, the robot was
unanimously thought to be controlled by the managers of the
organization, although participants had differing viewpoints on
the type of interaction and the level of control given to the
manager. Managers were understood to have control over the
robot’s autonomy in different tasks.

“I am assuming that the kind of control given to the
managers would be to designate roles, criteria to focus
on, and maybe limit its functions with respect to people’s
privacy or limiting its function to respect the roles that
the humans have.” (P3 - Designer)

“Because we (robot experts) cannot control remotely the
robot. But this robot should have some kind of intelligent
things like autonomously moving or AI chatbot. So,
anything can happen. So, someone has to control and
maintain the robot. I think that person should be the
manager.” (P4 - Designer)

“Managers will operate the robot. Who else would?” (P8 -
Engineer)

A few participants also spoke about the safety of deploying
robots. They defined this as dependent on the task carried out by
the robot. The nature of the task would define appropriate “safety
levels” that needs to be thought before implementation.
Participants also reflected on privacy of any collected data by
the robots. They were unclear on what is ethical in terms of data
privacy, an aspect that they admitted to not have considered before.
The robot’s understanding of “sensitive” and “appropriate”
information was also questioned through the FAB narratives.
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“Maybe it can harm people. It cannot counter its force.
So, for example when it can give a high-five to people,
someone’s arm could be broken. It can also go and crash
something” (P7 - Engineer)

“I am sure it’s going to be more of being watched more
precisely. Because in the past, the bosses, the big brothers
were always watching people. But they were only
humans. But robots can be everywhere. And they
don’t get tired. So, it’s going to be more threatening.”
(P8 - Engineer)

“They just write down all that is said during the meeting,
but some part should be erased which is due to security
reasons or some small talk. The robot doesn’t need to
write it or talking bad things behind someone. Robot
can’t share it all.” (P7 - Engineer)

Values are context and people dependent. As in this case,
privacy is a value held by a person (people with DDs) or it can be
held by the organization. It can be intentionally embedded within
a technology (monitoring) or materialized by the context of
human interaction (writing in meetings).

Value in Terms of Business Needs
The businessmotivation andneeds of this projectwere rarely forgotten
by the participants. On the contrary, business costs, success and issues
of profitability were brought up by all participants in one or more
discussions. In cases where the futuristic decisions went against the
business needs, participants expressed genuine concern. The
justification of deploying robots even in less-than-ideal futuristic
stories, was often based on a decision about profitability.

“The employees and the organization have great
expectations about collaborating with the robot
because it can reduce the workload or somehow have
good effects. Somehow the reasons for shutting down (the
robot collaboration) is different from the needs of
employees or the organization.” (P2 - Manager)

“And I don’t know ultimately if not having managers will
be profitable for the company and there will be more
money to be shared among the employees. So, I guess
reducing labor will have cost benefits.” (P3 - Designer)

“Yeah because using the robot must be cheaper or more
efficient than hiring more managers. So, if problems
happen, you will have to send for me anyway and
that will cost a lot” (P5 - Engineer)

While participants discussed robots replacing jobs, it was
always the manager’s job that was thought to be replaceable,
not the employees with DDs. This is also aligned with the
organizations mission statement to provide more employment
to people with DDs.

The Eventuality of Robots
All the participants agreed that robots would be an everyday
phenomenon in the future. The eventuality of robots coming into
existence was compared with the likes of the industrial revolution

and the “digital revolution.” This is in line with the
technologically deterministic framework (MacKenzie and
Wajcman, 1999) of dynamics between technology and society,
where society fills a passive role of accepting and adapting to the
results of technological innovation. They seemed confident in the
ability of users to “adapt” to the new technologies (with a few
exceptions).

“But as you already know, in the early 20th century, we
already faced the industrial revolution. So, every
businessman would like to reduce the costs of cleaning
and other things. So if they just, buy one robot, then can
replace 10–20 human beings. Then they can reduce the
cost dramatically. This means that people cannot stop
developing robots.” (P7 - Engineer)

“Maybe 10 or 20 years later, because nowadays people
live with smartphones right, the kids. After 20 years, I
think the customers can learn and adapt. It takes time, it
just takes time.” (P2 - Manager)

“Some other generation like the elderly people like they
can be afraid of this kind of new technologies. They can’t
imagine living with the robots. So I want them to use the
technology easily. But somehow, someone is not able to.
There can be a generation gap.” (P4 - Designer)

In this eventuality, participants discussed the changing
behavior of humans due to the collaboration with robots.
They were asked to imagine any behavior that could
possibly be “unnatural”. They defined what is “unnatural”
for them and how it would affect people with DDs through
their narratives.

“It is unnatural that the human follows the machine”
(P8 - Engineer)

“If they started serving more human tasks that require
more emotional attachment but is still in the form of a
tool kind of, even if that’s the case, people could feel like
it’s unnatural.” (P3 - Designer)

One participant imagined people becoming extremely
dependent on robots, causing them to lose their survival skills.
This prediction of the future suggests the removal of the societal
norm to work. This means that people with DDs won’t need jobs
as a measure to assert independence or build their skills.

“I think many people will think that robots will make
people lazy. For example: if robots cook for you all the
time, all the human chefs will lose their jobs and after
100 years no human will be able to cook their own meals.
If something happens to the robotic systems in the world,
many people will die from hunger because they cannot
cook. People might worry about this. Robots might
remove the human ability to survive on their own
because they will rely on robots for everything. More
than society, everyone believes that you have to work to
get paid and robots might change that so even if you don’t
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work, robots can do all the jobs for you and you can play
all the time.” (P5 - Engineer)

Hence, participants in this context defined “unnaturalness” as
a disruption of normal social relations and hierarchies which
would have to be carefully handled when incorporating robots in
the future. Unnaturalness as discussed with participants can have
extreme consequences. People with DDs struggle with “normal”
or “natural” routines. In case of robots doing all the works in the
society, people with DDs would not need to struggle to learn “old
survival” skills but will have to invest themselves in learning the
new “survival skills” of operating a robot. This can also lead to
extreme alienation of this vulnerable population.

DESIGN CONSIDERATIONS

The two-phase study of ethnographic observations and the design
workshop with the FABs activity enabled a deep understanding of
the organization, the users, and the ethical perspectives of
stakeholders. In this section, we outline some of the design
considerations we defined from this understanding.

Robot Roles in the Organization
During the FABs interviews, the executives and designers favored
robots that were helpful in the tasks performed by or for users.
Also, all participants justified the use of technology for being cost-
effective and catering to business profitability. The executives,
being true representatives of the people with DDs, stated that they
would discontinue using robots if they become a physical or
emotional threat to the employees. However, other participants
believed that any loss of humanness by using robots is a small
sacrifice for higher capabilities, productivity and power. Indeed,
when looking at the company, most services adhere to a serialized
organization of their processes that results in simple and
repetitive tasks for each employee. This serialization reduces
the occurrence of unexpected situations guaranteeing the
emotional safety of the employees and also maintains the
consistency of the outputs.

In this organizational structure, we identified a tension
between the opportunities for personal development of the
employees and the viability of the commercial operations.
Robots, as assistants rather than supervisors, could effectively
mediate between these two objectives, enhancing the work
experience of employees and the possibilities for social and
professional development while maintaining the efficiency of
the service. At the same time, robots could enable new, more
challenging or creative tasks, by providing a structured
framework for activities that are not currently performed by
the employees due to their higher level of complexity.

User Characteristics
The intended users, imagined by the participants during the
activity, were both the managers and people with DDs.
Managers were seen as primary users, while people with DDs
were seen as secondary users of technology. This viewpoint of
robots’ design and use by the managers raises the issue of a socio-

technical gap. In a case study (Grudin, 1988) of organizational
interfaces or “group-ware” applications, the challenge of uneven
distribution of benefits of these applications among members of
the organization stands out. While these applications are
designed to provide a collective benefit, some members of the
organization may need to do more work, which may result in the
rejection of the system. If we consider robots as a version of a new
age “organizational interface,” these uneven distributions might
be more pronounced. While the managers are also new users to
robotic technology, people with DDs might be affected more as
they will go through higher adjustments. It raises the question,
“Are we marginalizing the people with DDs?” Hence, we
identified the need for simplistic and relatable interfaces and
structures for both managers and employees to perform tasks.

Another aspect highlighted by the executives during the study
was the passiveness of being a technology consumer. When
discussing the problems a robot could have, P2 said: “But I
don’t answer any more because it is not a problem from our
side.” This reveals the dependency of users on designers and
developers of technology and the vast responsibility they
undertake without being aware of it. Technology development
is often left in the hands of experts (Šabanovic, 2010) and hence
understanding and mediating the values of these “experts” with
those of the users using human-centered approaches become very
important.

Adaptive Autonomy
Participants saw the robot as a collaborator that would enhance
the work of the employees. They should perform tasks
autonomously, but also side-by-side with the employees to
overcome each other weaknesses. Participants mentioned that,
in some cases, a human should take control of the robot
leveraging her/his existing knowledge. Sliding Autonomy is a
strategy that integrates the autonomous capabilities of robots
with the reliability that human control can bring in the
completion of complex tasks (Heger and Singh, 2006). By
changing the level of autonomy of the robot, this strategy
makes it possible to leverage and combine the capabilities of
humans and robots and adapt the degree of control to address
new or unexpected situations (Tang et al., 2016). In the case of our
robotic platform, this is an aspect that could be considered to
address technical limitations. For instance, navigation could be
dynamically adapted, allowing managers or employees to
temporarily guide the robots in specific situations, e.g. to
overcome obstacles or find the way through a crowded space.

Most participants imagined the person controlling the robots
to be the manager. They had, however not imagined negative
consequences of this control, like “increased sense of
surveillance,” “abnormal workplace hierarchy,” etc. While
control should be given to the managers for a few complex
tasks or in specific instances respecting the workplace
hierarchy, an environment of distrust between the employees
and the managers should be avoided. Hence, the control of the
system should be distributed among all its users rather than a
subset.

Beyond this, adaptive support could be provided by the robots
to generate new learning opportunities for the employees with
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DDs. By gradually decreasing the level of support the robot
provides during the tasks, employees can increasingly gain
independence in their work. However, the option to rely on a
higher level of support remains available.

Managing Expectations
Through our research, we were able to identify the expectations
stakeholders had of the robotic platform. While we found
common points across groups (i.e., organization, managers,
designers, engineers), it was interesting to identify the
differences in their perspectives. As designers, we should be
able to reach compromises that address these, sometimes,
contradictory expectations.

In this case, all participants looked at future robots as a real
work “partner.” Roboticists displayed a high level of attachment
to robots and were passionate advocates of technology. Their take
on the futuristic stories had technology as a central theme, and
their utmost concern was indeed the level of technological
advancement, which would enhance or limit the robot’s utility.
Their imagined future problems were limited to “software,”
“sensors,” “algorithms,” or “control system.” Executives were
rather focused on the employees with DDs. They were
conscious of creating and setting strict boundaries of user
interaction with the robots. For example, the need to teach the
people with DDs that hitting a robot is bad as these could
translate to their real-world interaction with other humans.
Indeed, collaboration with robots came with expectations
based on the dynamics of human-human work collaboration.

All participants declared that if we wanted the robots to work
with us, then we have to make them like us. This meant higher
cognitive powers, ability to understand, process, respond to
human actions and emotions humanely. However, the
participants also appreciated and wanted robots to retain their
“robotic” quality. “Robotic” quality was equated with consistency.
Previous research has shown that when users perceive the robot’s
actions to be less predictable, they anthropomorphize the robots
more to reduce the feeling of uncertainty (Waytz et al., 2010).
This brings out the different yet coexisting perspectives of
wanting the robots to be simple and objective and yet more
human-like. Designers were aware of the probability of users
over-estimating robot’s technical capabilities as a major source of
future discontent in the work environment. Indeed, managing
user expectations is especially imperative in the current context of
working with the vulnerable group of people with DDs. They are
equivalent to the naive users discussed in Cheon and Su (2017),
who have high expectations beyond what the roboticist intended
to program. Often technology is introduced as a marketing
gimmick that attracts and disillusions the users. As developers
and designers of technology, it is important to manage user
expectations through the physicality of robots’ form, shape,
and size.

CONCEPT PROPOSAL

Guided by the ethical considerations discussed in our findings, we
defined the role of the robot to be the assistant of the employee

with DDs. Indeed, it should not replace them in their activities,
but rather improve the conditions of their work and augment
human capabilities, aiming to increase their independence,
agency, and learning opportunities. This was a central aspect
for us and was in line with the concerns and expectations
mentioned by the some of the participants during the FABs
activity. Rather than replacing their dependency on managers
with a dependency on robots (with a supervisory role), the robots
should act as a support system ready to act in case of need. Also,
as stated by the CEO of the company, the goal of the organization
was that of employing the maximum possible number of people
with DDs. This was considered a possibility by replacing or
reducing the need of managers through introducing robotic
automation. While, as designers of technology, we usually see
the replacement of human labor as one of the potential risks of
introducing automation technologies, in this case we found
ourselves in a more complex setting with no simple answer,
proving the importance of a deep understanding of every specific
case and the involvement of every stakeholder in the process.
Hence, a compromise was reached which was to reduce the ratio
of managers per employee. It would reduce the costs and
ultimately allow them to hire more people with DDs. These
considerations were later considered when defining the features
of the robot.

The plant management service was identified as the most
suitable scenario for the introduction of the robotic platform
during the participatory design workshop. The setting was ideal
to incorporate automation to alleviate the workload of the
managers while augmenting the skills of the employees by
fostering independence and improving work conditions. In
this service, teams of one manager and two employees with
DDs manage the indoor plants of corporate offices around the
city. They perform activities such as watering plants and cutting
dead leaves with the manager having the additional responsibility
of supervision. It is an activity that requires physical efforts, as
they need to carry the water. Most employees work under the
close supervision of their manager as even the most independent
employees need regular advice for verification and unexpected
situations (work emergency), which constitutes the following
instances: spilled water, dead or fallen plants, and instances
when questions were asked to them by the people working in
the company they visit.

After identifying this scenario, we conducted additional
interviews with the managers of the plant management service
to complement the understanding we gained during the previous
interviews, observations, and workshop activities. We performed
a detailed analysis of the characteristics of the service
environment, the tasks, the users, as well as the capabilities of
our robotic platform, to identify the moments of intervention in
which the robot could provide valuable support to the employees,
and the best way to implement it.

The teams of one manager and two employees with DDs visit
the plant management sites once a week and the time taken differs
according to the number of plants it has (shortest: 40 plants
>1.5 h and largest 350 plants >6–7 h). They need to perform their
activities while employees of the other company are working in
the office, so special consideration had to be taken to avoid
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disrupting their activities. The employees are trained through a
booklet which includes the basic step-by-step guide to do each
task (watering, cutting leaves, etc.). It outlines the plant’s need for
water, sun, and shade with the plant’s picture and name.
Sometimes employees carry this booklet for consultation. The
managers give repetitive generic instructions about the plants at
the start of each shift. The interviews and written instructions
helped us construct a detailed work journey. The major
challenges of the service for the employees and moment of
intervention were identified through this activity: carrying the
heavy bucket of water, filling the water, and controlling the
amount of water for each plant, since it changes based on size
and season; need for assistance on where to cut the plant if it is
brown or dying, missing a plant that needs to be given water.

Our earlier conducted observation studies helped us
understand the characteristics of the people with DDs
employed by the company. Indeed, ‘people with cognitive
disabilities can refer to a wide range of conditions that can go
from very limited to high functioning individuals. We were able
to understand the characteristics of the employees of this specific
company by understanding their hiring process through
interviews conducted with managers and HR. By requiring the
ability to travel independently between home and work, and by
asking to complete a number of manual tasks during the hiring
process, they set clear boundaries for the capabilities that people
with cognitive disabilities should have in order to work with
them. The employees were transferred to different business units
to acquire different skills. Additionally, the employees with DDs
working in this service need to have certain specific qualities.
There are often cases of outbursts (screaming, making loud
noises, etc.) triggered by stressful situations given the
conditions of the employees. A requirement for the employees
of the plant management service is to a have very good control of
their emotions, considering that they perform their tasks
surrounded by the office workers of the client company.

We complemented our understanding with a questionnaire
for the employees with DDs. The objective of this questionnaire

was to provide a better understanding about the relationship
employees have with technology and their perception about the
robots. The questionnaire was filled out by ten employees (two
females and eight males, aged 21–32 years old) who had worked
in various business units. All respondents were comfortable using
mobile phones, and most of them (8/10) used computers and TVs
regularly. They used emojis (Figure 1A) to express their feeling
and wrote down their impressions of how the robot looked. Most
respondents were Surprised, Happy, or Neutral about the robots
of our organization. They perceived it as a tool that could help
them in general (move things around, guide people, give
information, measure the environment), or in specific work
activity (assistant in baking, automatic delivery, labeler for
printing). Their positive responses indicated that they were
curious about robots.

Our robotic platform (Figure 1B) is able to carry objects,
autonomously navigate through spaces and interact with the
users through a GUI. We proposed a number of additional
functionalities that we deemed required for this context.
Indeed, the plant management service consists of several tasks
that require different levels of automation and collaboration with
the employee. The robot should be able to adapt to provide the
right level of support to both managers and the employees. At the
same time, we had to consider the special needs of the employees
with DDs when defining the HRI elements.

Based both on ethical considerations as well as on the specific
characteristics of the plant management service, we proposed a
robotic platform that would provide physical, cognitive and
enable emotional support to the employees with DDs during
their activities in the plant management service.

In terms of physical support, the robots would assist the
employees by carrying the water, one of the most physically
demanding tasks mentioned during the interviews by the
managers. In order to do this, the robot would be motorized
and able to move independently, as well as to follow the
employees during their routes in the offices. Indeed, we
proposed this navigation mode, i.e., the robot following rather
than guiding the employee, to give agency to the employee over
the robot and avoid putting them in a passive role.

The platform would also provide cognitive support by giving
information about the amount of water needed by each type of
plant, according to the humidity conditions and the season. Also,
the robot would guide them on how to maintain the plants,
especially which leaves to cut and how to do it properly. Aiming
to facilitate learning, the information displayed would reduce
progressively over time to allow employees to strengthen their
own knowledge, with the robot ready to provide additional
information or feedback when needed.

Finally, we planned the platform to enable emotional support for
the employees, even in the absence of managers nearby. Employees
would be able to easily request manager assistance in stressful
situations through the platform. The managers would then be able
to monitor and use the robot as a proxy to communicate with the
employee and help them by assessing the situation and decide if
additional assistance would be required. This type of remote
monitoring and interaction would allow one manager to supervise
several employees at the same time.

FIGURE 1A | Snippet of the questionnaire filled by the employees
regarding their perception about the robots.
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One important aspect to be considered in the following design
stages, which was discussed during our findings, is what level of
control would managers get over the robot and how they should
handle the remote monitoring to avoid a sense of surveillance. It is
possible to solve this problemby giving varying control of the robots to
the manager. It means that employees and the managers are
responsible for their individual robots and they can communicate
with each other through the robots when required. To mitigate the
sense of surveillance, the managers would oversee the location of each
employee robot in real time when the robot performs only the
autonomous tasks such as filling water and reporting to the office
floor. Both the employees and the managers would have access to the
shift report, which includes information such as the area covered
(plants watered) in the office.

The physical aspect of the robots as well as the interactions are
planned to present the robot as a tool and minimize any
anthropomorphism to prevent any emotional attachments and false
expectations regarding possible interactions. A touch and visual-based
interface (buttons and screen) is proposed with screen and light
feedback to maintain familiarity with the mode of operation by users.

CONCLUSION

Throughout this paper we have tried to articulate some of the
complexities involved in designing a robotic platform for
employees with cognitive and developmental disabilities. We
have taken a practical approach to resolving the ethical stakes
in our project, and treated them, from a methodological point of
view, as emergent issues rather than as a priori considerations.

We do not intend to suggest that high-level debates about
ethical, responsible AI is not important. The themes that
characterize current research on the ethics of AI, such as
privacy concerns, responsibility and the delegation of decision
making, transparency, and bias (Coeckelberg, 2020) are all very
much pertinent to our scenario. But we also take on the analytic

perspective that rules and norms of behavior are situational and
negotiable, and therefore emerge and are made relevant in and
through practice (Phillips, 1992). This is consistent with our
tradition of ethnography-based design, and in our project, we
therefore treated socio-technical and ethical issues as practical,
emergent matters to be understood from the perspective of the
actors we are designing for. And as Dewsbury et al. (2004) point
out, an applied technology project moves forward not through
political rhetoric but through recommendations for design.

As we pointed out in the introduction, the context-specific
dimension of ethical questions requires attention that cannot
simply be satisfied by high-level ethical principles alone. Everyone
in our project can claim to have the well-being of the disabled
employees at heart. And yet this does not mean that everyone will
agree on what role technology and automation can or should play
in ensuring that. Different parties will also be subject to different
organizational imperatives or incentives. All this has to be
unpacked and from a methodological point of view attention
has to paid to the uniqueness of each project and scenario. This
implies an analytic stance which is not necessarily oriented to the
generalizability of the findings. And the people we involved in our
study should not be though of as a “sample”—we do not examine
our own motivation as researchers through a process of
reductionism, and consequently we do not advocated doing so
for other stakeholders in a collaborative project.

In terms of understanding the emergent ethics of our scenario,
this project faced two broad challenges. The first challenge was
that we had very limited access to the more vulnerable of our end-
users, the disabled employees. While this is obviously not ideal,
access to this population of users was owned and mediated by our
partner organization, and this is also a scenario that is not
uncommon in applied research conducted on behalf of and
partnership with private and commercial entities. Given the
nature of our partner organization, we knew they would most
likely have their own mission statement with respect to their
employees, and that our first responsibility was to understand
how their own ethics influenced and were influenced by their
organization of work, processes and managerial actions, which is
to say how their ethics were practiced (Clegg et al., 2007).

The access we did have in the course of our brief observational
study, along with the interviews with the service managers and
CEO of the organization, allowed us to identify what, through the
lens of our own agenda (to provide a positive role for our
technology platform), appeared to be an interesting practical
compromise between providing opportunities for personal
development of the employees and the viability of a
commercial operation. This for us represented an opportunity
for proposing a technology design scenario that would enhance
the intrinsic interest of the work itself for the employees without
compromising (if not enhancing) the efficiency of the workflow.

The second major challenge, which is one faced by many
technology design projects, is that the other stakeholders involved
came from various disciplines (interaction and user experience
designers, machine learning experts, and mechanical engineers)
and were likely to have different agendas and ways of framing the
ethical stakes involved. In fact, many of the people involved in our
project (including ourselves) belong to professional categories

FIGURE 1B | The robotic platform developed by our organization.
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that do not, for the most part, have a clearly defined professional
code of ethics, and consequently may not have been in the habit of
managing ethical considerations as part of their work in the
first place.

The design exercises based on futuristic autobiographies,
which we conducted with our stakeholders in the second
phase of the project, forced everyone involved to confront
each other’s priorities and concerns on the use of robots for
people with DDs. It also allowed us to identify a broader set of
ethical issues, not necessarily to provide a generalizable
theoretical contribution to the ethics of AI, but to better
manage the expectations of everyone involved while
appreciating the risks of unintended consequences that were
not obvious to us at the start of the project, and to ultimately
agree on a shared scenario and set of features.

All of this is just a first step and careful and iterative empirical
testing of the design concept will be required, ideally with more
direct involvement of the disabled employees themselves, as we
would not claim that preliminary studies and participatory
design will ever allow us to anticipate all the ways a
technology might be appropriated and how things might go
wrong. But we do hope that we have made a compelling
argument for the value of a practice-based understanding of
ethics and that our discussion of how we approached the
challenges in our project from a methodological point of
view has been informative.
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Trust and Cooperation
Benjamin Kuipers*

Computer Science and Engineering, University of Michigan, Ann Arbor, MI, United States

We AI researchers are concerned about the potential impact of artificially intelligent
systems on humanity. In the first half of this essay, I argue that ethics is an evolved body
of cultural knowledge that (among other things) encourages individual behavior that
promotes the welfare of the society (which in turn promotes the welfare of its individual
members). The causal paths involved suggest that trust and cooperation play key roles in
this process. In the second half of the essay, I consider whether the key role of trust
exposes our society to existential threats. This possibility arises because decision-
making agents (humans, AIs, and others) necessarily rely on simplified models to cope
with the unbounded complexity of our physical and social world. By selecting actions to
maximize a utility measure, a well-formulated game theory model can be a powerful and
valuable tool. However, a poorly-formulated game theory model may be uniquely
harmful, in cases where the action it recommends deliberately exploits the
vulnerability and violates the trust of cooperative partners. Widespread use of such
models can erode the overall levels of trust in the society. Cooperation is reduced,
resources are constrained, and there is less ability to meet challenges or take advantage
of opportunities. Loss of trust will affect humanity’s ability to respond to existential threats
such as climate change.

Keywords: ethics, cooperation, trust, society, evolution, unknown unknowns, existential threat

1 INTRODUCTION AND OVERVIEW

Like many researchers in Artificial Intelligence (AI), I am concerned about the impact of the
increasing success of our field on the welfare of humanity. This has led many of us to look for ideas
in the fields of Ethics, both philosophical and applied. And of course, to the work of
anthropologists, psychologists, sociologists, historians, and others who have contributed
important ideas about the roles of ethics in human society. Even in the last few years, these
efforts have led to numerous books and journal articles, at least two major international
conferences, and many workshops.

Although originally trained in pure mathematics, I have spent my career as an AI researcher
focused on commonsense knowledge, especially cognitive maps of the spatial environment, and
more generally knowledge of foundational domains (e.g., space, dynamical change, objects,
actions, etc.) that help an intelligent agent make sense of its world in a computationally
tractable way. This has involved reviewing literature across multiple disciplines for insights
and constraints on useful representations for states of incomplete knowledge that arise during
development, learning, planning, and acting.

Ethics can be viewed as another domain of foundational knowledge–a critical one at this
point in time. In this essay, I describe a view from AI and robotics of certain roles that ethics
plays in the welfare of humanity, and the implications of that view for how AI systems should
function.
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1.1 Terminology
This paper uses a set of terms that are familiar to many people,
but which are used quite differently by different people and in
different disciplines and contexts. Here are some key definitions,
describing how I use these terms, followed by commentary.

An agent is an entity (natural or artificial) that perceives its
environment, builds an internal representation, and takes actions
to pursue its goals within its model of that environment [(Russell
and Norvig, 2010), p.4].

A society is a collection of agents that share an environment
and interact with each other [(Rawls, 1999), p.4]. Therefore, the
environment for each agent includes the actions of other agents
and their effects.

Cooperation is the process of two or more agents acting
together for a common purpose or benefit (Tomasello et al.,
2012). Coordinated individual efforts can result in greater
benefits than the sum of what the individuals can accomplish
(Wright, 2000; Nowak and Roger, 2011).

Trust is defined here as “a psychological state comprising the
intention to accept vulnerability based on positive expectations of
the intentions or behavior of another” [(Rousseau et al., 1998),
p.1998]. This builds on a seminal model of trust (Mayer et al.,
1995) that includes ability, benevolence, and integrity as three
factors contributing to perceived trustworthiness.

Ethics1 is a body of knowledge describing how a person
should act in particular situations, and what sort of person one
should try to be [(Shafer-Landau, 2013), p.xi]. Ethical
knowledge is generally shared by members of a given society
[(Tomasello, 2019), p.249].

1.2 Commentary
The term “agent” is used here as in the fields of artificial
intelligence and multi-agent systems, encompassing both
human and artificial goal-oriented actors [(Russell and Norvig,
2010), p.4]. This is not the sense of “agent” meaning someone
who acts for another, the principal.

All agents, human and non-human, act to pursue goals.
However, virtually all observed actions are motivated by
subgoals within plans to achieve higher-level subgoals, perhaps
quite distant from any ultimate goal.

In setting the foundation for his theory of justice, John Rawls
writes [(Rawls, 1999), p.4] that “a society is a more or less self-
sufficient association of persons who in their relations to one
another recognize certain rules of conduct as binding and who for
the most part act in accordance with them.”

Human agents belong to many overlapping societies, each of
which may have its own ethics. The individual agent has the task
of deciding what ethical knowledge applies to the current
situation. The relationship between artificial agents and human
societies is an important research topic.

Cooperation is a relationship among agents, which each have
goals of their own, requiring the agents to resolve conflicts among
individual and collective goals, as illustrated by the Prisoner’s
Dilemma and other laboratory games. The collective behavior of a
system of components, where the components are not “agents”
capable of choosing actions to pursue their goals within the
environment as they perceive it, is not considered
“cooperation” by the definition used here. For example, robust
distributed communication protocols such as the Internet’s TCP/
IP (Cerf and Kahn, 1974) and Drone/IoT communication
(Alsamhi et al., 2019) are sometimes described in terms such
as “collaboration” or “cooperation” because each node in a
network maintains and updates a table of accessible nodes,
and the protocol selects paths for transmitting packets based
on the connectivity represented by these distributed tables.
Although the similarities are undeniable, we consider this case
to be outside of our definition of “agent” because of the limited
state and decision freedom of the nodes.

Cooperation often involves vulnerability, due to the risk of
exploitation by one’s cooperative partners, who might contribute
less than their share, or might take more than their share of the
rewards. Therefore, voluntary cooperation requires trust of one’s
partners, accepting vulnerability in the confident belief that it will
not be exploited. Some cases described as “cooperation without
trust” (Mayer et al., 1995) involve coerced cooperation, where
credible threat of punishment eliminates risk of exploitation.
Other cases (Cook et al., 2005) rely on a much stronger definition
of “trust”, closer in meaning to “devoted love”, so some examples
of cooperation do not involve “trust” in this strong sense.

The definition of trust above (from (Rousseau et al., 1998),
inspired by (Mayer et al., 1995)) is clearly motivated by
interpersonal trust between individuals who know each other,
such as the trust between partners in crime in the Prisoner’s
Dilemma. Of course, the word “trust” is used in many other
contexts, typically with overlapping but not identical meanings.
For example: trust in an attribute of an inanimate object, such as
the strength of a rope, or the accuracy of a sensor; trust in the
individual or corporation that manufactured or supplied that
inanimate object; trust in corporate or government entities, such
as the security of a savings account in a bank, or the safety and
efficacy of medications allowed on the market by the FDA; trust
in generic (not individually known) members of my community,
such as believing that other drivers will virtually always stop at red
lights, allowing me to drive confidently through a green light; and
even, interpersonal trust “because we think you take our interests
to heart and encapsulate our interests in your own” (Cook et al.,
2005). Some of these cases are enforced by law, but it is widely
recognized by legal scholars that voluntary compliance with social
norms, rather than the threat of legal penalties, is primarily
responsible for widespread trustworthy behavior (Posner, 2000;
Posner, 2007). While these are different contexts and senses of the
word “trust”, they share the social benefits described in Section 3.

In this paper, I extend the terms “cooperation” and “trust” to
situations described by “social norms”, where the cooperative
partners are not identified individuals, but are generic other
members of the same society. For example, we trust that other
drivers will stay on the correct side of the road as they drive, and

1Some scholars distinguish between “morality” (meaning personal beliefs) and
“ethics” (meaning societal teachings), though occasional writers swap the two
meanings. I follow the example of philosopher Peter Railton, who writes “I will be
using ‘morality’ and ‘ethics’ (and ‘moral’ and ‘ethical’) interchangeably” [(Railton,
2003), Note 1, p.xx].
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will behave appropriately at stop signs and traffic lights. Near-
universal obedience to these norms (and many others) makes
vehicle transportation safer and more efficient for everyone
involved.

Ethical knowledge is generally (though not perfectly and
universally) shared by members of a given society, but it
varies significantly over historical time and geographical space.
Traditionally, ethical knowledge is only possessed by humans, but
scholars have begun to consider how ethics applies to non-human
agents such as AIs and institutions.

1.3 Overview: The Importance of Trust
The first half of this essay proposes a relationship among these
key concepts (Figure 1), drawing on related work in philosophy
(Section 2), cooperation and trust (Section 3), and evolution
(Section 4).

Humanity is made up of individual humans, the agents
who make decisions about how to act. Humans organize
themselves into societies. Early in human evolution,
societies were small isolated bands of hunter-gatherers
(Tomasello, 2019). Since then, societies have grown larger,
more complex, nested and overlapping in various ways. A
society gets resources from the efforts of its individual
members, and the individual members are supported and
protected by the physical and cultural strength of the society
(Wright, 2000; Christakis, 2019).

Among the assets of a society are bodies of accumulated
cultural knowledge that are distributed among its individual
members. This includes a great deal of “how-to” knowledge
such as how to prepare specific foods and how to build
specific artifacts (Henrich, 2016). The shared body of cultural
knowledge also includes the ethics of the society, which helps to
direct individuals away from possibly-tempting action choices,
and toward actions that are better for the society in the long run,
and therefore also better for the individual (Beauchamp and
Childress, 2009; Fedyk, 2017).

We observe important similarities and striking variation in the
content of the ethical knowledge in different societies, both across
historical and pre-historical time, and across the different
societies and cultures that exist around the world. Within a
given society, knowledge is transmitted from one generation to
the next through a variety of mechanisms including imitation and
explicit teaching. These imperfect learning methods introduce
variations, some of which fade away while others grow, persist,
and displace other beliefs. The structural similarities with
Darwinian evolution suggest that cultural evolution is a real
and important process complementing the properties of
genetic evolution (Dawkins, 1976; Richerson and Boyd, 2005;
Pinker, 2011; Buchanan and Powell, 2018).

A society gets resources from the efforts of its individual
members, but those efforts can be multiplied through
cooperation. Mechanisms for cooperation include teamwork,
specialized expertise, division of labor, economies of scale,
military organization and discipline, markets, capital
investments, common infrastructure, and many others.
Cooperation benefits the society as a whole, as well as the
individuals directly involved (Curry et al., 2016; Curry et al., 2019).

Trust and trustworthiness are widely recognized as important
to the successful functioning of society (Fukuyama, 1995). A
particularly important role for trust is the support of cooperation,
which involves vulnerability to one’s cooperative partners.
Another important role of trust is to reduce complexity and
uncertainty, making it feasible to make plans by focusing on only
a few possible alternatives (Luhmann, 1979; Nissenbaum, 2001).

One role of the ethical principles of a society is to help
individual members of the society know how to be
trustworthy, and how to recognize when others are
trustworthy. Figure 1 summarizes some of the relationships
among ethics, trust, cooperation, and resources for society.
(This is not to argue that support for trust and cooperation
are the only functions of ethics.)

The ethical principles of a society determine what it is to be
trustworthy, and thus who or what is trusted. Trust enables
cooperation which produces more resources. Trusted social
norms can be counted on, saving resources. The nature and
degree of trust in the society determines whether the society will
have a shortage or plenty of resources, and hence whether it
thrives or not in future generations.

Given the centrality of trust to the processes that provide
resources for society (as shown in Figure 1), if trust is eroded,
society is threatened. Lack of trust decreases both willingness to
cooperate and confidence in social norms,making it harder tomeet
threats or exploit opportunities, resulting in scarcity of resources.
As societies get larger and more complex, they increasingly rely on
trust–of individuals, of institutions, and of social norms. Erosion of
trust and loss of resources can bring a successful, complex society
to the point of collapse (Tainter, 1988; Diamond, 2005).

1.4 Overview: The Vulnerability of Trust
The second half of this essay addresses the question of how trust
can erode in a successful complex society.

The physical and social world we inhabit is unboundedly
complex. To reason effectively, we necessarily create
simplifying models to capture a few relevant elements of that
world for current purposes, leaving all of the rest of the

FIGURE 1 | From ethics to resources.
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complexity out. Technical fields in science and engineering
explicitly study the creation and evaluation of models, but
simplifying models are unavoidable in everyday life and
common sense as well.

A model is created for a particular purpose, and it explicitly
describes a limited set of elements of the world and the relations
among them. We might call these the “known unknowns.” We
need to provide values for some of these elements in order to
reason with the model, and the relationships within the model
help us determine values for the others. Everything else about
the infinitely complex world is treated as negligible–aspects of
the world that we assume may be neglected for the purposes of
this model. We might call these aspects the “unknown
unknowns”.

Reasoning with incomplete knowledge–models–carries risk,
but is also necessary to make it possible to draw useful
conclusions. For example, reasoning about how gravity
determines orbits is impossible without the simplifying “point
mass assumption” that treats each body–Sun, planets,
spacecraft–as if its entire mass were concentrated at a single
point at its center of mass. This, of course, abstracts away
geography, so that within this model, the distinction between,
say, Western/European and Eastern/Asian cannot even be
expressed. All this means is that one must use one model to
reason about orbits, and a different one to reason about
geography.

This essay presents and uses simplified, incomplete,
descriptions of ethics, cooperation, trust, and evolution. Are
these therefore “bad models” in the sense discussed later (in
Section 7), purely by virtue of being incomplete and omitting
major aspects of those topics? Not necessarily, any more than the
point mass model of orbiting bodies is a bad model. After
developing appropriate preliminaries, I will distinguish
between harmful and useful models, drawing attention to
certain types of models that may be harmful to trust in our
society, leading to potentially catastrophic consequences.

To complete the astronomy analogy, suppose our goal is to
predict eclipses. In the first step, a simplified model embodying
the point mass assumption is used to identify precise orbits for the
Earth and Moon about the Sun. The second step uses a different
model, treating the Sun, Earth, and Moon as extended bodies of
certain sizes and shapes (whose relative motions are now known),
so we can reason about the shadows they cast and where those
shadows will fall. Neither model is adequate by itself, and
combining the two models is too complex, but the problem
can be solved by applying one model to the first sub-problem
and the other to the second.

In many cases, the simplification embodied by a model is
reasonable and makes inference more efficient. But in cases where
the elements omitted from the model are important, then
conclusions drawn from that model may be badly wrong. The
proper and improper creation and use of models is discussed in
more detail in Sections 6, 7.

One dramatic example is the “Prisoner’s Dilemma”, where a
straight-forward application of the powerful modeling method of
game theory (von Neumann and Morgenstern, 1953; Leyton-
Brown and Shoham, 2008) leads to a bad outcome due to over-

simplified modeling assumptions. Another dramatic example
relevant to autonomous vehicles (AVs) is the “Moral
Machine” (Awad et al., 2018) where a narrowly-framed model
forces a choice between two terrible evils, while a wider framing
would provide a more plausible, realistic, and favorable solution.
(Both are discussed in Section 7).

One possible impact of an improperly simplified model is to
erode trust between potential partners and make cooperation less
likely in the future. If the utility measure in a game theory model
is not sensitive to trust, cooperation, or the welfare of society, then
the algorithm will deliberately choose actions that exploit the
vulnerabilities of other players. The overly-simple formulation of
the decision model not only leads to a bad outcome, but it
“poisons the well” for further decisions by discouraging trust.
A generalized lack of trust can lead to inability to respond
effectively to existential threats such as climate change
(Section 8).

2 RELATED WORK IN PHILOSOPHY

2.1 Traditional Schools of Thought in
Philosophical Ethics
Morality and ethics have been important to human society for
thousands of years.

What is ethics? One philosopher responds, “At the heart of
ethics are two questions: 1) What should I do?, and 2) What sort of
person should I be?” [(Shafer-Landau, 2013), p.xi]. Another
philosopher says, “At its most basic, ethics is about . . . the
kind of life that is most worthy of a human being, the kind of
life worth choosing from among all the different ways we might
live” [(Vallor, 2016), p.2].

For centuries, moral philosophers have searched for principles
to describe the moral judgments that people should make. Strong
candidates include virtues (Hursthouse and Zalta, 2013), duties
(Alexander et al., 2015), contractual agreements (Ashford and
Mulgan, 2018; Cudd and Eftekhari, 2018), and utility
maximization (Driver, 2014; Sinnott-Armstrong, 2015). No
consensus has been reached.2 However, a repeated theme is
that ethics helps balance the selfish interests of the individual
decision-maker against the interests of other individuals or of the
society as a whole.

Virtue ethics describes ethics in terms of the characteristic
virtues of exemplary individuals, and how they confront
particular problems. Aristotle (Aristotle, 1999) compares
virtues to skills like carpentry, gained through experience and
practice until they become automatic. A current philosopher like
Shannon Vallor (Vallor, 2016) proposes “technomoral virtues”
extending the traditional virtues to meet the demands of modern

2Consider the lesson of the children’s poem, “The Blind Men and the Elephant”
(Saxe, 1949). Six men, highly educated but blind, conclude that the elephant must
be very much like a wall, or a snake, or a leaf, or a spear, or a tree, or a rope,
corresponding to the part that each has experienced, while none grasps the
complex whole. Fragmentary truths may be useful and important, but must be
recognized as incomplete.

Frontiers in Robotics and AI | www.frontiersin.org April 2022 | Volume 9 | Article 6767674

Kuipers Trust and Cooperation

133

https://www.frontiersin.org/journals/robotics-and-ai
www.frontiersin.org
https://www.frontiersin.org/journals/robotics-and-ai#articles


technological developments. The computational methods for AI
knowledge representation best suited for virtue ethics are case-
based reasoning (López, 2013) and analogical reasoning (Forbus
et al., 2018). These methods describe specific situations in the
world, actions taken, and their results and evaluations. Actions
applied in past situations can be retrieved and adapted to new
situations, leading to increasing experience and expertise.

Deontology is the study of duty (deon in Greek), which
describes ethics in terms of obligations and prohibitions,
offering simplicity, clarity, and ease of explanation, but
raising the question of how the duties are determined.
Immanuel Kant responded in 1785 with his categorical
imperative: “Act only according to that maxim whereby you
can, at the same time, will that it should become a universal law.”
To apply this concept to the complexity and diversity of modern
society, John Rawls (Rawls, 1999) proposed that “The principles
of justice are chosen behind a veil of ignorance,” meaning
without knowledge of the situation that one would
personally occupy under those principles. The obligations
and prohibitions of deontology are well suited to the
expressive power of computational rules and constraints,
which are standard tools for knowledge representation and
inference in AI (Russell and Norvig, 2010). Isaac Asimov’s
Three Laws of Robotics (Asimov, 1952) have a deontological
character, but they also illustrate (through fiction) how an
apparently straight-forward duty, for example “A robot may
not injure a human being or, through inaction, allow a human
being to come to harm”, can be complex and ambiguous in
practical application.

Utilitarianism is the position that “the morally right action is
the action that produces the most good” (Driver, 2014). It is a form
of consequentialism, that “the right action is understood entirely
in terms of consequences produced” (Driver, 2014). In
philosophical utilitarianism, one maximizes everyone’s good,
not just the good of the decision maker. This is in contrast
with the computational methods of game theory (von Neumann
and Morgenstern, 1953; Leyton-Brown and Shoham, 2008). On
the one hand, game theory provides a powerful mathematical
formalism for utilitarian calculations, including concepts of
probability, discounting, and expected utility. On the other
hand, the focus of game theory is on each decision-maker’s
efforts to maximize their own utility measure (called “egoism”
in (Driver, 2014)). Nonetheless, thanks to its computational
power and conceptual clarity, game theory has become a near-
standard for action selection in artificial intelligence and is often
treated as the definition of “rationality” [(Russell and Norvig,
2010), p.611]. Recently, advocates for this “standard” view of
rationality in AI have begun to reconsider their position (Russell,
2019).

2.2 Ethics and Artificial Intelligence
In recent decades, AI researchers have begun to create artificial
entities capable of learning from data, representing knowledge,
solving problems, making decisions, and taking action in our
physical and social environment. Whether these entities are
embodied as robots such as autonomous vehicles or are
disembodied decision support systems deciding whether

people get jobs, credit, or parole, they are effectively
participating as members of human society.

Interest in the field of AI Ethics has grown rapidly, driven by
important concerns about the impact of AI technology on human
society: safety, privacy, surveillance, facial recognition, bias and
fairness, polarization, etc (Christian, 2020; Kearns and Roth,
2020). Early contributions (Anderson and Anderson, 2006;
Wallach and Allen, 2009; Lin et al., 2012) drew heavily on the
major schools of thought in philosophical ethics.

Work in the AI Ethics research community is directed at
several questions: 1) What sorts of ethical impacts are
implemented AI systems likely to have on humans and human
society? 2) How can AI systems be designed to make their ethical
impacts on humans more positive, or at least, less negative? 3)
How can we analyze and measure the impact of a particular
implemented AI system on humans?

The “technomoral virtues” proposed by philosopher Shannon
Vallor (Vallor, 2016) recognize that new technologies may
present new and demanding ethically fraught situations
requiring new (or newly framed) virtues extending the more
traditional virtue ethics framework. Philosopher John Sullins
(Sullins, 2020) further explores Vallor’s categories of
technomoral trust and honesty, observing with concern that
humans appear to have an innate tendency to trust others that
can be exploited by designers of robots (Robinette et al., 2016).
While humans do often exhibit initial trust, it is well known that
trust can be lost and may or may not be regained. Indeed, the
TIT-FOR-TAT algorithmic strategy that won two successive
tournaments of the Repeated Prisoner’s Dilemma game starts
with initial trust, and then responds according to the partner’s
action on the previous cycle (Axelrod, 1984).

Value Sensitive Design (VSD) (Friedman et al., 2013;
Friedman et al., 2021) is a general methodology for designing
information systems to be compatible with human values. AI and
robotic systems are embodied information systems, embedded
along with humans in the physical world, so they are an
important particular case for VSD methods. The concept of
trust, especially for online activities, has also been analyzed by
VSD researchers (Friedman et al., 2000; Nissenbaum, 2001).

Most people feel that ethical human decision-makers should
be able to provide comprehensible explanations for their
conclusions, and that AI decision-makers should be held to
the same standard. Unfortunately, current state-of-the-art
decision performance comes from deep neural network
systems trained on extremely large training sets, and both
their training and their operation are too complex for
comprehensible explanation. This is often seen as a choice
between high-performance but incomprehensible systems, vs.
explainable but lower-performing systems. Wachter, et al.
(Wachter et al., 2018) take a different approach, explaining the
decision outcome for a given case by synthesizing artificial cases,
similar to the given case, but with small differences sufficient to
change the decision outcome. These “counterfactual” cases
provide an explanation, not of the actual mechanism of the
decision, but of the features of the case most responsible for
its outcome. In a more recent paper, Mittelstadt and Wachter
(Mittelstadt et al., 2019) contrast typical human styles of
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explanation with the model-based approaches typical in
explainable-AI research. Focusing on model-based explanation
of complex AI models such as deep neural networks, they discuss
the limitations of simple human-comprehensible models as
approximations to DNN models.

Philosophers, computer scientists, AI researchers, and
experts in other areas have focused on specific aspects of AI
and ethics. Computer scientist Noel Sharkey is a leader in the
movement to ban killer robots (Sharkey, 2012). Philosopher
Patrick Lin was among the first to propose a “Trolley Problem”
analogy for autonomous vehicles (Lin, 2013), which has gone
on to inspire the “Moral Machine” online survey experiment
(Figure 4) (Awad et al., 2018). Some philosophers express
skepticism about the relevance of ethics for robots because of
supposed fundamental differences between humans and
robots (van Wynsberghe and Robbins, 2019; Nyholm and
Smids, 2020). Some of my own previous papers (Kuipers,
2018; Kuipers et al., 2020) explore the importance of trust
to society, the appropriateness of different AI representations
to ethical knowledge, and examples from several domains of
what humans would want to count on from non-human
agents.

Many scientific, professional, governmental, and public
interest organizations in the United States, United Kingdom,
and EU have formulated principles and recommendations for
ethical constraints on artificial intelligence and its deployment
(Cath et al., 2017). Drawing on these, the 2018 AI4People report
(Floridi et al., 2018) categorizes the risks and opportunities from
AI research and deployment, proposes five general principles
(beneficence, non-maleficence, autonomy, justice, and
explicability), the first four based on well-understood
principles from applied biomedical ethics (Beauchamp and
Childress, 2009). The report assumes without a definition that
the reader understands the terms “trust” and “trustworthiness.”
The report concludes with a list of 20 action recommendations
intended to help create a “Good AI Society” based on AI
technologies.

In 2019, the European Commission’s High Level Expert
Group on Artificial Intelligence published its “Ethics
Guidelines for Trustworthy AI” (High Level Expert Group on
AI, 2019a), and in 2020 published an expanded “Assessment List
for Trustworthy AI (ALTAI)” (High Level Expert Group on AI,
2020a). Two additional reports provided policy and investment
recommendations (High Level Expert Group on AI, 2019b; High
Level Expert Group on AI, 2020b).

These Guidelines begin with three abstract ethical
principles–respect for human autonomy, prevention of harm,
and fairness and explicability–plus the need to assess both
benefits and risks of AI deployment, with particular attention
to vulnerable groups. The Guidelines provide seven key
requirements that implemented AI systems should meet: 1)
human agency and oversight, 2) technical robustness and
safety, 3) privacy and data governance, 4) transparency, 5)
diversity, non-discrimination, and fairness, 6) environmental
and societal well-being, and 7) accountability. Finally, it
provides an assessment list (updated in 2020) for evaluating
an implemented system.

The Guidelines provide a definition for trust in its glossary:
“Trust is viewed as: 1) a set of specific beliefs dealing with
benevolence, competence, integrity, and predictability (trust in
beliefs); 2) the willingness of one party to depend on another in a
risky situation (trusting intention); or 3) the combination of these
elements” (Siau andWang, 2018). The definition I use (Section 1)
subsumes clauses (1) and (3) under a statement similar to (2), but
the meanings are quite similar.

3 RELATEDWORKONCOOPERATIONAND
TRUST

Evolutionary theorists characterize homo sapiens as a “hyper-
cooperative species,” and attribute our success as a species to the
positive-sum results of cooperative action (Wright, 2000;
Richerson and Boyd, 2005; Tomasello, 2019). Cooperation
among individuals often yields rewards much greater than the
total those individuals could obtain separately. Cooperation
provides substantial advantages when faced with threats from
human enemies or other predators, or when taking advantage of
opportunities for obtaining more resources.

However, in a cooperative enterprise, each partner is
vulnerable to exploitation by the other partners. Successful
cooperation requires trust:

“Trust is a psychological state comprising the intention to
accept vulnerability based on positive expectations of the
intentions or behavior of another.” [(Rousseau et al.,
1998), p.1998]

Where that trust exists, cooperation is possible, the society
benefits from more positive-sum (“win-win”) interactions, and it
tends to grow in resources. Where that trust does not exist,
cooperation is much less viable, interactions are more often zero-
sum or negative-sum, and the society tends to lose resources.
Fewer resources, and decreased ability to mount a cooperative
response to a crisis (external attack, ecological failure, epidemic
disease, climate change, etc.), means that a society that once could
surmount a crisis through cooperative action, no longer can, and
may collapse (Tainter, 1988; Diamond, 2005).

A society has its own set of norms that show its individual
members how to act in order to be considered trustworthy
(Posner, 2000). They also show what sorts of behavior by
others provides evidence that they are (or are not)
trustworthy. Some norms, such as prohibitions against killing,
stealing, breaking promises, or driving on the wrong side of the
road, provide direct benefits in terms of safety. Other norms, like
customs in clothing, speech, and table manners, signal that one
belongs to a particular society. The presumption that in-group
members are more likely to be trustworthy, while out-group
members are less likely to be, encourages trust and cooperation
among members of the society. However, this mechanism also
encourages discrimination and racism against non-members
(Posner, 2000; Van Bavel and Packer, 2021).

A contrary argument by Cook, Hardin and Levi in
“Cooperation Without Trust?” (Cook et al., 2005) depends on
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a restrictive definition of trust: “According to this conception of
trust, we trust you because we think you take our interests to heart
and encapsulate our interests in your own. . . .. By ‘encapsulate’
we mean that to some extent our interests become yours in the
trust relation between us” [(Cook et al., 2005), p.5]. Further:
“Note that the conception of trust as encapsulated interest implies
thatmany interactions in which there is successful coordination or
cooperation do not actually involve trust.” [(Cook et al., 2005), p.8,
emphasis theirs]. Under the broader definition cited above, the
acceptance of vulnerability necessary for cooperation does
require trust.

3.1 Is Ethics Only for Cooperation?
Anthropologist Oliver Scott Curry and his colleagues present a
theory, “Morality as Cooperation” (MAC) (Curry et al., 2016;
Curry et al., 2019), arguing that “morality consists of a collection
of biological and cultural solutions to the problems of
cooperation recurrent in human social life” [(Curry et al.,
2019), p.48].

Curry and others quote an array of philosophers back to
Plato and Aristotle in support of the strong connection between
morality and cooperation and the common good. Based on
evolutionary biology and game theory, they describe seven
different problems of cooperation: 1) the allocation of
resources to kin; 2) coordination to mutual advantage; 3)
social exchange; 4) hawkish and 5) dovish displays of traits
for resolving conflicts; 6) division; and 7) possession.
Cooperative solutions to these problems explain
corresponding types of morality: 1) family values; 2) group
loyalty; 3) reciprocity; 4) bravery; 5) respect; 6) fairness; and 7)
property rights.

Curry, Mullins, and Whitehouse (Curry et al., 2019) describe
the predictions of the MAC theory for what should be considered
good or bad in particular cultures, and present the results of
testing those predictions against 60 societies studied by
anthropologists and described in the Human Relations Area
File (HRAF). They found that the predicted cooperative
behaviors were almost always noted in the HRAF description,
and that the descriptions were uniformly positive.

Although they make a strong case for a link from ethics to the
welfare of society via cooperation, Curry et al. (Curry et al., 2019)
deliberately and explicitly fall into a trap that philosopher Allen
Buchanan calls the Cooperation Dogma: the claim that morality
is nothing but a mechanism for encouraging cooperation
[(Buchanan, 2020), pp.12–14]. Such a strong claim invites
falsification by examples of issues that are clearly moral, but
that are not about cooperation. Critics of the Cooperation Dogma
present a variety of phenomena, including disgust reactions,
sexual practices, the treatment of dead bodies, and the
treatment of cattle in India, to argue against the “nothing but”
claim [(Curry et al., 2019), Comments].

Buchanan makes a more limited point:

“I cheerfully acknowledge that moralities originally were
all about cooperation, and that moralities remain
essential for successful cooperation today and always
will be. I also heartily endorse the hypothesis that the

basic features of human moral psychology, the moral
mind, came about through natural selection because they
contributed to cooperation and thereby to reproductive
fitness. Nevertheless, I will argue that some moralities are
more than a collection of solutions to cooperation
problems.” [(Buchanan, 2020), p.13, his emphasis]

Buchanan’s cheerful acknowledgment and hearty
endorsement suggest that the role of trust might be part of a
more nuanced understanding of the purpose of ethics.

3.2 Roles for Trust
My claim in this essay is that trustworthiness, and therefore
properly earned trust, are key steps on the path from ethics to a
thriving society via cooperation (Figure 1). With adequate trust,
individuals can cooperate, producing (on average) outcomes with
net positive gains for the society as a whole. When people can be
trusted (most of the time) to follow social norms, then individuals
can count on those social norms when they make their plans and
act to achieve their goals.

Some norms (e.g., “Keep your promises”) are obviously
important for cooperation. Other norms (e.g., “Drive on the
correct side of the road”) are conventional, but if everyone can
count on them, everyone’s travel becomes safer and more
efficient. Yet others (e.g., “Wear business attire when doing this
job”) are also conventional and seem to have little to do with
cooperation, but signal membership in some group, providing
evidence for trustworthiness.

Some moral principles (e.g., “Care for elderly and disabled
members of your community” or “Care for the dead bodies of your
fallen comrades”) explicitly direct resources toward individuals
who cannot contribute productively to the society. However, they
are clearly grounded in trust, by the members of a community,
that their community will continue to support them even when
they are unable to contribute. That trust supports risky types of
cooperation, for example, participation in dangerous hunts or
warfare. Similarly, trust enables commitments that accept lifelong
opportunity costs in order to benefit society, for example raising
children, devotion to a religious vocation, or academic pursuit
and conveyance of knowledge.

Trust also provides practical benefits for the computational
complexity of reasoning about the effects of actions on the world.
Philosopher Helen Nissenbaum (Nissenbaum, 2001) describes
important insights about the function of trust from the social
theorist Niklas Luhmann (Luhmann, 1979).

“Luhman characterizes trust as a mechanism that
reduces complexity and enables people to cope with
the high levels of uncertainty and complexity of
contemporary life. Trust makes uncertainty and
complexity tolerable because it enables us to focus on
only a few possible alternatives. Humans, if faced with a
full range of alternatives, if forced to acknowledge and
calculate all possible outcomes of all possible decision
nodes, would freeze in uncertainty and indecision. In this
state, we might never be able to act in situations that call
for action and decisiveness. In trusting, Luhmann says,
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‘one engages in an action as though there were only
certain possibilities in the future.’ Trust also enables ‘co-
operative action and individual but coordinated action:
trust, by the reduction of complexity, discloses
possibilities for action which would have remained
improbable and unattractive without trust—which
would not, in other words, have been pursued.’
According to this account, trust expands people’s
capacity to relate successfully to a world whose
complexity, in reality, is far greater than we are
capable of taking in.” [(Nissenbaum, 2001), p.106
(footnotes omitted)]

The observations in this section support the structure
described in Figure 1 connecting ethics to trust to
cooperation–both explicit cooperation with selected partners
and implicit cooperation through social norms–leading to
regularities that one can count on, and thus to a safer, more
prosperous, and more secure society.

4 RELATED WORK ON EVOLUTION

The ethical principles of societies around the world, and across
historical and pre-historical time, have much in common, but
there are also dramatic differences. This pattern of diversity,
changing over time, suggests the results of an evolutionary
process. Since the ethics of a society consists of shared
knowledge, that evolutionary process must operate at a
cultural level, as well as (perhaps) at a biological level.

Figure 2 illustrates how biological evolution incrementally
changes the distribution of genotypes in a population from one
generation to the next. Over extended time, these incremental
shifts can result in major qualitative changes. This pattern can be
generalized to describe the accumulation and change of cultural

knowledge, including ethics (Richerson and Boyd, 2005; Henrich,
2016).

One selective pressure on the ethical beliefs of a society is the
ability of that society to engage in cooperative activities that
increase its resources and security. To accomplish this, a society
must encourage its individual members to trust each other and
the institutions of the society. This evolutionary process has a
number of related aspects.

4.1 The Evolution of Shared Intentionality
An important cognitive skill is the ability to understand the
behavior of oneself or others as agents; that is, in terms of actions
taken in particular situations to pursue one’s goals. Knowledge of
any two of these provides some degree of information about
the third.

Observing an agent’s actions, predict its goals.

Knowing an agent’s goals, predict its actions in a given
situation.

Knowing an agent’s goals and observing its actions,
predict its beliefs about the current situation.

From an evolutionary perspective, it is obviously of great value
for an agent to have the ability to predict the goals, beliefs, and
actions of other agents, whether they are potential cooperative
partners, enemies, or prey. Michael Tomasello calls this
capability, shared by humans, great apes, and other animals,
individual intentionality (Tomasello, 2019).

Based on data from similar tests administered to chimpanzees,
orangutans, and human two-and-a-half-year-old children,
Tomasello’s group found strong similarities between great apes
and human children in physical cognition (e.g., space, objects,
and causality), and dramatic differences in social cognition and
cooperation (Herrmann et al., 2007). Tomasello explains the
extraordinary levels of cooperation seen in Homo sapiens in
terms of two distinct levels of shared intentionality, rarely
observed in non-human animals.

“In this view, humans’ abilities to cooperate with one
another take unique forms because individuals are able
to create with one another a shared agent “we”, operating
with shared intentions, shared knowledge, and shared
sociomoral values. The claim is that these abilities
emerged first in human evolution between
collaborative partners operating dyadically in acts of
joint intentionality, and then later among individuals
as members of a cultural group in acts of collective
intentionality.” [(Tomasello, 2019), p.7, emphasis added]

Tomasello argues that joint and collective intentionality are
genetically encoded biological capabilities, acquired by the species
through natural selection. Joint intentionality appeared about
400,000 years ago (in Homo heidelbergensis), driven by climate
change, which made food harder to come by. Humans able to
cooperate with partners, for example to capture larger animals,
had a competitive advantage over those who could only seek food

FIGURE 2 | A simple sketch of biological evolution. Consider a
population of individuals who can be described as having certain genotypes,
G1, . . . , Gn with proportions p1, . . . , pn. The genotype of each individual
determines its phenotype (not shown) which determines the proportions
q1, . . . , qn, of the genotypes surviving into the population of the next
generation. The two histograms (parents and children) illustrate distributional
change from one generation to the next. Over many generations, new
genotypes may become dominant, while others become rare or disappear
entirely.
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as individuals. Likewise, the ability to cooperate pairwise in the
raising of young children would be a selective advantage.

He argues that collective intentionality appeared around
100,000 years ago (in Homo sapiens), driven by increasing human
population and increasing competition among human groups.
Those capable of organizing into bands or tribes for collective
support and defense would have an important advantage.
Individuals in such groups who were incapable of learning and
following the group’s social norms would face exclusion and death.

Darwin, in The Descent of Man (Darwin, 1874), recognized
this selective pressure.

“When two tribes of primeval man, living in the same
country, came into competition, if (other circumstances
being equal) the one tribe included a great number of
courageous, sympathetic and faithful members, who
were always ready to warn each other of danger, to
aid and defend each other, this tribe would succeed better
and conquer the other. . . .. A tribe rich in the above
qualities would spread and be victorious over other
tribes; but in turn overcome by some other tribe still
more highly endowed.”

The “we” underlying joint intentionality is an abstract “agent”
representing the shared intention, the shared understanding of
the situation, and the roles in the shared activity. For example, a
joint intention to hunt antelope might have roles for the chaser
and the spearer. Each individual in the dyad has an obligation to
the joint “we” to fill one of the roles, and the right to share in the
rewards of the joint action.

In collective intentionality, the abstract agent “we” represents
the entire community, and defines rights and obligations for
members of the community. Some of these obligations are norms
specifying the expected behavior of members in good standing of
the society, including behaving in trustworthy ways when
cooperating with others within the society. Other norms may
define seemingly arbitrary behavioral regularities (e.g., of dress,
food, and language, etc.) that signal membership in a specific
society, allowing other members to distinguish “insiders” from
“outsiders” even when the society is too large to recognize
everyone individually. Social psychologists Jay Van Bavel and
Dominic Packer (Van Bavel and Packer, 2021) describe the
positive and negative impacts of these group-based identities
on individuals and societies.

The abilities to reason about individual, joint, and collective
intentionality are closely related to “Theory of Mind” in child
development (Gopnik and Wellman, 1992; Wellman, 2014).

“Mirroring the phylogenetic sequence, this maturational
process unfolds in two basic steps: first is the emergence of
joint intentionality at around nine months of age, and
second is the emergence of collective intentionality at
around three years of age.” [(Tomasello, 2019), p.8]

Parents invest substantial effort in teaching these skills and
social norms to their children, since survival may depend
on them.

4.2 The Evolution of Cultural Knowledge
Biological evolution through natural selection of genes that
enhance successful reproduction is a slow process. This is
plausible for the genetic evolution of the biological (neural)
capacity for joint and collective intentionality over several
hundred thousand years. However, the last 10,000 years or so
has seen dramatic changes in the structure of our civilization, in
part due to changes in the nature and scope of cooperation
(Wright, 2000). These rapid changes suggest a process of cultural
evolution operating at a faster time-scale.

Richerson and Boyd (Richerson and Boyd, 2005) argue that
cultural evolution is a distinct process within the framework of
Darwinian evolution.

“Culture is information capable of affecting individuals’
behavior that they acquire from other members of their
species through teaching, imitation, and other forms of
social transmission.” [(Richerson and Boyd, 2005), p.5]

“Some beliefs make people more likely to be imitated,
because the people who hold those beliefs are more likely
to survive or more likely to achieve social prominence.
Such beliefs will tend to spread, while beliefs that lead to
early death or social stigma will disappear.” [(Richerson
and Boyd, 2005), p.6]

“ . . .the human cultural system arose as an adaptation,
because it can evolve fancy adaptations to changing
environments rather more swiftly than is possible by
genes alone. Culture would never have evolved unless it
could do things that genes can’t.” [(Richerson and Boyd,
2005), p.7]

It is important to recognize that cultural evolution is a kind of
evolution by natural selection, but the analogy with biological
evolution is not comprehensive. New variations are not generated
through random mutations, but through inspiration or errors by
individual humans. They are not selected purely through
differential survival and reproduction, but by ease and
accuracy of transmission of ideas from some human minds to
others (Dawkins, 1976).

JosephHenrich, in The Secret of Our Success (Henrich, 2016), sets
out to explain the unique dominance of homo sapiens over the other
species on our planet. Even before the beginning of recorded history,
early humans had settled over a larger andmore diverse geographical
range than any other species. Henrich argues that this success is not
due to our brain-power, but rather due to our cumulative culture.

“Probably over a million years ago, members of our
evolutionary lineage began learning from each other in
such a way that culture became cumulative. . . . After
several generations, this process produced a sufficiently
large and complex toolkit of practices and techniques
that individuals, relying only on their own ingenuity and
personal experience, could not get anywhere close to
figuring out over their lifetime. . . . Once these useful
skills and practices began to accumulate and improve
over generations, natural selection had to favor
individuals who were better cultural learners, who
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could more effectively tap into and use the ever-
expanding body of adaptive information available.”
[(Henrich, 2016), p.3]

Cumulative cultural knowledge includes technological
knowledge like the “know-how” to create arrows or kayaks or
compasses, and institutional knowledge like the structure of
corporations, churches, and governments. Cultural evolution
allows the incremental accumulation of sophisticated designs
that could not have been created by any individual during a
single lifetime.

In spite of the differences in typical time-scales of biological
and cultural evolution, Henrich (Henrich, 2016) provides
persuasive examples of gene-culture co-evolution. For example,
the cultural acquisition of how-to knowledge about cooking has
influenced the biological evolution of the digestive tract in homo
sapiens. Another example describes how cultural adaptations in
tracking and water storage set the context for biological
adaptations that have made humans into pre-eminent long-
distance runners, able to capture much faster prey by pursuing
them to exhaustion.

Some accumulated cultural information is highly adaptive, like
the technologies that have allowed humans to inhabit a wider
range of environments than any other species on Earth. Others
eventually die out, like human sacrifice among the Aztec and
Inca, or universal celibacy among the Shakers. The social and
individual costs of some cultural beliefs eventually lead to their
extinction.

Culture, then, is an evolved adaptation that fills a critical gap
in scope and time-scale between biological evolution and
individual learning and problem-solving (Richerson and
Boyd, 2005). The biological evolution of Homo sapiens
included the cognitive capacity for shared intentionality
(Tomasello, 2019), and social emotions such as shame, guilt,
and loyalty (Haidt, 2012).

4.3 The Evolution of Social Structures
In Non-zero: The Logic of Human Destiny (Wright, 2000),
Robert Wright argues that there is a clear direction of
progress in human history, visible in the increasing scale of
social structures and technologies for supporting cooperation.
An organizing theme is the creation of non-zero-sum (i.e., win-
win) interactions that result in increasing resources for the
society as a whole.

Early humans lived in small egalitarian bands of individuals
who cooperated with each other to obtain food through hunting
and gathering, and cooperated to protect the band from threats.
As the size of human groups increased, egalitarian bands grew
into tribes. The successful leader of a tribe, sometimes called a Big
Man, was able to accumulate capital and organize the division of
labor necessary for building larger-scale technologies such as
whale boats and large rabbit nets. Organized hunts using these
technologies could bring in much greater resources for the tribe
than would be possible even for a very cooperative
egalitarian band.

The capture of a whale or many rabbits gives the group a larger
supply of perishable meat than it can consume, and therefore an

opportunity for trade with other groups–the paradigm win-win
interaction. Surplus meat is much more valuable to hungry
neighbors who have not had a successful hunt and, in the
presence of sufficient trust, can be traded for a commitment to
share when circumstances are reversed. Sharing a surplus
increases the tribe’s status at relatively low cost, while helping
to protect it from future uncertainties. The ability to establish
trustworthiness and to recognize and use these forms of
cooperation is a selective advantage for a group, which
enhances the survival and reproductive opportunities of its
individual members.

With new technologies such as agriculture, and increasing
scale spanning multiple settlements, tribes grew into
chiefdoms. Continued growth, supporting and supported
by information technologies such as writing, money, law,
and markets, leads to state-level organization: “civilization.”
The common link between these information technologies
and societal growth is trust. Writing increases trust in
promises. Money provides portable, trustworthy value.
Published law allows people to trust in the reliability of
rules for acceptable behavior. Markets allow trade between
people who are willing to trust each other without knowing
each other personally. Access to the market motivates people
to follow its norms and to punish those who refuse to do so.
Increasing scope and benefits of cooperation are supported by
political and organizational developments such as
democracy, and technological developments such as the
industrial revolution(s), the computing revolution, and the
Internet.

4.4 Taking Stock
Sections 2–4 are intended to support the claim that the human
species, consisting of individuals and their societies, is the result
of biological and cultural evolution. Biological (genetic) evolution
takes place through individual reproductive success. However,
individual reproductive success, especially as societies become
more complex, depends on the success of the society in
accumulating resources including various forms of cultural
knowledge.

Cooperation is a large family of mechanisms whereby a society
can accumulate more resources. Trust is a relation that is
generally necessary for cooperation, both among groups of
prospective cooperative partners, and across the entire society
in the case of respect for social norms.

Among other roles in human life, the ethics of a society
instructs individuals in what it means to be trustworthy, both
in one’s own decisions and in recognizing whether others are
worthy of trust. Thus ethics (among other things)
encourages trust, which encourages cooperation, which
helps the society thrive, which helps its individual
members thrive, including in terms of individual
reproductive success.

My argument in the first half of this essay is that this causal
chain contributes to humanity’s success, even up to our very
complex modern society. However, the second half of this essay
argues that certain links in the chain are vulnerable, and could
lead to existential threats.
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5 TRUST AND VULNERABILITY

As we have seen, the definition of trust involves vulnerability
among individuals: “Trust is a psychological state comprising the
intention to accept vulnerability based on positive expectations of the
intentions or behavior of another.” [(Rousseau et al., 1998), p.1998].

The vulnerability that individuals accept is vulnerability to
cooperative partners (trusting that partners will respect and
protect each others’ vulnerabilities, resulting in greater benefits
for everyone), and the vulnerability of following social norms
(incurring opportunity costs, in confidence that others will do the
same, resulting in regularities that make planning easier and
reduce the need for defense and repair, for everyone).

In both of these cases, accepting vulnerability by trusting
others can result (if the others are trustworthy) in a
significantly better outcome than actively defending the
vulnerability against exploitation. We can therefore consider
trust and cooperation to represent “non-obvious self-interest”,
obtaining payoffs from cooperation though prudent acceptance
of vulnerability to trustworthy partners.

As described in Figure 1, trust plays a central role in many
cooperative processes, ranging from pairs, to larger groups of
partners, to the entire society (for social norms). These processes
generate the resources that help a society thrive by defending
against threats, taking advantage of opportunities, and generally
providing benefits for its individual members.

Loss of trust decreases willingness to cooperate and confidence
in social norms, resulting in scarcity of resources, making it
difficult for the society to plan, and to meet threats or exploit
opportunities. Given the centrality of trust in Figure 1, if trust is
eroded, society is threatened.

The larger and more complex societies get, the more they rely on
trust–of individuals, of institutions, and of social norms (Luhmann,
1979; Wright, 2000). Erosion of trust and loss of resources can bring
a successful, complex society to the point of collapse (Tainter, 1988;
Diamond, 2005). For our own society, climate change poses an
existential threat. Meeting that threat will require serious amounts of
trust and cooperation, at a time when trust is being eroded.

6 REASONING WITH MODELS

Before returning to the problem of existential threats, we need to
consider how we make predictions and action decisions in a
world that is essentially infinitely complex. Neither we humans,
nor any conceivable computing device, can reason with the full
complexity of the physical and social world we inhabit.

Instead, we (ordinary people using common sense as well as
scientists and engineers) reason and make decisions using models
that identify a limited set of relevant factors.We treat all other factors
as negligible. When the relevant factors are well chosen, a simplified
model can efficiently draw conclusions, making predictions, plans,
and action decisions that are adequate for the purpose of the model.

The big question of model-building is which few aspects of the
unbounded complexity of the world should be explicitly included
in the model, omitting everything else. For inference to be
feasible, a model must have a small number of elements

(variables and constraints in the case of a numerical, algebraic,
or differential equation model; constants, variables, relations, and
sentences in case of a logical theory; other elements for other
types of models). Everything else is left out.

A model makes explicit a relatively small set of “known
unknowns”—the elements that are relevant to its predictions. The
values of some of these known unknownsmust be found and provided
as inputs; others are derived by inference within the model. The many
other aspects of the world not explicitly described in the model are the
“unknown unknowns.”3 For a well-constructed model, omitting the
unknown unknowns simply makes the model more efficient.

6.1 Deciding What to Do: Game Theory
How do we decide what to do in complex situations with multiple
motivated decision-makers and uncertain outcomes? Inspired by
recreational games, game theory is a powerful framework for
creating simple models of these complex situations and
interactions (Leyton-Brown and Shoham, 2008; von Neumann
andMorgenstern, 1953).4 The core idea behind game theory is that
each player selects the action that maximizes his own expected
utility, recognizing that the other players are doing the same. In
their seminal book defining game theory [(von Neumann and
Morgenstern, 1953), sect.3], von Neumann andMorgenstern show
that for any consistent set of preferences that an agent might have
over states in the state space, there is a real-valued utility function
such that the ordering of its values expresses the agent’s
preferences. Unfortunately, we do not have a guarantee that this
function is the same as the one provided in the problem statement.

In game theory, action selection by utility maximization is
defined as “rational.” As in economics and other disciplines, the
leading textbook in Artificial Intelligence states that “a rational
agent should choose the action that maximizes the agent’s
expected utility” [(Russell and Norvig, 2010), p.611].

With a good model, including an appropriate utility measure,
game theory can find optimal strategies responding to complex
situations, including the optimal choices of other players. Game
theory can be effective in real-world circumstances where the
stakes and the relationships among the participants are clear–for
example in economic interactions such as auctions.

For many decision problems, the game theorymodels–state and
action spaces, transition probabilities, and utilitymeasures–seem to
be clear and straight-forward translations of the problem
statement. Applying the power of game theory seems to be a

3A model buildermay knowingly and deliberately omit an aspect of the world from
a model, but that aspect is then unknown to the model itself, and very likely to the
model user, especially if that model user is an artificially intelligent creature.
Inferences with that model treat the missing aspects as invisible–they are
“unknown unknowns.”
4The state space describes the situations the game can be in, such as the board
position in chess and whose move it is; or in baseball, the scores, team at bat, balls
and strikes, and runners on bases. Each state has a set of possible actions, and a
probability distribution over the possible results of taking each action. Each player
has a utility value for each state in the state space, which represents that player’s
preference for that state of the game. A discount factor decreases the present value
of future rewards exponentially with time. The expected utility of an action taken in
a state is the probability-weighted average of the discounted utilities of all possible
future states following from this action.
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matter of plugging in the relevant values, computing expected
values, and identifying the maximum. Is this correct?

Unfortunately, bad models lead to bad results. The Prisoner’s
Dilemma (Figure 3) is famous because, using the straight-
forward model, utility maximization gives a poor outcome. A
number of other laboratory-scale games provide closely related
results, including the Public Goods Game (Rand and Nowak,
2013), the Ultimatum Game (Thaler, 1988), and the Tragedy of
the Commons (Hardin, 1968).

Generalizing the Trolley Problem, a Deadly Dilemma (Figure 4)
occurs when an agent is faced with two deadly alternatives. The
Moral Machine online survey experiment (Awad et al., 2018) probes
the nature of the utility function by which the agent selects the lesser
of the two evils. Human participants are shown simulated scenarios
where several passengers in an autonomous vehicle are speeding
toward several pedestrians on a narrow street. Its only options are to
hit the pedestrians, killing all of them, or to crash into a barrier,
killing all the passengers. Participants are given demographic
features of the potential victims and are asked which choice the
AV should make. Assuming that participants are maximizing
expected utility, the researchers infer the utilities they assign to
those demographic features.

7 THE DANGERS OF BAD MODELS

A good model provides a simplified description of the complex
world that can be used efficiently to accomplish the purpose of the
model. On the other hand, a bad model can make seriously wrong
predictions with unwarranted confidence, failing to predict genuine
threats or overlooking genuine opportunities. Particularly dangerous
cases occur when themodel’s predictions aremostly correct, earning
the user’s confidence, but the model is blind to unusual situations
where its predictions diverge strongly from reality.

7.1 The Problem of Unknown Unknowns
An important failuremode for amodel is to omit a factor that proves
to be important. This is the infamous “unknown unknown”—a
factor missing from the model whose absence is not even suspected,
but that leads to an importantly incorrect prediction.

You and your partner in crime have been captured, separated, and
each is offered this deal: “If you testify against your partner, you will go
free, and your partner goes to jail for 4 years. If neither of you testifies,
you each go to jail for 1 year, but if you both testify, you both get 3 years.”

Cooperating with your partner (action C) means refusing to
testify. Defecting (action D) means to testify against your partner.
The entries in this array are the utility values for (you, partner),
and they reflect individual rewards (years in jail).

No matter which choice your partner makes, you are better off
choosing action D. The same applies to your partner, so the Nash
equilibrium (the “rational” choice of action) is (D, D), which is
collectively the worst of the four options. To attain the much better
cooperative outcome (C, C) by choosing C, you must trust that your
partner will also choose C, accepting your vulnerability to your
partner choosing D.

This can be due to modeling error: without thinking about it, the
model-builder omits a factor that turns out to be important. For
example, in a model of health-care services, an insurance company
used cost of treatment as a proxy for severity of disease, failing to
recognize that the training data reflected historical racial biases, where
minority patients received less (and less costly) treatment for a given
severity of disease. For the same clinical evidence, the resulting model
categorized diseases as less severe inminority patients than inmajority
patients (Obermeyer et al., 2019).

FIGURE 3 | The Prisoner’s dilemma (Axelrod, 1984).
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This failure mode can also arise when a model that works well in
one regime is applied outside that regime, where a simplifying
assumption is no longer valid. For example, the effect of air
resistance is negligible in a model to predict the result of
jumping from my garage roof. But if I consider jumping from a
flying airplane, the model must include air resistance, or it will be
unable to predict the benefit of a parachute.

7.2 A Bad Model of the Prisoner’s Dilemma
As the Prisoner’s Dilemma (Figure 3) is presented, the translation
from story problem to game theory model seems straight-forward.
The choice of action is obvious: Cooperate or Defect. The utility
measure is obvious: number of years in prison. Utility maximization
clearly shows that Defect is the best choice for each player, nomatter
what the other player chooses. Shockingly, the outcome (D,D) from
this choice is the worst collective result.

More sophisticated games show that this problem generalizes
to larger numbers of players (the Public Goods Game (Rand and
Nowak, 2013)) and management of limited resources (the
Tragedy of the Commons (Hardin, 1968)).

The far better cooperative result (C, C) is available if each player
trusts the other, accepting vulnerability to the other’s defection.
However, game theory assumes that each player chooses actions
to maximize its own utility measure (as in recreational games). And
trust and trustworthiness are unknown, with no role in the utility
measure for this model.

If we change the model, adding a component to the utility
measure that reflects the player’s demonstrated trustworthiness
(say, +1 for C, −1 for D), then the payoff matrix (1) changes

and the best choice for each player is C, regardless of the other
player’s choice, so utility maximization within this improved
model gives the optimal outcome (C, C).

A reader might argue that the updated payoff matrix (2) no longer
represents the Prisoner’s Dilemma, but this is exactly the point.When
the payoff from the utility-maximizing choice is obviously worse than

available alternatives, then the model of the decision is likely to be
wrong. An unknown unknown (in this case trustworthiness) has been
omitted from the model. Changing the model improves the outcome.

Much effort has gone into designing models like the Repeated
Prisoner’s Dilemma (Axelrod, 1984), aiming to explain how
maximizing the expected utility of the future stream of rewards
can make the cooperative choice (C, C) into the optimum.
Unfortunately, these efforts have proved to be fragile, for example
giving different results for finite and infinite sequences of games, and
depending for tractability on repeating the same game. Getting
robust decisions for cooperation seems to require trustworthiness to
be an explicit element of the model, included in the utility function.

Some critics argue that a game theory model should include only
“objective” utilities such as money, mortality, or jail time, rather than
“character” or reputation attributes such as trustworthiness. However,
note that in a game like poker, expertise clearly includes the ability to
estimate an opponent’s character, such as willingness and ability to bluff.
A game theory model whose utility measure is based only on the
expected values of given hands of cardswill play poor poker. The need to
estimate trustworthiness in potential cooperative partners is analogous.

In general, an overly simple utility measure will treat
important concerns as negligible, leading to a bad outcome.

7.3 A Bad Model of the Deadly Dilemma
Likewise, as the Deadly Dilemma (Figure 4) is described, the
choice of action is obvious: kill the pedestrians or kill the
passengers. The utility measure also seems obvious, especially
in the light of the demographic information provided: quality and
quantity of lost life (not just number of deaths). As presented, the
scenario begins when the autonomous vehicle first senses the
pedestrians in its path, and recognizes that its speed and the
constrained environment requires it to choose to kill the
pedestrians or to kill the passengers. Both alternatives are
terrible, so the decision-maker must select the lesser of two evils.5

In our society, however, beginning drivers are taught situational
awareness: continuallymonitoring the environment and evaluating
whether their speed allows them to respond appropriately to
sudden developments.6 A better model for this decision would
include the “upstream decision point” where the environment
changes (e.g., the road narrows and loses shoulders), making the
vehicle’s speed excessive. At that point, the utility-maximizing
decision is to slow down to preserve the ability to make a safe
emergency stop in the future, in case a hazard is detected (See
Figure 5).

Suddenly facing a deadly dilemma, an individual driver (human
or AV) cannot go back in time to the upstream decision point. But

FIGURE 4 | The Deadly Dilemma (abstracted from Awad et al., 2018).

5The Moral Machine experiment (Awad et al., 2018) required participants to make
this choice in several different scenarios varying on demographic features for the
passengers and pedestrians including number, age, gender, social class, criminality,
and species. The researchers used the participants’ choices to determine the utilities
assigned to those demographic features as a function of the participants’ demographic
features including geographical region. The methodological validity and larger
significance of this experiment are quite controversial.
6A well-known question on written driving tests asks students to choose how to react
to a ball bouncing into the street in the path of their car. The correct answer is to
anticipate that a child could be following the ball, so the driver should slow or stop.
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an educator or an algorithm designer has the responsibility to
anticipate such problems, and ensure that the driver has the
situational awareness to detect the upstream decision point and
make the choice that avoids the deadly dilemma.

Some readers may argue that a Deadly Dilemma is possible, no
matter how unlikely, so an autonomous vehicle should be
programmed to make the “right choice” if that should happen.
At the point when such a tragic dilemma appears, there is no good
option; there is only the lesser of two serious evils. Only in the
larger model including the upstream decision point is there an
opportunity to make a choice resulting in a good utility value.
Therefore, the “moral” choice for the design of an autonomous
vehicle is to be prepared for a Deadly Dilemma, use the larger
model, recognize the upstream decision point, and choose the
option that avoids both evils.

7.4 Bad Models Can Target the Vulnerability
of Trust
In the Prisoner’s Dilemma, the desirable payoff of the cooperative
solution depends on each player trusting the other: accepting
vulnerability to defection, confident in the other’s choice to
cooperate. In the original model (1), with no utility for
trustworthiness, each player is tempted by the even higher
payoff from defecting on a trusting partner. However, the
symmetry of the game means that the tempting outcome is
lost, and both “rational” players do poorly.

When a player’s trust is violated, the victim’s trust for the
exploiter is lost, and can only be restored slowly, if at all. Even
worse, a reputation for being untrustworthymeans that the exploiter
will be offered fewer opportunities for cooperation in the future.
These are among the reasons why ethical and trustworthy behavior
can be considered “non-obvious self-interest.”

Moving beyond the individual to the society, a widespread
belief or custom that encourages exploitation results in
widespread loss of trust, discouraging cooperation, leading
to a tragedy of the commons (Hardin, 1968). This concern has
become mainstream, illustrated by a recent discussion in
CACM, the flagship journal of the Computer Science
professional association, of the need for regulating false and
polarizing posts on social media platforms.

“Yet moral hazard may not be a strong enough term to
describe what could happen. . . . another motivation for
platform businesses to self-regulate more aggressively is the
potential for a “tragedy of the commons.” This phrase
refers to a situation where individuals or organizations
narrowly pursue their own self-interest, as with moral
hazard, but in the process deplete an essential common
resource that enabled their prosperity to begin with. Think
of the native on Easter Island who cut down the last tree
from a once-bountiful forest to make a fire—and then left
everyone with an island that had no more trees. With
online platforms, we can view the essential common
resource as user trust in a relatively open Internet that
has become a global foundation for digital commerce and
information exchange.” [(Cusumano, 2021), p.17]

The erosion of trust can quite possibly lead, not just to
economic loss for the exploiters, but to an existential threat to
the society as a whole.

8 EXISTENTIAL THREATS TO HUMAN
SOCIETY?

Our society has grown enormously in size, wealth, complexity,
and quality of life over centuries (Pinker, 2018) and millenia
(Wright, 2000), due in part to our ability as humans to trust and
cooperate with each other, producing net gains in resources for
the society as a whole. However, growth and prosperity are not
inevitable. Indeed, a number of complex, thriving societies have
gone on to collapse due to factors such as overpopulation and
ecological disaster (Tainter, 1988; Diamond, 2005).7

Decreasing resources can make it more difficult for the society to
respond to threats or to take advantage of opportunities. Challenges
that were manageable in the past might become insurmountable.

The high-level description in Figure 1 of the roles of ethics,
trust, and cooperation in generating society’s resources suggests
that trust could be a critical point of vulnerability for a society. A
general societal failure of trust could decrease effective
cooperation, decreasing available resources.

Are there potential existential threats to our society? Yes, several.

8.1 Superintelligent AI
There are concerns about the possibility of an “intelligence
explosion” leading to the emergence of an uncontrollable
super-intelligent AI that could be an existential threat to
humanity. The intelligence explosion was initially
proposed by mathematician I. J. Good in 1965 (Good
et al., 1965), and explored by computer scientist Vernor
Vinge in 1993 (Vinge, 1993), philosopher Nick Bostrom in
2014 (Bostrom, 2014), and computer scientist Stuart Russell
in 2019 (Russell, 2019), among many others. Since artificial

FIGURE 5 | Identify an upstream decision point to avoid the Deadly
Dilemma.

7There is controversy about sudden societal “collapse” (McAnany and Yoffee,
2010), but general recognition that societies rise and fall, thrive and deteriorate at
various points in their history.
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intelligence today is a product of human intelligence,
attaining human-level AI could enable an exponentially
self-improving process, possibly resulting in an artificial
entity with super-human powers, incomprehensible and
uncontrollable by mere humans. Humanity could be
eliminated deliberately or by accident. Compelling
analogies are presented to the slow rise and sudden take-
off of exponential growth curves. Less attention is paid to
competing analogies with equally fundamental
mathematical phenomena such as the damping effects of
resource constraints, and limits to prediction due to sensitive
dependence on initial conditions.

Both fictional and non-fictional explorations of this
scenario suggest that the existential threat is not actually
“super-intelligence” but rather “super-power.” That is, the
existential threat follows from putting an AI system with
decidedly sub-human levels of intelligence in control of a
source of power that poses an existential threat, such as
nuclear weapons.

8.2 Oversimplified Capitalism
In its abstract ideal form, capitalism is a powerful form of societal
cooperation, harnessing feedback cycles among many production
and consumption decisions to allocate investment, produce
wealth, and distribute that wealth among stakeholding
members of society.

The original insight was that, under appropriate conditions, a
successful economic system need not depend on central
coordination to maximize everyone’s utility. As Adam Smith
wrote in 1776:

“It is not from the benevolence of the butcher, the brewer,
or the baker that we expect our dinner, but from their
regard to their own interest. We address ourselves, not to
their humanity but to their self-love, and never talk to
them of our necessities but of their advantages.” (Smith,
1776)

Those appropriate conditions include market-based
competition among many buyers and sellers, both concerned
with both quality and price, and all participants being small
relative to the size of the market. When this simplified model is
appropriate, negative feedback from producer and consumer
choices drives the system as a whole toward equilibrium states
that satisfy certain optimality critera.

One failure mode for this model occurs when a seller (e.g., of a
necessary product) or a buyer (e.g., an employer buying work)
dominates their part of the market, to the point where negative
feedback can no longer compel them to change their ways. This
can easily result in high monopoly prices and low captive-worker
wages. Marketplace rules are intended to prevent these
possibilities, but a sufficiently powerful player may find it
more profitable to manipulate the rules than to improve their
offering in the marketplace.

In an influential 1970 article (Friedman, 1970) titled “The
social responsibility of business is to increase its profits”, the
economist Milton Friedman argued that firms in a marketplace

should focus purely on profits, without concern for other
societal factors. Even when concern for the local community
is in the firm’s long-term best interest, Friedman criticized
action on that concern as “hypocrisy.” The fictional character
Gordon Gecko in the 1987 movie Wall Street expressed
Friedman’s position with his famous line, “Greed . . . is good!”
The reader should be reminded of the oversimplified Prisoner’s
Dilemma model (1) with a utility measure sensitive to years in
jail but not to trustworthiness, leading to poor decisions with
bad outcomes.

These ideas, treating non-financial aspects of the economy
(e.g., trust) as negligible, spread from economics and business to
the culture generally. Former President Ronald Reagan’s 1986
quote, “The nine most terrifying words in the English language
are: ‘I’m from the government, and I’m here to help’,” is an
explicit attack on the trustworthiness of government (Andersen,
2020).

Well-regulated capitalism is a valuable tool for cooperative
enterprise in society. But explicitly discouraging trust also
discourages cooperation, reducing resources and threatening
the long-term viability of the society.

8.3 Climate Change
Climate change is an existential threat to human society, and
possibly even to the human species. We’ve passed the “upstream
decision point” where a genuine solution might have been
possible, but mitigating the destructive impact of climate
change will require substantial cooperation among individuals
and nations. That cooperation will require trust, which involves
vulnerability. Given the global set of actors involved, it is safe to
assume that vulnerability will be exploited in some cases. To avoid
catastrophe, we will need resources, including trust and
cooperation. Can we do it? Nobody knows (Robinson, 2020;
Gates, 2021; Kolbert, 2021).8

9 CONCLUSION

As an AI researcher, I am concerned about the potential impact
of artificially intelligent systems on humanity. The focus of my
research has been on understanding the structure of knowledge
in commonsense foundational domains (space, dynamical
change, objects, actions, and now, ethics), including how this
knowledge is created, how it is learned, and how it might be
applied to solve tangible problems facing intelligent agents in a
complex world.

In the first half of this essay, I present an argument, based
on work by Tomasello (Tomasello, 2019), Richerson and
Boyd (Richerson and Boyd, 2005), Henrich (Henrich,
2016), Curry (Curry et al., 2016; Curry et al., 2019),
Buchanan (Buchanan, 2020), and others, that ethics is an
evolved body of cultural knowledge that serves to encourage

8Humanity has already faced the existential threat of nuclear weapons, capable of
destroying our civilization and possibly our species. Somehow, so far, we have
found ways to trust and cooperate well enough to keep this existential threat at bay.
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individual behavior that promotes the welfare of the society
(which in turn promotes the welfare of its individual
members). A high-level (and partial) representation of the
causal paths involved (Figure 1) suggests that trust plays a
key role in this process.

In the second half of the essay, I consider whether that key role
could be a bottleneck, even a vulnerability, exposing the society to
existential threats. This possibility depends on the fact that we
(humans, AIs, corporations, and governments) necessarily rely on
simplifying models to cope with the unbounded complexity of our
physical and social world. Well-formulated models are essential
tools. But when important unknown unknowns are omitted, poorly-
formulated models can draw dangerously wrong conclusions.

By selecting actions to maximize a utility measure, a well-
formuilated game theory model can be a powerful and valuable
tool. However, a poorly-formulated game theory model may be
uniquely harmful, in cases where the action it recommends
deliberately exploits the vulnerability and violates the trust of
cooperative partners. Widespread use of such models can erode
the overall levels of trust in the society. Cooperation is reduced,
resources are constrained, and there is less ability to meet
challenges or take advantage of opportunities.

We are experiencing a variety of social, economic, and political
forces that promote models that erode trust in our society and its
institutions and could result in resource limitations. At the same

time, humanity is facing the existential threat of climate change,
which will require material resources, as well as trust and
cooperation.

This argument about the critical importance of trust is not
only relevant to robots and other AI systems, important
though they may be. Like robots and AIs, corporate and
governmental systems make action decisions based on
formal representations of simplified models. Human
commonsense inference is also subject to errors due to
incorrectly simplified models, but most humans have the
capability of detecting and correcting model failures, a
capability seldom implemented in AI systems.
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