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Editorial on the Research Topic

New Techniques for Improving Climate Models, Predictions and Projections

INTRODUCTION

Complex climate models are the main tools used to make climate predictions and projections.
Despite decades of development, models are still imperfect and generations of models have shown
persistent mean-state biases such as the “double intertropical convergence zone (ITCZ).” Model
imperfections lead to drift and errors in near-term initialized climate prediction systems and
uncertainties in long-term future projections. Techniques such as bias correction and drift removal
have been developed to reduce the impact of model imperfection in the case of predictions.
Techniques such as emergent constraints and model selection have been used in projection
studies. Are these techniques adequate, could they be improved upon, or should the community
be investing their efforts into significantly improving the performance of climate models? Will
higher resolution bring greater accuracy? Are there new techniques which can significantly improve
climate predictions and projections?

The goal of this Research Topic was to explore new techniques for improving climate models,
climate predictions, and climate projections. The 11 articles that are appearing in this special issue
of Frontiers in Climate Predictions and Projections have together shown new avenues in improving
the forecasts and projections, and introduce us to new science and new forecast products.

DATA AND DATA ASSIMILATION

Amajor topic in data assimilation is the reduction of the drift of the model away from the estimated
observed state of the system. Volpi et al. introduce an innovative initialization technique to reduce
the initial drift through a quantile matching between the observed state at the initialization time,
and the model state distribution. The adjusted initial state pertains to the model attractor. Volpi et
al. find added value of the quantile matching initialization in the North Atlantic subpolar region and
over the North Pacific surface temperature as well as for the ocean heat content up to 5 years, and
improved predictive skill of the Atlantic Meridional Overturning Circulation and the barotropic
stream function in the Labrador Sea throughout the 5 forecast years.
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In satellite-based wind retrievals, accuracy is impaired due to
noise, while the maximal observable resolution is bounded by
the often sparse distribution of sensors. Schweri et al. applying
a neural network from numerical simulations on synthetic data
show that data recovery at high resolution and high quality can
be learned from simulation of physically realizable fluid flows.
The study indicates that the learning-based reconstruction is
especially powerful in handling large areas of missing or occluded
data, relative to traditional models for data recovery. The authors
demonstrate the usefulness of the method a real-world flow data
set retrieved from satellite imagery of stratocumulus clouds on
Guadalupe Island.

ARTIFICIAL INTELLIGENCE AND MACHINE

LEARNING (AI/ML) APPROACHES

Serifi et al. explore the capabilities of neural networks to
reconstruct high-resolution data from low-resolution weather
simulations and observations datasets. They investigate
supervised machine learning using multiple deep convolutional
neural network architectures to test the limits of data
reconstruction for various spatial and temporal resolutions, low-
frequent and high-frequent input data, and the generalization
to numerical and observed data. Climate data produced by the
COSMO regional climate model at 2.2 km during 2 months of
2008, and observations from Switzerland in 2004 at 1 km are
used. While slowly-changing information, such as temperature
can be adequately predicted through an error-predicting
network, these networks are far less suitable than deconvolutional
neural networks for the analysis of high-frequent fields like
precipitation due to poor learning performance.

AI/ML techniques also feature in Mitra who uses a
probabilistic graphical model, capable of a binary representation,
to identify the spatial distribution in the simulated daily rainfall
over the Indian landmass during monsoon in several Coupled
Model Intercomparison Project Phase 6 (CMIP6) models, and
compares the patterns with those from the observed rainfall
for the 2000–2014 period. The study suggests that some of the
CMIP6 models simulate the spatial distribution of monsoon
rainfall to a reasonable degree, but most models underestimate
extreme rainfall events, and are unable to reproduce the
homogeneity in rainfall across various regions of the landmass,
as observed.

CLIMATE PREDICTABILITY AND

PREDICTIONS

Looking at the predictability of the climate system, Ikuyajolu
et al. employ a computationally fast method to look at the
potential predictability of sea surface temperatures in the tropical
Pacific and Indian Oceans during boreal fall. The predictability
of the basins is controlled by two regularly varying non-linear
oscillations, the El Niño-Southern Oscillation (ENSO) and the
Indian Ocean Dipole (IOD). Using historical and RCP8.5 outputs
from several CMIP5 models and reanalysis data, the authors do
not find robust changes in predictability in future projections,

despite the discrepancies between the models and the reanalysis.
A brief investigation of the discrepancy in predictability in the
basin points to a poor representation of the ocean mean state and
inter-basin connectivity at the Indonesian Throughflow.

Also focussing on the predictability of climate variability,
Sahai et al. present the newest version of the IndiaMeteorological
Department multi-physics multi-model ensemble extended
range prediction system.While this system includes older options
of coupled climate forecast system version 2 and atmospheric
global forecast system forced with real-time bias-corrected sea-
surface temperature from NCEP coupled forecast system model
version 2, unlike the predecessor, the horizontal resolution
is “seamless,” i.e., the model forecasts are generated at T574
resolution till 15 days, after which, a coarser T382 resolution
is selected. In the newer version, model integrations are
performed six times in a month for real-time prediction. Analysis
of the 15 year-hindcast generated demonstrate appreciable
improvements over its predecessor in predicting the large-scale
low variability signal and weekly mean rainfall up to 3 weeks
lead, and importantly, better performance at subdivisional scales,
especially in the northwest and central parts of India.

On longer time scales, Feba et al. highlight considerable
advancement in the multi-year prediction and show, for the
first time, that decadal predictions from two general circulation
models have significant prediction skills for the IOD for at
least 2 years and up to 8–10 years after initialization. This
skill is present despite ENSO having a lead prediction skill of
only 1 year. The source of this multi-year predictability lies
in sub-surface signals that propagate from the Southern Ocean
into the Indian Ocean. Prediction skill for a prominent climate
driver like the IOD has wide-ranging benefits for climate science
and society.

Using the technique of event coincidence analysis,
Weidermann et al. decipher differential imprints of the East
Pacific (EP) and Central Pacific (CP)/Modoki flavors of ENSOs
on very low and very high seasonal precipitation patterns over
distinct regions across the globe. The authors find that EP periods
exhibit statistically significant event coincidence rates with
hydrometeorological anomalies at larger spatial scales, whereas
sparser patterns emerge along with CP periods. The study
documents, for the first time, distinct impacts such as increased
rainfall over Central Asia during CP periods. The authors argue
for a thorough distinction of El Niño and La Niña into their two
respective flavors for understanding the emergence of strong
regional hydrometeorological anomalies and anticipating their
associated ecological and socioeconomic impacts.

CLIMATE PROJECTIONS AND

UNCERTAINTIES

Clouds are important for feedbacks in the climate system, yet
their representation leads to considerable uncertainty in model
projections of climate change. Pathak et al. introduce an efficient
uncertainty quantification and Bayesian inference for cloud
parameters in order to assess the sensitivity of the outputs
of the NCAR Single Column Atmosphere Model to various
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parameterization schemes. The method involves using two
surrogate models that propagate uncertainty in test parameters
to model outputs. Their exercise, for example, shows that ∼40–
80% of the total variance of the climate variables can be attributed
to auto-conversion size threshold for ice to snow, ∼15–30% to
the fall speed parameter for stratiform cloud ice, and so on. The
study is valuable in quantifying the source of uncertainties in the
model physics.

Feedbacks between climate and the carbon cycle also represent
a major uncertainty in projections. Using a simple carbon cycle
model, and driving emulators of the temperature responses
of 41 Coupled CMIP6 emulators with 127 different emission
scenarios for the 21st century, Rypdal et al. find almost a
perfect linear relationship between maximum global surface
air temperature and cumulative carbon emissions, allowing
unambiguous estimates of Remaining Carbon Budget (RCB)
for each CMIP6 model. The range of these estimates across
the model ensemble provides a measure of the uncertainty in
the RCB arising from the range in climate sensitivity over this
ensemble. Rypdal et al. suggest that observational constraints
imposed on the transient climate response in the model ensemble
can reduce uncertainty in RCB estimate. They also show that
main uncertainty of the transient climate response to cumulative
carbon emissions and the associated RCB is not due to the spread
of the emission scenarios, but rather the spread of sensitivities
over the CMIP6 model ensemble.

Uncertaintiesmay be reduced by the application of constraints
on projections. The paper by Hegerl et al. discusses the
challenges in understanding the role of observations in skill
estimates and constraints, and using them consistently in
predicting and projecting changes in European climate. It
discusses constraints across prediction and projection methods,
their interpretation, and the metrics that drive them. These are
illustrated in this paper by examples of state-of-the-art methods
for predicting and projecting changes in European climate. The
authors study how the skill estimates may vary over time for
initialized predictions with different phases of climate variability
and climatic conditions, and are influenced by the presence
of external forcing. This, the authors state, complicates the
systematic use of observational constraints. They also suggest
that sub-selecting simulations from large ensembles based on
reproduction of the observed evolution of climate variations is
a good testbed for combining projections and predictions.

Improving climate predictions and projections is such a big
subject area within climate science that this Research Topic
could not cover all potential ways in which advances can be
made. Nevertheless, some interesting themes emerge. Blending
models with observations on climate time scales, and the use
of Artificial Intelligence and Machine Learning techniques, are
proposed routes for the creation of so-called “digital twins” of
the climate system. Such tools are intended to be more powerful
than our current models and can be better focussed on policy
questions. However, there is still much to be learnt about what
is predictable in the near term and how we can quantify and
reduce uncertainties in projections of long-term climate change,
these efforts are required even if efforts to limit the size of climate
change succeed, as there is already a requirement for societies
to adapt.
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The effects of El Niño’s two distinct flavors, East Pacific (EP) and Central Pacific

(CP)/Modoki El Niño, on global climate variability have been studied intensively in recent

years. Most of these studies have made use of linear multivariate statistics or composite

analysis. Especially the former assumes the same type of linear statistical dependency to

apply across different phases of the El Niño–Southern Oscillation (ENSO), which appears

not necessarily a justified assumption. Here, we statistically evaluate the likelihood of

co-occurrences between very high or very low seasonal precipitation sums over vast

parts of the global land surface and the presence of the respective EP and CP types

of both, El Niño and La Niña. By employing event coincidence analysis, we uncover

differential imprints of both flavors on very low and very high seasonal precipitation

patterns over distinct regions across the globe, which may severely affect, among

others, agricultural and biomass production or public health. We particularly find that EP

periods exhibit statistically significant event coincidence rates with hydrometeorological

anomalies at larger spatial scales, whereas sparser patterns emerge along with CP

periods. Our statistical analysis confirms previously reported interrelations for EP periods

and uncovers additional distinct regional patterns of very high/low seasonal precipitation,

such as increased rainfall over Central Asia alongside CP periods that have to our

knowledge not been reported so far. Our results demonstrate that a thorough distinction

of El Niño and La Niña into their two respective flavors could be crucial for understanding

the emergence of strong regional hydrometeorological anomalies and anticipating their

associated ecological and socioeconomic impacts.

Keywords: El Niño Southern Oscillation, precipitation, Central Pacific El Niño (El Niño Modoki), Central Pacific La

Niña, event coincidence analysis
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1. INTRODUCTION

The positive (El Niño) and negative (La Niña) phases of
the El Niño–Southern Oscillation (ENSO) are known to
be associated with wide-spread anomalies in the mean
hydrometeorological conditions at various distant parts of
the Earth. These long-ranged interactions are often referred
to as teleconnections (Trenberth, 1997; Neelin et al., 2003;
Domeisen et al., 2019). In this context, recent findings indicate
that there exist two distinct types or flavors of El Niño phases,
usually referred to as the East Pacific (EP) or canonical
El Niño and the Central Pacific (CP) El Niño or El Niño
Modoki (Ashok et al., 2007; Kao and Yu, 2009; Marathe et al.,
2015), respectively. It has been shown that these two flavors are
possibly associated with distinct hydrometeorological responses
in certain regions (Taschetto and England, 2009). Examples
include reduced rainfall over eastern Australia (Chiew et al.,
1998) or Southern Africa (Ratnam et al., 2014) only during
EP periods as well as increased precipitation over the tropical
regions of Africa (Preethi et al., 2015) or the western Indo-Pacific
Oceans (Weng et al., 2011; Feng and Chen, 2014) during
CP periods. The main reason for such differential responses
are different longitudinal positions of the strongest ENSO
related sea surface temperature (SST) anomalies in the tropical
Pacific Ocean alongside the different flavors, which results in
different modifications of large-scale atmospheric circulation
patterns (Ashok and Yamagata, 2009; Domeisen et al., 2019).

A similar discrimination into two types has been suggested

for La Niña phases as well (Kug and Ham, 2011), even though
their respective imprints on SST patterns seem less distinct than
for El Niño (Kao and Yu, 2009; Ren and Jin, 2011). It therefore
remains an open problem to provide further statistical and/or
dynamical evidence either in favor or against such a distinction

of different La Niña flavors in analogy to El Niño (Chen
et al., 2015; Zhang et al., 2015; Levine et al., 2016). Still,
differential hydrometeorological responses alongside specific La
Niña phases have recently been identified especially across the
Pacific (Shinoda et al., 2011; Magee et al., 2017; Song et al.,
2017; Hidayat et al., 2018), which provides good reason for
discriminating La Niña into two types as well.

Most previous studies (including those mentioned above)
on the teleconnective impacts of different ENSO phases and
flavors have either applied linear statistical tools, such as (partial)
correlation analysis (Diaz et al., 2001; Weng et al., 2011;
Preethi et al., 2015; Magee et al., 2017; Hidayat et al., 2018)
or empirical orthogonal function (EOF) analysis (Taschetto
and England, 2009), or investigated composites (i.e., mean
spatial patterns for a specific type of ENSO period) of the
corresponding climate observable of interest (Feng and Chen,
2014; Hoell et al., 2014; Song et al., 2017). Specifically, the
former methods share the common limitation of focusing on
linear or average interdependencies between ENSO and possible
response variables. At the same time, global climate change
has been projected to lead to an increase in the strength and
frequency of both, climate extremes (Easterling et al., 2000; Karl
and Trenberth, 2003) as well as extreme ENSO phases (Cai et al.,
2014, 2015). This calls for more systematically assessing possible

statistical as well as dynamical/mechanistic linkages between
these two findings (Allan and Soden, 2008). Accordingly, the
present work aims to identify and quantitatively characterize
spatial patterns of markedly wet/dry seasons that have an elevated
probability to co-occur with certain types (EP or CP) of ENSO
phases, following upon previous findings that ENSO can have
large-scale effects on rainfall patterns at both, global and regional
scales (Ropelewski and Halpert, 1987; Dai and Wigley, 2000).

Several strategies to distinguish East Pacific (EP) from Central
Pacific (CP) ENSO events have been proposed in the recent
past (Hendon et al., 2009). One prominent example is the
ENSO Modoki Index that is computed as weighted average SST
anomalies over three specific regions (165◦E to 140◦W and 10◦S
to 10◦N, 110◦W to 70◦W, and 15◦S to 5◦N, as well as 125◦E
to 145◦E and 10◦S to 20◦N) in the equatorial Pacific (Ashok
et al., 2007). Other approaches have used empirical orthogonal
functions (Kao and Yu, 2009; Graf and Zanchettin, 2012) or
combinations of the Nino3 and Nino4 indices (Hu et al., 2011;
Kim et al., 2011) to provide the desired categorization.

Wiedermann et al. (2016) recently compiled a synthesis of
eight previous studies that used either of the aforementioned
frameworks and identified several ENSO periods during
which these techniques proposed either ambiguous, mutually
inconsistent, or incomplete classifications, with certain ENSO
periods remaining entirely unassigned. In order to fill those gaps,
Wiedermann et al. (2016) proposed a new index based on spatial
correlation structures among global surface air temperature
anomalies, which can be conveniently studied in terms of the
transitivity of so-called functional climate networks (Tsonis et al.,
2006; Donner et al., 2017). This transitivity index confirmed
the flavors of all El Niños between 1953 and 2013 that
had been classified in mutual agreement across the existing
literature (Wiedermann et al., 2016). It also allowed to assign
types to those cases where former work yielded incomplete or
ambiguous categorizations and thereby provided a consistent,
comprehensive, and complete classification of the respective
flavors. Moreover, Wiedermann et al. (2016) showed that the
transitivity index also naturally distinguishes La Niña episodes
into two corresponding types, thereby providing a unique
advantage over other classification schemes that mainly focus
on El Niño phases alone. Even though the existing literature on
a discrimination of different La Niña periods is comparatively
scarce, the transitivity index confirmed the results of at least two
recent studies (Tedeschi et al., 2013; Yuan and Yan, 2013) and
again provides a consistent classification for years that previously
had types ambiguously or not all assigned (Wiedermann
et al., 2016). For both reasons, i.e., the comprehensiveness of
the classification and the ability to distinguish La Niña into
two types as well, we will directly use the classified periods
from Wiedermann et al. (2016) (see Table 1 for an overview) for
the purpose of our present study.

Based on this categorization of El Niño and La Niña
phases, we quantify the likelihood of simultaneous or time-
delayed co-occurrences of strong seasonal wet/dry anomalies at
a local scale across vast parts of the global land surface with a
certain type of ENSO phase. Specifically, we consider seasonal
precipitation sums for boreal fall (September–November, SON),
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TABLE 1 | Classification of ENSO periods according to Wiedermann et al. (2016)

on the basis of a comprehensive literature synthesis and a consistent classification

using the network-based transitivity index.

El Niño La Niña

East pacific Central pacific East pacific Central pacific

1957 1951 1964 1954

1965 1953 1970 1955

1972 1958 1973 1967

1976 1963 1988 1971

1982 1968 1998 1974

1997 1969 2007 1975

2015* 1977 2010 1984

1979 1995

1986 2000

1987 2001

1991 2011

1994

2002

2004

2006

2009

2014*

The given years correspond to the onset-year of each ENSO event such that, e.g., 1951

indicates the 1951/1952 El Niño event. Years marked with an asterisk are classified using

the same methodology as in Wiedermann et al. (2016) to extend the data to the period of

study considered in this work.

winter (December–February, DJF), and spring (March–May,
MAM) as key seasons of the developmental cycle of El Niño
and/or La Niña conditions. By contrast, we omit the boreal
summer season, even though large scale hydrometeorological
conditions during this season could still be distinctively affected
by different (approaching or withdrawing) ENSO phases. The
reason for this choice is that there are various cases where El
Niño and La Niña conditions occur in subsequent years so that
a unique attribution of anomalies to any of these two phases
would be hardly possible. In our present analysis, strong wet
(dry) anomalies will be defined as seasonal precipitation sums
exceeding the empirical 80th (falling below the empirical 20th)
percentile of the distribution of all values on record for a given
season and location.

To statistically quantify co-occurrences between different
types of ENSO phases and very wet/dry seasons, we employ event
coincidence analysis (ECA) (Donges et al., 2011, 2016). Put in
simple terms, ECA counts the fraction of events of one type
(here, some particularly wet/dry season at a certain location)
that coincide with those of another type (here, some type of
ENSO period) while, in contrast to other conceptually related
approaches like event synchronization (Quian Quiroga et al.,
2002; Malik et al., 2010; Boers et al., 2014), allowing for a precise
control of the relative timing between them (Wolf et al., 2020).
This statistical framework has already been successfully applied
to quantify the likelihood of climatic (extreme) events possibly
triggering certain ecological or socioeconomic responses, such
as extreme annual (Rammig et al., 2015) and daily (Siegmund

et al., 2016a) tree growth or flowering dates (Siegmund et al.,
2016b), the outbreak of epidemics (Donges et al., 2016) or armed
conflicts (Schleussner et al., 2016; Ide et al., 2020).

In the course of this work, we first evaluate significant event
coincidence rates for the canonical (EP) El Niño. This allows us
to demonstrate the consistency of our approach by comparing
the obtained spatial patterns with a variety of previously reported
results. We continue by studying co-occurrences between strong
seasonal precipitation anomalies and the so far less intensively
studied CP El Niño periods to highlight differences in their
teleconnectivity patterns as compared to their EP counterparts.
Ultimately, we also study La Niña periods and demonstrate
that the most remarkable large-scale spatial patterns of strong
seasonal rainfall anomalies non-randomly co-occurring with this
negative ENSO phase are associated with the corresponding EP
flavor. This finding suggests that in the light of recent discussions
on the existence of two distinct types of La Niña periods (Kao
and Yu, 2009; Kug and Ham, 2011; Ren and Jin, 2011; Zhang
et al., 2015), it is indeed meaningful to consider a global impact-
based distinction between one type that significantly affects
seasonal wet/dry patterns globally and another that exhibits less
spatially coherent impacts. Wherever appropriate, we also briefly
discuss possible ecological and socioeconomic consequences of
the identified seasonal precipitation anomalies.

2. DATA AND METHODS

2.1. GPCC Rainfall Data
We utilize gridded monthly precipitation data provided by the
Global Precipitation Climatology Centre (GPCC) at a spatial
resolution of 2.5◦ × 2.5◦ (Schneider et al., 2018). Since reliable
discriminations of El Niño and La Niña periods into their
respective EP and CP flavors are so far mainly available for the
second half of the twentieth century (Graf and Zanchettin, 2012;
Yuan and Yan, 2013; Wiedermann et al., 2016; Freund et al.,
2019), we restrict our analysis to the period from 1951 to 2016
(the most recent year in the GPCC data set). We derive separate
records for three seasons s by aggregating the precipitation
sums of the corresponding 3-month periods from September
to November (SON, 1951–2015), December to February (DJF,
1951/52–2015/16), and March to May (MAM, 1952–2016) to
cover all seasons associated with the 1951/52 El Niño and all
following ENSO phases while ensuring the same length of all
series. This results in three time series Pi,s(t) per grid cell i with
M = 65 annual values each. Note that the density of stations
fromwhich the GPCC data has been derived varies between 0 and
more than 100 per grid cell and year (Lorenz and Kunstmann,
2012), which generally results in a lower accuracy and reliability
of the data for those areas with only few stations (Rudolf et al.,
1994). We therefore consider only grid cells with at least one
station present for 95% of the study period in a specific season
s (SON, DJF, or MAM). In addition, we exclude those grid
cells where the average precipitation sum in a specific season
is below 3 cm (i.e., 1 cm per month) since this particular
choice of threshold ensures the exclusion of deserts from our
analysis (Chatterton et al., 1971; Houston, 2006; Thomas and
Nigam, 2018). Both preprocessing steps yield a total number of
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NSON = 1763, NDJF = 1, 610, and NMAM = 1, 736 valid grid cells
in SON, DJF, and MAM (see Supplementary Figure 5 for details
on the spatial distribution of valid grid cells).

We note that in the context of the present work, using 3-
month precipitation sums provides information fully equivalent
to that obtained when using the 3-month standardized
precipitation index SPI-3 (Guttman, 1999; Svoboda et al., 2012),
which is a solely precipitation-based characteristic commonly
employed in drought-related studies. Specifically, SPI-3 values
can be derived by a sophisticated monotonic transformation of
the 3-month precipitation sums, which does not change the rank
order of the values and, hence, the timing of the events considered
in this study.

2.2. Classification of ENSO Periods
We use the classification of East Pacific (EP) and Central
Pacific (CP) flavors of recent El Niño and La Niña episodes
from Wiedermann et al. (2016) (Table 1). This classification
has been based on a comprehensive literature review of eight
(two) studies that distinguished certain El Niños (La Niñas)
between 1953 and 2010 into their two respective types. Based
on this compilation, Wiedermann et al. (2016) identified 11
ENSO periods for which previous works yielded mutually
consistent results and another 10 periods for which (a subset)
of previous studies yielded incomplete, ambiguous, or mutually
inconsistent classifications.

In order to achieve a consistent and comprehensive
classification of both, El Niño and La Niña flavors, including
also the ENSO periods without previous consensus,Wiedermann
et al. (2016) introduced the so-called transitivity index, which
reflects distinct characteristics (in terms of abundance and
localization) of ENSO’s teleconnections during EP and CP
periods (Radebach et al., 2013; Wiedermann et al., 2016). In
brief, this index is obtained from 1-year sliding-window lag-
zero absolute correlation matrices between time series at all
pairs of grid cells in the global daily surface air temperature
anomaly field (Kistler et al., 2001). Themost relevant information
of these matrices is contained in the 0.5% strongest absolute
correlations (Donges et al., 2009; Radebach et al., 2013;
Wiedermann et al., 2016), yielding thresholds for each considered
time window below which the matrix coefficients are put to
zero. The thus obtained sparse matrices are then considered
as weighted adjacency matrices of so-called functional climate
networks (Donges et al., 2009; Radebach et al., 2013;Wiedermann
et al., 2016) with positive entries indicating a strong statistical
relationship between climate variability in two grid cells. The
transitivity index (Newman, 2003; Antoniou and Tsompa, 2008)
then describes the degree to which such strong relationships
among triples of grid cells are transitive, i.e., the fraction of
cases in which connections between two pairs (i, j) and (i, k)
of grid cells sharing a common member are accompanied
by a third connection between the remaining pair (j, k). In
order to provide a representative property, this fraction is
further weighted by the respective cell-sizes and strengths
of the involved links, i.e., the corresponding values of the
absolute cross-correlation (Saramäki et al., 2007). The transitivity
index quantifies the (dispersed or localized) spatiotemporal

distribution of links in the climate network and directly reflects
distinct characteristics in the temporal evolution of spatial
autocorrelations and global teleconnections that are unique to
specific ENSO flavors (Radebach et al., 2013; Wiedermann et al.,
2016).

Given the presence of either El Niño or La Niña conditions
as indicated by the Oceanic Nino Index (ONI), the transitivity
index then indicates EP phases by a strong peak co-occurring
with the respective ENSO period. By contrast, CP phases can be
identified by the absence of such a transitivity peak with values of
the index close to its baseline (see Wiedermann et al., 2016 for a
comprehensive description and interpretation of the framework
as well as all necessary mathematical details).

The transitivity index confirmed the classification of all
11 consistently reported El Niño periods from earlier works
and additionally provided a comprehensive classification for
those periods that were previously classified inconsistently or
incompletely. While most other recent approaches for classifying
ENSO flavors were mostly tailored to El Niño events, the
transitivity index also provides a consistent classification of La
Niña periods (Wiedermann et al., 2016), thereby making it
particularly useful for our present study.

In total, Wiedermann et al. (2016) identified six EP El Niño
and sixteen CP El Niños between 1951 and 2014, which is
largely consistent with a recent study by Freund et al. (2019) that
used objective supervised machine learning to obtain a similar
discrimination. Similarly, Wiedermann et al. (2016) found seven
EP La Niñas and 11 CP La Niñas. Since Wiedermann et al.
(2016) only provide classifications for all ENSO periods prior
to the year 2014, we apply their methodology to extend the
event categorization to our present study period. We specifically
identify the 2014/2015 and 2015/2016 El Niño periods as CP and
EP types, respectively, which is again consistent with the recently
proposed classification by Freund et al. (2019). An overview of all
ENSO periods and types that are ultimately used in this study is
given in Table 1.

Based on the classification in Table 1, we create binary
indicator time series for the four different ENSO phases (see
Figure 1), e.g., an EP El Niño series XEPEN(t) with XEPEN(t) = 1
if t marks the onset-year of an EP El Niño and XEPEN(t) = 0
otherwise (solid lines in Figure 1A). Correspondingly, we obtain
the event series XCPEN(t) for CP El Niños (dashed lines in
Figure 1A). The same procedure is applied to La Niña periods,
resulting in two event series XEPLN(t) and XCPLN(t), respectively
(Figure 1B).

2.3. Data Preprocessing
We identify years with seasons s (DJF, SON, or MAM, see above)
exhibiting extraordinary high or low precipitation amounts
from the corresponding time series Ps,i(t) for each grid cell
i, individually. Specifically, we consider values above (below)
the 80th (20th) percentile p+s,i (p

−

s,i) in each of the time series
Ps,i(t) as extraordinary high (low) seasonal precipitation sums
(Figure 2A). We choose these particular thresholds to ensure
the presence of a sufficient number of particularly dry and wet
seasons that is comparable with the number of different types
of ENSO periods in the considered study period. It has been
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FIGURE 1 | (A) Event series XEPEN of East Pacific (solid lines) and XCPEN of Central Pacific (dashed lines) El Niños according to the classification in Wiedermann et al.

(2016) and Table 1. (B) The same for La Niña periods.

FIGURE 2 | (A) Exemplary seasonal precipitation time series Ps,i (t) (colored bars) as well as corresponding thresholds p+si and p−si computed as the 80th and 20th

percentile of Ps,i (t), respectively. Precipitation signals above p+si (blue bars) are considered very wet while those below p−s,i (red bars) are considered very dry for the

subsequent analysis. (B) The two corresponding event series P+

s,i (t) and P−

s,i (t) with P
±

s,i (t) = 1 if a corresponding event occurs at time t and P±

s,i (t) = 0 otherwise.

checked that the results obtained in this work do not change
qualitatively if more restrictive or loose thresholds are applied
(see Supplementary Material for details).

According to these considerations, we obtain six binary
(indicator) time series P±s,i(t) for each GPCC grid cell i,

P±s,i(t) = 2(±Ps,i(t)∓ p±s,i), (1)

where P+s,i(t) = 1 (P−s,i(t) = 1) indicates the presence of a very
high (very low) seasonal precipitation sum at grid cell i
during season s in year t (Figure 2). By following the above
procedure, no further deseasonalization of the precipitation data
is necessary, since the grid cell specific seasonality of precipitation
is already taken into account. Furthermore, the events are defined
for each grid cell independent of all the others, which means that
the specific characteristics of rainfall variability and strength at

one location do not influence the definition of events at other
locations as it would be the case when considering, e.g., a global
(location-independent) threshold for seasonal precipitation.

2.4. Event Coincidence Analysis
Event coincidence analysis (ECA) is a statistical tool that
quantifies the empirical likelihood of co-occurrences of events
in two series (Donges et al., 2011, 2016; Rammig et al., 2015).
To complement other conceptually related approaches like event
synchronization (Quian Quiroga et al., 2002; Malik et al.,
2010; Boers et al., 2014), ECA has been developed based on
analytical considerations on paired point processes and combines
a precise control of the relative timing of (instantaneous or
mutually lagged) events that are considered synchronous with
analytical confidence bounds on the obtained event coincidence
rates (Donges et al., 2011, 2016). Both aforementioned features
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provide some considerable benefit of ECA in the specific
context of the present work not shared by other similar
methods. Particularly the precise control of the relative timing
between events (along with the specific ability to chose a global
coincidence interval; Wolf et al., 2020) is crucial for our analysis.
It ensures that the we only consider precipitation anomalies
that occur simultaneously (for SON or DJF) or exactly a year
subsequent (for MAM) to the onset of a respective ENSO phase.

In the context of our work, ECA provides for each grid cell the
fraction (called event coincidence rate) of EP/CP ENSO periods
that co-occur with very high or low precipitation sums in SON
or DJF of the same year or MAM of the year following the onset
of an El Niño or La Niña phase. Hence, the event coincidence
rate ECR±s,i,• for one pair of ENSO and precipitation event series
is given by

ECR±s,i,• =

∑
t X•(t)P

±

s,i(t − τ )
∑

t X•(t)
. (2)

Here, X•(t) represents one of the four time series indicating the
presence of EP and CP flavors of El Niño and La Niña (see above).
While interpreting t as the calendar year, the offset τ reads τ = 0
for SON and DJF and τ = 1 for MAM.

Note, that our present analysis studies so-called trigger
coincidence rates (Donges et al., 2016) that quantify the likelihood
of a given ENSO period and phase to be followed by a specific
strong/wet precipitation signal. In contrast, a complementary
definition of ECR (denoted precursor coincidence rate; Donges
et al., 2016) would address the inverse problem of quantifying
likelihoods that a given precipitation event (that could arise
through a variety of conditions and drivers) is preceded by a
specific ENSO period and phase. However, since our present
work only considers instantaneous coincidences (see Donges
et al., 2016 for details), i.e., coincidences between events in the
same ENSO period, the two types of coincidence rates only differ
in their normalization [i.e., the denominator of Equation (2)].
They therefore provide essentially similar information, except
for possible differences in the associated statistical significance
resulting from different numbers of events (i.e., different
sample sizes).

To assess the statistical significance of the empirical event
coincidence rates, we assume both involved event sequences to
be distributed randomly, independently and uniformly (Donges
et al., 2011, 2016). A corresponding p-value is derived analytically
from the probability distribution of event coincidence rates
that would occur by chance only. We consider an empirical
event coincidence rate as statistically significant if its associated
p-value is smaller than a confidence level of α = 0.05
(Donges et al., 2016).

3. RESULTS

3.1. Seasonal Wet/Dry Patterns and EP El
Niño
We first investigate co-occurrences of EP El Niño periods
and very wet/dry seasons. Figures 3A,C,E highlight areas with
significant event coincidence rates between EP El Niños and very

dry (red squares) and wet seasons (blue squares) in SON, DJF,
and MAM, respectively.

During those SON seasons that correspond to the developing
stages of EP El Niños, we find an elevated probability of very dry
conditions over Indonesia, the Philippines, and the southwestern
Pacific Islands as well as over northern South America and
the northern Amazon Basin (Figure 3A). Droughts in the latter
region have been previously linked to an increased risk of
biomass loss in the Amazonwhich normally serves as a long-term
carbon sink (Phillips et al., 2009; Lewis et al., 2011).

For the same season (SON), we also observe an increased
likelihood of very wet conditions along the west coast of
North America (Figure 3A). Similarly, unusually wet conditions
frequently emerge over Ecuador and southeastern South America
in SON and DJF (Figures 3A,C). We further observe more
spatially confined regions with wet conditions over parts of
the Chilean Andes in SON (Figure 3A), which may result
in an increased risk for the occurrence of floods in this
area (Bookhagen and Strecker, 2012; Boers et al., 2014). All these
observations agree well with previous studies (Diaz et al., 2001).

Coinciding with EP El Niños, we also observe more frequent
wet conditions over the Mediterranean region and East Africa
during SON (Figure 3A), both of which have been previously
reported in local case studies (Camberlin et al., 2001; Shaman
and Tziperman, 2010). The observed tendency toward very dry
conditions in southwestern Africa during DJF (Figure 3C) has
also been reported recently (Hoell et al., 2014).

For MAM seasons, we observe pronounced large-scale
patterns of significant event coincidence rates between EP
El Niños and low precipitation sums in Northeast Brazil
(Figure 3E), which is consistent with previous studies (Kane,
1997). Furthermore, the dry conditions over the Philippines that
are observed during SON (see above) and DJF also persist into
the MAM season (Figure 3E). In addition, strong MAM rainfall
occurring alongside EP El Niños is most prominently observed
in the southeastern United States, which is again consistent with
previous works that used composite analysis to determine North
American weather patterns associated with El Niño conditions
(Ropelewski and Halpert, 1986).

Taken together, the results of ECA are overall in good
agreement with previously reported interrelations between
El Niño and global precipitation patterns, which have mostly
been identified using linear statistical tools such as correlation
analysis (Camberlin et al., 2001; Phillips et al., 2009), principal
component analysis (Diaz et al., 2001), or composites based
on seasonal averages (Shaman and Tziperman, 2010; Hoell
et al., 2014). Thus, we conclude that the application of ECA
to unveil strong ENSO related hydrometeorological anomalies
provides consistent results when compared to previous studies.
Our results also imply that strong responses of seasonal
precipitation to canonical (EP) El Niño conditions show similar
spatial patterns as the average statistical interdependency
between ENSO-related indices and the corresponding
hydrometeorological observables. However, we note that
most previous studies have not discriminated between the
two El Niño flavors. Thus, the agreement between our results
for EP El Niños and the existing literature suggests that the
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FIGURE 3 | Statistically significant event coincidence rates (ECR) between EP (A,C,E) and CP (B,D,F) El Niños and very dry (red squares) or very wet (blue squares)

conditions for the three seasons SON, DJF, and MAM. Dry/wet periods are defined by seasonal precipitation sums below/above the 20th/80th percentile of all years

from 1951 to 2016. Only significant clusters of at least two adjacent grid-cells are shown. Different shades of red/blue indicate increasing magnitudes of significant

ECR between the respective El Niño events and strong/weak seasonal precipitation. Yellow areas indicate grid cells with non-significant event coincidence rates.

White areas over land indicate insufficient quality of the GPCC dataset (i.e., grid cells excluded from our analysis).

previously observed (linear) effects might be dominated by
the (on average stronger; Kug et al., 2009; Huang et al., 2016)
EP events.

3.2. Seasonal Wet/Dry Patterns and CP El
Niño
Next, we focus on very high and low seasonal precipitation
along with the so far less intensively studied CP El Niño (cf.
Figures 3B,D,F). We first discuss those regions that display
significant event coincidence rates for EP El Niños (see above) but
not for the corresponding CP periods. Notably, very dry seasons
over tropical South America that frequently co-occur together
with EP El Niños are markedly less prominent for CP El Niños
during DJF (Figure 3D) and do not display any significant event
coincidence rates at all in SON (Figure 3B). The latter also holds
true for very wet seasons along the western coast of Central and
North America that have been observed for EP El Niños. In the
same manner, the wet SON patterns over southern China, the
Mediterranean, and East Africa frequently co-occurring with EP
El Niños in SON do not exhibit significant coincidence rates with
CP El Niños (Figure 3B).We further note, that the large-scale dry

events over Indonesia observed along with EP El Niños during
SON become less spatially coherent for CP El Niños (Figure 3B).
For MAM, the wet patterns over the northern Iberian peninsula
that are observed for EP El Niños cannot be identified for CP El
Niños (Figure 3F).

While the aforementioned observations indicate decreased or
weakened impacts of CP El Niños in comparison with the EP
flavor, we also observe new additional patterns of significant
event coincidence rates that are not present during EP El Niños
but emerge only along with CP periods. Most notably, very
dry conditions become more likely along Australia’s east coast
during SON (Figure 3B). Such hydrometeorological anomalies
could thus result in severe impacts on river ecosystems and
agriculture in that region (Leblanc et al., 2012). In particular,
marked drought phases in Eastern Australia are likely to cause
a cascade of low river inflows, general water scarcity and
large scale floodplain forest mortality as well as an increase
of toxicity in the surrounding lakes (Leblanc et al., 2012).
These natural hazards can have substantial effects on agricultural
production in terms of a severe reduction in irrigated crop yields
(van Dijk et al., 2013).
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FIGURE 4 | Same as Figure 3, but for the two types of La Niña.

In addition to reduced rainfall responses, significant event
coincidence rates with very wet conditions are found over
southern Chile pointing toward increased rainfall during CP
El Niños as compared to their canonical counterparts. In DJF
months coinciding with CP El Niño periods, we observe the
emergence of new wet patterns over Central Asia well as a dry
pattern over the north of Peru and Ecuador (Figure 3D). Finally,
we observe a pronounced dry pattern over Southeast Africa in
MAM (Figure 3F).

Generally, we note lower event coincidence rates between
seasonal wet/dry conditions and CP El Niños as compared to
EP periods (compare Figures 3A,C,E and Figures 3B,D,F). This
might be partly explained by the larger of number of 17 CP events
as compared to 7 EP events over the considered study period
which is consistent with previously reported frequencies of the
two flavors (Hendon et al., 2009; Graf and Zanchettin, 2012;
Preethi et al., 2015; Wiedermann et al., 2016). In addition, recent
studies suggest that CP El Niños might be further discriminated
into two subtypes based on their specific impacts on Pacific
rainfall and the modes of the Indian Ocean dipole (Wang and
Wang, 2013, 2014; Wang et al., 2018). Along those lines, future
work should therefore investigate whether the comparatively

lower significant event coincidence rates between CP El Niños
and strong/weak seasonal precipitation can indeed also be
attributed to the presence or absence of any of these two
possible subtypes.

3.3. Seasonal Wet/Dry Patterns and EP/CP
La Niña
Ultimately, we perform the same analysis as above for La
Niña periods. For the EP, i.e., canonical, La Niña phases
(Figures 4A,C,E) we again find various patterns that have already
been reported in previous studies. Specifically, during SON
coinciding with EP La Niñas (Figure 4A), we recapture an
increased probability for very wet conditions over Australia
and Indonesia (Arblaster et al., 2002) and exceptionally dry
conditions in southern Europe (Pozo-Vázquez et al., 2005) and
the south of Brazil and Uruguay (Ropelewski and Halpert,
1996). We further observe significant event coincidence rates
for dry seasons in the Middle East contrasted by more intense
than normal rainfall over central Europe. For DJF, our analysis
confirms previous findings of very wet conditions over South
Africa and dry episodes over West Africa (Nicholson and Selato,
2000) (Figure 4C), the latter having been previously linked to
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potential agricultural losses (Karpouzoglou and Barron, 2014)
and considerable health risks in that specific area (Rataj et al.,
2016). We further observe a prominent seasonal precipitation
dipole with dry conditions over Mexico and elevated rainfall
over southwestern Canada. The latter has become an important
aspect of local water resourcemanagement (Lute andAbatzoglou,
2014), but together with increasing air temperature and
more frequent storms also poses the threat of landslides in
corresponding coastal areas (Guthrie et al., 2010). For MAM
seasons associated with EP La Niñas, we observe a tendency
towards strong rainfall over the Amazon (Rogers, 1988) and parts
of Northern Australia (Arblaster et al., 2002) and the Philippines
(Figure 4E).

In contrast to the wide-spread spatially coherent wet/dry
anomaly patterns observed for EP La Niña periods, we find
much fewer spatially extended structures along with CP La Niñas
(Figures 4B,D,F). Most prominently, we recover previously
reported wet conditions over parts of Australia in SON (Arblaster
et al., 2002; Cai and Cowan, 2009) (Figure 4B). Additionally,
we uncover strongly reduced rainfall over Florida in DJF
(Figure 4D), and over the United Kingdom, Ireland and
the west of Kazakhstan in MAM (Figure 4F). In summary,
we observe that CP La Niñas co-occur with less spatially
coherent precipitation responses as compared to their canonical
counterparts. We also note that event coincidence rates
between La Niña and seasonal wet/dry precipitation signals are
quantitatively more similar across EP and CP periods than El
Niño (cf. Figures 4A–F), which could be partly explained by the
comparatively lower difference between the total number of 8
EP and 12 CP La Niña events. In addition, future work should
again investigate the potential for further discriminating CP La
Niñas into two distinct subtypes in analogy to El Niño (Wang
and Wang, 2013, 2014; Wang et al., 2018). Such an approach
would possibly allow us to attribute significant event coincidence
rates between CP LaNiña and strong/weak seasonal precipitation
signals to the presence or absence of a certain event type and help
explain the different magnitude in significant event coincidence
rates observed in Figure 4.

4. DISCUSSION AND CONCLUSIONS

We have carried out a detailed analysis of ENSO imprints in
global patterns of very wet/dry seasons over land. Specifically, we
distinguished both, El Niño and La Niña, into two distinct flavors
(East Pacific and Central Pacific) by utilizing a classification based
on an extensive literature review paired with the assessment of a
recently proposed complex network-based index (Wiedermann
et al., 2016). From this classification, we obtained event series
describing the occurrence-times of the four distinct types
of ENSO. Strong seasonal precipitation anomalies have been
obtained from the globally gridded GPCC rainfall data set by
identifying seasons with precipitation sums above the empirical
80th (below the empirical 20th) percentile of all values for a given
grid point as very wet (very dry) periods. This definition follows
the spirit of the 3-month aggregate standardized precipitation
index (SPI-3), which just provides a monotonic rescaling of

seasonal precipitation sums according to the local distributional
characteristics of seasonal rainfall. Accordingly, our results can
be interpreted in terms of seasonal drought characteristics.
Modifying the considered thresholds for defining very wet/dry
seasons within reasonable ranges did not qualitatively alter the
results reported in this work (see Supplementary Material).

We have then employed event coincidence analysis (Donges
et al., 2016; Siegmund et al., 2016a) to identify grid points
with significant event coincidence rates between different
types of ENSO phases and very high or low seasonal
precipitation sums. Our analysis confirmed that previously
observed interrelationships based on linear correlation or
composite analysis in many cases also apply to the timing of
events corresponding to the tails of the probability distributions
of seasonal precipitation sums. In addition, we identified further
patterns of very wet/dry conditions with elevated probabilities
alongside different ENSO types, which have to our best
knowledge not been described so far. These include increased
rainfall over Central Asia during CP El Niños contrasted by
rainfall reduction over the same area during CP La Niñas
(compare also Figures 5B,D) which implies that for such cases
standard (linear) statistical methods seem to be insufficient to
unveil the underlying interrelations of events. Moreover, our
present analysis demonstrates that even though a general linear
relationship between ENSO and precipitation might be relatively
weak or even absent for a given region, dry periods or very wet
seasons can still be possible consequences of the presence of
certain ENSO phases. At the same time we observe that several
previously reported links between ENSO and global precipitation
patterns mostly apply to EP ENSO flavors as far as particularly
wet/dry seasons are concerned.

We found that the CP flavor of El Niño (and in parts
also that of La Niña) significantly, i.e., non-randomly, co-
occurs alongside wet/dry seasonal precipitation signals at lower
event coincidence rates which might in parts be explained by
the more frequent occurrence (Hendon et al., 2009; Graf and
Zanchettin, 2012; Preethi et al., 2015; Wiedermann et al., 2016)
compared to its EP counterpart. This finding also suggests that
the absolute number of event coincidences [i.e., the numerator
in Equation (2)] between EP or CP ENSO periods with wet/dry
seasonal precipitation per grid-cell might be of rather comparable
size over the period of study, an effect that should be investigated
more thoroughly in future research. In addition, recent studies
suggest that the CP El Niño can be further discriminated into two
types with distinct imprints on precipitation signals especially in
the Indo-Pacific area (Wang and Wang, 2013, 2014; Wang et al.,
2018). Future work should hence investigate if the comparatively
lower significant event coincidence rates between CP El Niño and
wet/dry seasonal conditions can potentially be attributed to the
presence or absence of a further subtype of CP El Niño. Since
El Niño and La Niña show a large degree of symmetry in terms
of their frequency and potential for discrimination into different
types (Ashok et al., 2007; Kao and Yu, 2009; Hidayat et al., 2018),
a similar analysis could also be performed for La Niña as we
found lower, yet significant, event coincidence rates for the CP
flavor of ENSO’s negative phase as well.
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FIGURE 5 | Schematic summary of the results presented in this work. Shaded areas indicate major regions in which very high/low seasonal precipitation sums show

significant event coincidence rates with EP (A,C) or CP (B,D) El Niño (A,B) or La Niña phases (C,D).

Along those lines, our analysis provides a complementary
impact oriented view on the recently raised question whether
it is actually (statistically and/or dynamically) meaningful to
distinguish La Niña into two types in a similar fashion as
El Niño (Kug and Ham, 2011). While some previous studies
advocated for such a distinction (Ashok and Yamagata, 2009;
Kao and Yu, 2009), others argued that based on correlation
analyses between La Niña related SST patterns there is a lack
of evidence for the existence of two distinct types (Kug et al.,
2009; Ren and Jin, 2011). Contributing to this discussion,
Wiedermann et al. (2016) already demonstrated that according to
the transitivity index of ENSO’s global teleconnections it is indeed
meaningful to provide a discrimination of La Niña periods
into two flavors in close analogy to El Niño. Complementing
recent findings on differential hydrometeorological conditions
alongside potentially distinct La Niña flavors (Shinoda et al.,
2011; Magee et al., 2017; Song et al., 2017; Hidayat et al.,
2018), our results further demonstrate that seasonal wet/dry
patterns accompanied by EP La Niñas are generally more likely
to arise in a spatially coherent way than such observed along
with CP periods (Figure 4). The same finding also applies to
El Niño periods, which highlights that there exists a certain
symmetry between both types of ENSO phases not only in
the spatial SST anomaly patterns of El Niño and La Niña
themselves, but also with respect to their effects on global
precipitation patterns. Thus, from an impact oriented point of
view, our work provides further evidence in favor of a distinction
between two flavors of La Niña indicated by the presence or
absence of very wet/dry regional conditions along with either
of the two types of ENSO conditions. In other words, from the
viewpoint of event based statistics (and therefore not necessarily

in agreement with results based on linear correlations) it appears
not only reasonable, but actually relevant to discriminate La
Niña into two types in a similar way as common for El
Niño periods.

In conclusion, our analysis provides a detailed and global
overview on the large-scale differential imprints of different
ENSO phases and flavors in the emergence of very wet/dry
seasons. All findings reported in this work are ultimately
summarized in Figure 5, which highlights schematically themain
regions where the four different types of ENSO show large
scale patterns of significant event coincidence rates with very
high/low seasonal precipitation. Especially with respect to the
CP flavors we find a variety of regions [such as (northern)
Australia or southern Africa] where El Niño and La Niña show
opposite impacts in terms of wet/dry seasons (Figures 5B,D).
In addition, we observe that both flavors of one ENSO phase
can also display similar impacts over the same regions, such as
reduced precipitation over Australia or south-east Asia for EP
and CP El Niños (Figures 5A,B) or enhanced precipitation over
Australia or northern South America for EP and CP La Niñas
(Figures 5C,D). We further uncover unique signatures that are
only observed for a single type, e.g., reduced precipitation over
northern India and the Middle East for EP (and not CP) La Niñas
(Figure 5C). The general trend toward less significant clusters of
large-scale coincidences between ENSO and very wet/dry seasons
along with CP periods is observable for both, El Niño and La
Niña, as well (c.f. Figures 5A,B and Figures 5C,D). Our results
thus demonstrate that a thorough discrimination of ENSO can
be crucial for properly anticipating strong regional and seasonal
hydrometeorological anomalies since its differential impacts may
not only vary depending on the presence of El Niño and La Niña
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conditions but are additionally modulated by their respective EP
and CP flavors.

5. PERSPECTIVES AND OUTLOOK

Future work should further apply the statistical concepts used
in this work to also study ENSO related imprints on other
climate variables (e.g., surface air temperature) as well as
corresponding effects on socioeconomically and ecologically
relevant observables like agricultural yields or water availability.
This also implies that if the specific flavor of a developing El Niño
or La Niña was to be detected early enough, possible threats like
droughts or elevated flood risks, as well as their ecological and
socio-economic consequences, could be better anticipated.

Since reliable predictions of EP or CP types of ENSO are
scarce, the framework surrounding our present analysis has the
potential to serve as an indirect early classification scheme of
such periods based on observed globally distributed impacts.
Specifically, the observation of early strong/weak climate signals
either in SON or the presently ignored boreal summer (June–
August, JJA) season of the onset year could be employed to assess
the likelihood of approaching an ENSO phase with a specific
flavor. Here, ECA could be used to analyze probabilities for
specific types of seasonal climate anomalies—that could arise
through a variety of conditions and drivers—to be preceded
by certain ENSO periods and flavors (using so-called precursor
event coincidence rates; Donges et al., 2016, see section 2.4).
Such assessments would complement the estimation of trigger
coincidence rates (Donges et al., 2016) at which a specific ENSO
flavor is followed by a certain precipitation response as studied in
our present work. The corresponding impact-based classification
of ENSO periods could then be used to systematically estimate
probabilities of potentially upcoming later (DJF, MAM, or
even JJA of the year following the onset of an ENSO period)
strong/weak precipitation seasons. In this context, we recall
that for the case of instantaneous co-occurrences as studied
here, precursor and trigger event coincidence rates solely differ
by which of the two series (ENSO or precipitation events) is
considered as the reference, i.e., the denominator in Equation (2).
Since (sea or air) temperature anomalies are known to exhibit
considerable persistence, it may therefore be another relevant
extension of the present work to study non-instantaneous (i.e.,
multi-year) statistical linkages between ENSO episodes and
wet/dry patterns, in which case trigger and precursor event
coincidence rates become distinct statistical concepts.

Taken together, a corresponding analysis for early
classification of ENSO flavors would need to be accompanied
by a thorough review of recent approaches for ENSO prediction
and attribution, a proper selection of climate variables beyond
precipitation that potentially exhibit a mechanistic link with
ENSO variability (Di Capua et al., 2019), and an associated
estimation of appropriate temporal scales. Ultimately, such a
predictive analysis would require a reliable validation of the
obtained results by means of dividing the considered study
period into training and test intervals, potentially accompanied
by extending the analysis at least over the complete twentieth

century or even beyond to ensure a sufficient number of events.
Even though such an endeavor is clearly beyond the scope of
the present work, it remains as a proposal for a potentially
important subject of future research with the potential for an
early attribution of EP and CP flavors to developing El Niños
and La Niñas.

Finally, a more detailed intercomparison between the results
obtained from traditional linear and complementary event
based statistics could prove useful in assessing which regions
are most affected in terms of strong climate responses to
the presence of any combination of ENSO phase and flavor.
Specifically, and in order to not only assess timing and regional
extent of coincidences between ENSO events and precipitation
signals, future work should systematically combine ECA with
complementary techniques such as composite analysis to also
study quantitatively the (relative) changes in magnitude of
enhanced/reduced precipitation occurring alongside EP or CP
flavours of ENSO. While the current work has solely focused
on observational data, it should also be investigated if the
reported co-occurrence patterns can be equally observed in
historical simulations of state of the art coupled climate models
[e.g., those contributing to the Coupled Model Intercomparison
Project Phase 6 (CMIP 6)], with any difference pointing to
potentially insufficiently represented key processes in the models,
thereby contributing to the identification of such processes
and, hence, future model improvements. Ultimately, given
that the frequency and magnitude of different ENSO phases
might be markedly affected by global climate change (Yeh
and Kirtman, 2007; Stevenson, 2012; Cai et al., 2014, 2015),
it appears additionally useful to further apply the presented
framework to future climate projections in order to assess
possible changes in the spatial extent and frequency of ENSO
related extreme events.
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An accurate assessment of physical transport requires high-resolution and high-quality

velocity information. In satellite-based wind retrievals, the accuracy is impaired due

to noise while the maximal observable resolution is bounded by the sensors.

The reconstruction of a continuous velocity field is important to assess transport

characteristics and it is very challenging. A major difficulty is ambiguity, since the

lack of visible clouds results in missing information and multiple velocity fields will

explain the same sparse observations. It is, therefore, necessary to regularize the

reconstruction, which would typically be done by hand-crafting priors on the smoothness

of the signal or on the divergence of the resulting flow. However, the regularizers can

smooth the solution excessively and will not guarantee that possible solutions are truly

physically realizable. In this paper, we demonstrate that data recovery can be learned

by a neural network from numerical simulations of physically realizable fluid flows,

which can be seen as a data-driven regularization. We show that the learning-based

reconstruction is especially powerful in handling large areas of missing or occluded data,

outperforming traditional models for data recovery. We quantitatively evaluate our method

on numerically-simulated flows, and additionally apply it to a Guadalupe Island case

study—a real-world flow data set retrieved from satellite imagery of stratocumulus clouds.

Keywords: deep learning–CNN, Karman vortex street, cloud motion winds, satellite wind data, wind velocity

retrieval

1. INTRODUCTION

The formation of observable mesoscale vortex patterns on satellite imagery is driven by
atmospheric processes. Certain structures, such as Karman vortex streets forming in the
stratocumulus-topped wake of a mountainous islands, bear resemblance to patterns observable in
laboratory flows. Such flow structures have been studied based on satellite measurements since the
1960s (Hubert and Krueger, 1962; Chopra and Hubert, 1965; Young and Zawislak, 2006). Recent
advances in remote sensing (Geerts et al., 2018) enabled the retrieval of high-resolution wind fields
at kilometer-scale (Horváth et al., 2017, 2020), which is a necessary requirement for the analysis
of atmospheric processes in turbulent environments. While operational wind products based
on the Advanced Baseline Imager (ABI) onboard the Geostationary Operational Enrivonmental
Satellite-R (GEOS-R) (Schmit et al., 2017) provide a 7.5 km resolution, Horváth et al. (2020)
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utilized the internal wind vectors at 2.5 km resolution in their
study of vortex patterns in the wake of Guadalupe Island
off Baja California on 9 May 2018, which were combined
with MODIS-GEOS wind products offering stereo cloud-top
heights and semi-independent wind validation data (Carr et al.,
2019). Utilizing such high resolutions is necessary for the
analysis of small-scale structures, but comes at the price of an
increased level of measurement noise, which is accompanied
by general uncertainty in regions without or with only few
clouds. Disambiguation of possible flow configurations based
on imperfect measurement data is thereby challenging. At
present, such spaceborne measurements have been cleaned with
median filters, smoothing, and thresholding of unreasonably
large velocity components (Horváth et al., 2020). Thus, current
approaches to reconstruct missing or uncertain information are
based on assumptions about the signal smoothness, and do
not yet incorporate that the wind fields are the result of fluid
dynamical processes. Such physical regularizations, however, are
more difficult to model.

Data-driven regularization and data recovery with neural
networks offer great potential for data completion tasks. A
main challenge is to include physics knowledge in the network
design, such that the reconstruction follows the solution of the
fluid dynamic equations. Cloud satellite imagery may contain
large areas of missing or uncertain data, and high noise levels.
Further, the fluid dynamics are affected by the topography.
Therefore, the data inference must be powerful enough to
generate accurate results even in such challenging settings.
Neural networks have excellent properties for data completion:
they are universal approximators, and are able to efficiently
combine data-driven and physics-based regularizations. Data
reconstructed with neural networks, however, typically lack
details due to the convolution operations, which manifests as
degraded and smoothed flow details. In this paper, we present
a novel neural network architecture for 2-D velocity fields
extracted from satellite imagery. Our method uses physically-
inspired regularization, leveraging surrogate simulations that are
generated in the full three dimensional space, which enables a
more precise approximation of the transport phenomena. The
inference time of our approach is fast, offering new applications
for predicting large scale flows in meteorological settings.

Deep learning approaches are currently studied with
great interest in climate science in a number of different
topics, including convection (O’Gorman and Dwyer, 2018),
forecasting (Weyn et al., 2019), microphysics (Seifert and Rasp,
2020), empirical-statistical downscaling (Baño-Medina et al.,
2020), and radiative transfer (Min et al., 2020). Estimating
missing flow field data has many similarities with the image
inpainting task commonly studied in computer vision, as it is
essentially a scene completion process using partial observations.
The recent success of learning-based image inpainting algorithms
demonstrates the capability of deep neural networks to complete
large missing regions in natural images in a plausible fashion.
Pathak et al. (2016) used Context Encoders as one of the first
attempts for filling missing image data with a deep convolutional
neural network (CNN). CNN-based methods are attractive
due to their ability to reconstruct complex functions with only

few sparse samples while being highly efficient. The follow-up
work by Iizuka et al. (2017) proposed a fully convolutional
network to complete rectangular missing data regions. The
approach, however, still relied on Poisson image blending as
a post-processing step. Yu et al. (2018) introduced contextual
attention layers to model long-range dependencies in images
and a refinement network for post-processing, enabling end-
to-end training. Zeng et al. (2019) extended previous work
by extracting context attention maps in different layers of
the encoder and skip connect attention maps to the decoder.
These approaches all include adversarial losses computed from
a discriminator (Goodfellow et al., 2014) in order to better
reconstruct visually appealing high frequency details. However,
high frequency details from adversarial losses can result in
mismatches from ground truth data (Huang et al., 2017), which
can potentially predict missing data that diverge from physical
laws. Liu et al. (2018) designed partial convolution operations
for image inpainting, so that the prediction of the missing
pixels is only conditioned on the valid pixels in the original
image. The operation enables high quality inpainting results
without adversarial loss. Inpainting approaches have also been
successfully used for scene completion and view path planning
using data from sparse input views. Song et al. (2017) used an
end-to-end network SSCNet for scene completion and Guo and
Tong (2018) a view-volume CNN that extracts geometric features
from 2D depth images. Zhang and Funkhouser (2018) presented
an end-to-end architecture for depth inpainting, and Han et al.
(2019) used multi-view depth completion to predict point
cloud representations. A 3D recurrent network has been used
to integrate information from only a few input views (Choy
et al., 2016), and Xu et al. (2016) used spatial and temporal
structure of sequential observations to predict a view sequence.
We base our method on previous deep learning architectures
for image inpainting, namely a U-Net (Ronneberger et al., 2015)
with partial convolutions (Liu et al., 2018). Utilizing that we
are dealing with velocity fields instead of images, we further
include a physically-inspired loss function to better regularize
the predicted flow data. Neural networks have also recently been
applied to fluid simulations. Applications include prediction
of the entire dynamics (Wiewel et al., 2019), reconstruction of
simulations from a set of input parameters (Kim et al., 2019b),
interactive shape design (Umetani and Bickel, 2018), inferring
hidden physics quantities (Raissi et al., 2018), and artistic control
for visual effects (Kim et al., 2019a). A comprehensive overview
of machine learning for fluid dynamics can be found in Brunton
et al. (2020).

2. METHOD

In this paper, we demonstrate that the reconstruction
of high-quality wind fields from noisy, uncertain and
incomplete satellite-based wind retrievals based on GEOS-
R measurements (Schmit et al., 2017) can be learned by a
neural network from numerical simulations of realizable
fluid flows. The training and evaluation of such a supervised
approach is, however, challenging due to the lack of ground
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truth data. Thus, in a first step we numerically simulate fluid
flows, which we synthetically modify to account for uncertainty
and lack of measurements. The flow configurations must
thereby be chosen carefully to sample the space of possible fluid
configurations uniformly. Simply using off-the-shelf reanalysis
simulations (Hersbach et al., 2020) would bias the network
to perform best on very common fluid flow configurations,
leading to poor results in the exceptional situations that
are most interesting to study. For this reason, we generate
fluid flow configurations in a controlled manner suitable
for supervised machine learning. Afterwards, we analyze the
performance of our model on satellite wind retrievals in the
wake of Guadalupe island by Horváth et al. (2020) and compare
those with linear reconstructions obtained via least-squares
minimization. Our neural network has similarities with image
inpainting approaches, mainly stemming from both sharing
a scene completion process using partial observations. The
major difference between flow field and image inpainting is
that flow field data inherently follows the solution of the fluid
dynamic equations. Hence, existing image inpainting algorithms
can easily fail in physics-aware completion tasks as they never
aim to capture the underlying physical laws. The presented
flow inpainting method therefore considers the mathematical
equations that model the fluid phenomena in the design of the
network architecture and loss functions. The network is designed
such that large areas of missing data with and without obstacles
can be inferred. In the next sections, we are going to detail how

we designed our network architecture, along with challenges
and necessary modifications that were made to support fluid
flow data.

2.1. Network Architecture
Our goal is to train a network that can fill empty regions of
velocity fields. The input scheme is similar to standard image
inpainting tasks. For a given 2D velocity field Euin with missing
fluid regions represented by a binary mask M (0 for empty
and 1 for known regions), the network predicts the inpainted

velocity field ˆ
Eu. Existing consistency checks, such as wind speeds

not exceeding 8 m/s can be incorporated directly by the mask.
The network for fluid data completion consists of three main
parts: an encoder, dense blocks, and a decoder. The encoder-
decoder pair follows a U-Net structure (Ronneberger et al., 2015)
shown in Figure 1. It first encodes the original velocity field by
reducing the spatial resolution progressively, later decoding it by
increasing the resolution until it matches the original size. This
way, features are extracted on all scales. The U-Net includes skip
connections that forward these scale-dependent features from
the encoding phase to the decoding phase in order retain the
locality of high-frequent information. To improve the quality
of the results obtained by the U-Net further, we add Dense
Blocks (Huang et al., 2017) at the bottleneck to enrich the
feature representation.

Each layer of the network is implemented by replacing
the standard convolution operations with modified partial

FIGURE 1 | Our network architecture uses a U-Net with Dense Blocks to predict velocity fields. A stream function block implemented through another Dense Block

can be added for incompressible flow data. Our synthetic data experiments use the stream function block, while the results of the Guadalupe island do not, since they

are slices of 3-D incompressible flows, and thus, not divergent free.
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convolutions (Liu et al., 2018). The modified partial convolution
at every location is defined as

x′ =

{
CT(X ·M) sum(1)

sum(M)
+ b, if sum(M) > 1

0, otherwise

m′

=

{
1, if sum(M) > 1

0, otherwise
(1)

where x′ and m′ are the layer output and updated mask,
respectively. C represents the convolution filter weights and b
refers to its corresponding bias. X are the feature values for the
current input window.M is the corresponding binary mask.X·M

is an element-wise multiplication, and 1 has the same shape as
M with all the elements equal to 1. The key difference between
partial convolution and normal convolution is to multiply X

and M element-wisely. In this way, the output only depends on

the unmasked input values. A scaling factor sum(1)
sum(M)

adjusts for

varying amount of unmasked input values, leading to sharper
velocity profiles in the reconstructed field. For incompressible
flow fields we can add a stream function block as shown in
Figure 1. The resulting velocity field can then be reconstructed
from the predicted stream function field 9(x, y) by u = ∇ × 9 .
We refer to the Appendix for more detailed information about
the network architecture and the training setup.

2.2. Loss Functions
It is important to define a new set of supervised loss functions to
model physical properties and constraints for fluid flow data. Let
û be the predicted velocities and u be the ground truth velocities.
We keep the L1 reconstruction loss as it can efficiently reconstruct
low-frequency information:

Lvel = ||(û− u) ·M||1 + αvel||(û− u) · (1−M)||1, (2)

where αvel is a scale factor that weights between empty and
known regions. We use αvel > 1 to emphasize better
reconstructions on regions where the flow information is
missing. Inspired by Kim et al. (2019b), we additionally minimize
the difference of the velocity field Jacobian between ground truth
and predicted velocity fields. With a sufficiently smooth flow field
data set, high-frequency features of the CNN are potentially on
the null space of the L1 distance minimization (Kim et al., 2019b).
Thus, matching the Jacobians helps the network to recover
high-frequency spectral information, while it also regularizes the
reconstructed velocity to match ground truth derivatives. The
velocity Jacobian J(u) is defined in 2D as

J(u) =

(
∂ux
∂x

∂ux
∂y

∂uy
∂x

∂uy
∂y

)

, (3)

and the corresponding loss function is simply given as the
L1 of vectorized Jacobian between predicted and ground
truth velocities:

Ljac = ||(J(û)− J(u)) ·M||1+αjac||(J(û)− J(u)) · (1−M)||1. (4)

Additionally, we compute a loss function that matches the
vorticity of predicted and ground truth velocities. The vorticity
field describes the local spinning motion of the velocity field.
Similarly to the Jacobian loss, our vorticity loss acts as a
directional high-frequency filter that helps to match shearing
derivatives of the original data, enhancing the capability of the
model to properly match the underlying fluid dynamics. The
vorticity loss is defined as:

Lvort = ||(∇×û−∇×u)·M||1+αvort||(∇×û−∇×u)·(1−M)||1.
(5)

Incompressible flows should have zero divergence, but numerical
simulations often produce results that are not strictly divergence-
free due to discretization errors. As we inpaint missing fluid
regions, we aim to minimize the divergence on the predicted
fields by

Ldiv = ||∇ · û||1. (6)

Lastly, all losses modeled by the network are based on the L1
distance function. Distance-based loss functions are known for
undershooting magnitude values, creating results that are visibly
smoother. This is especially visible for the inpainting task when
we substitute original measured values back into the velocity

field ˆ
Eu reconstructed by the network. Therefore, we employed a

magnitude of the gradient as our last loss function to produce
inpainted results that have less discrepancies when using original
measured values for known regions:

Lmag = ||(∇||û · (1−M)+ u ·M||2) ·Wmag ||1. (7)

The magnitude of the gradient loss needs a special weighting
function Wmag that depends on the mask interface, since if used
indistinguishably it can also quickly degenerate the convergence
of the network. This weighting function is computed based on
the morphological gradient of the mask, which is the difference
between the mask dilation and its erosion, which yields a 1-ring
mask boundary. We expand the mask boundary continuously by
dilation, in order to fill the regions of missing information. As
the mask is expanded internal weights are assigned based on the
iteration of the dilation–initial iterations have higher values that
decay as iterations progress. This is similar to compute a level-set
distance function from a missing region to the mask boundary,
however our implementation is computationally more effective.
The mask is bounded from [1, 3], with higher values closer to the
mask boundary.

Notice that all our loss functions, excluding the divergence-
free one, employ weights to known and unknown regions. This
is a common strategy in inpainting works, and we empirically
found that for our data sets αvel = αjac = αvort = 6 to yield
the best results. Other loss functions, such as perceptual loss
and style loss (Liu et al., 2018) are not suited for completing
flow field data, since they match pre-learned filters from image
classification architectures.

2.3. Encoding Obstacles
The interaction between fluid and solid obstacles is crucial for
fluid dynamics applications, as the interaction creates shear layers
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that drive the formation of vortices. To incorporate solid obstacle
information as prior knowledge to the network, we concatenate
a binary mask O indicating whether a solid obstacle occupies
a cell (1) or not (0) as an extra input channel. In order to
properly propagate the obstacle information to all network layers,
O is concatenated to previous layers’ output as input to the
current layer. To account for resolution change between network
layers, we downsample and upsample the obstacle map O using
average pooling.

3. RESULTS

We show that the learning-based reconstruction is especially
powerful in handling large areas of missing or occluded data,
outperforming traditional models for data recovery. We evaluate
our method on numerically-simulated flows, and additionally
apply it to the Guadalupe Island case study.

3.1. Inpainting of Synthetic Data
Due to the lack of publicly available flow data sets captured
from real-world experiments, we trained our model on synthetic
data. We generated fluid velocity fields with a numerical
incompressible flow solver [Mantaflow (Thuerey and Pfaff,
2018)] and used the stream function block in the training. Each
data sample consists of a 2-dimensional ground truth vector field
Eu, as well as the empty regions and obstacles masksM and O. To
use the data sample in both training and testing, we apply empty
regions mask M on both velocity component through element-
wise multiplication to obtain the input velocity to the model
Euin = Eu · M. The model concatenates the input velocity Euin,
empty regionsmaskM and obstacle maskO as input, and outputs

the predicted velocity field ˆ
Eu. Our synthetic flow data set for this

task completion is computed on a grid resolution of 128 × 96.
The wind tunnel data set implements a scene with transient
turbulent flow around obstacles. We define inflow velocities at
bottom and top regions of the domain, while the remaining
two sides (left and right) are set as free flow (open) boundary

conditions. The inflow speed is set to random values, and 12
obstacles varying between spheres, rectangles and ellipses are
randomly positioned, yielding a total of 25,500 unique simulation
frames. Examples of velocity fields generated by this simulation
setup can be seen in Figure 2. We split the whole data set into
training (78%), validation (10%), and test (12%) data sets. Each
split of the data set comes from a different set of simulation
runs. Models are trained on the training set and are compared
on the validation set. Later, we report visual results on the
test set.

During training, different types of empty region masks are
generated on the fly with empty to filled area region ratios that
vary randomly between 10 and 99%. The gradient magnitude
mask Wmag is also automatically generated for all masks used in
the training phase. We model three different types of masks for
this task: uniform random noise masks mimic possible sampling
noise from real-world velocity measurements; scan path masks
simulate paths of a velocity probing; and large region masks
model large occluded areas that are not reachable by probes or
measurement devices. Illustrations of these types of masks can be
seen in Figures 3, 4.

Results of our approach can be seen in Figures 3, 4 bottom.
The results are generated by taking simulations from the test
data set, applying an input mask and feeding as the input of
the network, along with the obstacle boundary mask. Our results
demonstrate that our deep learning approach is able to plausibly
reconstruct flows even in regions with large occlusions. In our
evaluations we found that the use of the Dense Block and the
combination of the proposed losses yield best results in terms of
Mean Absolute Error. The effect of the magnitude of the gradient
loss (Equation 7) is particularly interesting as it enforces smooth
magnitude transitions in the output and hence reduces artifacts.
This is demonstrated visually in Figure 4, where the top and
bottom rows were computed without and with magnitude of
the gradient loss, respectively. Without using this loss, there are
noticeable differences in the magnitude of the recovered values,
and the masks can be seen in the final reconstruction.

FIGURE 2 | Several simulation examples for generating the wind tunnel data set. The images above show the line integral convolution (LIC) plots, while images below

show HSV color coded velocity fields.
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FIGURE 3 | Examples of predictions using the wind tunnel data set. From left to right of each example: masked velocity input, output of our network, ground truth

velocity.

FIGURE 4 | Results without (top) and with (bottom) the magnitude of the gradient loss (Equation 7). The latter removes visible artifacts at mask boundaries.

3.2. Inpainting of Velocity Measurements
Obtained by Optical Flow
We further evaluate the model on a real-world data set consisting
of reconstructed velocity fields from satellite imagery of the
atmospheric vortex street behind Guadalupe Island (Horváth
et al., 2020). Figure 5 shows the satellite imagery on 9 May 2018
with the vortex generating structure behind the island. Based
on 2.5 km GEOS-R observations, patches of 5 × 5 were tracked

over time to reconstruct temporal correspondences, resulting in
a sequence of 96 time steps with spatial resolution of 6.3 km
and 5 min. The reconstructed velocity fields are noisy and lack

information outside of the satellite’s field of view as well as in

areas where the cloud tracking algorithm fails to produce valid
results. We show that our model is capable of reconstructing
and preserving the vortex generating structure behindGuadalupe
Island, whereas conventional methods fail to reconstruct these
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FIGURE 5 | Radiance map of Guadalupe island on 9 May 2018 at 14:37 UTC.

structures at such detail. The noise of the real-world data set is
successfully removed by the network, generating smooth flow
predictions. We demonstrate that physical quantities, such as the
vorticity is more accurately captured by our model, especially
directly in the wake of the island.

For this task, we generated a three dimensional flow with
a voxelized representation of the Guadalupe island geometry
immersed in the domain. This setup allows a more realistic
flow over the Guadalupe island boundaries, in which the flow
can go above and around the island. Since the velocity fields
reconstructed from satellite observations are 2-D, we only use
the velocity components u and v from the simulated data set
at about 800 m above sea level. We also omitted the stream
function block of the network and the divergence loss term, since
we are evaluating 2-D slices of a 3-D velocity field, which are
not guaranteed to be incompressible on the sliced plane. For
the scene boundaries, we set the left and bottom with inflow
velocities, right and top with outflow conditions. The other
two boundaries (above and below) are modeled with free-slip
boundary conditions.

The masks used for completing this data set are obtained from
evaluating noise patterns that emerge in cloud remote sensing. In
Figure 6, left, we show how those patterns appear due to errors in
the cloud tracking algorithm. We extract many of these samples

to generate masks that are similar to the ones that are going to be
used to complete the velocity field. This is done by two filtering
steps for removing velocities exceeding 8m/s and noise (Figure 6,
center and right).

A real-world sample reconstructed with our method is shown
in Figure 7. The reconstructed vector field is smooth and
completes the real-world sample plausibly. We compare our
model with a least-squares approximation, minimizing:

E =

∫

M

||û− u||2 dx+ λ

∫

D

||
ˆu′||2 dx → min, (8)

where u is the noisy incomplete data, û is the least-square result,

and ˆu′ is the gradient of the result. λ = 0.2 is an empirically
chosen weighting term. The first term enforces the preservation
of the known data, where the data mask is 1 (M), while the
second term enforces a spatially and temporally smooth solution
everywhere in the domain (D). Note that u and û are 3D data
with x, y, and time axes, therefore the least squares method can
utilize the temporal dependency between the samples, while our
model cannot.

Figure 8 shows the result of our model (center) and the result
of the least squares (right) for the same example in Figure 7.
The curvy pattern of the vortex street is visible in both results,
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FIGURE 6 | A real-world data sample: Original data (A), filtered data to remove velocities exceeding 8 m/s (B), and removal of local noise (C).

FIGURE 7 | Reconstructed real-world sample. The red arrows indicate the known data points, the blue arrows show the reconstructed data points, and the

brightness of the arrows encodes the magnitudes.
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FIGURE 8 | LIC and HSV visualization of the results obtained by reconstructing a real-world data sample (A) with our model (B) and with a least squares method (C).

FIGURE 9 | Vorticity visualization of the smoothed real-world data sample (A), the reconstruction with our neural method (B), and the least squares method (C).

but unlike the least squares method, our model is also capable
of reconstructing the turbulent vortex-generating structure in
close vicinity to the island. To evaluate whether the vortices
are preserved by our model and the least squares method, we

examine the vorticity of the results in Figure 9, while showing
satellite observations of the clouds in the background to provide
context. While there is, unfortunately, no ground truth velocity
field available for such observational data, an agreement of vortex
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FIGURE 10 | Magnitude visualization of the smoothed real-world data sample (A), our reconstruction (B), and the least squares solution (C).

structures with the underlying cloud patterns gives a strong
indication for correctness, since the reconstructed flow is able to
explain the fluid dynamical processes leading to the observable
patterns (Horváth et al., 2020). From left to right we show the
vorticity of the original data, our reconstruction with the neural
network, and the least squares result. It can be seen that our
model gives superior results, preserving the position and size of
the different vortices. The visualization of the flow magnitudes
in Figure 10 underlines this, showing that our model (center)
results in amore reliable reconstruction of the flow structure than
the least squares solution (right).

4. CONCLUSIONS

Satellite-based wind retrieval enables a high-resolution view onto
atmospheric air flows. This data, however, is intrinsically noisy,
which is usually addressed through median filters or spatial
smoothing. In this paper, we regularized the reconstruction
from partial and noisy data in a data-driven approach using
a U-Net based convolutional neural network. Based on model
simulations, we generated training data to teach a neural
network to disambiguate the partial observations based on
physically-realizable flow configurations that have been observed
during training. Our results on the synthetic flow data sets
demonstrate that the use of neural networks can be successfully
applied to flow data recovery tasks. Our case study on the
Guadalupe Island data set demonstrates the practical impact
of this physics-aware neural network on data post-processing,
evaluation, and prediction in atmospheric modeling. The
proposed neural-based method is especially powerful in high-
occlusion applications, where the least squares method fails
to provide reliable results. We further found that dilated
convolution increases the number of data points used by the
model to predict larger areas of missing data. This leads to
better high-resolution results and prevents poor predictions –
it can even be helpful in medium-resolution data sets without
obstacles.

A neural network can only handle what it has seen during
training. For extreme events, such as storms or floods, our
currently trained model is likely to fail. The next step would
be to study from observational or long-term reanalysis data
the different boundary conditions that would occur in extreme
events, and to then sample those conditions to initialize our
ground truth simulations. It will then be important to create
a training data set that is evenly balanced in its different flow
configurations, such that extreme events are not too rare in the
training data.

For the Guadalupe flow, unfortunately, no ground truth
vector field is available, since this is a measured vector field.
Instead, plausibility is usually tested by considering the spatial
coherence of wind vectors (cf. Horváth et al., 2020). Additionally,
Horváth et al. (2020) derived vortex measures assuming that a
good agreement of vortex locations and visible cloud patterns is
an indicator for a reasonable wind vector field that can explain the
fluid dynamical processes that are visible in observations, which
is also the approach we took in this manuscript. Determining
additional validation heuristics is an interesting avenue in itself,
which is beyond the scope of this paper.

Considering subsequent data points in time could
potentially improve our model and allow for spatio-temporal
reconstructions of flow structures. We found that when
reconstructing each frame of the Guadalupe island sequence
individually, the neural network prediction is smooth in most
areas except the one in close vicinity to the island. This is
because turbulent flow structures emerge in those regions,
which cannot be captured coherently in time by a single-frame
reconstruction technique.

Our model could also be used to determine the data points
that give our model the least information (the best data
points to mask) by calculating the gradient for the mask and
not for the input. It could further inspire new techniques
for compressing meteorological data and hence reducing data
storage. Beyond meteorological applications, the method could
impact related fields as well, such as finding optimal guiding
procedures for human-based flow scanning systems, or improved
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workflows for digital prototyping where quick flow previews are
particularly useful.

When surface altimetry data is available, for example from
SWOT (surface water and ocean topography) missions, it could
be added as additional channel to the network, allowing the
network to pick up information that helps to disambiguate the
partial observations further. Studying its effect would be another
interesting avenue for future research.
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APPENDIX

Network Architectures
We specify the network architectures in Tables A1–A4. All layers
in the encoder, dense block and decoder are Partial Convolution
layers described in Equation (1). The layers in the stream function
branch are normal convolutional layers. Batch normalization is
used for all layers except the output layer and layers in the stream
function branch. We use ReLU activation functions for layers in
the encoder and dense block, LeakyReLU activation function for
layers in the decoder and Swish activation function for the stream
function branch. The output of the stream function branch is

used to compute the velocity field: ˆEuψ = ( ∂ψ
∂y ,−

∂ψ

∂x ). Then,
ˆ
Euψ

is concatenated with the output from the velocity branch and
goes through a normal convolutional layer to produce the final

velocity prediction ˆ
Eu.

Training Details
All models were trained with Adam optimizer with β1 = 0.9 and
β2 = 0.999, and the learning rate was set to 10−5. We used a
batch size of 8 and train all models for 50 epochs.

TABLE A1 | Network layer configurations of the encoder part.

Layer E1 E2 E3 E4 E5 E6 E7

In channels 2 64 192 144 432 324 972

Out channels 64 192 144 432 324 972 729

Kernel Size 7 × 7 5 × 5 5 × 5 3 × 3 3 × 3 3 × 3 3 × 3

TABLE A2 | Network layer configurations of the DenseBlock part.

Layer Dense1 Dense2 Dense3 Dense4 Dense5 Dense6 Dense7 Dense8

In

channels

1,701 1,733 1,765 1,797 1,829 1,861 1,893 1,925

Out

channels

32 32 32 32 32 32 32 32

Kernel

size

3 × 3 3 × 3 3 × 3 3 × 3 3 × 3 3 × 3 3 × 3 3 × 3

TABLE A3 | Network layer configurations of the decoder part.

Layer D1 D2 D3 D4 D5 D6

In channels 356 756 576 336 256 66

Out channels 324 432 144 192 64 2

Kernel size 3 × 3 3 × 3 3 × 3 3 × 3 3 × 3 3 × 3

TABLE A4 | Network layer configurations of the stream function branch.

Layer S1 S2 S3 S4 S5

In channels 67 131 163 195 227

Out channels 64 32 32 32 1

Kernel size 7 × 7 5 × 5 5 × 5 5 × 5 1 × 1
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Numerical weather and climate simulations nowadays produce terabytes of data, and

the data volume continues to increase rapidly since an increase in resolution greatly

benefits the simulation of weather and climate. In practice, however, data is often

available at lower resolution only, for which there are many practical reasons, such as

data coarsening to meet memory constraints, limited computational resources, favoring

multiple low-resolution ensemble simulations over few high-resolution simulations, as

well as limits of sensing instruments in observations. In order to enable a more

insightful analysis, we investigate the capabilities of neural networks to reconstruct

high-resolution data from given low-resolution simulations. For this, we phrase the

data reconstruction as a super-resolution problem from multiple data sources, tailored

toward meteorological and climatological data. We therefore investigate supervised

machine learning using multiple deep convolutional neural network architectures to

test the limits of data reconstruction for various spatial and temporal resolutions,

low-frequent and high-frequent input data, and the generalization to numerical and

observed data. Once such downscaling networks are trained, they serve two purposes:

First, legacy low-resolution simulations can be downscaled to reconstruct high-resolution

detail. Second, past observations that have been taken at lower resolutions can be

increased to higher resolutions, opening new analysis possibilities. For the downscaling

of high-frequent fields like precipitation, we show that error-predicting networks are far

less suitable than deconvolutional neural networks due to the poor learning performance.

We demonstrate that deep convolutional downscaling has the potential to become a

building block of modern weather and climate analysis in both research and operational

forecasting, and show that the ideal choice of the network architecture depends on the

type of data to predict, i.e., there is no single best architecture for all variables.

Keywords: machine learning, climate data, downscaling, super-resolution, convolutional neural networks
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1. INTRODUCTION

A universal challenge of modern scientific computing is the rapid
growth of data. For example, numerical weather and climate
simulations are nowadays run at kilometer-scale resolution on
global and regional domains (Prein et al., 2015), producing
a data avalanche of hundreds of terabytes (Schär et al.,
2020). In practice, however, data is often available at lower

resolution only, for which there are many practical reasons.
For example, older archived simulations have been computed
on lower resolution or were reduced due to memory capacity
constraints. Also, when allocating the computational budget
running multiple low-resolution ensemble simulations might
be favored over few high-resolution simulations. The loss of

high-resolution information is a serious problem that must

be addressed for two critical reasons. First, the loss of data
limits any form of post-hoc data analysis, sacrificing valuable
information. Second, an in-situ data analysis (Ma, 2009), i.e.,
the processing of the data on the simulation cluster, is not
reproducible by the scientific community, since the original
raw data has never been stored. Even if a large amount
of computing resources is available for re-running entire
simulations and outputting higher frequency data for analysis,
it still requires reproducible code, which is cumbersome to
maintain due to the changes in super computing architectures
(Schär et al., 2020). For these reasons, reconstruction algorithms
from partial data are a promising research direction to
improve data analysis and reproducibility. Not only is the
reconstruction of higher spatial and temporal resolutions
valuable for numerical simulations, meteorological observations
are also only available at certain temporal resolutions and suffer
from sparse observational networks. In many applications, such
as in hydrology, higher temporal resolutions are desperately
needed, for example to inform urban planners in the design
of infrastructures that support future precipitation amounts
(Mailhot and Duchesne, 2010).

In climate science, deep learning has recently been applied to
a number of different problems, including microphysics (Seifert
and Rasp, 2020), radiative transfer (Min et al., 2020),
convection (O’Gorman and Dwyer, 2018), forecasting (Roesch
and Günther, 2019; Selbesoglu, 2019; Weyn et al., 2019), and
empirical-statistical downscaling (Baño-Medina et al., 2020).
For example, Yuval et al. (2021) have applied deep learning
for parametrization of subgrid scale atmospheric processes
like convection. They have trained neural networks on high-
resolution data and have applied it as parametrization for coarse
resolution simulation. Using deep learning, they demonstrated
that they could decrease the computational cost without affecting
the quality of simulations.

In computer vision, the problem of increasing the resolution
of an image is referred to as the single-image super-resolution
problem (Yang et al., 2014). The super-resolution problem
is inherently ill-posed, since infinitely many high-resolution
images look identical after coarsening. Usually, the recovery of
a higher resolution requires assumptions and priors, which are
nowadays learned from examples via deep learning, which–in
the context of climate data–has proven to outperform simple

linear baselines (Baño-Medina et al., 2020). For single-image
super-resolution, Dong et al. (2015) introduced a convolutional
architecture (CNN). Their method receives as input an image
that was already downscaled with a conventional method, such
as bicubic interpolation, and then predicts an improved result.
The CNN is thereby applied to patches of the image, which
are combined to result in the final image. The prior selection
of an interpolation method is not necessarily optimal, as it
places assumptions and alters the data. Thus, both Mao et al.
(2016) and Lu and Chen (2019) proposed variants that take
the low-resolution image as input. Their architectures build on
top of the well known U-Net by Ronneberger et al. (2015).
The method learns in a encoder-decoder fashion a sub-pixel
convolution filter or deconvolution filter, respectively, which
were shown to be equivalent by Shi et al. (2016). A multi-scale
reconstruction of multiple resolutions has been proposed by
Wang et al. (2019). Further,Wang et al. (2018) explored the usage
of generative adversarial networks (GANs). A GAN models the
data distribution and samples one potential explanation rather
than finding a blurred compromise of multiple explanations.
These generative networks hallucinate plausible detail, which is
easy to mistake for real information. Despite the suitability of
generative methods in the light of perceptual quality metrics, the
presence of possibly false information is a problem for scientific
data analysis that has not been fully explored yet. For a single-
image super-resolution benchmark in computer vision, we refer
to Yang et al. (2019).

Next, we revisit the deep learning-based downscaling in
meteorology and climate science, cf. Baño-Medina et al. (2020).
Rodrigues et al. (2018) took a supervised deep learning approach
using CNNs to combine and downscale multiple ensemble
runs spatially. Their approach is most promising in situations
where the ensemble runs deviate only slightly from each other.
In very diverse situations, a standard CNN will give blurry
results, since the CNN finds a least-squares compromise of
the many possible explanations that fit the statistical variations.
In computer vision terms, this approach can be considered a
multi-view super-resolution problem, whereas we investigate the
more challenging single-image super-resolution. Höhlein et al.
(2020) studied multiple architectures for spatial downscaling of
wind velocity data, including a U-Net based architecture and
deep networks with residual learning. The latter resulted in the
best performance on the wind velocity fields that they studied.
Following Vandal et al. (2017), they included additional variables,
such as geopotential height and forecast surface roughness, as
well as static high-resolution fields, such as land sea mask and
topography. They demonstrated that the learning overhead of
such a network is justified, when considering the computation
time difference between a low-resolution and high-resolution
simulation. Later, we will show that residual networks will
not generally outperform direct convolutional approaches on
our data, since the best choice of network is data-dependent,
and we also include temporal downscaling in our experiments.
Pouliot et al. (2018) studied the super-resolution enhancement
of Landsat data. Vandal et al. (2017, 2019) stacked multiple
CNNs to learn multiple higher spatial resolutions from a given
precipitation field. Cheng et al. (2020) proposed a convolutional
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architecture with residual connections to downscale precipitation
spatially. In contrast, we also focus on the temporal downscaling
of precipitation data, which is a more challenging problem
due to motion and temporal variation. Toderici et al. (2017)
solved the compression problem of high-resolution data and
did not consider the downscaling problem. In principle, it
would be imaginable to not store a coarsened version of the
high-resolution data (which would be possible in our pipeline),
but to store the compressed latent space as encoded by the
network (as done by Toderici et al., 2017). The latter requires
to keep the encoding/decoding code alongside the data and
has the potential downside that many (old) codes have to be
maintained, which could turn out impractical for operational
scenarios. Instead, we investigate a pipeline in which we start
from coarsened data. It is clear, however, that a learnt encoder
could provide a better compression than a simple coarsening.
CNNs tend to produce oversmoothed results, as they produce
a compromise of the possible explanations that satisfy the
incomplete data. Different approaches have been tested to
improve the spatial detail, including the application of relevance
vector machines (Sachindra et al., 2018) and (conditioned)
generative neural networks (Singh et al., 2019; Han and Wang,
2020; Stengel et al., 2020). While the latter improves the visual
quality, it is not yet clear how much the interpretability of the
result is impeded by the inherent hallucination.

When considering the various meteorological variables that
are at play, we can observe large differences between the rates
at which the structures in the data evolve temporally, how
they correlate with spatial locations–for example convection
near complex topography, and how much spatial variation
they experience. For this reason, we investigate and evaluate
meteorological fields from both ends of the spectrum: low-
frequent and high-frequent signals. Fundamentally, two different
approaches are imaginable. A deep neural network could either
predict a high-resolution field directly, or an error-corrector from
a strong baseline approach could be learnt, utilizing the strengths
of contemporary methods. Thereby, the success of the error-
predicting approach depends on the quality of the baseline. We
explore both types of architecture in the light of the underlying
signal frequency, as we hypothesize that for high-frequent data
the baseline might not reach the significant quality needed to
be useful for the error-predicting network. In order to avoid
over-smoothing of the results, we augment the loss function
to enforce the preservation of derivatives. Further, numerically
simulated data and measured data have different signal-specific
characteristic in terms of smoothness, occurrence of noise and
differentiability. As both domains–simulation and observations–
profit greatly from highly-resolved data, we investigate the spatial
and temporal downscaling on both simulated and observed data.

2. METHOD AND DATA

Formally, we aim to downscale a time-dependent meteorological
scalar field s(x, y, t) from a low number of grid points X × Y × T
to a higher number of grid points X × Y × T, with X = kxX,
Y = kyY , and T = ktT. Thereby, kx, ky, and kt are called

the downscaling factors. We approach the problem through
supervised deep learning, i.e., at training time we carefully
prepare groundtruth pairs of low-resolution and high-resolution
scalar field patches. A patch is a randomly cropped space-time
region from the meteorological data. Afterwards, convolutional
neural networks are trained to recall the high-resolution patch
from a given low-resolution patch. Using patches enables direct
control over the batch size, which is an important hyper-
parameter during training, as it influences the loss convergence.
Since our network architectures are convolutional, the networks
can later be applied to full domains, i.e., cropping of patches
is not necessary at inference time after training. We follow
prior network architectures based on the U-Net by Ronneberger
et al. (2015), one called UnetSR by Lu and Chen (2019)–an
end-to-end network directly predicting the downscaled output,
the other one called REDNet by Mao et al. (2016)–a residual
prediction network. Both networks receive trivially downscaled
data as input and have an encoder-decoder architecture where
skip connections connect the feature maps from the encoder to
their mirrored counterpart in the decoder. In the following, we
refer to our residual predicting network as RPN and the end-
to-end deconvolution approach as DCN. Before explaining the
network architectures in detail, we introduce the data and explain
the coarsening of high-resolution data to obtain groundtruth
pairs for the training process.

2.1. Data
Here we describe the two data sets on which we apply and test
the method. The data originates from two sources: climate model
simulations and observations.

2.1.1. Climate Model Data
The described method and approach is tested on the climate
data produced by a regional climatemodel COSMO (Consortium
for Small Scale Modeling). It is a non-hydrostatic, limited-area,
atmospheric model designed for applications from the meso-β
to the meso-γ scales (Steppeler et al., 2003). The data has been
produced by a version of COSMO that is capable of running
on GPUs (Fuhrer et al., 2014), and has been presented and
evaluated in Hentgen et al. (2019). The climate simulation has
been conducted with a horizontal grid spacing of 2.2 km (see
Leutwyler et al., 2017; Hentgen et al., 2019). The red box in
Figure 1 shows the domain that we use for the temperature
predictions. Since precipitation can be close to zero in many
regions of the domain, we expanded the domain to the blue
box for the precipitation experiments. We used temperature and
precipitation fields available every 5 min for the months June and
July in 2008.

2.1.2. Observations
The observational data set used in this study is a gridded
precipitation dataset for year 2004, covering the area of
Switzerland. The horizontal grid spacing of the data is 1 km
(Wüest et al., 2010) and it is available at hourly frequency. It
is generated using a combination of station data with radar-
based disaggregation. The data is often used for climate model
evaluation (see e.g., Ban et al., 2014).
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FIGURE 1 | The analysis region over central Europe used in this study indicated with red box (temperature) and blue box (precipitation).

2.2. Supervised Machine Learning for
Downscaling of Meteorological Data
Let X be a coarse patch with X × Y × T regular grid points,
and let Y be the corresponding downscaled patch with X ×

Y × T grid points. Further, let f (Y) be a map that coarsens a
high-resolution patch Y into its corresponding low-resolution
patch X:

X = f (Y)
︸ ︷︷ ︸
coarsening

, Y = f−1(X)
︸ ︷︷ ︸
downscaling

(1)

The inverse problem f−1, i.e., the downscaling problem, is usually
ill-posed, since the map f is not bijective. While any high-
resolution patch can be turned into a unique low-resolution patch
via coarsening, the reverse will have multiple possible solutions,
i.e., f is surjective, but not injective.

However, not every possible solution to Y = f−1(X)
is physically meaningful and realizable in real-world data. It

therefore makes sense to construct the inverse map f−1 in
a data-driven manner from real-world data to only include
mappings that have actually been seen during training, which is
the key idea behind supervised machine learning. The inverse
map is thereby parameterized by a concatenation of multiple
weighted sums of inputs that each go through a non-linear
mapping. The composition–a deep neural network–thereby
becomes a differentiable, highly non-linear mapping between
the input and output space, and can be iteratively trained via
gradient descent.

The success of a deep neural network thereby hinges on three
key criteria:

1. the architecture of the neural network combines low-frequent
and high-frequent information, and the gradients dY/dX are
well defined to facilitate the training process,

2. the training data is of high quality and expressive, i.e., we
explore the space of possible mappings sufficiently and the
mappings are sufficiently distinct.
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FIGURE 2 | Illustrations of the convolutional neural network architectures for downscaling of low-frequent and high-frequent meteorological variables. Both

architectures receive three time steps of the scalar field to predict (temperature or precipitation) and additional fields (longitude, latitude, surface height) as input. For

RPN, the input data is downscaled conventionally in both space and time. For DCN, the input data is downscaled conventionally only in space. In both networks, the

time variable is appended in the latent space and indicates at which relative time between the input frames the output should be downscaled at. (A)

Residual-predicting network (RPN) for low-frequent signals, such as temperature. (B) Deconvolutional network (DCN) for high-frequent signals, such as precipitation.

3. the loss function expresses the desired goal well and the
energy manifold is well-behaved to allow a stable (stochastic)
gradient descent.

In the following subsections, we elaborate on the network
architectures in section 2.2.1, the training data generation in
section 2.2.2, and the training procedure and loss function
in section 2.2.3.

2.2.1. Network Architecture
When observing meteorological variables, such as temperature
and precipitation, we can see vast differences in their spatial
and temporal variability. While temperature varies slowly in
space and time, i.e., it is a comparatively low-frequent signal,
precipitation is far more localized and varies faster, i.e., it is a
high-frequent signal that is harder to predict with conventional
downscaling techniques. To leverage the data characteristics, we
design two separate convolutional neural networks to represent
the inverse mapping f−1.

2.2.1.1. Low-Frequent Data: Residual-Predicting Network

(RPN)
In case, the data has low spatial and temporal variability,
a conventional downscaling technique might already take us
close to the desired solution. Rather than learning the entire
downscaling process, it will then be an easier task to correct the
conventional downscaling method, which is the core concept of
residual learning (cf. Dong et al., 2015). Let f̂−1 be an existing

downscaling technique, such as trilinear interpolation in space-
time. Then, the inverse f−1(X) can be formed by:

f−1(X) = f̂−1(X)
︸ ︷︷ ︸

trilinear downscaling

+ r(̂f−1(X))
︸ ︷︷ ︸
residual

(2)

where our neural network only learns to predict the residual
r(̂f−1(X)) of the trilinear downscaling method. For this, we
follow the architecture of Mao et al. (2016), who applied an
encoder-decoder architecture, which is detailed further below.
The advantage of this approach is that it is comparatively easier to
improve over the existing trilinear baseline method in contrast to
learning a downscaling method from scratch. If f̂−1(X) performs
poorly, for example since the scalar field exhibits too much
temporal variability, then the next approach will perform better.

2.2.1.2. High-Frequent Data: Deconvolutional Network

(DCN)
Consider a case in which too much motion occurred between
time steps, e.g., a cloud got transported to a new location
not overlapping with its previous location. Then, the trilinear
downscaling method might interpolate two small clouds in the
time step in-between at the original and the final location, rather
than obtaining a single translating cloud in the middle. Other
than before, the linear downscaling in time might not be close
enough to benefit from residual prediction. In such cases where a
a conventional temporal downscaling method is not helpful, we
learn the partial mapping p(̃f−1(X)) from spatially-downscaled
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TABLE 1 | Temperature (◦C) downscaling mean-squared errors (MSE), coloring

the best (•), intermediate (•) and worst (•) result.

MSE (◦C) Baseline RPN DCN

kt \kx,y 1 2 4 1 2 4 1 2 4

1 – 0.398 0.669 – 0.168 0.216 – 0.177 0.461

2 0.016 0.399 0.669 0.016 0.169 0.253 0.031 0.177 0.308

4 0.017 0.411 0.677 0.017 0.150 0.232 0.054 0.190 0.421

12 0.102 0.416 0.678 0.099 0.194 0.259 0.113 0.216 0.393

Columns show spatial scaling factors kx = ky ∈ {1, 2, 4} and rows show temporal scaling

factors kt ∈ {1, 2, 4, 12}. Note that the residual-predicting network (RPN) outperformed

the baseline and DCN in all cases. Temporal downscaling introducesmarginal errors, since

the field is varying slowly in time.

data to the high resolution:

f−1(X) = p(̃f−1(X))
︸ ︷︷ ︸

partial downscaling

(3)

where f̃−1(X) performs only spatial downscaling using bilinear
interpolation, but not temporal downscaling and where
p(̃f−1(X)) performs both the temporal downscaling and
improves over the result of f̃−1. Since f̃−1(X) does not
interpolate information in time, a residual prediction is no
longer applicable. Hence, the high-resolution data is predicted
directly. For the network architecture, we follow a typical U-Net
architecture (Ronneberger et al., 2015), which is a general
design not limited to downscaling problems. In our downscaling
setting, the input data is spatially downscaled with a bilinear
baseline method, as was proposed by Lu and Chen (2019) for
image super-resolution. In the following, we explain how the
networks are structured and which modifications improved the
performance for meteorological downscaling problems.

2.2.1.3. Layers and Skip Connections
The neural network architectures are illustrated in Figure 2. In
both architectures, the network consists of convolutional layers
only. Among the most recent convolutional neural network
architectures, U-Nets by Ronneberger et al. (2015) are often the
most promising approach. A U-Net extracts both low-frequency
and high-frequency features from the data by repeatedly
performing feature extraction and coarsening. In the so-called
contraction phase, we apply successively two convolutional
layers followed by a MaxPooling layer to extract features and
then reduce the resolution. To handle convolutions on image
boundaries, we use zero-padding and apply the convolutions
with a stride of 1, i.e., every pixel of the input data will once
be the center of a convolution kernel. We repeat this structure
four times where the last time we omit the pooling layer. Within
each layer, we extract a certain number of features. Starting with
64 features maps, we double the size until 512 feature maps
are reached in the last layer. This is the amount of information
available in the subsequent step: the synthesis of the output
in the expansion phase. In the expansion phase, the goal is to
reconstruct a high resolution image from all previously extracted

features by iteratively increasing the number of grid points until
the target resolution is reached. We do this by using so-called
UpSampling layers, which repeat the values to a larger data block,
followed by three convolutional layers. The key to success is to
provide in each level of the U-Net the featuremaps that have been
extracted previously on the same resolution during contraction.
This is achieved by skip connections from the contraction to the
expansion phase. Adding the skip connections as in the U-Net
by Ronneberger et al. (2015) has two positive effects. First, it was
shown to smooth the loss landscape (c.f., Li et al., 2018), which
makes it easier to perform gradient descent during training.
Second, the skip connections give access to the high-frequency
information of earlier layers, which greatly helps to construct
high-frequent outputs.

2.2.1.4. Inputs and Outputs
Since we intend to downscale data both in space and time, we
provide the network with both spatial and temporal information.
Thus, the input to the model is a 4D data block, one dimension
is used for the time steps, two for the spatial information, and
the last one holds the so-called channels. A difference to the
conventional U-Net is that we experimented with additional data
channels that provide more information to resolve ambiguities
in the inverse map f−1. The effectiveness of additional data
channels was already demonstrated by Vandal et al. (2017)
and Höhlein et al. (2020) for downscaling. These additional
channels include latitude and longitude such that the network
can learn regional weather patterns, and altitude to include
dependencies on the topography. For example, we observed that
adding these additional fields improved the residual by 7.3%,
for a precipitation downscaling with kx = ky = kt = 4.
In addition, we provide temporal information to the network,
which allows us to give the model information about the relative
time between the next known adjacent time steps. Since the
time variable is a constant and not a spatially-varying map–
unlike all other previously mentioned additional information, we
append the time to the latent space, i.e., the feature map at the
end of the feature extraction phase. Other options to include
the time are imaginable. Including time as a constant separate
slice in the input would increase the network size, which is
why we opted for appending it to the latent space. Our data
concentrated on a specific season. Including the day of the year
as additional variable in order to learn seasonal effects would be
straightforward to add.

The output of the network depends on the chosen
architecture. As described above, we predict the error residual
for the low-frequent data in the RPN, e.g., for the temperature
field. In the case of high-frequent data, such as precipitation, we
directly predict the high-resolution outputs in the DCN. In both
cases, the networks are convolutional, thus the network can be
applied at inference time to the full input domain at once.

2.2.2. Training Data Generation
Supervised machine learning requires groundtruth pairs of
low-resolution and corresponding high-resolution patches. In
the following, we describe how these groundtruth pairs are
generated from the given high-resolution meteorological data.
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FIGURE 3 | Validation loss plots of both architectures on temperature and precipitation. The left plot shows that RPN converges faster and achieves a lower loss

during training for the temperature field than DCN. On the other hand, we see that the same RPN architecture is unable to learn when applied on precipitation data.

(A) Network loss for temperature during training. (B) Network loss for precipitation during training.

The coarsening operation depends on the units of the data.
When the units remain the same (e.g., absolute temperature
in K), then we use an average operation only. When the units
change (e.g., total precipitation depends on the time step),
then we apply averaging and convert the units afterwards.
In case of precipitation, the coarsening in time is equal to
an accumulation of the precipitation values. Generally, we
recommend to use an averaging operation to do the coarsening,
since a max operation or a simple subsampling would cause
aliasing artifacts that would not be present if the data was
simulated or measured on lower resolution. For the residual
predicting network (RPN), we downscale the low-resolution
data with a conventional trilinear interpolation method, and
feed the downscaled data to the network in order to predict
the residual (c.f., section Low-frequent data: residual-predicting
network (RPN)). In this work, we applied linear interpolation
to avoid extrapolation of minima and maxima. Any other
existing downscaling method, such as cubic interpolation,
would conceptually also be imaginable. For DCN, the network
receives spatially-downscaled input, similar to RPN. In the
temporal direction, we input the coarse resolution, since a linear
interpolation would cause blending and ghosting artifacts that
the network would have to learn to undo. During training, we
randomly crop patches with a resolution of 32×32 from the high-
resolution and (conventionally downscaled) low-resolution data.
We thereby separate the time sequence into a training period and
a testing period to assure that the training and testing sets are
independent. For this, we used the last 10% of the time range
for testing.

Since the input fields (temperature or precipitation, and
longitude, latitude, and surface height) would have different value
ranges, we normalize all fields globally across the entire data set to
the unit interval [0, 1], which is a common preprocess with neural
networks. The scaling factors are stored, such that the results of
the network can be scaled back to the physical units later.

2.2.3. Training Procedure and Loss
As loss function, wemeasure the difference between the predicted
result Y and the groundtruth Y. Convolutional neural networks
are known to oversmooth the output. Hence, we assess the
difference with an L1 norm that is combined with a gradient
loss to not only penalize differences in the values but also
in the derivatives, which aids in the reconstruction of higher-
frequency details. We refer to Kim and Günther (2019) and Kim
et al. (2019) for a discussion of the norms and weights of the
gradient loss.

L(Y,Y) = |Y− Y|1︸ ︷︷ ︸
data loss

+λ |∇Y−∇Y|1︸ ︷︷ ︸
gradient loss

(4)

Here, λ is a weight indicating how much the focus should lie
on the difference of gradients. We explored the residual for
different choices of λ in a precipitation downscaling experiment
with scaling factors 2 in temporal and spatial dimension. The
baseline obtains a residual of 6.601 MSE [g/m2]. Setting λ = 0,
i.e., not including the gradient loss term, gives the simple L1-
norm, which obtains a residual of 8.181 MSE [g/m2], which is
larger than the baseline. Thus, the gradient loss term is required
such that the network is able to concentrate on high-frequent
details. We empirically set λ = 1 in our experiments, which
result in a residual of 3.882 MSE [g/m2]. Increasing λ further,
e.g., to λ = 10, again increased the residual of the network to
5.846 MSE [g/m2].

As common with neural networks, we performed for
both network architectures a hyperparameter optimization,
i.e., we empirically adjusted each network parameter, such
as the number of layers, the number of features, the batch
size, and the activation functions to obtain the best neural
network for each problem. Alternatively, automatic hyper-
parameter optimization frameworks, such as Optuna are

Frontiers in Climate | www.frontiersin.org 7 April 2021 | Volume 3 | Article 65647941

https://www.frontiersin.org/journals/climate
https://www.frontiersin.org
https://www.frontiersin.org/journals/climate#articles


Serifi et al. Spatio-Temporal Downscaling of Climate Data

FIGURE 4 | Downscaling results for temperature (in ◦C) by a factor of kx = ky = kt = 4 in both the temporal and spatial dimension. The first row shows time steps of

the trivially downscaled domain. The second row shows a patch as it is sent into the network. The third row compares the result of the network to the groundtruth on

the full domain. The last row shows the groundtruth comparison for the patch that was predicted.

available (Akiba et al., 2019), which could be employed in

the future. We choose Adam as optimizer with the default

settings (learning rate 0.001) as proposed by Kingma and Ba

(2014), and used a batch size of 8 to meet GPU memory
constraints. Both networks were trained for 80 h on a single

compute node (Intel Xeon CPU E5-2630, Nvidia GeForce
1080Ti). The training time is an important factor in the

hyper-parameter optimization. Automatic frameworks, such as

Optuna (Akiba et al., 2019), explore many different hyper-
parameter combinations, each requiring a training run. For
such an automatic hyper-parameter optimization, the total
training time would scale linearly in the number of tested
parameter configurations.

2.3. Analysis
To evaluate the neural networks, we performed a number of
experiments, which are detailed in the following sections. To
quantify the improvement over the trilinear downscaling in
space-time, we calculate the mean squared error (MSE). Let i ∈
{1, . . . , n} be the index of the n grid points of a space-time patch,
then MSE is defined as:

MSE(Y,Y) =
1

n

n∑

i

|Yi − Yi|
2 (5)

where Y is the downscaled result and Y is the groundtruth. Along
with the quantitativemeasures, we visualize the downscaled fields
to show the amount of detail that is reconstructed visually.
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FIGURE 5 | The error map of Figure 4 in MSE (◦C) shows a comparison between the trilinear interpolated input and our predicted output relative to the groundtruth.

On the full domain, RPN reduces the MSE from 1.438 to 0.143◦C which is a 10× improvement, and on the zoom-in (blue box), the MSE reduced from 0.533 to

0.077◦C.

To assess how well the network is able to downscale in
space and in time, we vary the downscaling factors kx, ky, and
kt in an ablation study in sections 3.1.1 and 3.2.1, and train
a network for each case separately. We can expect that small
factors will perform better, since less information is missing.
The networks were designed for low-frequent input data (RPN)
and high-frequent input data (DCN). Therefore, we evaluate
both networks on their respective data type, namely temperature
fields for RPN, and the precipitation for DCN. To justify the
need for DCN, we apply the RPN network to high-frequent
precipitation data, as well. Likewise, we apply the DCN network
to low-frequent temperature data.

Finally, we train neural networks for observational data in
section 3.2.2. Compared to numerical data, observations exhibit
very different data characteristics in terms of resolution, noise,
and spatial and temporal variation.

3. RESULTS

In this section, we report and discuss results of our experiments.
We begin with experiments on low-frequent data (temperature),
which is followed by reporting results for high-frequent data

(precipitation). For all shown metrics, we compare with the
high-resolution ground truth, which is equivalent to the result
obtained by a full resimulation. A resimulation is prohibitively
expensive, taking a full day on Piz-Daint (supercomputer at the
Swiss National Supercomputing Center (CSCS) in Switzerland)
utilizing 100 GPU nodes (Nvidia Tesla K20X).

3.1. Temperature
First, we investigate the downscaling capabilities for both
network architectures by reporting the residual errors for
different downscaling factors.

3.1.1. Network Comparison
We reduced the number of spatial grid points by a factor of 2 and
4, and the time steps by a factor of 2, 4, and 12. For all scaling
factors, we perform downscaling with the baseline method and
our two network architectures, and report the MSE (in ◦C) in
Table 1. With only temporal downscaling (kx = ky = 1),
RPN and the baseline give similar results, while DCN is about
80% worse. Across all spatial downscaling factors, varying the
temporal downscaling does not significantly change the result,
since the temporal variation of temperature was low. Compared
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TABLE 2 | Precipitation (g/m2 ) downscaling mean-squared errors (MSE), coloring

the best (•), intermediate (•) and worst (•) result.

MSE (g/m2) Baseline RPN DCN

kt \kx,y 1 2 4 1 2 4 1 2 4

1 – 1.074 3.069 – 6.233 3.631 – 0.491 1.575

2 1.020 1.740 3.441 6.034 5.569 3.769 0.258 0.649 1.717

4 2.775 3.224 4.353 5.080 4.341 3.108 1.045 1.393 2.178

12 5.974 6.153 6.601 4.762 12.11 27.65 3.672 3.445 3.882

Columns show spatial scaling factors kx = ky ∈ {1, 2, 4} and rows show temporal scaling

factors kt ∈ {1, 2, 4, 12}. The deconvolution approach (DCN) consistently outperforms

the baseline and RPN. Note that both spatial and temporal downscaling affect the error

significantly. For such high-frequent data, RPN is rarely able to improve over the baseline.

to the baseline, RPN is able to reduce the error for kx = ky = 2
by about 58%, while DCN achieves 53%. A more significant
difference occurs for spatial downscaling with kx = ky = 4,
for which RPN achieves 64% and DCN only 41% reduction
compared to the baseline (cf. Table 1). In Figure 3A, we see at
the example of kx = ky = 2, kt = 4 that both networks
achieve a reasonable reduction of the loss. RPN improves over
the DCN architecture in both the convergence rate and the
obtained residual. We can observe that for a low-frequent signal,
such as temperature, the residual predicting network (RPN)
consistently outperforms the baseline and the deconvolutional
approach (DCN). The only exception occurred for kx = ky = 1
(no spatial down-scaling) and kt = 2 (temporal down-scaling
by factor 2). Since temperature varies very slowly in time, the
baseline already obtains a very small error. In that case, RPN is
on average 0.001◦C worse than the baseline (only yellow square
for RPN in Table 1), which is a negligible difference. We can
also see that a reconstruction from a high temporal coarsening
(kt = 12, kx = ky = 2) is better than the reconstruction from
larger spatial coarsening (kt = 1, kx = ky = 4), which would
both reconstruct from the same number of low-resolution grid
points. This is because temperature changes slower over time,
therefore downscaling in this dimension is easier for the neural
network to learn.

In addition to the quantitative measures, we provide a
qualitative view onto the reconstructed temperature field.
Figure 4 shows a sample of the testing set with a spatial and
temporal downscaling factor of kx = ky = kt = 4. The RPN
model is able to recover detailed structures, increasing the quality
not only quantitatively but also visually. The corresponding
error map in Figure 5 shows that the remaining errors remain
highest in regions with complex topography due the high spatial
variability. The MSE reduced by a factor of 10.

The reconstruction of temperature data can be done in parallel
and takes 1 min on a single Intel i7 4770 HQ (2.2 GHz) per
timestep, while the network requires about 125 MB of storage.

3.2. Precipitation
In this section, we study amore challenging task: the downscaling
of high-frequent precipitation fields.

3.2.1. Network Comparison
The numerical precipitation data was given at 5 min intervals.
For temporal downscaling, we test the reconstruction from
10, 20 min, and hourly data. In Table 2, we report the MSE
for the baseline, RPN and DCN for multiple combinations
of downscaling factors. While the low-frequent temperature
field was best reconstructed by residual learning using RPN,
the technique fails on the high-frequent precipitation field,
increasing the error on average by a factor of two. Using the DCN
architecture instead, consistently leads to better results. For kx =
ky = 1, the DCN improved over the baseline on average by about
43%, for kx = ky = 2 by about 54%, and for kx = ky = 4 by about
47%. The less the spatial dimension was downscaled, the higher
the improvement when increasing the temporal downscaling.
Thus, other than for RPN and low-frequent fields, here, the
temporal factor is more important. For example with DCN, we
induce more error when reconstructing from a coarsening with
a temporal factor to 12 (kt = 12, kx = ky = 2) than when
reconstructing from a coarsening with a spatial factor of four
(kt = 4, kx = ky = 4), although the total number of grid points
to start from was larger for kt = 12, kx = ky = 2. In Figure 3B,
we see at the example of kx = ky = 2, kt = 4 that only the
DCN network was able to learn for precipitation fields, and that
the same RPN architecture that was used before on temperature
was not able to reduce the loss, which explains the higher errors
of RPN compared to the baseline.

Figure 6 shows an example of downscaling from 20 to 5 min.
The time steps that are sent into the network shown, in which a
cloudmovement from the top left to the bottom right is apparent,
as well as how precipitation decreases over time. Using this
information, the DCN network is able to estimate the position
and the amount of precipitation at a specific intermediate
time. Figure 7 shows the error map of a conventional linear
downscaling and our neural network prediction, where we can
see that the DCN output is closer to the ground truth.

3.2.2. Application of Deep Learning to Observational

Data
Given the experiments on simulated data, another interesting
question is to see if the model is able to learn how to downscale
observational data. For this, we run eight instances of our model
training on the observational data and performed downscaling
between different pairs of resolutions. We checked how the
model can downscale from 2, 4, 6, 12, and 24 hourly data to
1 h intervals. Additionally, we evaluated the downscaling from
12 and 24 h data to 6 h data, and from 24 h data to 12 h.
The results are summarized in Table 3. We observe that for
small downscaling factors like from 2 to 1 h data, our model
is able to reduce the error compared to the baseline by 24.65%.
Increasing the downscaling factor decreases the performance
and gets worse for high factors like 12 or 24–1 h data. For
such extreme downscaling, not enough information is present to
disambiguate the correct hourly information.When downscaling
smaller factors but on coarser resolution, i.e., with a downscaling
factor of 2 but from 12 to 6 h data, the model is able to
improve significantly over the baseline and for the extreme case
of downscaling from daily data to 12 h data it achieved an
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FIGURE 6 | Downscaling results for precipitation (g/m2) by a factor of kt = 4 from 20 to 5 min resolution. The first row shows time steps of the trivially downscaled

domain (spatially). The second row shows a patch as it is sent into the network. The third row compares the result of the network to the groundtruth on the full

domain. The last row shows the groundtruth comparison for the patch that was predicted.

error reduction of up to 70%. Figure 8 shows an example of this
downscaling scenario.

4. CONCLUSIONS

In this paper, we investigated the suitability of deep learning
for the reconstruction of numerically-simulated and observed
low-resolution data in both space and time. We thereby
concentrated on two meteorological variables—temperature
and precipitation—for which we develop suitable network

architectures that utilize additional time-invariant information,
such as the topography. We decided on temperature and
precipitation to assess the performance of a neural network
on both low-frequent and very high-frequent fields in order
to test the limits of the architectures. While we observed
that slowly-changing information, such as temperature can
be adequately predicted through an error-predicting network,
we found that fields with larger variations in both space
and time, such as precipitation, require a different approach
and cannot profit from residual learning, as there is no
straight-forward downscaling method to leverage which achieves
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FIGURE 7 | The error map of Figure 6 compares the trilinear interpolated baseline, the time-integrated network input covering the time to predict, and our predicted

output. DCN reduces the MSE from 2.269 to 0.745 g/m2 on the full domain, and from 4.531 to 0.910 g/m2 in the shown patch.

TABLE 3 | Observation downscaling results in temporal dimension, using the

baseline and our DCN.

MSE (kg/m2) factors Baseline DCN Reduction (%)

2–1 h 0.229 0.173 −24.65

4–1 h 0.571 0.551 −3.522

6–1 h 0.557 0.534 −4.205

12–1 h 0.647 0.649 0.283

24–1 h 0.697 0.762 9.348

12–6h 6.254 4.531 −27.558

24–6 h 8.762 5.836 −33.395

24–12 h 12.925 3.802 −70.586

When targeting hourly outputs, the DCN is beneficial only for small scaling factors. For

predictions of 6 and 12 h intervals, the network achieved a 30 or 70% error reduction,

respectively.

close enough baselines. Learning to suppress unnecessary or
wrong structures is more difficult, then letting the network
directly predict the high-resolution output by itself from
the extracted features. For both cases, we developed a
convolutional architecture with residual skip connections in
order to extract features at different scales and to combine
them in the subsequent deconvolution, leading us to a high-
resolution prediction.

One possible reason why data is available at lower resolution
only is that it has been coarsened for storage. If storage
alone was the concern, it would be more effective to apply
lossy compression approaches directly to the high-resolution
data, especially if the data has low-frequent regions that could

be sampled more sparsely than the uniformly chosen coarse
resolution used throughout this manuscript for coarsening. That
said, a limitation of the presented downscaling approach is that
it is not able to compete with lossy compressions that were able
to work from the high-resolution data. Instead, we focused on
what can be recovered once the damage is done, i.e., once the
data has been coarsened. Future work could follow up on the
compression, for which an information theoretic approach would
be instructive (MacKay, 2003; Yeung, 2010). In the future, it
would be interesting to study if there are ways to predict the
optimal downscaling parameters. This will be quite challenging,
since the best network and the best parameter choice is strongly
dependent on the data characteristics, which vary not only
spatially but also temporally.

At present, we assumed that the meteorological data is
available on regular grids. In such a case, convolutional
layers proved useful for feature map extraction in the
hidden layers. In the future, it would be interesting
to study convolutional approaches for unstructured or
irregularly structured data. Possible approaches would
include PointNet-like convolutions (Qi et al., 2017)
that waive connectivity information by introducing
order-independent aggregations, or graph convolutional
networks (Kipf and Welling, 2016) that operate on arbitrary
grid topologies.

CNNs and GANs similarly share the problem that their
interpretation is difficult, since both involve nonlinear mappings.
For example, both of our CNN approaches RPN and DCN
obtain an error that is theoretically unbounded. It would be
imaginable to bound the reconstruction heuristically using the
coarse input data, for example by only allowing a certain
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FIGURE 8 | Downscaling results of observational precipitation from 24 h resolution to 12 h. Top row shows input patches ranging from 1 day 12:00 UTC to the other

12:00 UTC. Middle row shows the predicted output patch and the groundtruth. Last row compares the baseline and predicted error maps relative to the groundtruth

(MSE kg/m2 ). Our method learns to scale the amount of precipitation dependent on the time we estimate. Our method can reduce the MSE from 14.251 to 0.252.

deviation away from the input signal, but this would of
course be rather heuristic. Extreme weather events could be
smoothed out since the frequency of their occurrence was
not accounted for in the training data. Weighting individual
training samples is an interesting direction for future work,
which would require more data and an identification of the
extreme events.

Neural networks can learn to disambiguate the reconstruction
from low-resolution to high-resolution data in a data-
driven way. In the future, it would be interesting to
include additional regularizers into the loss function to
utilize physical conservation laws that needed to hold

during simulation. Further, it would be interesting to apply
residual predictions to dynamical downscaling models, as
this would build up on the meteorological knowledge that
went into the design of dynamical models. While running
the dynamical models also imposes a computational cost,
there is great potential in including more physics into the
learning process.

The work presented here shows a proof of concept
how neural networks can be used to reconstruct data
that has been coarsened, and how this could serve for
development/reconstruction of high-resolution model data
and observations. For example, trained networks can be
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used for disaggregation of daily observational values into
subdaily instead of using functions that can introduce statistical
artifacts. It still remains to expand the current study to
different domains and to longer time periods and it still
remains an open problem to investigate if and how the
hallucinations of generative neural networks (Singh et al., 2019;
Han and Wang, 2020; Stengel et al., 2020) might impede the
data analysis.
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South Asian monsoon is a phenomena that plays out during June-September every year,

due to the northward shift of the ITCZ which causes heavy rainfall over many countries

of South Asia, including India. These rains are directly related to the lives and economic

well-being of over a billion people. Indian monsoon is highly heterogeneous, due to the

vast physiographic variations across the country. There is considerable interest among

scientists and other stake-holders about possible future changes to Indian monsoon

due to worldwide climate change. Simulations of future climate by global climate models

under various scenarios can provide important clues for this. However, simulations of

Indian monsoon in the historical period by global climate models under the CMIP5 family

were found to be inaccurate in several aspects. Simulations by the new global climate

models from the CMIP6 family are now available, and scientists are evaluating their ability

to simulate Indianmonsoon. In this work, we focus on one particular aspect of simulations

by these models: the spatial distribution over daily rainfall over the Indian landmass during

monsoon. We use a Machine Learning based probabilistic graphical model that can

identify frequent spatial patterns of rainfall after creating a binary representation of rainfall.

This model also helps us to identify spatial clusters, i.e., homogeneous regions within the

Indian landmass with similar temporal characteristics of rainfall. We identify such frequent

spatial patterns and spatial clusters from observed monsoon rainfall data, and also from

simulations of monsoon rainfall by different CMIP6 models during the period 2000–2014.

We evaluate the models by comparing the patterns and clusters identified from their

simulations with those identified from observed data. We find that some of the CMIP6

models can simulate the spatial distribution of monsoon rainfall to a reasonable degree,

but there are various limitations—most models underestimate extreme rainfall events and

are unable to reproduce the regions of the landmass that are homogeneous with respect

to rainfall.

Keywords: CMIP6, Indian monsoon, spatial pattern, graphical model, simulation

1. INTRODUCTION

Every year, several countries in South Asia including India, Sri Lanka, Burma, Bangladesh, Pakistan
receive heavy rainfall from the South Asian Monsoon system, roughly during the period June-
September. It is caused by formation of a low-pressure region over North-western India, resulting
in northward migration of the Intertropical Convergence Zone (ITCZ). Specifically in case of

50

https://www.frontiersin.org/journals/climate
https://www.frontiersin.org/journals/climate#editorial-board
https://www.frontiersin.org/journals/climate#editorial-board
https://www.frontiersin.org/journals/climate#editorial-board
https://www.frontiersin.org/journals/climate#editorial-board
https://doi.org/10.3389/fclim.2021.654763
http://crossmark.crossref.org/dialog/?doi=10.3389/fclim.2021.654763&domain=pdf&date_stamp=2021-05-07
https://www.frontiersin.org/journals/climate
https://www.frontiersin.org
https://www.frontiersin.org/journals/climate#articles
https://creativecommons.org/licenses/by/4.0/
mailto:adway@cai.iitkgp.ac.in
https://doi.org/10.3389/fclim.2021.654763
https://www.frontiersin.org/articles/10.3389/fclim.2021.654763/full


Mitra CMIP6 Spatial Patterns

India, the monsoon season accounts for about 80% of the annual
rainfall in about 75% of the landmass, with the exception of
some regions along the south-eastern coast and the hilly north-
eastern region which receive substantial pre-monsoon (April–
May) and post-monsoon (October–November) rainfall. Such
rainfall is extremely important for sustenance of agriculture in
India, which contributes to the lives and livelihood of over a
billion people ( Gadgil and Gadgil, 2006). Indian monsoon is
a highly complex phenomena, exhibiting significant spatial and
temporal variations during its 4-month seasons, as discussed
by Gadgil (2003) and Goswami and Chakravorty (2017). Indian
monsoon is considered by many climate scientists to be linked
to climatic phenomena in other parts of the world through
teleconnections, such as El Nino-Southern Oscillation (ENSO),
Indian Ocean Dipole (IOD), and Madden-Julian Oscillations
(MJO). However, it is well-known that in recent decades the
monsoon circulation has significantly weakened, as pointed out
by Ghosh et al. (2012) and Preethi et al. (2017), while at the
same time extreme rainfall events have increased, according
to Roxy et al. (2017). Naturally, there is significant concern
among scientists and policy-makers about how Indian monsoon
may be affected in future due to worldwide climate change. For
this purpose, we need reliable simulation of future climate under
different scenarios.

Over the last decade, various research groups across the
world have developed global climate models such as General
Circulation models (GCMs) under the aegis of Coupled Model
Intercomparison Project (CMIP), with the aim of studying
the impacts of various natural and anthropogenic forcings
on past, present and future climate. Most of these models
use physics-based differential equations about energy balance
and coupling between land, ocean, and atmosphere. These
models simulate global climate including many geophysical
variables in the past and also the future under hypothetical
scenarios related to greenhouse gas concentration in the
environment (Representative Concentration Pathways) and
socio-economic policies adopted by different countries (Shared
Socioeconomic Pathways).

Simulations of the future by any model is hard to evaluate,
since the ground truth is not known. In order to estimate
the reliability of the future simulations by any model, it is
necessary to evaluate its simulation of the historical period, for
which we do have the ground truth. Usually, some important
statistical measures are calculated from the model simulations,
and compared to the corresponding measures calculated from
the ground truth. The accuracy of a model is based on
such comparisons. Various studies focus on various statistical
measures for such evaluation. Simulations by the third phase
of models (CMIP3) were not very accurate due to their course
resolution and failure to take into account various environmental
factors, but they were improved upon by the fifth phase of the
models (CMIP5). Various studies such as Sperber et al. (2013)
have compared the broad spatial and temporal characteristics of
simulated monsoon rainfall in Southern Asia including India,
and noticed a slight improvement in some aspects, though
other aspects such as teleconnections are still not represented
accurately. A similar study was done for simulation of daily

maximum and minimum temperature and precipitation over
China by models from both families in Sun et al. (2015).
However, it was pointed out by various research groups (e.g.,
Saha et al., 2014; Shashikanth et al., 2014; Jayasankar et al.,
2015; Pattnayak et al., 2017) that these models do not represent
several characteristics of IndianMonsoon very accurately in their
simulations of the historically observed period, and hence their
future projections are less reliable. Singh et al. (2017) found
that regionalized versions of these models, often called Regional
Climate Model (RCM) could not help much. Some studies
like Raju and Kumar (2014) have tried to combine the CMIP5
model simulations to improve the accuracy with respect to a
few statistical measures, and identified a few models as suitable
for India.

The sixth phase of models (CMIP6) which have been released
recently, operate at much higher spatial resolutions and take into
account more small-scale or localized processes. An excellent
overview of these models is provided by Eyring et al. (2016).
CMIP6 models such as Wu et al. (2019) have raised hopes
of researchers. Some research such as Gusain et al. (2020),
have already explored the improvements in the representation
of Indian Monsoon and its different characteristics in the
simulations of the historical period by some of these models.
The monsoon characteristics studied by Gusain et al. (2020) from
these model simulations include mean seasonal precipitation
across Indian landmass, seasonal climatology of daily rainfall
during the June-September period over the Monsoon Zone
of Central India, extreme rainfall events across the landmass,
and the duration and frequency of active and break spells—an
important feature of Indian monsoon denoting intra-seasonal
oscillations (studied in great details by many scientists such
as Rajeevan et al., 2010; Nair et al., 2018). The study found that
the CMIP6 models show a greater statistical consistency with
observed data than models from CMIP5 or CMIP3 families,
though the spatial variations are yet to be represented accurately.
Similar studies have been made for other regions affected by
monsoon systems, such as China (Xin et al., 2020). This study
too focuses on the representation of various characteristics of
rainfall over China, such as spatial correlation between simulated
and observed data, mean seasonal precipitation across Chinese
landmass, inter-annual trends of seasonal precipitation, and
relation between rainfall and horizontal winds.

The aim of this work is to focus on spatial distribution of
daily monsoon rainfall over India. Our aim is to see if the daily
distribution of rainfall as simulated by these models have any
similarity with the actual daily distribution of monsoon rainfall.
However, since the model simulations are not synchronized with
observations on daily basis, a direct day-by-day comparison
between model simulations and observations is not possible. We
wish to evaluate CMIP6 models by identifying frequent spatial
patterns of daily rainfall in the simulations of monsoon by these
models, and comparing these patterns with those identified from
observed data. Spatial patterns have generally been considered
as Empirical Orthogonal Functions (EOF) in the Earth Sciences
community, including for spatial analysis of Indian Monsoon,
such as Suhas et al. (2013). However, a different approach was
considered in the recent works by Mitra et al. (2018), where a
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model based on Machine Learning was used to create a binary
representation of the precipitation data. This representation
was used to create a few canonical spatial patterns, such that
the spatial distribution (map) of rainfall on each day can be
approximated using one of these patterns. Unlike EOF-based
patterns, these patterns are not additive, and have both binary
and real-valued representations. The binary representations are
spatio-temporally coherent, and hence more comprehensive
and suitable for studying different climatic variables, as done
by Sharma et al. (2021). Additionally, the model is able to identify
spatial clusters, i.e., compact regions on the landmass with similar
intra-seasonal and inter-seasonal variation in rainfall. In this
work we use the same approach to identify such canonical spatial
patterns of daily rainfall and spatial clusters from monsoon
rainfall data obtained from observations by India Meteorological
Department (IMD) during the period 2000–2014. Next, we apply
the same technique on the monsoon rainfall simulated by seven
models from CMIP6 family, to identify spatial patterns and
clusters from them. The patterns and clusters obtained from
each of these models are compared to those obtained from the
IMD observations. We define and evaluate several measures
of compatibility between these patterns. On the basis of these
measures, we classify the 7 CMIP6 models. It turns out that
some of the models can capture the spatial patterns partially
well, but not the others. None of the models are able to account
for the heavy-to-extreme rainfall events. The regions of spatial
homogeneity, as identified by the simulations from most of the
models, are not very homogeneous with respect to the actual
observations. Thus, we conclude that CMIP6 models are only
somewhat accurate in reproducing daily spatial distribution of
monsoon rainfall over India.

2. MATERIALS AND METHODS

2.1. Datasets
In this work, we consider precipitation data over the landmass
of India during the monsoon months of June-September, for
the period 2000–2014. The reason for considering this period is
that it is recent and relatively less well-studied in literature. We
obtain ground truth data from India Meteorological Department
(IMD)1. We also collect the data related to simulation of Indian
Monsoon rainfall by the following CMIP6 models: ACCESS-
ESM1.5 developed by Australian Community Climate and Earth
System Simulator (ACC) (see Ziehn et al., 2020 for details),
Beijing Climate Center Climate System Model (BCC) (see Wu
et al., 2019 for details), Canadian Earth System Model Version
5 (CAN) (see Swart et al., 2019 for details), Earth Consortium
Model Version 3 (EC) (seeWyser et al., 2020 for details), Institute
of Numerical Mathematics Climate Model Version 4.8 (INM)
(see Volodin et al., 2018 for details), Max Plank Institute Earth
System Model Version 1.2 (MPI) (see Mauritsen et al., 2019 for
details), and Norwegian Climate Center Earth System Model
Version 2.0 (NOR) (see Seland et al., 2020 for details).

The datasets specifically related to Indian Monsoon
simulation by these models are available at https://zenodo.

1https://imdpune.gov.in/Clim_Pred_LRF_New/Grided_Data_Download.html.

org/record/3873998#.X_g60dgzaUk. This dataset was created
based on the study by Mishra et al. (2020). In these simulations,
the precipitation data for Indian monsoon is available at a
resolution of 0.25 × 0.25◦ (see Pai et al., 2014). For ease of
computations, we coarsen them to 1× 1◦ resolution using spatial
averaging, following the same grid system as the widely-used
dataset published by Rajeevan et al. (2006). For the ground-truth
dataset also, we use the same grid structure. According to this
grid system, the landmass of India consists of 357 grid-locations.
For every location, we have daily rainfall data for the June-
September season (122 days) of the period 2000–2014, i.e., we
have totally 122× 15 = 1, 830 days. In case of the CMIP6 models
mentioned above, the years are not synchronized to the actual
years, so we must limit our analysis to statistics calculated across
the years for a fair comparison.

2.2. Probabilistic Graphical Model
We fit a probabilistic graphical model developed by Mitra et al.
(2018) on to each of these datasets. Consider S locations and T
time-points, i.e., here S = 357 and T = 1, 830. For every location
s, we consider a set of neighboring locations �(s), which are
within a distance of 1◦ from s along either latitudes or longitudes.
We denote by X(s, t), the precipitation at any spatial location s
on day t. For any day t, the vector X(t) = {X(s, t)}Ss=1 is called the
spatial map or spatial distribution of rainfall on that day. Similarly
for any location s, the vector X(s) = {X(s, t)}Tt=1 is called the
time-series of rainfall at that location.

The model aims to find a binary representation Z(s, t) of
X(s, t). Z(s, t) = 1 essentially indicates high value of rainfall at
location s on day t (wet day), while Z(s, t) = 2 indicates a low
value of the same (dry day). However, there is no hard threshold
between high and low values. Assignment of Z(s, t) is done based
on local climatology of daily rainfall at s, and also on the influence
of neighboring values Z(s′, t), where s′ ∈ �(s) so that spatio-
temporal coherence is maintained, i.e., neighboring locations are
likely to have the same value of Z. Thus, for each day t during
the period under consideration, we have a real-valued spatial
map X(t) of rainfall as well as a binary-valued spatial map Z(t)
over the geographical domain. The model assigns each day t to
a cluster denoted by U(t), such that days with “similar” spatial
maps are assigned to the same cluster. A cluster is represented
by a binary spatial pattern denoted by θd which is the mode of
the binary spatial maps across the constituent days of that cluster,
and also by a real-valued spatial pattern denoted by θ which is
the mean of the real-valued spatial maps across the constituent
days. Similarly, the model assigns a spatial cluster index V(s) to
each locations s, such that locations with “similar” time-series
of Z-values over the entire period of T days, are assigned to the
same cluster. Also, neighboring locations are likely to be assigned
to the same spatial clusters, so that spatial compactness of the
clusters is maintained. Just like clusters of U, each cluster of V
is represented by a canonical time-series φd of binary values and
φ of real values.

In this model, all of the variables X, Z, U, V , are considered
as random variables, while θ , θd, φ, and φd are considered as
unknown parameters to be estimated. First of all, we construct
a probabilistic graphical model using (Z,U,V), which is shown
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FIGURE 1 | The probabilistic graphical model. The rows indicate spatial locations {1,S}, and the columns indicate days {1,T}. The observation nodes for X are

marked in blue, while the latent variable nodes for Z,U,V are marked in gray.

in Figure 1. Each node of the model represents a specific random
variable, such as X(s, t), Z(s, t), U(t), or V(s). Any two Z-nodes
are joined by spatial edges if they are spatially adjacent, for e.g.,
Z(s, t) and Z(s′, t) where s′ ∈ �(s). Again, two Z-nodes are joined
by temporal edges if they are temporally adjacent, for e.g., Z(s, t)
and Z(s, t+1). Again, Z(s, t)-node andX(s, t)-node are connected
by data edges. Additionally, all Z(s, t)-nodes and X(s, t)-nodes
for each day t are connected to the node U(t), though in the
figure U(t) is shown to be connected to Y(t), which is a dummy
node representing Y(t) =

∑S
s=1 X(s, t). Similarly, all Z(s, t)-

nodes of each location s are connected to the corresponding
V(s)-node. Each of the edges are provided with an edge potential
function 9 . The spatial edge potential functions are defined in
such a way that it takes a high value when Z(s, t) = Z(s′, t),
and low value otherwise. Temporal edge potentials are defined
likewise. The data edge potentials between Z(s, t) and X(s, t)
are defined as the PDF of a Gamma distribution on X, whose
shape and scale parameters are specific to location s and the
value of Z(s, t), i.e., we assume that X(s, t) ∼ Gamma(αsk,βsk)
with k = Z(s, t). This means that the rainfall at any location
is modeled by a Gamma mixture distribution with two modes
[as Z(s, t) is binary], one for high values and one for low values.
The daily binary spatial map Z for any day t is modeled as a
Bernoulli-corrupted version of the corresponding spatial pattern

θd[U(t)]. Similarly, the binary time series Z for any location s
is modeled as a Bernoulli-corrupted version of the canonical
time-series φd[V(s)].

This graphical model forms a Markov Random
Field (Kindermann, 1980). The joint distribution P(X,Z,U,V)
is the product of all the edge potentials functions. Among
the random variables mentioned above, X is observed. The
computation of values of (Z,U,V), is done with the aim of
maximizing P(X,Z,U,V). Clearly, a configuration with more
spatial and temporal coherence, will have a higher probability,
due to nature of the potential functions on the spatial and
temporal edges. Since standard maximum-likelihood or
Expectation-Maximization are not tractable here due to the
complex coupling between the variables, we use the approach of
Gibbs Sampling under the paradigm of Markov Chain Monte
Carlo methods (Neal, 1993). In this approach, we iteratively
sample each random variable from its conditional distribution,
holding all the other variables constant at their current values.
The process is repeated hundreds of times, samples collected
at regular intervals, and the modal values of these samples
are used as Maximum A-posteriori (MAP) estimates of the
random variables.

Interpretation of the values of Z, θ , θd, and V are important
to understanding the results of this model. First of all, Z provides
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TABLE 1 | The spatial statistics of X and Z, as computed from CMIP6 model simulations and compared against the IMD observations.

IMD ACC BCC CAN EC3 INM MPI NOR

nZ1 − ℓ2 0 2.3 1.3 2.5 1.8 1.9 2.0 1.7

nZ1 − cr 1 0.77 0.91 0.78 0.92 0.89 0.87 0.9

X1 − ℓ2 0 103 68 135 60 90 74 59

X1 − cr 1 0.62 0.59 0.58 0.79 0.62 0.66 0.73

X2 − ℓ2 0 18 9 22 12 10 9 10

X2 − cr 1 0.55 0.72 0.58 0.74 0.78 0.80 0.77

spCh 0.85 0.93 0.91 0.94 0.92 0.91 0.9 0.92

spCr 0.59 0.89 0.88 0.93 0.86 0.89 0.86 0.9

The measures are explained in section 3.1. For each measure, the CMIP6 model whose results are closest to the IMD data are highlighted.

a binary representation of the observed data X. If we look at the
spatial map of X(t) on a particular day t, then its corresponding
binary representation Z(t) is a binary map where locations
having high rainfall have Z(t) = 1, while those locations
having low rainfall have Z(t) = 2. These binary maps are
more spatially coherent than the real-valued ones, where high-
rainfall and low-rainfall regions are more clearly demarcated.
Coming to the spatial patterns θ , θd, each day’s spatial map
X(t) can be approximated with a real-valued θ-pattern while
each day’s binary spatial map Z(t) can be approximated with a
binary θd-pattern.

The number of canonical patterns is not fixed, but estimated
by the model based on the data. There are user-tuneable
hyperparameters (mentioned inMitra et al., 2018) which indicate
how closely a canonical pattern must approximate the daily
spatial maps/patterns, which have the effect of increasing or
decreasing the number of canonical patterns. But generally
about 10 patterns, each of which account for at least 60 of
the 1,830 days from at least 8 of the 15 years, can cover
70–90% of the days. We call such patterns as prominent
patterns, and these patterns contain the information regarding
the usual daily spatial distribution of rainfall. The remaining
days which are assigned to non-prominent or rare patterns are
days with unusually high rainfall, spread over large parts of
the country.

3. RESULTS

Now, we come to the comparison of the different CMIP6 models
with the observed data, as obtained from India Meteorological
department. For this purpose, we fit the probabilistic graphical
model discussed above to the daily rainfall observations X from
all these datasets (observations and CMIP6 model simulations).
Parameters and hyperparameters used for the model (as listed
by Mitra et al., 2018) are the same for each of the datasets,
for meaningful comparison. Let us denote by XIMD, ZIMD,
θ
IMD, and θ

IMD
d

the IMD observations and corresponding binary
representation and spatial patterns. Similarly, we denote by
XMODEL, ZMODEL, θMODEL, and θ

MODEL
d

the daily rainfall values
and corresponding binary representation and spatial patterns
from any CMIP6 model (for specific models, we will use XBCC,
θ
NOR etc).

3.1. Quantitative Analysis of the Binary
Representations
We begin our quantitative comparison of the CMIP6 model
simulations and the actual observations from IMD in terms of
interpreting the binary representations, i.e., ZIMD and ZMODEL.
For each of the 357 locations, we compute the mean rainfall
values across all wet days for which Z = 1 and also for all dry
days for which Z = 2 separately. We also calculate the fraction
of wet days (Z = 1) at each location over the study period.
These indicate how wet are the wet and dry days in different
locations, in the actual IMD dataset as well as in the simulations
by CMIP6 models.

We denote these quantities by nZ1(s) =
1
T

∑T
t=1 I(Z(s, t) =

1), X1(s) =
∑T

t=1 X(s,t)I(Z(s,t)=1)
∑T

t=1 I(Z(s,t)=1)
, X2(s) =

∑T
t=1 X(s,t)I(Z(s,t)=2)
∑T

t=1 I(Z(s,t)=2)
where

I is the indicator function. Since these quantities are calculated at
all S locations, we compare them between the model simulation
datasets and the actual IMDobservations using ℓ2 norm (denoted
by nZ1−ℓ2,X1−ℓ2,X2−ℓ2) and correlation coefficient (denoted
by nZ1 − cr, X1 − cr, X2 − cr). The results are shown in Table 1.

Another issue which we consider is spatial correlation—
whether the rainfall volume at adjacent locations are correlated
or not. For every pair of locations s, s′ such that s′ ∈ �(s),
we compute the spatial correlation coefficient between the
time-series X(s) and X(s′), denoted by spCr(s, s′). Similarly, we
compute the spatial coherence between the binary time-series

Z(s) and Z(s′), i.e., spCh(s, s′) = 1
T

∑T
t=1 I[Z(s, t) = Z(s′, t)]. The

mean values of these quantities are then computed over all pairs
of (s, s′). These are repeated for both the IMD dataset as well the
CMIP6 simulation datasets, and shown in Table 1.

It turns out that for most of the measures related to local
statistics, the models BCC-CSM, EC-3, MPI-ESM-1,2, and NOR-
ESM-2 perform comparable to each other, while ACC-ESM-
1.5, CAN-ESM-5, and INM-CM-4.8 are found to lag behind.
The spatial coherence and spatial correlation are significantly
overestimated in all the models, which may indicate that only
processes at larger spatial scales are simulated by these models.

3.2. Visual Analysis of Prominent Spatial
Patterns
In this paper, we are specifically interested in the spatial patterns
of daily rainfall, as obtained from the different CMIP6 models

Frontiers in Climate | www.frontiersin.org 5 May 2021 | Volume 3 | Article 65476354

https://www.frontiersin.org/journals/climate
https://www.frontiersin.org
https://www.frontiersin.org/journals/climate#articles


Mitra CMIP6 Spatial Patterns

FIGURE 2 | The nine prominent binary spatial patterns found from the observations from India Meteorological Department (IMD). Pink indicates wet locations and blue

indicates dry locations. Patterns are numbered from left to right across each row, top to bottom.

TABLE 2 | Mean daily rainfall for prominent spatial patterns identified from different CMIP6 models in mm/day/location, sorted in ascending order.

Model Pat1 Pat2 Pat3 Pat4 Pat5 Pat 6 Pat7 Pat8 Pat9 Pat10 Pat11

IMD 2.4 4.4 5.5 7.7 7.9 7.9 8.5 11.5 11.6 – –

ACC 1.2 2.9 4.8 5.3 7.2 7.8 11.0 – – – –

BCC 1.5 3.4 4.7 6.6 7.6 7.6 9.5 9.9 9.9 13.1 –

CAN 1.2 2.2 2.7 3.2 4.0 4.7 6.1 7.4 9.8 – –

EC3 1.7 3.8 6.0 8.0 8.8 9.0 11.6 11.6 14.8 – –

INM 2.1 3.2 6.0 7.5 7.7 8.1 8.4 10.0 10.9 11.2 12.2

MPI 1.6 3.8 5.8 5.9 6.3 8.2 8.4 10.7 12.0 – –

NOR 1.7 2.8 5.2 5.6 7.2 8.6 9.2 10.3 10.6 13.0 –

and from the observations. For each dataset, we identify the
spatial patterns θd, θ as mentioned in section 2. For each dataset,
we focus on the set of prominent spatial patterns, which are
a subset of the spatial patterns identified by the probabilistic
graphical model. As already mentioned, a prominent spatial
pattern appears on at least 60 of the 1,830 days, from at least 8
of the 15 years during the study period considered. It turns out
that for all datasets, there are 7–11 prominent spatial patterns.

3.2.1. IMD Dataset

The prominent patterns (binary) obtained from the IMD dataset
are shown in Figure 2. There are nine prominent spatial patterns,
which cover 94% of the 1,830 days in the study period. The
patterns are sorted in ascending order of mean all-India rainfall,
as indicated in Table 2. The first three patterns are associated
with low rainfall, either scattered or limited to the North-
eastern region (pattern 2) or the western coast (pattern 3). In
pattern 4 too the rainfall is mostly limited to the western coast
and North-east, though it is heavier magnitude. In patterns
5 and 8, the wet areas are mostly in the Gangetic plain and

foot-hills of the Himalayas, while in patterns 6, 7, and 9 the
rainfall is concentrated in the monsoon zone of Central India.
These patterns seem to indicate that rainfall does not happen
simultaneously in Gangetic plains and Central India. Although
the patterns 5, 8 as well as 6, 7, 9 look nearly identical in the binary
representation, they differ in the volumes of rainfall associated
with them. These rainfall volumes are indicated in the real-
valued versions of these prominent patterns are shown in the
Supplementary Figure 1.

3.2.2. ACCESS-ESM-1.5 Dataset

The seven prominent patterns (binary) obtained from the
ACCESS simulation dataset are shown in Figure 3. The patterns
are sorted according to the mean daily rainfall rates (all-India),
as given in Table 2. These seven patterns cover 79% of the days.
Here we find 2 patterns where most of the landmass is dry,
just like the IMD dataset. In patterns 3, 4, 5, 6, 7 we find the
rainfall concentrated along the western coast and the foothills
of the Himalayas, North of the Gangetic planes. None of the
patterns show much rainfall along major parts of the Gangetic
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FIGURE 3 | The seven prominent binary spatial patterns found from ACCESS-ESM-1.5 model. Pink indicates wet locations and blue indicates dry locations. Patterns

are numbered from left to right across each row, top to bottom.

plains, Central India and the Eastern coast. Some parts of the
central India are covered in patterns 5 and 7, but simultaneously
with Himalayan foothills. So many of the patterns obtained from
simulations of this model do not agree well with IMD dataset.
The real-valued versions of these prominent patterns are shown
in Supplementary Figure 2.

3.2.3. BCC-CSM Dataset

The 10 prominent patterns (binary) obtained from the BCC-
CSM simulation dataset are shown in Figure 4. The patterns
are sorted in ascending order of mean all-India rainfall rates, as
given in Table 2. These 10 patterns cover 85% of the days. Here
once again we find the first four patterns corresponding to low
all-India rainfall, which are concentrated in the western coast
and North-East. Pattern 5 covers the entire peninsular region
including the south-eastern parts, which are known to remain
dry during this period. This pattern is in disagreement with the
patterns from the IMD dataset. Similarly pattern 8, which shows
rainfall only in the eastern side (roughly the states of Bihar,
Odisha, Bengal, and the North-east), is not found in the IMD
dataset. Patterns 6, 9, 10 show rainfall in Central India, and 9, 10
include the eastern coast as well. These are broadly in agreement
with the patterns 6, 7, 9 of the IMD dataset, though located a bit
Northward. Pattern 7 shows rainfall in the Gangetic plain, much
like patterns 5, 8 of the IMD dataset. The real-valued versions of
these prominent patterns are shown in Supplementary Figure 3.

3.2.4. CAN-ESM-5 Dataset

The nine prominent patterns (binary) obtained from the CAN-
ESM-5 simulation dataset are shown in Figure 5. The patterns
are sorted in ascending order of mean all-India rainfall rates, as
given in Table 2. These nine patterns cover 85% of the days. The
patterns 1, 2, 3 resemble the corresponding dry patterns from the
IMD dataset. But patterns 4, 5, 7, 8 show rainfall concentrated

only in the eastern and north-eastern region, while in case of
pattern 9 most of the eastern coast and the peninsular India are
simultaneously wet. These patterns seem to be in disagreement
with the IMD patterns. There is no pattern which covers Central
India (except 9, though only partially) and western parts of
the Gangetic plain including the foothills of Himalayas. The
real-valued versions of these prominent patterns are shown in
Supplementary Figure 4.

3.2.5. EC-3 Dataset

The nine prominent patterns (binary) obtained from the EC-3
simulation dataset are shown in Figure 6. The patterns are sorted
in ascending order of mean all-India rainfall rates, as given in
Table 2. These 11 patterns cover 75% of the days. Once again,
patterns 1, 2, 3 show rainfall limited to the north-eastern region
and western coast, like the IMD dataset. Patterns 4, 5, and 7 show
rainfall over the Gangetic plain and foothills of the Himalayas,
like patterns 5, 8 from the IMD dataset. But patterns 6, 8, 9 show
rainfall occurring simultaneously over Central India and large
parts of the Gangetic plain, which is in disagreement with the
patterns from the IMD dataset. The real-valued versions of these
prominent patterns are shown in Supplementary Figure 5.

3.2.6. INM-CM-4.8 Dataset

The 11 prominent patterns (binary) obtained from the INM-CM-
4.8 simulation dataset are shown in Figure 7. The patterns are
sorted in ascending order of mean all-India rainfall rates, as given
in Table 2. These 11 patterns cover 82% of the days. Here we have
dry patterns 1, 2, 3 like all other datasets. Pattern 5 shows rainfall
over the Gangetic plain, while patterns 6, 11 shows rainfall over
Central India, like the patterns from the IMD dataset. However,
patterns 7 shows rainfall along the entire eastern coast, which
is not observed in the IMD dataset. In patterns 4, 5, 8, 9, 10
we see rainfall simultaneously in Central India and the Gangetic
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FIGURE 4 | The 10 prominent binary spatial patterns found from BCC-CSM model. Pink indicates wet locations and blue indicates dry locations. Patterns are

numbered from left to right across each row, top to bottom.

FIGURE 5 | The nine prominent binary spatial patterns found from CAN-ESM-5 model. Pink indicates wet locations and blue indicates dry locations. Patterns are

numbered from left to right across each row, top to bottom.

plain, which too is in disagreement with the IMD patterns. The
real-valued versions of these prominent patterns are shown in
Supplementary Figure 6.

3.2.7. MPI-ESM-1.2 Dataset

The nine prominent patterns (binary) obtained from the MPI-
ESM-1.2 simulation dataset are shown in Figure 8. The patterns
are sorted in ascending order of mean all-India rainfall rates,
as given in Table 2. These nine patterns cover 75% of the days.
Just like all other datasets, we have 3 dry patterns, but unlike
othermodels, none of them show rainfall along theWestern coast
only. Patterns 6 and 9 show rainfall mostly over the Gangetic

plain, like patterns 5, 8 from the IMD dataset. Pattern 8 shows
rainfall over central India. But pattern 4 where the rainfall is over
peninsular India only, as well as patterns 5,7 where the rainfall
occurs from eastern coast (around Odisha state) till western
parts of the Gangetic plains excluding the eastern parts of the
Gangetic plain, are in disagreement with the IMD dataset. The
real-valued versions of these prominent patterns are shown in
Supplementary Figure 7.

3.2.8. NOR-ESM-2 Dataset

The 10 prominent patterns (binary) obtained from the NOR-
ESM-2 simulation dataset are shown in Figure 9. The patterns
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FIGURE 6 | The nine prominent binary spatial patterns found from EC-3 model. Pink indicates wet locations and blue indicates dry locations. Patterns are numbered

from left to right across each row, top to bottom.

FIGURE 7 | The 11 prominent binary spatial patterns found from INM-CM-4.8 model. Pink indicates wet locations and blue indicates dry locations. Patterns are

numbered from left to right across each row, top to bottom.

are sorted in ascending order of mean all-India rainfall rates,
as given in Table 2. These 10 patterns cover 76% of the days.

Here too we have three dry patterns like the IMD dataset.
Patterns 5,8,9 show rainfall over the Gangetic plains including

Himalayan foothills. However, pattern 4 which show rainfall over

the Eastern region only, and patterns 6 and 10 where rainfall
covers Central India and Gangetic plain simultaneously, are
in disagreement with the patterns from the IMD dataset. The
real-valued versions of these prominent patterns are shown in
Supplementary Figure 8.

3.3. Quantitative Analysis of Prominent
Spatial Patterns
We now carry out a quantitative analysis of the spatial patterns
obtained from the different CMIP6 models and the ground truth
data. The first analysis is to see how well the spatial patterns from
each CMIP6model can fit the ground truth data. For each day, we
choose among the prominent spatial patterns from a particular
CMIP6 model, that pattern which is the closest approximation
of the spatial maps XIMD(t) and ZIMD(t). For this we calculate
τ
MODEL(t) = min ||XIMD(t) − θ

MODEL
|| and τ

MODEL
d

(t) =
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FIGURE 8 | The nine prominent binary spatial patterns found from MPI-ESM-1.2 model. Pink indicates wet locations and blue indicates dry locations. Patterns are

numbered from left to right across each row, top to bottom.

FIGURE 9 | The 10 prominent binary spatial patterns found from NOR-ESM2 model. Pink indicates wet locations and blue indicates dry locations. Patterns are

numbered from left to right across each row, top to bottom.

min ||ZIMD(t) − θ
MODEL
d

||, where || denotes a suitable distance
measure.We use ℓ2 norm for τ andHamming distance for τd.We
take the mean value of τMODEL and τ

MODEL
d

over all the days, and
denote these by PatternScore and dPatternScore. This essentially
indicates, howwell the prominent spatial patterns identified from
the models can describe actual spatial maps of daily rainfall.

Analogously, for each day’s rainfall map XMODEL as simulated
by the models, we try to approximate them with the prominent
spatial patterns identified from the IMD dataset. For each
simulated day, we calculate κ

MODEL(t) = min ||XMODEL(t) −
θ
IMD

|| and κ
MODEL
d

(t) = min ||ZMODEL(t) − θ
IMD
d

||, where ||

denotes a suitable distance measure. We use ℓ2 norm for X and
Hamming distance for Z. We take the mean value of κ and
κd over all the simulated days, and denote it by MapScore and
dMapScore. This essentially indicates how well the daily spatial
maps simulated by the models can resemble the prominent
spatial patterns identified from the actual data.

The results may be seen in Table 3. We find that for the
IMD dataset, dPatternScore is 0.81, which means that on any
day during the study period, the binarized rainfall agrees with
value predicted by the corresponding spatial pattern (binary) at
about 81% of the locations on average. For other models, this
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TABLE 3 | Quantitative comparison of the spatial patterns and daily rainfall maps obtained from the IMD dataset and those obtained from different CMIP6 model

simulations.

IMD ACC BCC CAN EC3 INM MPI NOR

PatternScore 251 266 254 265 257 257 257 257

dPatternScore 0.81 0.75 0.78 0.77 0.79 0.79 0.78 0.79

MapScore 251 173 214 144 209 183 200 224

dMapScore 0.81 0.83 0.81 0.84 0.81 0.80 0.79 0.80

The model giving best result with respect to the corresponding measure is shown in bold.

TABLE 4 | The number of extreme rainfall events in different datasets, i.e., the number of (location,day) pairs at which the volume of rainfall exceeds thresholds as

mentioned in the leftmost column.

IMD ACC BCC CAN EC3 INM MPI NOR

>200 mm 278 89 93 94 126 45 62 194

>150 mm 793 358 497 304 514 245 319 634

>100 mm 3,133 1,578 2,286 1,174 2,223 1,218 1,626 2,502

>50 mm 16,941 11,190 13,925 6,502 14,954 10,090 12,749 15,519

score is somewhat lesser. The same trend holds when we consider
PatternScore, where the actual rainfall values at each location are
compared to that predicted by the corresponding spatial pattern.
This indicates that the CMIP6models have not been very effective
in recognizing that there exist spatial patterns of daily rainfall.
Not only do the patterns extracted from the simulation datasets
not resemble those obtained from the IMD dataset, in fact the
patterns are not very pronounced in their own rainfall maps.

When we consider the daily spatial maps of rainfall as
simulated by the models, we see somewhat unexpected results.
We find that ACCESS-ESM-1.5 and CAN-ESM-5 models, which
have generally been less accurate, return the least values of
MapScore, indicating that the daily rainfall maps simulated by
them resemble the actual spatial patterns (obtained from the real
data) better, compared to other models. In fact, the MapScore is
worst from the IMD dataset itself. Yet, on deeper investigation,
we realize that this is due to the presence of many more extreme
rainfall events in the real dataset than those simulated by the
models, as shown in Table 4. We find that CAN-ESM-5 model
has the least number of rainfall events above 50 mm, while for
NOR-ESM-2 this number is the highest, and closest to the actual
number. The real-valued spatial patterns (θ) do not contain high
values of rainfall, due to which the ℓ2 norms used for calculation
ofMapScore is high.

3.4. Analysis of Spatial Clusters
Now, we turn our attention to the spatial clusters obtained from
the V-variable of the probabilistic graphical model. All locations
assigned the same value of V constitute a spatial cluster, implying
that their rainfall time-series are nearly identical. The number
of spatial clusters is not fixed by the user, but determined by
the model from the data. The maps showing the spatial clusters
may be seen in Figure 10, where each cluster is indicated with
a different color. It may be observed that all the spatial clusters
obtained are spatially contiguous. The number of clusters, as
indicated in Table 5, varies in the range 32–55. We find that
in all cases, certain geographically special regions such as the

Thar desert and the Rann of Kutch in the west, come as single
clusters. In case of the clustering obtained from IMD dataset, the
rain shadow region of the Deccan plateau in the south comes
as a single cluster, though this feature does not show up in
other models.

Now, we investigate the quality of these spatial clusters. A
cluster is useful only if it is homogeneous. For any cluster k,
we calculate the mean time-series XMODEL

k
of rainfall. We then

calculate the correlation coefficients between XMODEL
k

and the

rainfall time-series XMODEL(s) for each location s within that
cluster, i.e., VMODEL(s) = k, which indicates how well the rainfall
time-series at each location is correlated to that of its spatial
cluster. We take the mean of these correlation coefficients for
all locations and refer to it as model-smoothness. This process
is repeated for all the datasets, including IMD and CMIP6
simulations. Next, we examine if the spatial clusters obtained
from the CMIP6 model simulations make any physical sense,
i.e., are those regions homogeneous with respect to actual rainfall
data? For this purpose, we repeat the same exercise as above using
XIMD as rainfall time-series, butVMODEL to define the clusters, for
eachmodel separately.We call these statistics as data-smoothness.

These statistics are available in Table 5. We find that
some models like ACCESS-ESM-1.5 and CAN-ESM-5 produce
significantly less number of spatial clusters than the IMD dataset.
The values of model-smoothness indicate that clusters from all
datasets are relatively homogeneous. However, there may not
be a strong physical basis of the spatial clusters obtained from
the CMIP6 models, as the data-smoothness values from them
are relatively low compared to that from the IMD dataset. The
numbers are particularly poor for ACCESS-ESM-1.5 and CAN-
ESM-5 models, and relatively better for MPI-ESM-1.2.

4. DISCUSSIONS

Finally, we come to a discussion of the results. First of all, a
major observation is that spatial correlation of monsoon rainfall
is heavily overestimated in all the CMIP6 models, indicating

Frontiers in Climate | www.frontiersin.org 11 May 2021 | Volume 3 | Article 65476360

https://www.frontiersin.org/journals/climate
https://www.frontiersin.org
https://www.frontiersin.org/journals/climate#articles


Mitra CMIP6 Spatial Patterns

FIGURE 10 | The spatial clusters obtained from IMD dataset and all CMIP6 model simulation datasets. Each color denotes one cluster. (Top) (left to right): IMD

dataset, ACCESS-ESM-1.5, BCC-CSM, CAN-ESM-5; (Bottom) (left to right): EC-3, INM-CM-4.8, MPI-ESM-1.2, NOR-ESM-2.

TABLE 5 | Statistics of the spatial clusters computed from the IMD dataset and different CMIP6 model simulations, as mentioned in section 3.4.

IMD ACC BCC CAN EC3 INM MPI NOR

#sp.clus 48 32 50 34 47 51 55 46

Model-smoothness 0.92 0.89 0.9 0.92 0.87 0.91 0.9 0.9

Data-smoothness 0.92 0.69 0.75 0.7 0.73 0.74 0.76 0.72

that rainfall is spatially smoother in the model simulations than
in the actual data. This may indicate that the models simulate
monsoon rainfall through large-scale processes which cover
many grids, leading to such spatial correlation. They may be
missing out on localized convective events, or missing out on
spatial heterogeneity of large-scale processes during monsoon.
It turns out that the probabilistic graphical model is able to
identify a small number (7–11) or prominent spatial patterns
from each of the datasets including the IMD observations and the
CMIP6 simulations. However, there are two major differences:
(i) While the rainfall maps on a large fraction of the days
conform to any of these prominent spatial patterns in case of
the IMD dataset, this fraction is less in case of all the CMIP6
model simulations; (ii) The spatial patterns identified from the
model simulations do not match well with those from the IMD
dataset, and hence these model-based patterns cannot fit the
spatial maps of actual daily rainfall. The second point is made
based on both the visual inspection of section 3.2 and the
quantitative analysis of section 3.3 using the PatternScore and
dPatternScoremeasures. Additionally, we also see thatmost of the
models seriously underestimate the number of extreme rainfall
events. Coming to spatial clusters, we can find a number of
reasonably homogeneous spatial clusters from the IMD datasets
as well as from the CMIP6 model simulations, but most of
the clusters formed by models do not seem to have a strong
physical basis, as they are not very homogeneous with respect

to actual rainfall from IMD observations, as indicated by the
data-smoothnessmeasure.

Among the different CMIP6 models we considered, we find
that there is a variation in performance. The ACCESS-ESM-1.5
and CAN-ESM-5 are found to be unsuitable on almost all the
measures we considered, including the spatial statistics (Table 1),
number of extreme events, and suitability of their spatial patterns
and spatial clusters to actual rainfall data. INM-CM-4.8 is found
to perform poorly on somemeasures, especially the local statistics
and number of extreme events, but decently on other measures.
Several of the spatial patterns identified from this model are in
disagreement with the spatial patterns from IMD dataset, but this
is somehow not captured by the dPatternScore measure where
INM-CM-4.8 does well. But the other models, namely BCC-
CSM, EC-3, MPI-ESM-1.2, and NOR-ESM-2 are found to be
quite robust on most of the measures that we consider.

More than hindcasting of historical data, the biggest utility of
these GCMs is in simulation of future climate. It is well-known
that no individual model is reliable enough for simulations,
which is why multi-model ensembles are considered for most
studies regarding simulation of future scenarios. However, it is
important to assign weights to the ensemble members based on
their performance on the historical period, since that can be
evaluated against ground truth. We hope this work will enable
such weighing of climate models, especially for studies about
spatial properties of Indian monsoon under future scenarios.
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Global warming is posed to modify the modes of variability that control much of the

climate predictability at seasonal to interannual scales. The quantification of changes in

climate predictability over any given amount of time, however, remains challenging. Here

we build upon recent advances in non-linear dynamical systems theory and introduce

the climate community to an information entropy quantifier based on recurrence. The

entropy, or complexity of a system is associated with microstates that recur over time

in the time-series that define the system, and therefore to its predictability potential. A

computationally fast method to evaluate the entropy is applied to the investigation of the

information entropy of sea surface temperature in the tropical Pacific and Indian Oceans,

focusing on boreal fall. In this season the predictability of the basins is controlled by two

regularly varying non-linear oscillations, the El Niño-Southern Oscillation and the Indian

Ocean Dipole. We compute and compare the entropy in simulations from the CMIP5

catalog from the historical period and RCP8.5 scenario, and in reanalysis datasets.

Discrepancies are found between the models and the reanalysis, and no robust changes

in predictability can be identified in future projections. The Indian Ocean and the equatorial

Pacific emerge as troublesome areas where the modeled entropy differs the most from

that of the reanalysis in many models. A brief investigation of the source of the bias

points to a poor representation of the ocean mean state and basins’ connectivity at the

Indonesian Throughflow.

Keywords: tropical climate, predictability, entropy, ENSO, IOD

INTRODUCTION

In the past decade, our theoretical understanding of the physics of the climate system has advanced
in fundamental ways. These advancements proceeded in parallel with model improvements and
computing capabilities. Understanding and especially predicting climate change at regional or
local scales—the scales that are relevant to society—remains, however, challenging: regional climate
change is influenced by the large-scale climate and, at the same time, feeds back to the global scale
but these interactions are poorly represented in models.

In this work, we focus on the tropical Pacific and Indian Oceans, where the El Niño Southern
Oscillation (ENSO; Bjerknes, 1966, 1969) and the Indian Ocean Dipole (IOD; Saji et al., 1999;
Webster et al., 1999) control the largest portions of the variance at interannual scale (Figure 1).
They impact key variables of societal relevance, from surface temperature to precipitation and
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FIGURE 1 | (A) First EOF mode of the tropical Indo-Pacific SST monthly

anomalies, showing the observed ENSO pattern. (B) Second EOF mode of

tropical Indian Ocean SST monthly anomalies highlighting the IOD patterns.

The monthly data cover the period 1980–2018 and are obtained from SODA

3.4.2 reanalysis. Percentages of variance explained by the EOF patterns are

included. The black dash line depicts the equator.

the frequency of extreme events such as tropical cyclones,
typhoons and droughts. These climatemodes are of the uttermost
importance not only for water and food security, but also for
global health, as they modulate, for example, malaria occurrences
in India (Dhiman and Sarkar, 2017; Anyamba et al., 2019),
Indonesia (Kovats, 2000) and Africa (Hashizume et al., 2012;
Kreppel et al., 2019). Assessing their potential predictability and
quantifying how this predictability is simulated in climate models
and projected to change in the future, is a priority.

ENSO and IOD play a crucial role in global climate
variability. In light of this importance, their interactions have
been the subject of numerous studies. A recent review of
ENSO teleconnections can be found in Yeh et al. (2018). The
IOD develops in late summer with a November maximum.
Since its discovery, observational and modeling studies have
focused on its linkages with the Asian SummerMonsoon (Behera
et al., 1999; Ashok et al., 2001; Guan et al., 2003; Saji and
Yamagata, 2003), its modulation of the Indian SummerMonsoon
and ENSO (Ashok et al., 2001); and its teleconnections over
North America, Australia, South-Africa (Li and Mu, 2001)
and East Africa (Black et al., 2003). The regional and global
influences of these modes cannot be overemphasized, yet a
realistic simulation of the characteristics and teleconnections
of these modes remains challenging in state-of-the-art climate
models (Weller and Cai, 2013), precluding the reliability of
future projections.

Here, we introduce the climate science community to a
quantifier of complexity, or entropy, recently proposed in the
literature that allows for distinguishing regular, chaotic, and
random behaviors in time-series. It provides a quick framework
to investigate potential predictability and verify how well climate
models represent it. We test it using an observationally-based
reanalysis product and model data-sets, we verify its robustness
and finally use it to exemplify the challenges implicit in using
global climate models—here the integrations from the Coupled
Model Intercomparison Project phase 5, CMIP5—(Taylor et al.,
2012) to investigate present and future predictability. We focus
on the Indo-Pacific Ocean in boreal fall, when the IOD variance
is maximized and many countries are impacted by its and ENSO
modulation of rainfall and temperatures over the surrounding
land masses.

The rest of this paper is organized as follows: section Data
provides information about the observational data and models
used; section The Entropy Quantifier: Recurrence Plots and
Information Entropy focuses the information entropy quantifier;
sections Entropy in Reanalysis Data, CMIP5 Historical Runs and
CMIP5 Projections discusses the entropy of historical and future
projection focusing on the boreal fall season, and section Entropy
and the ENSO-IOD Relation analyzes possible sources of model
bias in the historical period. A summary of the findings concludes
the work.

DATA

We analyze monthly mean outputs from 15 CMIP5 models and
consider both historical runs and future projections following
the representative concentration pathway (RCP) 8.5 scenario. For
each model, we use at least 1 member for the historical analysis
and its evolution in the RCP case. For 10 models we verified
that internal model variability does not impact the outcome of
our analysis by exploring 3 (or 2 when three runs were not
readily available) members in the historical period. The output
variable we focus on is sea surface temperature (SST), and further
consider sea level pressure (SLP) and thermocline depth (Z20) in
investigating model divergence.

In terms of observational datasets, we use the monthly
mean subsurface temperature from the Simple Ocean Data
Assimilation (SODA) version 3.4.2, which was forced by
the European Center for Medium-range Weather Forecasts
(ECMWF) re-analysis ERA-Interim (Carton et al., 2018). SODA
has a spatial resolution of 0.25◦ x 0.25◦ with 50 vertical levels,
and spans the 1980- 2017 period. For cross validation, we also
considered fields from the Ocean Re-Analysis System 4 (ORAS4)
(Zuo et al., 2019). Results obtained using SODA and ORAS4
are nearly identical and consistent. For brevity, we focus our
discussion on SODA. Sea level pressure is from the monthly
mean ERA-Interim (Dee et al., 2011). All data have been de-
trended and re-gridded into a uniform 1◦ longitude x 1◦ latitude
spatial resolution before analysis. For the observational datasets,
we look at the period 1980–2018 for temporal consistency among
them, while in the CMIP5 models we consider the last 39 years
of the historical period (1967–2005)—same period length as in
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TABLE 1 | Models and ensemble members analyzed in this work.

Models acronym Model Institute, country Ensemble members

Hist RCP 8.5

ACCESS 1.0 Australian community climate and

earth-system simulator, version 1.0

Commonwealth Scientific and

Industrial Research Organisation

(CSIRO)–Bureau of meteorology

2 1

ACCESS 1.3 Australian community climate and

earth-system simulator, version 1.3

BOM, Australia 1 1

CanESM2 Second generation Canadian earth

system model

Canadian Centre for Climate

Modeling and Analysis (CCCma),

Canada

3 1

CCSM4 Community climate system model,

version 4

NCAR, United States 3 1

CMCC-CESM Centro euro-mediterraneo

cambiamenti climatici climate model

Centro Euro-Mediterraneo per I

Cambiamenti Climatici (CMCC), Italy

1 1

CNRM-CM5 Centre national de recherches

meteorologiques coupled global

climate model, version 5

Centre National de Recherches

Meteorologiques (CNRM)–Centre

Europeen de recherche et de

3 1

GFDL-CM3 Geophysical fluid dynamics laboratory

climate model, version 3

National Oceanic and Atmospheric

Administration (NOAA)/geophysical

fluid

3 1

GISS E2-H Goddard institute for space studies

model E2, coupled with the Hybrid

Coordinate Ocean Model (HYCOM)

National Aeronautics and Space

Administration (NASA) Goddard

institute for space

3 1

GISS E2-R Goddard institute for space studies

model E2, coupled with the Russell

ocean model

NASA GISS, United States 3 1

HadGEM2-ES Hadley centre global environment

model, version 2–earth system

UKMO Hadley Centre,

United Kingdom

3 1

INM-CM4 Institute of numerical mathematics

coupled model, version 4.0

Institute of Numerical Mathematics

(INM), Russia

1 1

IPSL-CM5A-LR L’Institut pierre-simon laplace coupled

model, version 5A, coupled with

NEMO, low resolution

L’Institut Pierre-Simon Laplace (IPSL),

France

3 1

IPSL-CM5A-MR L’Institut pierre-simon laplace coupled

model, version 5A, coupled with

NEMO, mid resolution

IPSL, France 1 1

MPI-ESM-LR Max planck institute earth system

model, low resolution

Max Planck Institute for Meteorology

(MPI-M), Germany

1 1

MRI-CGM3 Meteorological research institute

coupled atmosphere–ocean general

circulation model, version 3

Meteorological Research Institute

(MRI), Japan

3 1

the reanalyses—and the last 30 years of the XXI century (2071–
2100) as representative of future climate. Table 1 summarized the
model runs used.

In the following, the IOD strength and variability is quantified
by the IOD Index, which is the difference in the SST monthly
anomalies (SSTAs) averaged over the western tropical Indian
Ocean (WTIO) (50◦–70◦E, 10◦S−10◦N) and in the SETIO
region (90◦–100◦E, 0◦S−10◦N) (Saji et al., 1999). For ENSO we
adopt the Niño-3.4 index, defined as the area-averaged SSTAs
over 170◦W−120◦W, 5◦S−5◦N. To examine the strength of
oceanic linkages between the Pacific and Indian oceans and the
relationship between ENSO and IOD, we perform a correlation
analysis using the depth anomalies in the 20◦C isotherm (Z20), a
proxy for the tropical thermocline depth, in the ITF region (area

average over 120◦E−131.5◦ E, 7.5◦-8.5◦S) (Bracco et al., 2005) or
the sea level difference between the western Pacific (WP; 0–10◦N;
125◦E−145◦E) and the Eastern Indian Ocean (EIO; 10◦S−20◦S;
110◦E−130◦E) (Mayer et al., 2018).

THE ENTROPY QUANTIFIER:
RECURRENCE PLOTS AND INFORMATION
ENTROPY

Given a dynamical system, several measures of complexity have
been proposed to distinguish regular (e.g., periodic), chaotic and
random behaviors in the time-series that describes it. Among
those complexity quantifiers, the most common are Lyapunov
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exponents, fractal dimensions, scaling exponents, divergence
rates and entropies (Manneville, 1990; Shi, 2007). Most of
these quantifiers work very well in the case of low dimensional
dynamical systems but their application is complicated for
noisy time series coming from high-dimensional real-world
systems. Bandt and Pompe (2002) proposed the permutation
entropy quantifier to address this issue, and along with minor
modifications this tool has been used in climate science for the
analysis of a proxy record of ENSO spanning the Holocene (Saco
et al., 2010) and for ice core records by Garland et al. (2019). The
permutation entropy depends on two parameters and at least for
low dimensional systems (for example a LogisticMap) has a good,
but not optimal, correlation with the Lyapunov exponents of the
system under investigation.

Here we adopt instead an entropy quantifier based on the
distribution of microstates in a recurrence plot (Prado et al.,
2020). All complexity quantifiers are based on fundamental phase
space properties of ergodic dynamical systems, such as trajectory
recurrence (Poincaré, 1890; Cvitanović et al., 2016) and this
recurrence can be visualized, for a given time-series, using the
recurrence plot (RP) method introduced by Eckmann et al.
(1987). Given a trajectory xi in a dynamical system in its d-
dimensional phase space at time i, its RP is given by an N × N
matrix of 1 and 0 such as:

RPi,j (ε) = 2
(
ε −

∥
∥xi − xj

∥
∥

)
, xi ∈ R

d, i, j = 1, . . . ,N (1)

where ε is the threshold distance and defines the neighborhood of
a state xi, 2 is the Heaviside function, ‖ · ‖ is a norm (Euclidean
distance in our case) and N is the number of states considered.

The analysis of structures (such as diagonal, vertical or
horizontal lines) in a RP is known as recurrence quantification
analysis (RQA) and has found numerous applications in biology,
neuroscience, physics, geosciences and economics, among other
disciplines (Webber and Marwan, 2015). In essence, given a time
series it is possible to reconstruct a state space representation
using the embedding theorem (Takens, 1981), and then compute
the recurrence plot (which is a matrix with “1” if two states
are recurrent, “0” if they are not recurrent). Most methods to
estimate complexity of time series are directly related to RQA
(Marwan et al., 2007), recurrence network analysis (Donner
et al., 2011) and information theory (Bandt and Pompe, 2002;
Balasis et al., 2013). Some of these quantifiers have been
applied to climate science to analyze regime shifts and tipping
points in single time-series (e.g., Donges et al., 2011). All these
methods require “phase space reconstruction,” as mentioned,
or, in other words, they require embedding the time series
in a higher dimensional space. Phase space reconstruction is
computationally time consuming and sensitive to both the choice
of parameters and to the system’s noise and dimensionality
(Gilpin, 2020), and is therefore not advisable for real-world
spatiotemporal fields as it may lead to spurious results (Marwan,
2011; Riedl, 2013).

To remedy these issues, Corso et al. (2018) proposed a
recurrence entropy quantifier that does not require phase space
reconstruction and can be safely applied to fields of any
dimension and complexity. The idea behind is that the entropy

of a time series can be computed by the probability of occurrence
of microstates in its RP. A microstate of size M is defined as an
M×M matrix inside the RP. The total number of configurations

of 1 and 0 in a microstate of size M is M∗
= 2M

2
and is possible

to define a probability of occurrence Pk of a microstate k as
Pk =

nk
M∗

, with nk being the number of occurrences of the k-th
microstate in the RP. The information entropy of the time series
is then given by:

S
(
M∗

)
= −

M∗

∑

k=1

Pk ln Pk. (2)

It is possible to normalize the recurrence entropy by itsmaximum
possible valueM2 ln 2 which corresponds to the case in which all
microstates appear with the same probability Pk =

1
M∗

; in this
case S = 0 (1) implies perfect predictability (unpredictability) of
the system dynamics.

The number of admissible microstates M∗ grows
exponentially as a function of M but Corso et al. (2018)
showed that only few of them populate the RP. It is therefore
reasonable to consider only a random subsample M of the
possible microstates in the RP and expect a rapid convergence to
S (M∗

) (see Supplementary Material). In this case, the entropy
is normalized by ln M.

In layman’s terms, the information entropy based on the
recurrence of microstates can be computed in two steps by
calculating firstly the recurrence plot and then the Shannon
Entropy based on the distribution of microstates. If the Euclidean
distance between states x(t = a) and x(t = b) is less than epsilon
then they are considered neighbors and described by “1” in the
recurrence plot matrix, vice versa they are described by “0.”

The recurrence entropy, in whichever way it is calculated,
depends on the choice of the distance threshold ε. Several
heuristics have been proposed for selecting ε : ∼5% of the
maximal phase space diameter (Mindlin and Gilmore, 1992);
no more than 10% of the mean (or maximum) phase space
diameter (Koebbe and Mayer-Kress, 1992; Zbilut and Webber,
1992); a value ensuring a recurrence point density of∼1% (Zbilut
et al., 2002). More recently, Prado et al. (2020) relied on the
“maximum entropy principle” to free the analysis from having
to select ε. Given a RP and microstates of sizeM, they examined
the dependence of the recurrence entropy S on ε and found that,
typically, the curve S(ε) has a well-defined maximum, SMax, that
does not vary significantly for a range of ε values. In simple
deterministic and stochastic systems, the maximum entropy SMax

calculated by Prado and colleagues is highly correlated with the
Lyapunov exponent, further improving the complexity quantifier
proposed by Corso et al. (2018). SMax is therefore our preferred
choice. Technical details for the heuristic used to determine it
and an example of the convergence when considering only a
subsample M of all possible microstates in the RP can be found
in the Supplementary Material.

The information entropy so computed measures the
complexity of the time series examined, and the two terms,
entropy and complexity will be used interchangeably in the
reminder of the paper. The higher the entropy, the more
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complex and less predictable is the system, and vice versa.
Examples from simple systems such as a logistic map (May,
1976) can be found in both Corso et al. (2018) and Prado
et al. (2020). In the Supplementary Material we quantify the
information entropy of the Lorenz system (Lorenz, 1963),
while a first application to noisy, high-dimensional data can
be found in Falasca et al. (2020) in which the authors used
the entropy quantifier to identify abrupt regime shifts in
paleoclimate simulations.

The information entropy when applied to a climate field
quantifies the degree of complexity of a given region (or grid
point) and depends only on the size of a microstateM. In the next
section we will explore its sensitivity fromM = 2 toM = 8. In
summary, for a given climate field X(t), in this work we compute
the information entropy and its variability for all the time series in
the spatial grid to derive the spatiotemporal entropy field SX (t)
without having to rely on embedding.

ENTROPY IN REANALYSIS DATA, CMIP5
HISTORICAL RUNS AND CMIP5
PROJECTIONS

The entropy fields for the SST in the SODA/ERA-Interim
reanalysis and two representative CMIP5 models, CCSM4 and
HadGEM2-ES are shown in Figure 2 using monthly average
fields and all months, and for different values of M. With this
first analysis we explore the robustness of metric to the size of the
microstates. A microstate of size M = 3, for example, quantifies
the recurrence between x(t1), x(t1+1 month), x(t1+2 months)
and another random sequence x(t2), x(t2+1 month), x(t2+2
months), while if M= 2 the recurrence will be evaluated between
x(t1), x(t1+1 month) and another, shorter, random sequence
x(t2), x(t2+1 month), and so on.

The patterns in the entropy plots do not vary significantly with
M, but the entropy values do, with generally lower predictability
(higher entropy values) and smaller chances of recurrence for
increasing M, as to be expected given that we are evaluating
the recurrence of a longer (in time) microstate, and very high,
unstructured, predictability if M is too small. This dependence
can be exploited for studies focusing on different time-scales and
output frequency, for example by using daily data for evaluating
subseasonal predictability.

When all months are considered, in SODA/ERA-Interim the
highest predictability is found in the central tropical Pacific in
the ENSO impacted area, as expected. Upwelling regions, both
along South America in the cold tongue and in the Arabian Sea,
are characterized by higher complexity near the coasts that in
offshore waters, and the IOD and SIOD action regions appear
slightly more predictable than the remaining IO.

CCSM4 overestimates predictability (underestimates entropy)
nearly everywhere. In terms of patterns, it is close to the observed
ones, but it does not capture the lower than surrounding
predictability of the cold tongue in the Pacific and in the western
Arabian Sea upwelling, and underestimates slightly that of the
ocean region to the west of the tip of India, that participate in
the IOD dynamics. HadGEM2-ES, on the other hand, does not

capture the ENSO predictability potential around the Equator
(10◦N−10◦S), and overestimates predictability in the upwelling
systems in the Pacific and to the west of Australia.

The usefulness of the entropy is also in highlighting changes
in predictability among months, seasons and subseasonal time
scales if daily or higher frequency data are available. Given
the monthly averages used in this study, we show next the
entropy in boreal spring (March to May, MAM) (Figure 3),
when complexity is expected to be higher due to the spring
predictability barrier to ENSO, and in the extended fall season,
August to November (ASON) (Figure 4), when the impacts on
the rainfall variability in the continents surrounding the Indian
Ocean are greatest and the variance explained by the IOD
is largest.

In both figures the entropy is shown in SODA/ERA-Interim
and all models usingM = 3, chosen in light of the seasonal scope
of our analysis (3 or 4 instead of 12 months in each year). In all
CMIP5 models the complexity is higher in boreal spring in the
Pacific, indicating that they generally capture the spring barrier
to ENSO predictability (e.g., Torrence and Webster, 1998; Duan
and Wei, 2013). Little agreement is found among models on the
spring predictability of IO.

In boreal fall, models with a realistically shaped—but
underestimated—entropy in the ENSO region, especially in
the southern hemisphere (CCSM4, CanESM2, MPI) tend to
overestimate the predictability in the IO, west of Sumatra
for CCSM4 and west of Australia in CanESM2 and MPI.
This bias was not as evident in spring. Other models share
the bias in the IO but also have high (generally too high)
predictability in the tropical Pacific and lower than observed at
the equator (ACCESS1.0 and 1.3, CMCC-CESM). CNRM-CM5
reproduces best the entropy patterns in both basins. GFDL-CM3
underestimates the complexity of the equatorial Pacific, while the
IPSL model, in both its version, is characterized by an ENSO
pattern protruding too far west into the warm pool area and
very high predictability north and south of the equator in the
western Pacific. The remaining models tend to underestimate the
SODA/ERA predictability in the Indo-Pacific. In the IO, many
models underestimate the entropy in the 15◦S−35◦S band and
overestimate it along the equatorial ocean, missing the IOD-
related predictability and displaying little intra-model agreement
on the overall patterns.

Since the IOD discovery, Saji et al. (1999) reported the
existence of a correlation between the IOD and ENSO indices.
This correlation reaches 0.62 in the ASON season over the period
considered for the reanalysis, consistent with the SODA/ERA-
Interim entropy pattern, which suggests some predictability
potential in the eastern, equatorial and part of the western IO.
In the Arabian Sea, on the other hand, the complexity tends to be
larger, likely due to the energetic mesoscale field characterizing
this upwelling system in fall.

Since correlation does not imply causation, many studies have
questioned whether the IOD can occur independently of ENSO
and by which mechanism (e.g., Allan et al., 2001; Ashok et al.,
2003; Gualdi et al., 2003; Saji and Yamagata, 2003). The general
consensus is that the IOD is an ocean-atmospheric coupled mode
of climate variability intrinsic to the IO that can be excited
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FIGURE 2 | SST entropy fields with microstates, M = 2, 3, 4, and 8 for SODA reanalysis (left column), CCSM4 (middle column) and HadGEM2-ES (right column)

CMIP5 historical runs. The data span over the period 1967–2005 for models and 1980–2018 for SODA reanalysis. All months are considered.

by ENSO (see also Webster et al., 1999; Cai et al., 2009). As
a result, its predictability does depend on ENSO through an
atmospheric teleconnection and possibly through an oceanic
bridge. The atmospheric teleconnection is indisputable and is
achieved through changes in the Walker circulation over the
western Pacific Ocean during the development of ENSO events
(e.g., Lau and Nath, 2003; Annamalai et al., 2005; Lau et al., 2005;
Behera et al., 2006; Kug et al., 2006; Izumo et al., 2010; Kajtar
et al., 2015). Some studies suggest that the ENSO-IOD interaction
may also be modulated by an oceanic bridge through changes
in the Indonesian Throughflow (ITF) transport between the two
basins (Bracco et al., 2005; Yuan et al., 2011; Zhou et al., 2015).
The ENSO modulations of the thermocline depth in the Pacific
Ocean, and particularly in the Warm Pool region, propagate
through the ITF to the northwestern Australia coast and then into
the IO (Cai et al., 2005; Behera et al., 2006). The ITF signal is then
transported to the southeastern tropical IO (SETIO) by coastal
Kelvin waves that develop off south Java (Sprintall et al., 1999).
Modeling studies found indeed that closing the ITF annihilates
the ENSO-IOD relationship (Wajsowicz and Schneider, 2001;
Bracco et al., 2005; Song et al., 2007; Santoso et al., 2011; Kajtar
et al., 2015) and van Sebille et al. (2014) confirmed that the ITF
transport correlates with ENSO using an eddy-permitting ocean
model. In section Entropy and the ENSO-IOD Relation we will
briefly investigate these atmospheric and oceanic connections in
light of the large discrepancies found amongmodels and between
models and reanalysis in the entropy field.

We focus next on future projections. The multi-model mean
consensus on the evolution of ENSO under global warming
in CMIP5 is toward a strengthening of its amplitude and

permanent El-Niño-like conditions (IPCC, 2014; Cai et al.,
2015). At the same time the IO warms up but not uniformly.
The predicted warming differs significantly among models,
but in most the western Indian Ocean warms more than
the east side (Di Nezio et al., 2020). In all models but the
two versions of GISS-E2, CNRM-CM5 and INMCM4, the
warming pattern over the IO resembles that of a positive
IOD, which is associated with above normal precipitations over
East Africa in fall and greater chances of fires in Australia
and Indonesia (not shown). Despite agreement among many
models in the warming patterns, no robust behavior is found
in the model representation of tropical SST predictability in
the RCP8.5 global warming scenarios (Figure 5). In the Pacific,
ACCESS1.0, CanESM, IPSL-CM5A-LR are characterized by a
decrease in entropy, the opposite is verified in ACCESS1.3,
CMCC-CESM, GFDL-CM3, both versions of the GISS model,
HadGEM2-ES, IPSL-CM5A-MR, MPI-ESM-LR and INMCM4.
The remaining models are almost invariant. In the Indian
Ocean the behavior may differ from the Pacific. The entropy
decreases in the ACCESS and IPSL runs, all four of them,
in CanESM, MRI and in the GFDL model south of the
Equator, increases in the CNRM-CM5 run, which had the closest
representation to the reanalysis in the historical period, and in
the GISS-E2-R model, and is nearly unchanged in the rest of
the cases.

The historical and future entropies suggest that many CMIP5
models misrepresent both ENSO and the IOD in boreal fall, and
their relationship, and generally underestimate the complexity
of the Indian Ocean SST variability, which is neither a mere
response to ENSO or independent of it.
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FIGURE 3 | Boreal spring (March–April–May) SST entropy fields with microstates, M = 3 during 1967–2005 for models and during 1980–2018 for SODA reanalysis.
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FIGURE 4 | Extended boreal fall (August–September–October–November, ASON) SST entropy fields with microstates M = 3 during 1967–2005 for CMIP5 models

and during 1980–2018 for SODA reanalysis.
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FIGURE 5 | Extended boreal fall (ASON) SST entropy fields with microstates, M = 3 for CMIP5 RCP8.5 runs used in this study. The model data span the period

2071–2100.
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ENTROPY AND THE ENSO-IOD RELATION

In this section, we first discuss how the entropy measure relates
to more traditional analysis methods and then we delve into
the model biases in the ENSO-IOD representation. We focus on
the historical period, for which reanalysis products are available
for comparison.

The information entropy is a non-linear time series analysis
tool that allow for extracting and accounting for non-linear
information that cannot be resolved using traditional linear
methods, such as Empirical Orthogonal Function (EOFs), or
power spectra. At the same time, the entropy bias can be
anticipated in part from a traditional EOF analysis of SST
anomalies (Figure 6). Indeed, the entropy identifies major
problems in the representation of climate variability patterns,
as done by the EOFs, if these biases influence recurrence.
Additionally, the information entropy introduces information
on the complexity of the climate modes in different regions.
Too large complexity in the equatorial Pacific, for example, is
indicative of a structural problem common to several models
which is not (or not only) linked to the modeled SST ENSO
patterns per se, but to the representation of equatorial dynamics
both in the atmosphere and in the ocean. The Indo-Pacific EOF
patterns are generally more in agreement with reanalysis data
than the entropy field. ENSO is often modeled with the observed
strength and maximum load at the equator even when it extends
too far into the warm pool region (e.g., ACCESS1.3, CCSM4,
GFDL, GISS-E2-H, INMCM4, both IPSL versions and MPI) and
has too much strength in the central and western portion of the
Pacific basin compared to the eastern one (Bellenger et al., 2014;
Chen et al., 2017). It is however too strong in CMCC-CESM and
CanESM, and too weak in HadGEM2, MRI and INMCM4. In the
reanalysis, the SST anomaly patterns in the IO are characterized
by a modest negative signal into the SETIO region that extends
into the IO from the warm pool region, and by a positive
signal elsewhere with slightly larger intensity in the Arabian Sea.
The SETIO pattern is often underestimated (this is the case for
CanESM and HadGEM-ES, both versions of the GISS and IPSL
models), and is stronger than observed but equatorially confined
in GFDL. The positive signal, on the other hand, is overestimated
in CMCC, GFLD, IPSL and MPI. The EOF patterns, again, do
not correspond to the entropy ones, especially south of 15◦S,
where the SST predictability is often greatly overestimated by
the models.

The complexity of ENSO is also—but not exclusively—linked
to its power spectrum and therefore its periodic recurrence in
time. Figure 7 compares the spectra among models and the
reanalysis based on the (monthly) Nino3.4 index. The bias in
the modeled spectra is reflected in that of the entropy field
along the equatorial Pacific, with the caveat that several models
overestimate the complexity of ENSO at the equator but display
highly predictable (and therefore too regular) dynamics away
from it, especially in the southern hemisphere (see e.g., the
ACCESS models). Noticeably, models with too much power
that spreads across multiple time scales maintain relatively low
predictability, being the last related to the repetitiveness of
the microstates (see e.g., CMCC-CESM). Given the interval

considered, low entropy characterizes also models with ENSO
power on time scales that are too long (e.g., HadGEM2-ES, for
which ENSO peaks at 8–10 years).

In Figure 8 we show the variance of the Niño-3.4 and
IOD indices across the four seasons. In many models, the
variances of the two indices are comparable in magnitude,
while being characterized by an approximately 3:1 ratio in the
observational dataset. Additionally, the Niño-3.4 -IOD cross-
correlation (Supplementary Figure 3), which is linked to the
directionality of the connections between the two modes and
therefore the predictability potential across the basins, indicates
that the Niño-3.4 variability lags, or co-occurs with, the IOD one
in most models, while it leads by 2 months in the reanalysis.
CNRM-CM5 emerges again as the model with the closest
representation to the reanalysis. Cross-correlations between the
Nino3.4 index and the SETIO andWTIO indices separately point
to the eastern region of the IO as source of the bias (not shown).

To better highlight what limits the reliability of model climate
predictions in the IO, we next examine briefly atmospheric and
oceanic connections induced by developing ENSO events affect
the IO and vice versa.We use standard correlation and regression
analysis and our investigation does not aim at being exhaustive,
but simply identifies possible biases that are shared among many
models and appear to influence how predictability is simulated.

Atmospheric Teleconnection
The sea level pressure anomalies (SLPAs) over the SETIO region
can be used as a proxy for the strength of atmospheric changes to
the Walker circulation induced by ENSO over this area. A simple
cross-correlation analysis shows that the modeled SLPa-ENSO
relationship is captured by all models (Figure 9). The same is
verified for the WTIO region (not shown). Interestingly CNRM-
CM5 underestimates the signal, which is better captured by the
GISS runs, CanESM or GFDL.

From this simple analysis, we can infer that the bias in
representing the IOD-ENSO interaction is not caused, at a
first order, by a deficient representation of the atmospheric
teleconnection from the Pacific into the IO. The IOD can
independently modify the Walker circulation through air-sea
interactions in SETIO (Izumo et al., 2010) but the ENSO
influence on the Walker circulation is captured relatively well in
all models. We will show later that the same cannot be said if we
zoom onto the ITF region.

Oceanic Bridge
ENSO influences the IO ocean circulation by modulating the
transport of warm and fresh water from the Pacific Warm Pool
region into the IO via the ITF. Positive transport anomalies occur
during La Niña events and vice versa in El Niño years (Meyers,
1996). England and Huang (2005) found the ITF transport,
defined as the depth integrated transport over the whole water
column at 8◦S, 120◦–131.5◦E, to be anticorrelated with the Niño-
3 index (SSTa averaged over 150◦W−90◦W, 5◦S−5◦N), with
a maximum of −0.32 when the ITF lags ENSO by 9 months.
Bracco et al. (2005) focused instead on the variability of the 20◦C
isotherm (Z20) that may more directly impact the upwelling
in the SETIO region and found that that the fall correlation
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FIGURE 6 | The first EOF patterns of tropical Indo-Pacific sea surface temperature anomalies during the extended boreal fall season (ASON) in 1967–2005 for models

and 1980–2018 for SODA reanalysis. Percentages of variance explained by the EOF patterns are included.
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FIGURE 7 | Power spectrum of Niño3.4 index during 1967–2005 for models and during 1980–2018 for SODA reanalysis. The period (in years) is on the x-axis and the

power is shaded.

between the Z20 anomalies and Niño-3.4 reached−0.62 over the
period 1958–2002.

In SODA, the maximum (minimum) transport occurs in
boreal spring (fall), and the thermocline depth oscillates between
123 and 135m. In the models, the annual cycle varies greatly
in both amplitude and phase (Supplementary Figure 4). Several
models have a thermocline that is 30m or more too deep.
Many, including INMCM4, GISS-E2- R, GISS-E2-H, MPI and
CANESM, display an out of phase seasonal cycle (minimum in
spring and maximum in fall) or shaped with two peaks. CMCC-
CESM stands out for having a thermocline that is too shallow
(about 20m shallower than in the reanalysis in fall). CCSM,
GFDL and IPSL-MR provide the closest representation to that in
the reanalysis, with CCSM being the most realistic.

The cross-correlations between the Z20 anomalies averaged
over the ITF region and Nino3.4 indices are shown in
Figure 10. In the reanalysis, the maximum anticorrelation
(−0.71) is found for the Niño-3.4 index lagging the ITF
thermocline by 1 month. Statistically significant anticorrelations
are found in all models but INMCM. However, the modeled
anticorrelations are consistently maximized at about 3–5 months
lags. The relationship between the Niño-3.4 index and the
ITF is misrepresented by the models also when using the

sea level difference between the western Pacific (WP; 0–10◦N;
125◦E−145◦E) and the Eastern Indian Ocean (EIO; 10◦S−20◦S;
110◦E−130◦E) as ITF proxy (Mayer et al., 2018). Correlation
coefficients are smaller than for Z20 but significant in the
reanalyses, while the linkage is missed entirely in most models
(Supplementary Figure 5). This is indicative of problems in the
representation of both oceanic and atmospheric processes at
the equator.

Finally, the regression maps of the SST over the tropics
and of subsurface temperatures averages between 5◦N and
5◦S onto the IOD index are shown in Figures 11, 12. At the
surface the link between the IOD and the ENSO anomalies are
captured by most models but INMCM4 and underestimated
by ACCESS1.3, HadGEM2-ES, followed by CCSM4, MPI and
MRI and CNRM-CM5. At the ocean surbsurface, on the other
hand, the regression patterns are generally strong underneath
the warm pool, where they have the same sign of the SETIO
region, but underestimated in the central and eastern Pacific. At
the subsurface CNRM-CM5 emerges as closest to the reanalysis
in the pattern representation. Modeled IODs somewhat mimic
the characteristics of the unseasonal IOD events identified in
the observations by Du et al. (2013), but for their seasonality.
The unseasonal IOD are relevant in late spring and summer
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FIGURE 8 | Seasonal variance of Niño3.4 (A) and IOD (B) indices during 1967–2005 for models and during 1980–2018 for SODA reanalysis.

since the 1970’s, and resemble the CMPI5 ones by being mostly
independent of ENSO and forced by (too strong for fall in the
CMIP5 case) equatorial winds. This figure also points to the
differences in the representation of the ITF bathymetry among
the models.

The representation of the relative seasonal evolution of the
two modes identified in the cross-correlations and the greater
independence of the modeled IOD from the Pacific evolution
emerge as problematic in all models. Our brief analysis extends

the results by Cai and Cowan (2009) that highlighted other
systematic biases in the IO and in particular (a) the western IO
thermocline being deeper than the eastern IO while the opposite
is verified in the observations so that the wave dynamics that
transport the IOD temperature anomalies are not reproduced
correctly; (b) slightly warmer SST in the western IO than
eastern IO, while a much warmer eastern IO is observed; (c)
stronger than observed climatological easterly winds over the
equatorial Pacific.
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FIGURE 9 | Cross correlation between the sea level pressure anomalies (SLPAs) over the SETIO region and the Niño3.4 Index during 1967–2005 for models and

during 1980–2018 for SODA/ERA-interim reanalysis. Positive (negative) lags indicate SLPa lags (leads) the Niño3.4 Index.
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FIGURE 10 | Cross correlation between the Indonesian Throughflow (ITF) thermocline depth anomaly and the Niño3.4 index during 1967–2005 for models and during

1980–2018 for SODA reanalysis. Positive (negative) lags indicate ITF lags (leads) the Niño3.4 index.
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FIGURE 11 | Regression maps of tropical Indo-Pacific sea surface temperatures on the IOD during the extended boreal fall season (ASON) of 1967–2005 for models

and 1980–2018 for SODA reanalysis.
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FIGURE 12 | Regression maps of the tropical Indo-Pacific sea subsurface temperatures averaged between 5◦N and 5◦S onto the IOD during the extended boreal fall

season (ASON) of 1967–2005 for models and 1980–2018 for SODA reanalysis.
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SUMMARY

Weather prediction is reliable to <10 days due to the atmosphere
chaotic behavior, the sensitivity on the initial conditions and
model limitations. Climate prediction, on the other hand, has the
potential to extend to longer time scales due to the modulations
exerted by its slowly varying component, the ocean. Climate
modes that manifest as non-linear oscillations, such as the El
Niño-Southern Oscillation, the Pacific Decadal Oscillation, the
Atlantic Multi-Decadal Oscillation, the Indian Ocean Dipole,
etc. further contribute to the extended range of potential
predictability of the climate system.

Global warming is posed to modify these modes of natural
variability that control much of the predictability at seasonal
to interannual scales. Examples include the intensification of
the IOD (Di Nezio et al., 2020), and a higher frequency
of Central Pacific El Niños (Freund et al., 2019) observed
in the last decade and projected to continue in the future,
and shifts in its global-reaching teleconnections following the
expansion of the Hadley cells (Kang and Lu, 2012). In light
of the societal impacts that these modes exert by modulating
surface temperatures, storm frequency, droughts and floods, their
current and future predictability potential is of the uttermost
importance. It remains, however, elusive due to the complexity
of the climate system, the biases in climate models, the challenges
implicit in quantifying it.

In this work, we introduced a new method, building
upon tools developed within the non-linear dynamical systems
community, to quantify predictability in terms of information
entropy. The information entropy of a climate field quantifies the
degree of complexity of a given region or grid point in terms
of recurrence (how many times a phase space trajectory visits
roughly the same area in the phase space over a given period)
and evaluate how it varies over time. Given that the evolution
of a climate field such as SST results from interactions of many
fields, from atmospheric winds and heat fluxes to ocean currents,
its space phase evolution accounts for all these interactions, linear
and non-linear.

Most studies employing a comparable non-linear data analysis
technique in climate science have focused on a limited number
of 1-dimensional time series (i.e., paleoclimate proxies—one or
few at the time—or their modeled equivalent) (Donges et al.,
2011, 2015). The possibility to use it on large, multi-dimensional
fields has been opened by Corso et al. (2018) by introducing a
new entropy quantifier applicable to d-dimensional fields using
the recurrent plot (RP) technique (Eckmann et al., 1987) without
the need for embedding or phase space reconstruction. We
applied it to the SST field in the tropical Pacific and Indian
Ocean, comparing CMIP5 models and reanalysis data, over 39
years in the historical period and in the last 30 years of the
XXI century RCP8.5 projections. We focused on the boreal
fall season, when the ENSO signature is strong and the IOD
has maximum variance in the Indian Ocean. Understanding
the ENSO—IOD relation and the influence of the IOD on
all countries facing the Indian Ocean is essential to improve
prediction of extreme rainfall and droughts over Australia, India,
Indonesia and East Africa. In these highly populated regions
downscaled regional experiments (Hashizume et al., 2012) are

limited by the representation of the large scale atmospheric and
oceanic circulation.

Our analysis highlights the limitations that coupled climate
models still face in addressing climate predictability and its
potential changes. No robust signal is found in the models,
in both basins, as to how predictability will evolve in the
future when considering the projections for the last 30 years
of the XXI century. In the historical period, very few models
capture both pattern and intensity of the entropy signal of
the reanalysis, and CNRM-CM5 outperforms all others in this
regard. Interestingly, in an intercomparison performed using
complex network analysis (Fountalis et al., 2015), CNRM-CM5
outperformed all other CMIP5 models also in the representation
of rainfall patterns and their connectivities, but performed as
well as several others in representing the (global) SST network.
This again points to the power of the entropy quantifier as a
measure of topological similarity linked to predictive power. The
entropy quantifier, in summary, is a computationally efficient
performance metric for coupled climate models, capable of
capturing dynamical characteristics, both linear and non-linear,
that goes beyond the climatology and local variability of the field
under investigation, and delves into its topological properties.

We also showed that a biased representation of coupled
equatorial dynamics and of the atmospheric and subsurface
oceanic bridge between the Pacific and Indian Oceans via the
ITF contributes to the poor representation of the Indo-Pacific
entropy in fall. Incidentally, we verified that the intra-model
variability is relatively small in the historical runs in the statistics
presented, from the entropy to the cross-correlations, and each
model behavior is consistent across ensemble members. Overall,
many models struggle at the equator, in both basins, and display
unrealistic regular dynamics in the IO, especially south of the
equator and/or in the Arabian Sea.

Our results exemplify how information entropy may
contribute a new powerful tool to investigate the potential
predictability of the climate system. More work is needed to
explore its relevance on time scales other than interannual, using
higher or lower frequency time series as input to explore, for
example, subseasonal phenomena o changes across millennia,
and the entropy usefulness in analyzing fields other than SSTs. In
the near future, we aim at applying it across time scales and with
high frequency (at least daily) data to quantify how and where
climate predictability emerges from the weather noise.
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In an endeavor to design better forecasting tools for real-time prediction, the present

work highlights the strength of the multi-model multi-physics ensemble over its

operational predecessor version. The exiting operational extended range prediction

system (ERPv1) combines the coupled, and its bias-corrected sea-surface temperature

forced atmospheric model running at two resolutions with perturbed initial condition

ensemble. This system had accomplished important goals on the sub-seasonal scale

skillful forecast; however, the skill of the system is limited only up to 2 weeks. The next

version of this ERP system is seamless in resolution and based on a multi-physics

multi-model ensemble (MPMME). Similar to the earlier version, this system includes

coupled climate forecast system version 2 (CFSv2) and atmospheric global forecast

system forced with real-time bias-corrected sea-surface temperature from CFSv2. In

the newer version, model integrations are performed six times in a month for real-time

prediction, selecting the combination of convective and microphysics parameterization

schemes. Additionally, more than 15 years hindcast are also generated for these

initial conditions. The preliminary results from this system demonstrate appreciable

improvements over its predecessor in predicting the large-scale low variability signal and

weekly mean rainfall up to 3 weeks lead. The subdivision-wise skill analysis shows that

MPMME performs better, especially in the northwest and central parts of India.

Keywords: multi-physics, multi-model, extended range prediction, monsoon, ensemble prediction

1. INTRODUCTION

The Indian summer monsoon is an economically prodigious phenomenon accountable for the
gross domestic product (GDP) of the world’s second-largest populated country (Gadgil and Gadgil,
2006). A voluminous scientific literature unveils the manifold aspects and theories concatenating
the events of this significant annual occurrence (Raghavan, 1973; Rao, 1976; Sikka andGadgil, 1980;
Parthasarathy et al., 1992; Webster and Yang, 1992; Goswami et al., 1999; Wang and Fan, 1999;
Jiang et al., 2004; Joseph and Sijikumar, 2004; Goswami, 2005; Annamalai, 2010; Rajeevan et al.,
2010). Apart from being a decisive economic factor, the monsoon has perpetuated the research
in recent decades to undertake the emanating climate changes and accompanied extreme weather
conditions (Goswami et al., 2006, 2019; Ajayamohan and Rao, 2008; Guhathakurta and Rajeevan,
2008; Rajeevan et al., 2008; Joseph et al., 2015; Parker et al., 2016; Sooraj et al., 2016; Houze et al.,
2017; Roxy et al., 2017). In the above view, the prediction of monsoon is not only exigent but is
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highly inevitable. The significant rainfall contribution from intra-
seasonal scale variability in the monsoon highlights the stature of
sub-seasonal to seasonal (S2S) scale prediction (Abhilash et al.,
2013, 2014b,c; Vitart and Robertson, 2018; Robertson et al.,
2019).

The deterministic prediction on the S2S scale has limitations,
and therefore probabilistic methods or ensemble prediction
systems are considered (Molteni et al., 1996; Buizza et al.,
2007, 2008; Vitart and Molteni, 2009; Rashid et al., 2011). The
prediction from an ensemble of perturbed initial conditions (ICs)
is one of the popular techniques. An idea initiated from the extra-
tropical cyclogenesis problem (Bjerknes and Solberg, 1922) and
an instigating theory of baroclinic instability (Charney, 1947;
Eady, 1949), the perturbations in the atmospheric flows became
a central solution to the initial value problem of numerical
weather prediction (O’Malley, 1988). Later, it was polished into
a well-versed technique to generate the ensemble of ICs to
enhance prediction skill across various weather scales (Toth
and Kalnay, 1993, 1997; Buizza and Palmer, 1995, 1998). The
atmospheric lagged average is another traditional ensemble
generation method (Hoffman and Kalnay, 1983; Kalnay and
Dalcher, 1987; Chen et al., 2013) where the forecast from different
initialization for the same target period is amalgamated into
ensemble mean. These two techniques are famously known to
address the uncertainties sourced from ICs.

Some of the recent literature incline toward grand ensemble
based on multiple models (Krishnamurti et al., 2000; Sahai et al.,
2013; Abhilash et al., 2015; Kalnay, 2019). The advantages in
one or more aspects of one model formulation over the other
could provide better assistant in the multi-model approach. The
concept of inter-model diversity arises from the need to address
another class of errors recognized as model-errors. Although
there is a varying perspective on the nature and origin of these
errors, they are largely attributed to the representation of physical
processes in the model. The approximations considered while
formulating parameterization schemes and misrepresentation
of significant sub-grid scale phenomena in the model could
cause biases in the predicted fields. Further, it is proposed
that the multi-physics ensemble scheme can be an alternative
to account for these model-errors (Richardson, 1997; Harrison
et al., 1999; Orrell et al., 2001). The intra-model diversification
introduced by using more than one physical parameterization
showed significant improvement over single physics predictions
(Stensrud and Fritsch, 1994; Berner et al., 2011; Tapiador et al.,
2012; Greybush et al., 2017; Xu et al., 2020).

The above-mentioned ensemble prediction techniques have
advantages as well as limitations when it comes to real-time
prediction. For example, the perturbed initial conditions based
ensemble could palliate the growth of initial errors, but such
ensemble tends to be under dispersive, leading to presumptuous
probabilistic prediction and underestimated larger weather
anomalies (Stensrud et al., 2000). Similarly, lagged ensembles
with improper weights from older initializations can debase
the mean forecast (Abhilash et al., 2014b). Further, the model-
error ensemble techniques require physical consistency among
the members in terms of errors but are known to increase
the ensemble spread (Green et al., 2017). Therefore, careful

examination of these techniques is required to achieve the
desired improvement.

The efficacy of any prediction tool is determined by its
validity and reliability measured as the forecast skill (Murphy,
1991; Casati et al., 2008). Many skill assessment and verification
methods are available to evaluate and compare various prediction
strategies (Ghelli and Ebert, 2008; Jolliffe and Stephenson, 2011;
Ebert et al., 2013). These methods increase the confidence in any
prediction approach andmotivate to understand and improve the
limitations in the hypothesis formulation.

The skill analysis is vital, especially for the complex monsoon
systems giving a significant annual rain share. In the present
study, we evaluate the skill of a multi-model multi-physics
ensemble prediction strategy for the Indian summer monsoon.
This strategy is a part of developing a new extended range
ensemble forecasting framework and here we will compare it
to its current operational version. The functional version is
only a multi-model ensemble prediction system (Sahai et al.,
2013, 2016; Abhilash et al., 2014c, 2015) developed under the
“National Monsoon Mission(NMM)” project (Rao et al., 2020)
and has received acclaim on its successful implementation in
2016. This operational version is being used for extended range
prediction (ERP) at the India Meteorological Department (IMD)
and provides outlooks for rainfall, heatwaves, cyclones, and
other meteorological parameters for various sectoral applications
(Pattanaik et al., 2019). The next ERP version under development
uses a multi-physics approach along with the multi-model
framework. The results presented here are from the preliminary
runs of this new version generated from unperturbed ICs. The
comparison with the older version highlights its usefulness
and drawbacks. This documentation will be handy for further
improvements and modifications in the new framework.

The next section elaborates more on both the prediction
systems as well as methodologies and datasets utilized in the
study. The skill of ERP systems is discussed in the subsequent
section, followed by conclusions.

2. DATA AND METHODOLOGY

The operational ERP system at IMD is a multi-model ensemble
framework (Pattanaik et al., 2019). It comprises of two horizontal
resolution variants (with 382 and 126 truncations) of twomodels;
climate forecast system version 2 (CFSv2) and atmospheric global
forecast system (GFS) from National Centers for Environmental
Prediction (NCEP) (Saha et al., 2014). Further, this total of
four variants run with a four-member ensemble of perturbed
atmospheric ICs. These atmospheric ICs are obtained from
National Center for Medium Range Weather Forecasting and
oceanic ICs from Indian National Center for Ocean Information
Services for CFSv2. Additionally, the real-time sea-surface
temperature (SST) from CFSv2 after bias-correction is used as
forcing to GFS (detailed technique can be seen in Abhilash et al.,
2014a, Mandal et al., 2019, and Kaur et al., 2020). This ERP
system was developed and thoroughly tested for skill at Indian
Institute of Tropical Meteorology (IITM) under NMM. The
operational forecasts are generated every week with Wednesday
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ICs for the next 32 days, also on the fly hindcast for 2003 to 2015
is produced for each IC. This system is henceforth addressed as
ERPv1 in the paper.

The successor version of the above-mentioned prediction
system is in the final development stage. This new ERP system
also has two model variants CFSv2 and GFS, but the two
resolution variants are now replaced with one seamless mode
where the horizontal resolution of T574 transitions into the
coarser T382 resolution after 15 days. Additionally, a multi-
physics strategy is adopted for generating ensemble. We have
used three convective parameterization permutations with two
micro-physics parameterizations. These convection schemes
include Simplified-Arakawa Shubert (SAS) (Pan and Wu, 1995),
revised deep-convection SAS (NSAS) (Han and Pan, 2011),
and revised SAS with modified shallow-convection (NSAS_SC)
(Han and Pan, 2011). Zhao and Carr (ZC) (Zhao and Carr,
1997) and Ferrier (FER) (Ferrier et al., 2002) are the two
micro-physics schemes incorporated in the new formulation.
The resultant six physics combinations are SASZC, SASFER,
NSASZC, NSASFER, NSASZC_SC, and NSASFER_SC. CFSv2
runs with all six combinations, whereas GFS has only four
and does not include SASZC and SASFER. Similar to ERPv1,
GFS is forced with bias-corrected CFSv2 real-time SST. The
NCEP climate forecast system reanalysis ICs are utilized for both
CFSv2 and GFS. The new multi-physics multi-model prediction
contains 36 days forecast initialized on 1st, 6th, 11th, 16th, 21st,
and 26th of each month for hindcast period 2001–2015. We
are going to label this physics-based multi-model ensemble as
MPMME hereafter.

The anomaly correlation coefficient (ACC), Pearson
correlation, Heidke skill score (HSS) (Barnston, 1992), root
mean square error (RMSE), root mean square skill score (RMSS),
and Brier skill score (BSS) (Brier, 1950) are the verification
matrices used to analogize MPMME skill with ERPv1. The
verification is done for the weekly mean rainfall forecast at

4-week leads. The week 1 lead corresponds to the initial 7 days
forecast, subsequent 8–14 days constitute week 2; similarly,
15–21 and 22–28 days forecast defines week 3 and 4, respectively,
using common hindcast 2003–2015 from both the versions of
ERP system. The sample size considered for ERPv1 is 22 weeks
× 13 years = 286 forecasts for each lead. Similarly, MPMME has
a sample of 24 weeks × 13 years = 312 forecasts. The skill scores
are computed against observed daily rainfall from Tropical Rain
Measure Mission (TRMM) merged rainfall provided by IMD
(Mitra et al., 2009; Pai et al., 2014). The Monsoon Intraseasonal
Oscillation (MISO) indices are computed following Sahai et al.
(2013) and Suhas et al. (2013). It is specified that the MPMME
includes only control runs (i.e., six members from CFSv2 and
four members from GFS). Therefore, We have selected only 10
members from ERPv1 (three from each variant of CFS model
and two from each GFS variant) for a fair comparison with
10-member MPMME.

3. RESULTS

The hindcast from both ERPv1 and MPMME is analyzed for
skill in predicting Indian summer monsoon weekly mean rainfall
(ISMR) from June to September.

TABLE 1 | Anomaly correlation coefficient (ACC) of predicted weekly mean rainfall

over the monsoon zone.

Lead ERPv1 MPMME

ACC

W1 0.775 0.856

W2 0.627 0.706

W3 0.378 0.480

W4 0.248 0.173

FIGURE 1 | Anomaly correlation coefficient for weekly mean rainfall (mm/day) over Monsoon Zone of India during summer monsoon.
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3.1. Monsoon Zone Weekly Rainfall
Prediction Skill
ISMR exhibit large spatiotemporal heterogeneity during the
season with positive (negative) rainfall anomalies over central
India representing active (break) monsoon. A box defined in
Rajeevan et al. (2010) over central India is the widely used
prototypical monsoon region known as the core monsoon zone.
Figure 1 and Table 1 illustrate the skill of predicted weekly mean
rainfall averaged over the monsoon zone at 4-week leads. The
ERPv1 has 0.78 and 0.63 ACC in week 1 and 2 lead, respectively.
It is improved by almost a factor of 0.1 in MPMME for both
the weeks. Although the skill is dropped in the third, it is still
above 0.4, the practical skill limit. In the 4th week, the skill further
declined. The difference between the deterministic prediction
skill of both systems over the monsoon zone is statistically
significant at 99.9, 95%, and above 90% confidence level for
week 1, 2, and 3, respectively, and the difference in skill is not
significant in the 4th week.

Apart from spatial non-uniformity, the monsoonal rainfall
has well-documented temporal variability that arises from intra-
seasonal fluctuations. These fluctuations are recognized as spells
of increased and minimum to no rain conditions over the
monsoon zone. The transitions between these two spells are
challenging but crucial, and models would have difficulties
predicting such transitions, limiting the predictability of monthly
rainfall. Figure 2 compares the monthly skill of weekly averaged
rainfall over the monsoon zone for both systems. June and
September have higher skill than July andAugust in both systems,
which could be attributed to model inefficiency to predict

frequent synoptic-scale systems in later months. However, the
coefficient values are >0.6 for both systems in the first 2 weeks,
which are reduced in following leads.

Regarding improvement, the month of June (Figure 2A)
record the highest increase in the skill where at all 4 leads,

MPMME shows 10, 18, 32, and 12% improvement over ERPv1,

which is significant at 95% confidence level. The significant

phenomena during June, such as monsoon onset and cyclonic
system genesis impact the subsequent progress of the monsoon.
These events are important to be predicted especially for dam

management for releasing and storage planning of water, for
agro-met services to begin sowing, and for disaster mitigation
due to extreme rainfall activities. Hence, improvement in
prediction skill of June will be highly beneficial for real-time ERP
of monsoon onset and extreme rainfall conditions. Further, July,
August, and September witness an increase in ACC up to week 3
lead (except week 2 lead during August) for MPMME. Relatively
less skill is seen for the 4th week for these months than ERPv1,
but the difference is insignificant as ERPv1 skill is also <0.4.

HSS gives fractional betterment of the forecast over a reference
forecast, which is climatology in our case. HSS for deterministic
forecast verification of various thresholds for weekly mean
rainfall over monsoon zone is plotted in Figure 3. The skill
decreases for higher rainfall thresholds at all weekly leads,
indicating both versions’ limitation in predicting heavy rainfall.
However, the MPMME could perform better than reference
forecast minimum up to 3 weeks leads for the given thresholds.
The figure affirms the improvement in MPMME performance
over ERPv1.

FIGURE 2 | Anomaly correlation coefficient for weekly mean rainfall over monsoon zone of India for the month of (A) June, (B) July, (C) August, and (D) September at

four week leads.
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FIGURE 3 | Heidke Skill score at different thresholds of weekly mean rainfall over Monsoon Zone of India for (A) week 1, (B) week 2, (C) week 3, and (D) week 4 lead.

FIGURE 4 | Subdivision-wise predictability limit for (A) extended range prediction system (ERPv1) and (B) multi-physics multi-model ensemble (MPMME)

during monsoon.
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3.2. Skill Assessment Over Meteorological
Subdivisions
The ERP broadens the application spectrum of the
meteorological forecast. These different sector-specific
applications stipulate meteorological information at the
finer spatial scale. However, the generation of stakeholder
requisite forecast products requires skill assessment at the
smaller spatial scale because the area-averaged precipitation
skill will not be sufficient. Therefore, we will look into the
skill for the meteorological subdivisions of India. There are 36
such subdivisions across the country; for further details, please
refer Joseph et al. (2019).

The standard signal to noise ratio (SNR) is considered here
to find out the limit of rainfall predictability (lead at which
SNR becomes one) for these subdivisions. Figure 4 shows the
spatial map of predictability with color indicating the number
of predictable days. In both ERPv1 (Figure 4A) and MPMME
(Figure 4B), maximum subdivisions show predictability of 10–
14 days. A very few numbers of subdivisions, i.e., 5, have
predictability >16 days. The number of such subdivisions
with predictability higher than 16 days is almost doubled in
MPMME. Simultaneously, the number is reduced by two for
subdivisions with <8 predictable days in MPMME compared to
ERPv1. In total, more than 12 subdivision show improvement in
predictability by 2–4 days inMPMME, these subdivisions fall into
north and northwest India. A similar increment is also seen for a
few subdivisions in southern peninsular and northeast India. In
contrast, for many subdivisions in central India, the predictability
remains unchanged in MPMME, except a very few subdivision
(i.e., 4) where predictability dropped by 1–2 days.

The week-wise anomaly correlations for subdivisions are
shown in Figure 5, where ACC>0.2 is statistically significant
at a level of 99.9%. Both ERPv1 and MPMME have good skill
in the week 1 and 2 forecast, with MPMME outperforming
ERPv1 for maximum subdivisions. The lead-in prediction skill
is maintained in week 3 by MPMME, where many subdivisions
have ACC >0.2 and 0.3 in contrast to ERPv1. Week 4 is less
skillful than the first 3 weeks in both ERPv1 and MPMME,
where most of the subdivisions shows ACC smaller than 0.2.
Figure 6 illustrates the RMSS values from ERPv1 and MPMME
at 4 leads for meteorological subdivisions; the shaded values (i.e.,
>0) indicates reasonable prediction skill. Furthermore, similar to
ACC, RMSS is also better in MPMME than ERPv1 for up to 3
weeks. Subdivisions in northeast India are less skillful in both
ERPv1 and MPMME; the previous authors have linked lower
predictability to more rainfall contribution from less predictable
synoptic systems over the northeast regions (Abhilash et al., 2018;
Joseph et al., 2019).

Overall, MPMME show reasonable improvement in
deterministic skill over northwest and central India compared to
ERPv1. The studies have reported the more frequent occurrence
of extreme rainfall over these regions (Singh et al., 2011; Woo
et al., 2019; Joseph et al., under revision; Rai et al., 2020).
Therefore, improved predictability and prediction skill for these
regions in MPMME can effectively improve the extreme event
prediction (will be addressed in a separate study).

FIGURE 5 | Sub-divisional skill in terms of anomaly correlation coefficient for

(A) extended range prediction system (ERPv1) and (B) multi-physics

multi-model ensemble (MPMME) during monsoon.

3.3. Prediction Skill for Monsoon
Intraseasonal Oscillation
MISO is one of the most dominant mode of low-frequency
intraseasonal variability, known to provide predictability in
the extended range during the Indian summer monsoon. The
enhanced skill witnessed in earlier sections could be explained
by analyzing the model’s ability to capture this large-scale signal.

The MISO prediction skill is computed in terms of bivariate
anomaly correlation coefficient (BVCC) and root mean square
error as mentioned in Rashid et al. (2011) of predicted MISO
Indices from all ICs with the observed. The leading pair of
model predicted MISO Indices from all ICs with the observed
counterpart are utilized for ACC and RMSE computation. The
BVCC is plotted in Figure 7 along with the RMSE for MISO
indices as a function of lead days. We consider BVCC >0.5
and RMSE lower than 1.4 as a threshold for skillful MISO
prediction. The horizontal line intersects the BVCC axis at
0.5 and RMSE axis at 1.41 to track the significant skill and
error limit. The black line represents the combined skill for
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FIGURE 6 | Sub-divisional skill in terms of root mean square score for (A)

extended range prediction system (ERPv1) and (B) multi-physics multi-model

ensemble (MPMME) during monsoon.

all MISO phases, whereas blue and cyan show the evolution
of CC and RMSE for the transition to the active and break
phase, respectively. The figure clearly shows a gain in skill
for MPMME over ERPv1. The ERPv1 reaches the prediction
limit in around 19 days, whereas the MPMME has this limit
beyond 21 days.

The study from Goswami and Xavier (2003) reveals that the
potential predictability for break (less to no rain) conditions
during monsoon is high compared to the active. They also
suggested that higher predictability of transition to break phase is
due to governance of error growth in this phase by low frequency
(30–60 days) signal. Abhilash et al. (2014b) also showed that ERP
(from CFSv2-based 11-member ensemble) of breaks are more
skillful. Similar inference can be made from Figure 7 for phase-
dependent prediction skill of both systems; ERPv1 and MPMME
also show slightly better predictability for break transition (Cyan
line in Figures 7A,B) than active (blue). MPMME have improved
skill for both (active and break) phases in comparison to ERPv1.

FIGURE 7 | Monsoon Intraseasonal Oscillation (MISO) prediction skill for (A)

extended range prediction system (ERPv1) and (B) multi-physics multi-model

ensemble (MPMME), where solid lines are for bivariate anomaly correlation

coefficient (BVCC) and dotted line represent root mean square error (RMSE).

The higher predictability in northwest regions of India is
associated with low-frequency monsoon oscillations (Joseph
et al., 2019), which is evident in Figure 5. Therefore, the 2–4 days
increase in predictability in MPMME over these regions can be
attributed to about 2 days gain in the skill of this low variability
signal skill, i.e., MISO.

3.4. Probabilistic Forecast Skill
In the previous sections, we have evaluated the deterministic
prediction skill from ERPv1 and MPMME; in this section, we
look into some probabilistic verification. The BSS is calculated for
categorical rainfall probabilistic prediction (Figure 8). Based on
the tercile method, three categories are defined as above normal
(when the rainfall amount is more than upper tercile value), near
normal (when it is between upper tercile and lower tercile values),
and below normal (when it is below the lower tercile value). The
probabilities for either category are 100% for the observation.

The BSS compares the brier score of the forecast with
the reference forecast (climatology), assuming a 33% equal
occurrence probability for each category. A BSS value >0
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FIGURE 8 | Brier skill score from extended range prediction system (ERPv1) and multi-physics multi-model ensemble (MPMME) for (A) above normal, (B) near

normal, and (C) below normal categorical rainfall forecast over monsoon zone.

indicates an improvement over climatology. Both ERPv1 and
MPMME have better skill in predicting the above normal
(Figure 8A) and below normal (Figure 8C) categories up to
2 weeks. The near-normal (Figure 8B) rainfall predictions are
comparatively less skillful in both systems. It is interesting to note
from the figure that the considerable improvement is there for
MPMME over ERPv1 in almost all categories in the first 2-week
leads. The skill of both system reduces at longer leads.

The analysis presented in this section favors MPMME until
almost 21-day lead. However, the current results are only
from multi-physics ensemble, i.e., addressing model-errors to
some extent. Nevertheless, the model also suffers from initial
condition errors at longer leads. A few earlier studies have also
concluded that physics ensemble along with perturbed initial
conditions ensemble could provide better skill by addressing two
major bias components (Stensrud and Fritsch, 1994; Stensrud
et al., 2000). Therefore, the results of this study can be
ameliorated further with the careful selection of physics and
initial condition ensemble.

4. CONCLUSIONS

The present work highlights the improvements of a physics-
based multi-model extended range ensemble prediction system
over its predecessor operational version in predicting ISMR.
This new MPMME framework distinguishes itself from the
ERPv1 in its single seamless horizontal resolution, and
most importantly, for considering multiple realizations of

atmospheric dynamics achieved by permutations of convection
and microphysics parameterizations.

The skill of MPMME and ERPv1 for ISMR is compared using
different verification scores for spatiotemporal forecast evolution
at weekly leads. ACC for hindcast of 2003–2015 from MPMME
signifies an improvement for monsoon zone rainfall over ERPv1
up to 3-week lead. The MPMME prediction skill for 4 months
from June to September also witnesses increment up to 3-week
lead. The month of June has the highest skill for MPMME at all
4-week leads, which will come in handy for predicting monsoon
onset and extreme rain-producing systems in the onset phase.
The HSS for rainfall over monsoon zone elucidates the enhanced
skill at all thresholds of the weekly mean rainfall for MPMME
over ERPv1.

The MPMME extends the predictability limit by 2–4 days
compared to ERPv1 as indicated by sub-division map. Similarly,
the conclusion drawn from subdivision-wise ACC and RMSS
favors MPMME in most regions through 7, 14, and 21-day
leads. The subdivisions in the northwest and central parts of the
country exhibit a maximum increase in the skill. All the phases of
large-scale MISOs have a better prediction from MPMME than
ERPv1, reflecting in the overall gain in predictability at the sub-
division level. The tercile-based categorical rainfall prediction
is verified for the probabilistic skill of both systems. BSS for
these categorical rainfall occurrences exhibits the superiority of
physics-based MPMME over ERPv1.

Although the results presented here are from the preliminary
development stage, the different verifications used in the study
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support the MPMME over its operational version ERPv1 up to
21 days lead. Further assessment of signal and noise added per
physics combination could assist in considering the weighted
average of these ensembles to generate the forecast products.
Since we have only considered the unperturbed control initial
condition inMPMME, adding a few perturbed ICmembers could
further help improve the prediction, especially at longer leads, by
controlling the growth of initial condition uncertainty (Stensrud
and Fritsch, 1994; Stensrud et al., 2000). The study proffers the
utility of physics-based ensemble and finds its scope in further
exploration. It is anticipated that the enhanced temporal skill for
June and spatial skill for northwest and central regions of India
could probably improve the extreme event prediction.
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Observations facilitate model evaluation and provide constraints that are relevant to

future predictions and projections. Constraints for uninitialized projections are generally

based onmodel performance in simulating climatology and climate change. For initialized

predictions, skill scores over the hindcast period provide insight into the relative

performance of models, and the value of initialization as compared to projections.

Predictions and projections combined can, in principle, provide seamless decadal to

multi-decadal climate information. For that, though, the role of observations in skill

estimates and constraints needs to be understood in order to use both consistently

across the prediction and projection time horizons. This paper discusses the challenges

in doing so, illustrated by examples of state-of-the-art methods for predicting and

projecting changes in European climate. It discusses constraints across prediction and

projection methods, their interpretation, and the metrics that drive them such as process

accuracy, accurate trends or high signal-to-noise ratio. We also discuss the potential

to combine constraints to arrive at more reliable climate prediction systems from years

to decades. To illustrate constraints on projections, we discuss their use in the UK’s

climate prediction system UKCP18, the case of model performance weights obtained

from the ClimatemodelWeighting by Independence and Performance (ClimWIP) method,

and the estimated magnitude of the forced signal in observations from detection and

attribution. For initialized predictions, skill scores are used to evaluate which models

perform well, what might contribute to this performance, and how skill may vary over

time. Skill estimates also vary with different phases of climate variability and climatic

conditions, and are influenced by the presence of external forcing. This complicates the

systematic use of observational constraints. Furthermore, we illustrate that sub-selecting

simulations from large ensembles based on reproduction of the observed evolution of

climate variations is a good testbed for combining projections and predictions. Finally,

the methods described in this paper potentially add value to projections and predictions

for users, but must be used with caution.

Keywords: climate change, climate predictions, future projections, observational constraints, model evaluation,

climate modeling
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INTRODUCTION

Information about future climate relies on climate model
simulations. Given the uncertainty in the future climate’s
response to external forcings and climate models’ persistent
biases, there is a need for coordinated multi-model experiments.
This need is addressed by the Coupled Model Intercomparison
Project (CMIP), proposing a uniform protocol to evaluate the
future climate. Currently, this protocol proposes to explore two
future timescales separately: firstly the evolution of the climate
toward the end of the century, and secondly the evolution
of the climate within the first decade ahead (Eyring et al.,
2016). Climate variations on the longer timescale are primarily
driven by the climate responses to different scenarios of socio-
economic development and resulting anthropogenic emissions
of greenhouse gases and aerosols (Gidden et al., 2019; see also
Forster et al., 2020). At decadal timescales on the other hand,
the internal variability of the climate system is an important
source of uncertainty, and part of the associated skill comes
from successfully initializing models with the observed state of
the climate. The two timescales are thus subject to different
challenges and are therefore addressed by distinct experimental
setups. In both cases, coordinated multi-model approaches are
necessary to estimate uncertainty from model simulations.

To account for internal variability, the size of individual
climate model ensembles has increased, so that there is a growing
need to extract the maximum information from these ensembles
and to grasp the opportunities associated with large ensembles
(e.g., Kay et al., 2015). In particular, treating eachmodel as equally
likely (the so-called one-model-one-vote approach) may not
provide the best information for climate decision making; This
demonstrates the need for a well-informed decision on choice
and processing of models for projections, while large ensembles
may overcome, at least in part, concerns about signal-to-noise
ratios in weighted ensembles (Weigel et al., 2010).

Furthermore, there is also a desire to provide decision makers
with seamless information on the time-scale from a season
to decades ahead. This involves the even more complex step
of combining ensembles from initialized predictions started
from observed conditions of near present-day with those from
projections, the latter of which are typically started from
conditions a century or more earlier. This paper discusses
available methods using observations to evaluate and constrain
ensemble predictions and projections, supporting the long-
term goal of a consistent framework for their use in seamless
predictions from years to decades.

Multiple techniques are available to constrain future
projections drawing on different lines of evidence and
considering different sources of uncertainty (e.g., Giorgi
and Mearns, 2002; Knutti, 2010; Knutti et al., 2017; Sanderson
et al., 2017; Lorenz et al., 2018; Brunner et al., 2020a,b; Ribes et al.,
2021). Models that explore the full uncertainty in parameter
space provide very wide uncertainty ranges (Stainforth, 2005),
motivating the need to use observational constraints. Usually
observational constraints are based on the assumption that
there is a reliable link between model performance compared to
observations over the historical era with future model behavior.

This link is expressed using emergent constraints, weights,
or other statistical approaches. For instance, this could mean
excluding or downweighting models which are less successful in
reproducing the climatological mean state or seasonal cycle. The
constraint can also be based on the variability, representation
of mechanisms or relationships between different variables, or
changes in multi-model assessments of future changes (e.g.,
Hall and Qu, 2006; Sippel et al., 2017; Donat et al., 2018), which
includes evaluation of the climate change magnitude in detection
and attribution approaches (e.g., Stott and Kettleborough,
2002; Tokarska et al., 2020b). In a similar manner, the risk of
experiencing an abrupt change in the subpolar North Atlantic
gyre has been constrained by the capability of CMIP5 climate
models to reproduce stratification in this region, which plays a
key role in the dynamical behavior of the ocean (Sgubin et al.,
2017). This is based on the fundamental idea that certain physical
mechanisms of climate need to be appropriately simulated for
the model to be “fit for purpose,” and consistent with this
thought, the Intergovernmental Panel on Climate Change
(IPCC) reports have consistently dedicated a chapter to climate
model evaluations. The IPCC has also drawn on observational
constraints from attribution to arrive at uncertainty estimates in
predictions both in assessment reports four (AR4) (Knutti et al.,
2008) and AR5 (Collins et al., 2013).

Many methods constraining projections have been evaluated
using model-as-truth approaches and several of them have been
part of a recent method intercomparison based on a consistent
framework (Brunner et al., 2020a). The authors found that there
is a substantial diversity in the methods’ underlying assumptions,
uncertainties covered, and lines of evidence used. Therefore, it is
maybe not surprising that the results of their application are not
always consistent, and that they tend to be more consistent for
the central estimate than the quantification of uncertainty. The
latter is important, as reliable uncertainty ranges are often key to
actionable climate information.

Emergent constraints is another highly visible research area
that makes use of relationships between present day observable
climate and projected future changes. Emergent constraints
rely on statistical relationships between present day, observable,
climate properties and the magnitude of future change. There is
currently effort within this community to discriminate between
those that are purely statistical from those where there is further
confirmational evidence to support their usage (e.g., Caldwell
et al., 2018, Hall et al., 2019). Efforts to identify consensus
or consolidate constraints from multiple, often conflicting,
emergent constraints have started to take place within the climate
sensitivity context (Bretherton and Caldwell, 2020, Sherwood
et al., 2020). However, these frameworks do not yet account
for common model structural errors that will likely lead such
assessments to an overly confident constraint (Sanderson et al.,
2021). The reliability of emergent constraints for general climate
projections is even less clear at this time (e.g., Brient, 2020), and
therefore, we do not discuss such constraints further here as it is
not clear how complete and reliable such constraints are.

For initialized predictions (Pohlmann et al., 2005; Meehl
et al., 2009, 2021; Yeager and Robson, 2017; Merryfield et al.,
2020; Smith et al., 2020), skill scores assess the model system’s
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performance in hindcasts compared to observations, allowing for
a routine evaluation of the prediction system that is unavailable to
projections. Multi-model studies on predictions have, however,
only recently started to emerge as more sets of initialized decadal
prediction simulations have become available as part of the
CMIP6 Decadal Prediction Project (DCPP; Boer et al., 2016).
Some studies merged CMIP5 and CMIP6 decadal prediction
systems to maximize ensemble size for optimal filtering of the
noise (e.g., Smith et al., 2020), or contrasted the multi-model
means of CMIP5 and CMIP6 to pinpoint specific improvements
in prediction skill from one CMIP iteration to the other (Borchert
et al., 2021). Attempts to explicitly contrast and explain the
decadal prediction skill of different model systems are yet very
rare (Menary and Hermanson, 2018). There are therefore no
methods of constraining or weighting multi-model ensembles of
decadal prediction simulations in the literature which we could
rely upon.

For these reasons, we provide in this paper a first exploration
of discriminant features of multi-model decadal prediction
ensembles with the aim of providing an indication which
inherent model features benefit, and which degrade skill.
We also discuss the contribution of forcing and internal
variability to decadal prediction skill over time, and show
how times of low and high skill (windows of opportunity;
Mariotti et al., 2020) can be used to constrain sources of skill
in space and time. We consider the cross-cutting relevance
of observational constraints and reflect on their consistency
across prediction and projection timescales and approaches. We
also pilot opportunities for building upon multiple methods
and investigate how observational constraints may be used in
uncertainty characterization in a seamless prediction. Finally, we
discuss the challenges in applying observational constraints to
predictions, where skill varies over time and may therefore not
be consistent across prediction timelines.

This paper examines the potential for observational
constraints in the three European SREX regions Northern
Europe (NEU), Central Europe (CEU) and Mediterranean
(MED) [see, e.g., Brunner et al. (2020a)]. Many of our results
will be transferable to other regions, although the signal-to-noise
ratio as well as the skill of initialized predictions might be
different for larger regions or lower latitude regions, with the
potential for observational constraints being more powerful in
some regions as a consequence. Hence our European example
can be seen as a stress test for observational constraints in use.

We first illustrate examples of observational constraints
for projections, identify contributing factors to model skill
metrics, and explore the potential to use multiple constraints in
sequence. We then illustrate, on the interface from projections
to predictions, that the performance of a prediction system
can be emulated by constraining a large ensemble to follow
observational constraints on modes of sea surface temperature
(SST). Lastly, the origin of skill and observational constraints
in initialized predictions is illustrated across different models,
different timelines and different regions as a first step toward
consistently constraining predictions and projections for future
merging applications.We draw lessons and recommendations for
the use of observational constraints in the final section.

CONSTRAINING PROJECTIONS

Lessons Learned From the Use of

Observational Constraints in Climate

Projections in UKCP18
Observational constraints have played an important role in
the latest generation of the UK climate projections (UKCP18;
Murphy et al., 2018). UKCP18 includes sets of 28 global
model simulations (∼60 km resolution), 12 regional (12 km
resolution), and 12 local (2.2 km resolution) realizations of 21st
century climate consisting of raw climate model data, for use
in detailed analysis of climate impacts (Murphy et al., 2018;
Kendon et al., 2019). Also provided is a set of probabilistic
projections, the role of which is to provide more comprehensive
estimates of uncertainty for use in risk assessments in their own
right, and also as context for the realizations. The probabilistic
climate projections are derived from a larger set of 360 model
simulations, based on a combination of perturbed parameter
ensembles with a single model, combined with simulations
with different CMIP5 models. These have been combined to
make probability density functions representing uncertainties
due to internal variability and climate response, using a Bayesian
framework that includes the formal application of observational
constraints. The UKCP18 probabilistic approach is one of the
methods covered in Brunner et al. (2020a). Key aspects include:
(a) use of emulators to quantify parametric model uncertainties,
by estimating results for parts of parameter space not directly
sampled by a climate model simulation; (b) use of CMIP5
earth system models to estimate the additional contribution
of structural model uncertainties (termed “discrepancy” in
this framework) to the pdfs; (c) sampling of carbon cycle
uncertainties alongside those due to physical climate feedbacks.
The method, described in Murphy et al. (2018), is updated
from earlier work by Sexton et al. (2012), Harris et al.
(2013), Sexton and Harris (2015), and Booth et al. (2017).
The climatological constraints are derived from seasonal spatial
fields for 12 variables. These include latitude-longitude fields
of surface temperature, precipitation, sea-level pressure, total
cloud cover and energy exchanges at the surface and at the
top of the atmosphere, plus the latitude-height distribution of
relative humidity (denoted HIST in Figure 1). This amounts to
175,000 observables, reduced in dimensionality to six through
eigenvector analysis (Sexton et al., 2012). Constraints from
historical surface air temperature (SAT) change include the global
average, plus three indices representing large-scale patterns
(Braganza et al., 2003). The ocean heat content metric (OHC)
is the global average in the top 700m. The CO2 constraint
arises because the UKCP18 projections include results from
earth system model simulations that predict the historical and
future response of CO2 concentration to carbon emissions, thus
including uncertainties due to both carbon cycle and physical
climate feedbacks. The observed trend in CO2 concentration
is therefore combined with the other metrics in the weighting
methodology, to provide a multivariate set of constraints used to
update joint prior probability distributions for a set of historical
and future prediction variables (further details in Murphy et al.,
2018).

Frontiers in Climate | www.frontiersin.org 3 June 2021 | Volume 3 | Article 67810998

https://www.frontiersin.org/journals/climate
https://www.frontiersin.org
https://www.frontiersin.org/journals/climate#articles


Hegerl et al. Consistent Observational Constraints on Predictions

Figure 1 illustrates the impact of observational constraints on
the UKCP18 pdfs for global mean temperature, and summer
temperature and precipitation for Southern England; 2080–2099
relative to 1981–2000, under RCP8.5. Results show that as well as
narrowing the range, specific constraints can also weight different
parts of the pdf up or down, compared to the prior distribution.
As an example, the chance of a summer drying is upweighted
in the posterior, by the application of both the climatology and
historical temperature trend constraints. Experiences with use of
observational constraints in UKCP18 illustrate that considering
multiple constraints can be powerful. This is shown in Figure 1

by a sensitivity test, in which each pdf is modified by adding
individual constraints in sequence. However, the impact of
specific constraints can depend on the order in which they are
applied. Here, e.g., the effect of historic changes in ocean heat
content might appear larger, if applied as the first step in this
illustration. This illustrates that there is plenty of scope to refine
such constraint methods in the future. For example, metrics of
climate variability are not yet considered in the set of historical
climatology constraints.

Examples of Methods for Observational

Constraints on Projections
Performance Weighting Methods (ClimWIP)
Methods using performance weighting evaluate if models
are fit for purpose and weight them accordingly (see also
UKCP18 Example discussed above). The fundamental idea
is that projected climate change can only be realistic if the
model simulates processes determining present day climate
realistically as discussed e.g., in Knutti et al. (2017) for the
case of Arctic sea ice. An updated version of the same
method (termed Climate model Weighting by Independence and
Performance—ClimWIP) was recently applied by Brunner et al.
(2020b) to the case of global mean temperature change. Each
model’s weight is based on a range of performance predictors
establishing its ability to reproduce observed climatology,
variability and trend fields. These predictors are selected
to be physically relevant and correlated to the target of
prediction. Other approaches, such as emergent constraints,
often use a single highly correlated metric, while ClimWIP
draws on several such metrics. This can avoid giving heavy
weight to a model which fits the observations well in one
metric but is very far away in several others. In addition to
that, they also include information about model dependencies
within the multi-model ensemble (see Knutti et al., 2013),
effectively downweighting model pairs which are similar to
each other.

We show results from two applications of ClimWIP here:
Figure 2 illustrates the effect of ClimWIP, alongside other
methods, compared to using unconstrained predictions from a
set of CMIP5 models, illustrating that ClimWIP reduces spread
in some seasons and regions, and also shifts the central tendency
somewhat, depending on the case (Brunner et al., 2019), and
in a similar manner as illustrated above for UKCP18. The
CMIP6 weights used in the later part of the study are based
on the latest version of ClimWIP described in Brunner et al.

FIGURE 1 | Examples of the impact of constraints derived from historical

climatology (Hist), added historical global surface air temperature trends

(Hist+SAT), added historical trends in atmospheric CO2 concentration

(Hist+SAT+CO2), and added upper ocean heat content

(Hist+SAT+CO2+OHC), in modifying the prior distribution to form the

posterior. The 5th, 50th (median), and 95th percentiles are plotted, along with

the pdfs. Results prior to the application of observational constraints (Prior with

discrepancy) are also shown. Reproduced from Murphy et al. (2018).

(2020b) and based on earlier work by Merrifield et al. (2020),
Brunner et al. (2019), Lorenz et al. (2018), and Knutti et al.
(2017). We used performance weights based on each model’s
generalized distance to reanalysis products (ERA5; Hersbach
et al., 2020, and MERRA2, Gelaro et al., 2017) in five diagnostics
evaluated from 1980 to 2014: global, spatially resolved fields
of climatology and variability of near-surface air temperature
and sea level pressure, as well as global, spatially resolved fields
of near-surface air temperature trend (Brunner et al., 2020b).
The weights were retrieved from the same setup as used in
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FIGURE 2 | Projected summer (June–August) temperature change 2041–2060 relative to 1995–2014 for (A) the combined European region as well as (B–D) the three

European SREX regions (Northern Europe, Central Europe, and the Mediterranean) using RCP8.5. The lighter boxes give the unconstrained distributions originating

from model simulations; the darker boxes give the observationally constrained distributions. Shown are median, 50% (bars) and 80% (whiskers) range. The gray box

and lines centered around zero show the same percentiles of 20-years internal variability based on observations. Methods ASK-ANT and ClimWIP used in this paper

are colored, additional methods HistC and REA shown in Brunner et al. (2020a), but not used in this paper, are in gray. After Figure 6 in Brunner et al. (2020a).

Brunner et al. (2020b) and it is important to note that they are
optimized to constrain global mean temperature change in the
second half of the 21st century for the full CMIP6 ensemble. Here
we use them only to show the general applicability combining
ClimWIP with the ASK approach (outlined next), which
illustrates common inputs across constraints on projections
and their relation to each other. We apply them to a subset
of nine models for which Detection and Attribution Model
Intercomparison Project (DAMIP simulations; Gillett et al.,
2016) are available, and then focus on projections for Europe.
For applications beyond the illustrative approach shown here,
it is critical to retune the method for the chosen target and
model subset.

Trend and Attribution Based Methods (ASK Method)
Another widely usedmethod for constraining projections focuses
on the amplitude of forced changes (here referred to as “trend,”
although the constrained time-space pattern may be more
complex than a simple trend). This method focuses on the
performance of climate models in simulating externally forced
climate change, with the idea that a model that responds too
strongly or too weakly over the historical period may also do so
in the future. Trend performance is included in ClimWIP, as its
full implementation accounts for trends, and also in UKCP18, as
illustrated above.

Trend based methods need to consider that the observed
period is not only driven by greenhouse gas increases, but also
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influenced by aerosol forcing, natural forcings (e.g., Bindoff et al.,
2013) as well as internal variability1, all of which impact on
the magnitude of the observed climate change Since the future
may show different combinations of external forcing than the
past, including reducing aerosol forcing with increased pollution
control, and different phases of natural forcing, non-discriminant
use of trends may introduce errors. Two approaches have been
used to circumvent this problem: one method is to use a
period of globally flat aerosol forcing and argue that the largest
contributor to trends is greenhouse gases over such periods,
and then use trends as emergent constraints (Tokarska et al.,
2020a). An alternative, the so-called Allen Stott Kettleborough
“ASK method,” introduced in the early 2000s (Allen et al., 2000;
Stott and Kettleborough, 2002; Shiogama et al., 2016) uses results
from detection and attribution of observed climate change to
constrain projections. These methods seek to disentangle the
role of different external forcings and internal variability in
observed trends, and result in an estimate of the contribution
by natural forcings, greenhouse gases, and other anthropogenic
factors to recent warming. This allows us to estimate the observed
greenhouse gas signal, and use it to constrain projections. This
can be done by selecting climate models within the observed
range of greenhouse gas response (Tokarska et al., 2020b) or
by using the uncertainty range of greenhouse warming that
is consistent with observations as an uncertainty range in
future projections around the multi-model mean fingerprint
(Kettleborough et al., 2007). The latter method has been included
in assessed uncertainty ranges in projections in IPCC (see Knutti
et al., 2008; Collins et al., 2013).

Here we illustrate the use of attribution based observational
constraints. This method assumes that the true observed climate
response, yobs, to historical forcing is a linear combination of
one or more (n) individual forcing fingerprints, Xj, scaled by
adjustable scaling factors, βj, to observations. We use the gridded
observations E-OBS v19.0e dataset (Haylock et al., 2008), with
monthly values computed from the daily data. Scaling factors
are determined that optimize the fit to observations. Hence
this method uses the response in observations to estimate the
amplitude of a model-estimated space time pattern of response,
with the rationale that uncertain feedbacks may lead to a larger or
smaller response than anticipated in climate models (e.g., Hegerl
and Zwiers, 2011). We use a total-least-squares (TLS) method to
estimate the scaling factors, which accounts for noise in both the
observations εobs, and in the modeled response to each of the
forcings εj(see e.g., Schurer et al., 2018),

yobs =

n∑

j=1

βj(Xj − εj)+ εobs (1)

where the n fingerprints chosen may include the response to
greenhouse gases only (GHG), natural forcings only (NAT), other
anthropogenic forcings (OTH) or combinations thereof (ANT

1Bonnet R., Swingedouw D., Gastineau G., Boucher O., Deshayes J., Hourdin F., et

al. (2021). Increased risk of near term global warming level due to a recent AMOC

weakening. Nat. Commun. (in review).

= GHG+OTH). A confidence interval for each of the scaling
factors describes the range of magnitudes of the model response
that are consistent with the observed signal. A forced model
response is detected if the range of scaling factors are significantly
>0, and can be described as being consistent with observations
if the range of values contains the magnitude of one (=1). The
uncertainty due to internal climate variability is here estimated
by adding samples from the preindustrial Control simulations
(of the same length) to the noise-reduced fingerprints and
observations, and recomputing the TLS regression (10,000 times)
in order to build a distribution of scaling factors, from which
the 5th−95th percentile range can be computed. We have also
explored confidence intervals based on bootstrapping (DelSole
et al., 2019), and while there are slight differences in the
spread, the two measures generally provide consistent and
robust agreement.

CMIP6 model simulations (Eyring et al., 2016) run with
historical forcings, and Detection and Attribution MIP (DAMIP)
single-forcing simulations (Gillett et al., 2016) are used over
the same period as E-OBS (1950–2014) to determine the
fingerprints. Our analysis uses a set of nine models with 33
total ensemble members (Table 1), that were available in the
Center for Environmental Data Analysis (CEDA) curated archive
(retrieved in September 2020), common to the required set
of simulations. For application of the ASK method, single
forcing experiments are needed. Monthly surface air temperature
fields from the observations and each of the CMIP6 model
ensemble members were spatially regridded to a regular 2.5◦

× 2.5◦ latitude-longitude grid, with only the grid boxes over
land (with no missing data throughout time) being retained
in the analysis. The resulting masked fields (from observations
and all individual model ensemble members) were spatially
averaged over a European domain (EUR) and three sub-domains
(NEU, CEU, and MED; as described in Brunner et al., 2020a).
Fingerprints for each forcing are based on an unweighted,
and in the example below (section Contrasting and Combining
Constraints FromDifferentMethodologies), weighted, average of
each model’s ensemble mean response to individual forcings. The
total least squares approach requires an estimate of the signal-
to-noise ratio of the fingerprint. This is calculated considering
the noise reduction by averaging individual model ensemble
averages, and assuming that the resulting variance adds in
quadrature when averaging across ensembles. When weights are
used, these are included in the calculation. Results from ASK are
illustrated in Figure 2, again illustrating that the method reduces
spread in some cases, and influences central tendency as well.

Whether this reduction in spread improves the reliability
of projections is still uncertain, although some recent analysis
supports these approaches: Gillett et al. (2021) applied an (im-)
perfect model approach to estimate the attributable warming to
CMIP6 models, and Schurer et al. (2018) an approach to estimate
the transient climate sensitivity from individual simulations with
withheld climate models for CMIP5. Gillett et al. (2021) found
high reliability of the estimate of attributable warming, which
increases confidence in its use for projections. Schurer et al.
(2018) found that the method was somewhat overconfident
for future warming if using the multi-model mean fingerprint,
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TABLE 1 | List of the CMIP6 models used in the ASK-ClimWIP constraining intercomparison pilot study (restricting to models with individual forcing simulations available

and normalizing weights to sum to unity for these relative to those shown in Figure 3).

CMIP6 model name Number of ensemble members included ClimWIP weighting (no trend information) ClimWIP weighting (with trend information)

ACCESS-ESM1-5 3 0.1627 0.1381

BCC-CSM2-MR 1 0.0132 0.0792

CNRM-CM6-1 5 0.0772 0.0762

CanESM5 10 0.0216 0.0049

GFDL-ESM4 1 0.4051 0.5047

HadGEM3-GC31-LL 4 0.2582 0.0070

IPSL-CM6A-LR 5 0.0313 0.0639

MIROC6 3 0.0052 0.0627

MRI-EMS2-0 1 0.0256 0.0633

Total 33 1.0 1.0

but conservative if accounting fully for model uncertainty in a
Bayesian approach, or if inflating residual variability.

Contrasting and Combining Constraints

From Different Methodologies
Eight different methods to arrive at weighted or constrained
climate projections were recently compared for European regions
in Brunner et al. (2020a). The study identified a lack of
coordination across methods as a main obstacle for comparison
since even studies which look at the same region in general
might report results for slightly different domains, seasons, time
periods or model subsets hindering a consistent comparison.
Therefore, a common framework was developed to allow such
a comparison between the different methods, including a set of
European sub-regions. The results in Brunner et al. (2020a) focus
on temperature and precipitation changes between 1995–2014
and 2041–2060 under RCP8.5 (i.e., using CMIP5) in the three
European SREX regions. In addition, reasons for agreements and
disagreements across these methods were also discussed.

Figure 2 shows some results of the comparison illustrated
in that review (for a detailed discussion of the results and the
underlying methods see Brunner et al., 2020a).While all methods
clearly show the anthropogenic warming signal, the comparison
reveals different levels of agreement based on the region
considered and themetric of interest (e.g., median vs. 80% range).
In general, methods tend to agree better on the central estimate
while uncertainty ranges can be fairly different, particularly for
the more extreme percentiles (see, e.g., Figure 2D). However, for
some regions also the median values can differ across methods
and in isolated cases methods even disagree on the direction
of the shift from the unconstrained distributions. Methods also
constrain projections to different extents, with some methods
leading to stronger constraints and others to weaker constraints.
This can be due to using observations more or less completely
and efficiently, but can also reflect differences in the underlying
assumptions of the methods such as the statistical paradigm used.
Somemethods assume themodels are exchangeable realization of
the true observed response, while others assume that the models
converge, as a sample, toward the truth, ranking models close to
the model average as more likely to be correct.

For cases with such substantial differences, Brunner et al.
(2020a) recommend careful evaluation of constraints projecting
the future change in a withheld model based on each method.
Full application of such withheld model approaches requires
withholding a large number of simulations to ensure robust
statistics, and is computationally expensive. Such work is ongoing
in the community and will help resolve uncertainty across
performance metrics. Brunner et al., also suggest attempting to
merge methods, either based on their lines of evidence (before
applying them) or based on their results (after applying them).

Here we pilot an example of combining two observational
constraint methods. We do this to both illustrate what aspects
of observed climate change influence performance metrics, and
in order to test if a combined approach might harness the
strengths of each paradigm. Results also illustrate the challenges
and limitations involved in such an endeavor.

In order to do so, we limit the constraint used in ClimWIP to
climatology and variance-based performance weights only. These
can then be used to construct a weighted fingerprint (mentioned
above) of the forced climate change that could be, arguably,
more credible as a best estimate of the expected change than
the simple one-model-one vote fingerprint generally used. It is
also conceivable to combine both differently, e.g., by using the
ASK constraint relative to a model’s raw projection as weight in
a ClimWIP weighted prediction. We chose the weighted ASK
method for its ability to project changes outside the model range
in cases where models over- or underestimate the actual climate
change signal, but different choices are possible.

We use two different combinations of diagnostics to calculate

the ClimWIP performance weights for this combination of

constraints: one including temperature trends, and one without

temperature trends (i.e., using only climatology and variability

of temperature and sea level pressure). This is done to avoid

accounting for trends twice when applying the constraints

subsequently (Table 1), since the ASK method is strongly driven

by temperature trends (while using also spatial information and

the shape of the time series particularly to distinguish between
the effects of different forcing and variability). Note that this
modification of ClimWIP will most likely reduce its performance
as a constraint on its own.
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FIGURE 3 | Role of temperature trends in model performance weights,

illustrating the relationship between the model-specific relative weights

assigned by ClimWIP, computed using global fields excluding temperature

trend information (along the x-axis), and including a temperature trend metric

(along the y-axis). Climate models across CMIP6 are shown in gray; those also

available in the DAMIP simulations (used in the ASK method) have been

colored, with the number of ensemble members (n) shown in the legend.

The weights assigned to each of the 33 CMIP6 models
(and the nine DAMIP models used in the ASK method) are
shown in Figure 3, both when using all five diagnostics, and
when not using the temperature trend. Results show that the
performance weights from trends show a substantial influence
on ClimWIP weights compared to the variant without trends,
with largest differences for models with unusually strong trends,
such as HadGEM3, which is almost disregarded in trend-based
weighting but performs well on climatology. In contrast, trend
information enhances the perceived value of a group of other
models in the bottom left corner of the diagram, with very
small weights in climatology-only cases compared to slightly
larger ones in trend including cases. However, for many other
models both metrics correlate (although their correlation is
largely driven by a few highly weighted models). This illustrates
that different information used can pull observational constraints
in different directions.

There are suggestions that the role of trends in downweighting
projections of higher end warming in both ClimWIP and
ASK may be common across the wider set of projection
methodologies. Historical trends in the UKCP18 methodology
(Figure 1, labeled SAT) tend to reduce the upper tails of projected
changes. Similarly, the HistC methodology (Brunner et al.,
2020a section) is largely based on trend information, which
also consistently downweights high end projected changes (Ribes
et al., 2021), in response to too large change in such models over
parts of the historical period.

We now use model performance weighting in constructing
each of the multi-model mean fingerprints (Figure 4) that are
subsequently used in the detection and attribution constraint.

Thus, two sets of multi-model mean fingerprints are computed.
Firstly, an equal-weighted set of multi-model fingerprints and,
for comparison, a second set of multi-model fingerprints are
computed as weighted average of each model’s individual
fingerprint in response to forcings. When combining the
constraints in this way, we use the ClimWIP performance
weights that were derived without temperature trend information
(Table 1).

Annual surface temperature anomalies from 1950 to 2014
averaged over nine models (33 runs) are displayed in Figure 4

with the upper left panel showing the equal-weighted time series,
and the lower left panel showing the time series after applying
the ClimWIP weights (without trend). The same observed
annual time series (E-OBS, black line) has been plotted in each
panel, along with the CMIP6 multi-model mean (of ensemble
means) of the all-forcing historical simulations (brown line), the
greenhouse gas single-forcing historical simulations (red line),
and the natural single-forcing historical simulations (green line).
A measure of the internal variability of the CMIP6 models is
estimated by averaging the standard deviation (65-years samples)
of the associated piControl simulations, and is indicated by the
background shaded region.

The scaling factors were derived through a total least squares
regression of the multi-model mean fingerprints onto the
observations, estimating the amplitude of a single-fingerprint all
forcing signal (“ALL”), and determining the separate amplitudes
for combinations of fingerprints (for more details, see Brunner
et al., 2020a; Ballinger et al., pers. com.; GHG, OTH, ANT,
NAT). The scaling factors shown in Figure 4 were derived using
fingerprints comprising the conjoined annual time series of the
three spatially-averaged European subregions (NEU, CEU, and
MED; 3 × 65 = 195 years), each having first been normalized
by a measure of that subregion’s internal variability (using
the standard deviation of equivalent piControl simulations).
Hence the fingerprint used captures an element of the spatial
signal in the three regions, and of their temporal evolution.
The analysis was also performed using a single European
average fingerprint, and separate single-subregion fingerprints
(NEU/CEU/MED; not shown). As expected, the three-region
fingerprint generally provides a tighter constraint because of
the additional (spatial) information included, which strengthens
the signal to noise ratio. However, the qualitative differences
of using an equal-weighted or ClimWIP-weighted fingerprint,
are found to be fairly robust irrespective of the particular
fingerprint formulation.

Figure 4 shows an overall narrowing of the uncertainty range
in the scaling factors (providing a slightly tighter constraint)
when using the ClimWIP-weighted model fingerprints,
particularly for NAT, suggesting that at least in this case, the
weighted fingerprints are more successful in identifying and
separating responses to greenhouse gases from those to other
forcings. The best-estimate magnitudes of the leading signal
(ALL, GHG, ANTH) scaling factors remain reasonably robust.
Results suggest that the weighted multi-model mean response
to aerosols is larger than that in the observations, significantly
so in the weighted case. Overall, the illustrated sensitivity of the
estimated amplitude of natural and aerosol response probably
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FIGURE 4 | Annual time series (left panels) of European surface air temperature anomalies (relative to 1950–2014) from observations (E-OBS v19, black line) and

CMIP6 historical simulations (all forcings, brown line; GHG-only forcing, red line; and NAT-only forcing, green line). We display the multi-model mean of ensemble

means from nine models, with the shaded region denoting the multi-model mean variability (±1 standard deviation) of the associated preindustrial Control simulations.

The scaling factors (right panels) are derived by regression of the CMIP6 model fingerprints on the observations and indicate to what extent the multi-model mean

fingerprint needs to be scaled to best match observations. Results show the 1-signal (ALL), two-signal (GHG & OTH; ANTH & NAT), and three-signal (GHG, NAT &

OTH) scaling factors. The upper panels display the time-series fingerprints and associated scaling factors using an equal-weighted multi-model mean; the lower

panels use ClimWIP performance weighting to weight the multi-model mean fingerprints for deriving the scaling factors. Confidence intervals show the 5th−95th (thin

bars) and 25th−75th (thicker bars) percentile ranges of the resulting scaling factors.

reflects model differences in emphasis between ClimWIP
weighted and unweighted cases.

We have further explored the robustness of results over
different seasons (not shown). Results again suggest that the
use of ClimWIP weights in the multi-model mean fingerprint
yields stronger constraints when separating out the greenhouse
gas signal (which is particularly useful for constraints). Also,
the contribution by natural forcing, other anthropogenic and
greenhouse gas forcing to winter temperature change is far less
degenerate in the ClimWIP constrained case, although it needs
to be better understood why this is the case. This illustrates some
promise in combining constraints.

However, in order to evaluate if these narrowed uncertainty
estimates reliably translate into better prediction skill, careful
“perfect” and “imperfect” model studies will need to be
performed, where single model simulations are withheld to
predict their future evolution as a performance test, calculating
performance weights relative to each withheld model (see e.g.,
Bo and Terray, 2015; Schurer et al., 2018; Brunner et al., 2020b).

When doing so, it would be useful to consider forecast evaluation
terminology used in predictions and to assess reliability (i.e.,
if model simulations that are synthetically predicted are within
the uncertainty range of the prediction, given the statistical
expectation; Schurer et al., 2018; Gillett et al., 2021), and if they
show improved sharpness, i.e., their RMS error is smaller in order
to avoid penalizing more confident methods unnecessarily).
Another avenue is to draw perfect models from a different
generation as explored, e.g., by Brunner et al. (2020b) where the
skill of weighting CMIP6 was explored based on models from
CMIP5 in order to provide an out-of-sample test to the extent
that CMIP6 can be considered independent of CMIP5. A first
pilot study using CMIP6 simulations to hindcast single CMIP5
simulations showed mixed results and no consistent preference
for the ClimWIP vs. ASK vs. combined method in either metric
(not shown; Ballinger et al., pers. com.).

In summary, there is an indication that the use of model
weighting can potentially provide improved constraints on
projections, fundamentally due to using fingerprints that rely
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strongly on the most successful models. Europe as a target of
reconstruction might be particularly tricky given high variability
over a small continent, rendering more noisy fingerprints from
weighted averages compared to straight multi-model averages,
which can reduce the benefit in weighting approaches (Weigel
et al., 2010).

However, climate variability can be considered as more than
just “noise” in near term predictions, and hence the next method
focuses on constraints for variability.

Toward Seamless Predictions:

Constraining Large Projection Ensembles

to Match Recent Observed Variability
Above, observations were employed to evaluate projections in
terms of processes, trends and climatology. Climate variability
is considered in those previous analyses a random uncertainty
that is separate from projections and adds uncertainty. This is
in sharp contrast to initialized predictions, where one of the
goals is to predict modes of variability. The forced signal is
included in predictions, but skill initially originates largely from
the initial condition and phasing in modes of climate variability.
Observations are employed both to initialize the prediction and
then to evaluate the hindcast.

In this section we illustrate the use of observations to align
climate model projections with observed variability. The aim is
to obtain improved information for predicting the climate of the
following seasons and years, and to evaluate how such selected
projections merge with the full ensemble as a case example
for merging predictions and projections, as recommended in
Befort et al. (2020). Sub-selecting ensemble members from a
large ensemble that more closely resemble the observed climate
state (e.g., Ding et al., 2018; Shin et al., 2020), is an attempt
to try to align the internal climate variability of the sub-
selected ensemble with the observed climate variability, similar
to initialized climate prediction. We therefore also refer to
these constraints relative to the observed anomalies as “pseudo-
initialisation.”

We use the Community Earth System Model (CESM)
Large Ensemble (LENS; Kay et al., 2015) of historical climate
simulations, extended with the RCP8.5 scenario after 2005. For
each year (from 1961 to 2008) we select 10 ensemble members
that most closely resemble the observed state of global SST
anomaly patterns, as measured by pattern correlations. We then
evaluate the skill of the sub-selected constrained ensembles in
predicting the observed climate in the following months, years
and decade, using anomaly correlation coefficient (ACC; Jolliffe
and Stephenson, 2003). We also compare the skill of “un-
initialised” (LENS40, the ensemble of all 40 LENS simulations)
and “pseudo-initialised” (LENS10, the ensemble of the best
10 ensemble members identified in each year) simulations
against “initialised” decadal predictions with the CESM Decadal
Prediction Large Ensemble consisting of 40 initialized ensemble
members (DPLE40; Yeager et al., 2018). The ocean and sea-ice
initial conditions for DPLE40 are taken from an ocean/sea ice
reconstruction forced by observation-based atmospheric fields
from the Coordinated Ocean-Ice Reference Experiment forcing

data, and the atmospheric initial conditions taken from LENS
simulations. The anomalies are calculated based on lead-time
dependent climatologies.

In this explorational study, the best 10 members of the LENS
simulations are selected based on their pattern correlation of
global SST anomalies with observed anomalies obtained from the
Met Office Hadley Center’s sea ice and sea surface temperature
data (HadISST; Rayner et al., 2003). These pattern correlations
are calculated using the average anomalies of the 5 months prior
to 1st November of each year, for consistency of the ‘pseudo-
initialisation’ with the initialized predictions (i.e., DPLE40),
which are also initialized on 1st November of each year. We
also tested ensemble selection based on the pattern correlation of
different time periods (up to 10 years) prior to the 1st November
initialization date, to better phase in low-frequency variability,
but these tests did not provide clearly improved skill over the
5-months selection.

Figure 5 compares the skill of different SST indices for
the constrained pseudo-initialized ensemble (i.e., LENS10), the
full LENS40, and the initialized prediction system. All three
ensembles show very high skill (R > 0.9) in predicting global
mean SSTs on inter-annual to decadal time-scales, primarily
due to capturing the warming trend. For the first few months
after initialization the constrained LENS10 ensemble shows
skill that is comparable to the DPLE40 for global mean SSTs.
Larger differences in the prediction skill between the three
ensembles are apparent for indices of Pacific (El Nino Southern
Oscillation, ENSO, and Interdecadal Pacific Oscillation, IPO)
and Atlantic SST variability (Atlantic Multidecadal Variability,
AMV). The constrained LENS10 ensemble shows significant
skill in predicting the ENSO and IPO indices in the first ∼6–
7 months after initialization, with correlations only about ∼0.1
lower compared to the initialized DPLE40 ensemble. LENS10
further shows improved skill over LENS40 during the first 2
forecast years for ENSO and IPO. For the AMV index, LENS10
shows increased skill over LENS40 for up to seven forecast years,
while DPLE40 shows high skill (R > 0.7) for all forecast times up
to one decade.

Figure 6 shows that the spatial distribution of forecast skill
of the LENS10 ensemble is often comparable to that of the
DPLE40 for seasonal and annual mean forecasts. The skill of
LENS40 is relatively lower than both the pseudo-initialized and
the initialized predictions at least for the first few forecast months
and the first forecast year. On longer time scales, LENS10 has
some added skill in the North Atlantic, but decreased skill in
other regions such as parts of the Pacific.

These analyses demonstrate the value of constraining large
ensembles of climate simulations according to the phases of
observed variability for predictions of the real-world climate. We
find added value in comparison to the large (un-constrained)
ensemble for up to 7 years in the Atlantic, and up to 2 years in
indices of Pacific variability. It illustrates that using observational
constraints by targeting modes of climate variability can produce
skill that can approach that from initialization in some cases for
large scale variability. Figure 6 also illustrates that this skill is
most pronounced in the first season in tropical regions and the
Pacific, while added skill in near-term projections over the North
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FIGURE 5 | Correlation skill for different forecast times: left lines represent skill for first 12 forecast months; center lines represent skill for first nine forecast years; dots

represent skill for multi-annual mean forecasts. IPO is calculated as a tripole index (Henley et al., 2015) from SST anomalies, ENSO is based on area-weighted mean

of SST anomalies at Nino3.4 region (i.e., 5◦S−5◦N, 170◦W−120◦W), and AMV is calculated as a weighted area average SST anomalies for 0–60◦N of the North

Atlantic ocean with global mean (60◦S−60◦N) SST removed.

Atlantic is more modest which could be related to weaker-than-
observed variability in simulating North Atlantic Oscillation in
LENS simulations (Kim et al., 2018). This work bridges between
un-initialized and initialized predictions and their evaluation
with observations, and illustrates how observational constraints
can be used within a large ensemble of a single model to improve
performance nearterm. The latter is the goal of initialized
predictions, which we focus on in the subsequent sections.

OBSERVATIONAL CONSTRAINTS ON

INITIALIZED PREDICTIONS

In this section, several examples of observational constraints
in initialized decadal climate prediction simulations are
presented and tested for their potential. These examples
include: identifying the level of agreement between model
simulations and observations (predictive skill) that arises from
the initialization process as well as different forcings of the
climate system over time; identifying the predictive skill found
in different initialized model systems using the models’ inherent
characteristics; and identifying the change of predictive skill
over time, illustrated using predictions of North Atlantic sea
surface temperature (SST). As with observational constraints

for projections, we explore if there is potential to improve
predictions by weighting or selecting prediction systems and
chosen time horizons with the goal to improve performance.

We thus test decadal prediction experiments for observational
constraints on the time dimension (exploring the changing
importance of various forcings and internal variability
over time) and the model dimension (a first step toward
weighing initialized climate prediction ensembles). These
analyses are both closely related to the approaches used
for climate projections discussed above, and they will offer
an indication about the degree to which the observational
constraints that are applied to projections (see above) represent
observed climatic variability. All of these explorational
investigations will also pave the way toward eventually
combining initialized and non-initialized climate predictions
in order to tailor near-term climate prediction to individual
users’ needs.

The analyses we present rely on the following methods:
We consider sea surface temperature (SST) and surface air
temperature (SAT) for the period 1960–2014 in our analyses,
based on simulations from the CMIP6 archive. We analyze
initialized decadal hindcasts from the DCPP project (HC; Boer
et al., 2016), as well as non-initialized historical simulations that
are driven with reconstructed external forcing (HIST; Eyring
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FIGURE 6 | Forecast skill, measured as anomaly correlation against HadISST, for LENS10 (top row), LENS40 (second row), DPLE40 (third row), and skill difference

between LENS10 and LENS40 (bottom row). Left, center and right columns represent forecast skill of the mean of forecast months 2–4, forecast months 3–14, and

forecast months 15–62, respectively.

et al., 2016). For comparison and to constrain predictions,
SST from HadISST (Rayner et al., 2003) and SAT from the
HadCRUTv4 gridded observational data set (Morice et al.,
2012) are used. Agreement between model simulations and
observations (prediction or hindcast skill) is quantified here as
Pearson correlation between ensemble mean simulations and
observations (Anomaly Correlation Coefficient, ACC) and mean
squared skill score (MSSS; Smith et al., 2020). ACC tests whether
a linear relationship exists between prediction and observation
and quantifies the standardized variance explained by it (in
its square), whereas MSSS quantifies the absolute difference
between simulations and observations. Both ACC and MSSS

indicate perfect agreement between prediction and observation
at a value of 1 and decreasing agreement at decreasing values.
Note that we do not compare these skill scores against a baseline
(e.g., the uninitialized historical simulations); this was done and
discussed extensively in Borchert et al. (2021). Instead much of
our analysis focuses on detrended data to reduce the influence of
anthropogenic forcing.

In all cases, anomalies against the mean state over the
period 1970–2005 of the respective data set are formed; this
equates to a lead time dependent mean bias correction in
initialized hindcasts. We also subtract the linear trend from
all time series prior to skill calculation to avoid the impact of
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linear trends on the results. When focusing on the example
of temperature in the subpolar gyre (SPG), we analyze area-
weighted average SST in the region 45–60◦N, 10–50◦W. Surface
temperature over Europe is represented by land grid-points
in the NEU, CEU and MED SREX regions defined above.
We examine summer (JJA) temperature over Europe. We
also analyze how prediction skill changes over time (so-called
windows of opportunity; Borchert et al., 2019; Christensen et al.,
2020; Mariotti et al., 2020) to attribute changes in skill to specific
climatic phases.

Sources of Decadal Prediction Skill for

North Atlantic SST
A recent paper detailed the influence of external forcing and
internal variability on North Atlantic subpolar gyre region
(SPG) SST variations and predictions (Borchert et al., 2021).
The authors found North Atlantic SST to be significantly
better predicted by CMIP6 models than by CMIP5 models,
both in non-initialized historical simulations and initialized
hindcasts. These findings indicated a larger role for forcing in
influencing predictions of North Atlantic SST than previously
thought. This work further showed that at times of strong
forcing, predictions and projections of North Atlantic SST
with CMIP6 multi-model averages exhibit high skill for
predicting North Atlantic SST. Natural forcing, particularly
major volcanic eruptions (Swingedouw et al., 2013; Hermanson
et al., 2020; Borchert et al., 2021), plays a prominent role in
influencing skill during the historical period, notably due to
their impact on decadal variations of the oceanic circulation
(e.g., Swingedouw et al., 2015). In the absence of strong
forcing trends, initialization is needed to generate skill in
decadal predictions of North Atlantic SST (Borchert et al., 2021;
their Figure 2). Analyzing the contributions of forcing and
internal variability to climate variations and their prediction is
therefore an important step toward understanding observational
constraints on initialized climate predictions. By examining
the dominant factors governing the skill of predictions in the
past, conclusions may be drawn for predictions of the future
as well. This also illustrates that metrics for initialized model
performance based on evaluating hindcasts are influenced not
only by how well the method reproduces observed variability,
but also by the response to forcing. Hence sources of skill
in predictions (initialization) and projections (forcing) overlap,
which is important to consider when comparing the role
of observational constraints in both. This also needs to be
considered when aiming to merge predictions and projections,
which are driven by forcing only, and generally do not include
volcanic forcing.

Toward Performance Based Weighting for

Initialized Predictions
Approaches discussed above, which identify the origin of skill
among different external forcings and variability, could be
seen as an observational constraint on predictions (section
Sources of Decadal Prediction Skill for North Atlantic SST),
constraining them based on the emerging importance of

forcing and internal variability over time. This makes that
technique similar to that used in ASK constraints (which,
however, focuses on a different timescale). We now consider
an approach similar to model-related weights used in the
ClimWIP method. Instead of multi-model means, we here assess
the seven individual CMIP6 DCPP decadal prediction systems
(Table 2) with the aim of linking the skill in model systems
to their inherent properties. We focus this analysis on North
Atlantic subpolar gyre SST due to its high predictability (e.g.,
Marotzke et al., 2016; Brune and Baehr, 2020; Borchert et al.,
2021) as well as its previously demonstrated ties to European
summer SAT (Gastineau and Frankignoul, 2015; Mecking et al.,
2019).

Initialized predictions from CMIP6 show broad agreement on
ACC skill for SPG SST, with high initial skill and skill degradation
over time (Figure 7A). The only prominent outlier to this is the
CanESM5 model, which displays a strong initialization shock
until approximately lead year 7 due to issues in the North
Atlantic region with the direct initialization from the ORAS5
ocean reanalysis (Sospedra-Alfonso and Boer, 2020; Tietsche
et al., 2020). For this reason, we will discuss CanESM5 as a special
case whenever appropriate. The other six models generally agree
on high skill in the initial years, which degrades over lead time
(Figure 7), showing some degree of spread in ACC that could
be linked to model or prediction system properties. This spread
is found for both ACC (Figure 7A) and MSSS (Figure 7B),
indicating the robustness of this result. Forming multi-model
means results in comparatively high skill compared to individual
models, evident in placement of the multi-model mean (black)
at the upper half of ACC and MSSS skills. This is likely related
to an improved filtering of the predictable signal from the noise
(e.g., Smith et al., 2020), and the compensation of model errors
between the systems; suggesting potential for further increased
skill if using a weighted rather than simple average multimodel
means. Skill degradation occurs at different rates in the different
model systems, representing a possible angle at which to try and
explain the skill differences.

Constraint Based on SPG Stratification
Sgubin et al. (2017) showed that the representation of
stratification over the recent period in the upper 2,000m of
the North Atlantic subpolar gyre in different models is a
promising constraint on climate projections, impacting among
other things the likelihood with which a sudden AMOC collapse
is projected to happen in the future. Ocean stratification impacts
North Atlantic climate variability not only on multidecadal
time scales, but also locally on the (sub-)decadal time scale.
It appears therefore appropriate to explore stratification as an
observational constraint on the model dimension in predictions,
and test whether models that show comparatively realistic SPG
stratification also show higher SPG SST prediction skill and
vice versa. To this end, we calculate a stratification indicator
as in Sgubin et al. (2017) by integrating SPG density from
the surface to 2,000m depth for the period 1985–2014 in the
different CMIP6 HIST models and EN4 reanalysis (Ingleby and
Huddleston, 2007). We then calculate the root-mean square
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TABLE 2 | Models used in the analysis presented in Section Observational Constraints on Initialized Predictions, based on availability at the time of analysis.

Modeling Center Model Ensemble size

Historical Decadal Hindcasts

CCCma, Canada CanESM5, (Sospedra-Alfonso and Boer, 2020) 20 10

IPSL, France IPSL-CM6A-LR, (Boucher et al., 2020) 30 10

JAMSTEC, Japan MIROC6, (Kataoka et al., 2020) 10 10

MOHC, UK HadGEM3-GC31-MM, (Knight et al., 2014) 4 10

MPI-M, Germany MPI-ESM1.2-HR, (Pohlmann et al., 2019) 10 10

NCAR, USA CESM1.1-CAM5, (Yeager et al., 2018) 20

CESM2, (Danabasoglu et al., 2020) 10

NCC, Norway NorCPM1, (Counillon et al., 2021) 30 10

Total models (members) 7 (114) 7 (80)

FIGURE 7 | (A) Anomaly correlation coefficient (ACC) for SPG SST in seven initialized CMIP6 model systems (y-axis) against lead time in years (x-axis). (B) as (A), but

showing mean squared skill score (MSSS) on the y-axis. Colors indicate the individual models, the thick black line the multi-model mean. The horizontal dashed line

indicates the 95% confidence level compared to climatology based on a two-sided t-test.

difference between modeled and observed stratification (as in2).
This index is then examined for a possible linear relationship
to SPG SST prediction skill. Note that comparing stratification
in the historical simulations to initialized predictions is
not necessarily straight-forward as initialization may change
the stratification.

For short lead times of up to 5 years, we find a strong, negative
and linear relationship between SPG SST prediction skill in terms
of ACC and MSSS in the seven prediction systems analyzed here,
and mean SPG stratification bias in the corresponding historical
simulation (Figures 8A–C). Models that simulate a more realistic
SPG stratification show higher SST prediction skill than those
that simulate less realistic stratification. At lead times longer
than 6 years, this linear relationship is not as strong (Figure 8C),
which also diminishes the skill-stratification relationship for the
full 1–10 years lead time range (Figure 8A). Note that due to the

2Swingedouw, D., Bily, A., Esquerdo, C., Borchert, L. F., Sgubin, G., Mignot, M.,

et al. On the risk of abrupt changes in the North Atlantic subpolar gyre in CMIP6

models. Ann. NY Acad. Sci. (in review).

initialization issue in CanESM5 discussed above, that model does
not behave in line with the other models at short lead times.

These findings show that models that simulate a more realistic
SPG stratification tend to predict SPG surface temperature for
up to 5 years into the future more skillfully than models with a
less realistic SPG stratification. The fact that mean stratification
in the historical simulation seems to have an influence on
the skill of initialized predictions at short lead time (although
initialization has modified mean stratification) suggests that
the modification of stratification through initialization is weak.
Moreover, this finding hints at a reduced initialization-related
shock in some models: models that simulate realistic SPG
stratification without initialization experience less shock through
initialization, while the shock itself may hamper the skill at
long lead time. The role of physical realism of climatology vs.
initialization shock should be explored further when analyzing
performance of and constraints on prediction systems. While
inspiring hope that SPG mean stratification state might be
an accurate indicator of SPG SST hindcast skill, this result
is based on a regression over 6 data points and therefore
lacks robustness.
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FIGURE 8 | ACC for SPG SST in seven initialized CMIP6 model systems at lead years (A) 1–10, (B) 1–5, and (C) 6–10 against RMSE between observed (vertical

dashed line) and simulated SPG stratification in the period 1960–2014 from the corresponding historical simulations (x-axis). (D–F) as (A–C), but showing the

standard deviation of SPG SST in the first 500 years of the respective model’s piControl simulation on the x-axis. Colors indicate the individual models: blue =

CanESM5, red = CESM-DPLE, brown = IPSL-CM6A-LR, black = HadGEM3-GC31-MM, cyan = MIROC6, yellow = MPI-ESM1.2-HR, green = NorCPM1. The gray

area indicates insignificant prediction skill at the 5% significance level based on 1,000 bootstraps.

Constraint Based on Internal Climate Variability
The amount of climate variability inherently produced by the
models might also relate to the skill of prediction systems. The
assumption is that models that produce pronounced SPG SST
variability by themselves reproduce strong observed decadal SPG
SST changes more accurately than those that do not. This is a
reasonable assumption since previous studies have shown that
North Atlantic SST variability appears to be underestimated in
climate models (Murphy et al., 2017; Kim et al., 2018). We
represent this variability by standard deviation of SPG SST
over 500 years in the pre-industrial control (piC) simulations
of the seven different CMIP6 models (sigma SPG). Decadal
SPG SST hindcast skill shows some increase with sigma SPG in
the respective control simulations (Figures 8D–F), particularly
at long lead time (Figure 8F). A possible cause for increased
skill in models with higher sigma is a linear relationship of
sigma SPG to the time lag at which autocorrelation becomes
insignificant in the piControl simulations (not shown): higher
variability implies longer decorrelation time scales which might
indeed lead to longer predictability. Another hypothesis could
be more robust variability produced by models with higher

sigma, less perturbed by noise, associated with higher levels
of variability. More work is needed to decipher the exact
cause of this effect. The linear correlation between sigma SPG
and SPG hindcast skill, however, is not robust across lead
times. At long lead time of 6–10 years, the CanESM and IPSL
models are outliers that potentially inhibit significant linear
regression, due to the known initialization issue in CanESM (see
above) and possible effect of the weak initialization in IPSL-
CM6A (Estella-Perez et al., 2020). Again, this analysis is limited
by the small number of models for which decadal hindcast
simulations are currently available. Adding more models to this
analysis could point toward other conclusions, or strengthen
the results presented here. Additionally, extending this analysis
to other regions in the piControl simulations (as in Menary
and Hermanson, 2018) would provide valuable insights into the
way that the representation of underlying dynamics in different
models preconditions their skill for prediction of the SPG SST.

Other possible discriminant factors for decadal SPG SST
prediction skill, such as equilibrium climate sensitivity (ECS),
model initialization strategy (e.g., Smith et al., 2013) and
resolution of the ocean model in the respective model
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have been investigated, but with no firm conclusions at
this point.

Multi-Model Exploration of Windows of Opportunity
Analyses presented above analyze prediction skill for the period
1960–2014 as a whole, i.e., operate under the assumption that
predictive skill is constant over time. In the North Atlantic
region, however, the skill of decadal predictions was previously
shown to change over time, forming windows of opportunity,
with possible implications for the constraints discussed above.
Here, we examine the model-dependency of windows of
opportunity for decadal SPG SST prediction skill as a call for
caution when applying observational constraints to predictions
and projections.

Windows of opportunity for annual mean North Atlantic
SPG SST across all models are presented for a lead time average
over years 1–10 in Figure 9. These lead time averages bring out
more skill due to temporal filtering of the time series, which is
achieved by averaging all 10 predicted years that are predicted
from a certain start year. The analysis of windows of opportunity
enables an identification of model differences of prediction skill
across time.

We find that there is general agreement among models on
the approximate timing of windows of opportunity for SPG
skill, where the general level of skill depends on the models’
mean performance (Figures 7, 8). Skill is high early and late
in the analyzed time horizon, with a “skill hole” around the
1970s and 80s. These windows have been noted in earlier studies
(e.g., Christensen et al., 2020), and interpreted by Borchert et al.
(2018) to result from changes in oceanic heat transport. Since
all examined models agree on this timing, it could be argued
that windows of opportunity arise from the predictability of the
climate system rather than the performance of individual climate
models over time. This limits the applicability of observational
constraints at times of low skill. Windows of opportunity should
therefore be taken into account in observational constraints.
While times of low skill appear to coincide with times of low
trends for North Atlantic SST (e.g., Borchert et al., 2019; 2021),
they are possibly caused by modes of climate variability that are
mis-represented in the models, or times of small forced trends.
As windows of opportunity found here are generally in line with
those found for uninitialized historical simulations in Borchert
et al. (2021), they appear to be at least partly a result of changes
in forcing, e.g., natural forcing. This conclusion likely holds for
observational constraints in predictions and projections alike.

While this assessment remains mainly qualitative, it highlights
the potential for better estimating sources of prediction skill when
combining observation-based skill metrics in time as well as
between models. The presented analysis should thus be extended
to include more models, and studying the underlying physics at
work in-depth to produce actionable predictions for society.

Potential for Constraining Decadal

Prediction Skill of European Summer

Temperature
Finally, we examine prediction skill for European surface air
temperature, which is known to be difficult to predict due to

small signal-to-noise ratio (e.g., Hanlon et al., 2013; Wu et al.,
2019; Smith et al., 2020), yet one of our ultimate goals in terms
of prediction. We contrast the skill of the different prediction
systems currently available, and its change depending on time
horizon, as a first step toward model weighing or selection. As
in Section Constraining Projections, we use the SREX regions as
a first step of homogenizing analysis methods between prediction
and projection research.

We analyze the decadal prediction skill for SAT in SREX
regions in CMIP6 models during summer (JJA) (Figure 10)
after subtracting the linear trend. Summer temperature in SREX
regions shows generally low hindcast skill for individual lead
years. We find some differences between the different regions,
with a tendency for higher skill toward the South. Forming
the multi-model mean as a simple first step toward improving
skill due to improved filtering of the signal from the noise
(see above) does in fact lead to comparatively higher skill, but
does not consistently elevate SREX summer temperature skill to
significance at the 95% level (Figure 10). Because SPG SST was
shown to impact European surface temperature during boreal
summer (e.g., Gastineau and Frankignoul, 2015; Mecking et al.,
2019) and hindcast skill for SREX SAT shows similar inter-model
spread as for SPG SST, attempts to connect hindcast skill in
individual models to inherent properties of the model (as above)
is promising. The generally low (and mostly insignificant) level
of skill for all models in the SREX regions indicates, however,
that discriminatory features of skill between models would
not enable the identification of skillful models without further
treatment. Hence, further efforts such as an analysis of windows
of opportunity (see Multi-Model Exploration of Windows of
Opportunity) might reveal times of high prediction skill in the
SREX regions in the future, indicating boundary conditions that
benefit prediction skill.

SPG Prediction Skill as Model Weights for

Projections Over Europe
Finally, we experimented with using lead-year correlations
from Subpolar gyre predictions, instead of the ClimWIP
performance weights, for constructing weighted multi-model
mean fingerprints of the response to external forcing, and
estimating their contribution to observed change using the
ASK method (Section Contrasting and Combining Constraints

From Different Methodologies). While the estimate of the
GHG signal against other forcings remained fairly robust, we
found that when using those skill weighted fingerprints, the
ASK method’s ability to distinguish between contributions to JJA
change from different forcings degenerated sharply compared
to what is shown in Figure 4, top row (not shown). This is
not very surprising as it is not clear that a model’s prediction
skill over the SPG would necessarily relate to its skill in
simulating the response to forcing over European land, but an
approach like this might prove more promising in other regions
and seasons.

When considering combinations of performance-based
weights derived from initialized model skill and long-term
projection skill, different properties of models might come
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FIGURE 9 | Decadal ACC hindcast skill for detrended annual mean North Atlantic subpolar gyre SST for a sliding 20-years long window (the end year of which is

shown on the y-axis) across multi-model mean and individual model means (x-axis). Colors indicate ACC (low to high = purple to green).

FIGURE 10 | ACC of detrended summer (JJA) SAT in the SREX regions (A) Northern Europe, (B) Central Europe, and (C) Mediterranean (y-axis) against lead time in

years (x-axis). The horizontal dashed line represents the 95% confidence level compared to climatological prediction based on a two-sided t-test.

into play. For example, a model that shows strong response to
forcings will show a higher signal-to-noise ratio in the response,
which can drive up ACC skills influenced by forcing (although,
potentially, at a cost of lower MSSS). Such a model may also show
higher signal-to-noise ratio in fingerprints used for attribution
which also improves the constraint from the forced response.
On the other hand, a model that shows too strong trends (which
may improve signal-to-noise ratios) would get penalized by
ClimWIP for over-simulating trends, and hence rightly be
identified as less reliable for predictions. Moreover, the skill of
initialized predictions is heavily dependent on lead time and
time-averaging windows, which requires careful consideration
when applied as a weighting scheme to climate projections.
This illustrates that different approaches to use observational
constraints can pull a prediction system into different directions.
It would be interesting to investigate links between the reliability
of projections and the skill of predictions. Presently, the
limited overlap between models providing individually forced
simulations necessary for ASK, and being used in initialized
predictions makes it difficult to pursue this further.

CONCLUSIONS AND LESSONS LEARNT

Observational constraints for projections may both originate
from weighting schemes that weight according to performance
(Knutti et al., 2017; Sanderson et al., 2017; Lorenz et al., 2018;
Brunner et al., 2020b), as well as from a binary decision which
models are within an observational constraint and which outside
(model selection methods; see e.g., discussion in Tokarska et al.,
2020b; drawing on the ASK method; and Nijsse et al., 2020).
Constraining projections based on the agreement with the
observed climate state can phase in modes of climate variability
and add skill, similar to initialization in decadal predictions.
Retrospective initialized predictions (hindcasts) are evaluated
against observations using skill scores thatmay also provide input
for performance-based model weighting. This study illustrates
that the prediction skill may vary strongly with lead time, climate
model, in space, with climate state and over time (Borchert
et al., 2019; Christensen et al., 2020; Yeager, 2020), suggesting
a careful selection of cases to choose. Similarly, performance
weighting varies depending on whether trends are included in
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the analysis (i.e., if weights include evaluation of the forced
response), or whetherthe weights are limited to performance in
simulating mean climate. Constraints on future projections from
attributed greenhouse warming (ASK, see Section Constraining
Projections) show smaller uncertainties for targets of predictions
where the signal-to-noise ratio is high compared to noisier
variables, and correct implicitly for too strong or too weak a
forced response compared to observations. In our view, these
factors that control the skill of initialized predictions as well as the
strength of observational constraints on projections need to be
accounted for in upcoming attempts to combine projections and
predictions, and this might complicate the seamless application
of observational constraints in predictions and projections.

Overall, observational constraints on projections show
substantial promise to correct for biases in the model ensemble of
opportunity as illustrated from the UKCP18 example (Figure 1)
as well as for other methods (Figure 2). However, several
questions arise: If applied to similar model data, will different
metrics for model performance favor similar traits and hence
similar models? This is important when attempting to merge
predictions and projections: If the choice of timescale strongly
influences the model weights, or leads to selection of different
models, the merged predictions might be inconsistent over
time: in cases where the climate sensitivity deviates between
up-weighted or selected models for projections and predictions,
the merged predictions may have a discontinuous underlying
climate change signal. Where high performance models show,
possibly by chance, different variability dependends on choice of
weights from projections or predictions, the merged predictions
may also show different variability over time. It remains to be
explored how detrimental a signal-strength discontinuity might
be, as the signal during the initialized time horizon is still small
compared to noise on all but global scales (Smith et al., 2020).

Finally, we found that observational constraints show promise
and should be included in predictions and projections. This
is a lesson also learned from UKCP18, where observational
constraints have been used successfully in a major climate
projections product, and thus influence planning and adaptation
decisions based on the application. Figures 1, 2 both illustrate
observational constraints and show potential to correct for model
biases, such as too strong (or weak) response to forcing. However,
we need to address the question to what extent observational
constraints are reliable, even if they are intuitively well-justified
(Weisheimer and Palmer, 2014). This is more straightforward
for predictions than projections. For projections, such a ‘perfect’
or ‘imperfect’ model evaluation is not a trivial task, as it
requires retuning the observational constraint for every model
whose future performance is predicted in order to arrive at
robust statistics. However, it provides powerful evaluation of
observational constraints (see e.g., Schurer et al., 2018 or Brunner
et al., 2020b among other recent examples).

Our analysis of initialized prediction simulations indicates
that there are several dimensions (such as the change of skill
over time) that add complexity when aiming to use observational
constraints on climate projections combined with predictions.
For an optimized constraining of merged, seamless climate
prediction for the next 40 years, these dimensions need to be

considered. Furthermore, initialization can introduce shocks that
lead the initialized climate simulations into a different climate
state to the uninitialised simulations (Bilbao et al., 2021), which
can hamper attempts to merge predictions and projections, or to
apply common constraints.

Questions that need to be considered when evaluating
observational constraints and use them across prediction and
projection timescales include:

• Is there potential to improve performance of prediction
and projection systems by combining observed constraints?
First results indicate that improvements may be possible,
at least over projection timescales, particularly if combining
climatological constraints and those based on the forced signal.
This is unsurprising given that the one-model-one-vote system
may well be suboptimal. However, any possible improvements
need to be carefully evaluated, including in a perfect model
setting. And the prediction-projection merging still requires
some work.

• To what extent do weighting or model selection criteria used
across projections and predictions favor similar model traits
and to what extent are they uncorrelated or pull in different
directions? Particularly:

• do any of the weighting schemes preferentially select or
highly weight models with stronger or weaker response
to forcing? This can arise if correlation skills, e.g.,
are influenced by response to external forcing, such as
volcanism (Borchert et al., 2021). Are there any other factors
where different weighting schemes select differently?

• relatedly, do any of the schemes which also draw on
variability reward or penalize climate models with high or
low internal climate variability, i.e., with low or high signal-
to-noise ratio for external forcing or predictable signals?
High variability may degrade the performance of the ASK
system, but on the other hand appears to favor good
performance over the subpolar gyre (Figure 8).

• which dimensions beyond the model dimension show
promise in the application of observational constraints? Is
there a role for lead-time dependent skill, or skill depending
on climatological conditions (see Section Observational
Constraints on Initialized Predictions)?

Overall, we recommend that:

• Assumptions and mechanisms behind constraining methods
need to be clear and transparent (this point was also made in
Brunner et al., 2020a, but only for projections).

• It needs to be clear what main model characteristics explain
a constraint. Skill/high model accuracy can originate from
different model properties, e.g., from strong climatological
performance of models, from the representation of physical
mechanisms in specific models, from realistic representation
of internal climate variability or from response to external
forcing, or combinations of all.

• This is particularly important when considering observational
constraints across the prediction/projection boundary.
Furthermore, it needs to be considered that skill may vary
over time, and short hindcast periods can be misleading. On
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the other hand, we can increase performance by drawing on
more lines of evidence but need to be wary of over fitting

• When evaluating/combining methods (for projections and
across projections and predictions) we need a common
and consistent test protocol for skill and reliance to ensure
performance. This test protocol needs to consider all
dimensions on which the skill of climate simulations varies.
Combining different observational constraints may increase
performance by drawing on more lines of evidence, but need
to be wary of over fitting.

• It is important that consistent model versions and releases
are used across the prediction/projection timeline to enable
physically consistent merging for seamless prediction
across the next 40 years. Carefully-designed simulations
are thus required, using the same model versions for
predictions and projections. Longer prediction lead
times would be helpful to improve on some of the above
robustness issues for bringing predictions and predictions
closer together.

Last, but not least, it is important to also consider what our
findings mean for users of climate information. Firstly, they

illustrate that there may be a much greater information content

in model prediction and projection ensembles than is first
apparent when considering the raw ensemble alone to look

at the spread in future conditions. Indeed, without applying

constraints users may get a rather skewed view of the spread

of future climate simulations. Secondly, the results show that
whilst there are methods to extract this extra information they
are currently affected by multiple choices around choice of
constraint and how they are applied. It is recommended that
studies include more focus on showing the effect of applying
particular constraints, for instance using out of sample testing or

the effect of windows of opportunity on constraining projections.
This will help users avoid selecting approaches that provide over-
confidence. Thirdly, although at an earlier stage in development,
there is the growing potential for merging predictions and
projections over their respective time-scales. Consideration of
observational constraints is a vital part of this merging.
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Uncertainty quantification (UQ) in weather and climate models is required to assess the

sensitivity of their outputs to various parameterization schemes and thereby improve their

consistency with observations. Herein, we present an efficient UQ and Bayesian inference

for the cloud parameters of the NCAR Single Column Atmosphere Model (SCAM6) using

surrogate models based on a polynomial chaos expansion. The use of a surrogate

model enables to efficiently propagate uncertainties in parameters into uncertainties in

model outputs. We investigated eight uncertain parameters: the auto-conversion size

threshold for ice to snow (dcs), the fall speed parameter for stratiform cloud ice (ai), the

fall speed parameter for stratiform snow (as), the fall speed parameter for cloud water

(ac), the collection efficiency of aggregation ice (eii), the efficiency factor of the Bergeron

effect (berg_eff ), the threshold maximum relative humidity for ice clouds (rhmaxi), and

the threshold minimum relative humidity for ice clouds (rhmini). We built two surrogate

models using two non-intrusive methods: spectral projection (SP) and basis pursuit

denoising (BPDN). Our results suggest that BPDN performs better than SP as it enables

to filter out internal noise during the process of fitting the surrogate model. Five out

of the eight parameters (namely dcs, ai, rhmaxi, rhmini, and eii) account for most of

the variance in predicted climate variables (e.g., total precipitation, cloud distribution,

shortwave and longwave cloud radiative effect, ice, and liquid water path). A first-order

sensitivity analysis reveals that dcs contributes ∼40–80% of the total variance of the

climate variables, ai around 15–30%, and rhmaxi, rhmini, and eii around 5–15%. The

second- and higher-order effects contribute ∼7 and 20%, respectively. The sensitivity of

the model to these parameters was further explored using response curves. A Markov

chain Monte Carlo (MCMC) sampling algorithm was also implemented for the Bayesian

inference of dcs, ai, as, rhmini, and berg_eff using cloud distribution data collected at

the Southern Great Plains (USA). The inferred parameters suggest improvements in the

global Climate Earth System Model (CESM2) simulations of the tropics and sub-tropics.

Keywords: climate modeling, uncertainty quantification, Bayesian inference, cloud parameters, parameterization

schemes
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INTRODUCTION

Uncertainty quantification (UQ) in weather and climate models
enables to evaluate model sensitivities and also to reduce
inconsistencies between the model outputs and observations
(e.g., Allen et al., 2000; Murphy et al., 2004; Stainforth et al., 2005;
Lopez et al., 2006; Jackson et al., 2008; Le Maitre and Knio, 2010;
Covey et al., 2013). In global climate models (GCMs), subgrid-
scale processes (e.g., cloud characteristics and convection) are
often parameterized using various schemes and assumptions
depending on empirical parameters. These introduce different
levels of uncertainty in the parameterization of subgrid-scales
and, thus, in the eventual model simulations (e.g., Warren and
Schneider, 1979). The UQ analysis requires a large number of
model simulations in order to sample the probability distribution
function (PDF) of a parameter, which increases exponentially
with the number of uncertain parameters (Li et al., 2013).
Parameter estimation can be undertaken through a series of
model simulations that perturb the parameters individually and
determine the predictive skill of the model for each simulation
(e.g., Zaehle and Friend, 2010; Anand et al., 2018; Ricciuto
et al., 2018). However, such methods cannot treat the non-linear
interactions between the input parameters and model outputs
(Tarantola, 2004; Hourdin et al., 2017). UQ has nonetheless been
demonstrated as an effective method to determine the interactive
effects of model parameters (e.g., Jackson et al., 2008; Collins
et al., 2011; Yang et al., 2012, 2013; Covey et al., 2013; Zou et al.,
2014; Guo et al., 2015; Qian et al., 2015; Sraj et al., 2016).

The multi-objective UQ framework is an advanced and robust
approach to investigate interactions between model parameters
and helps to identify the critical parameters to be tuned for
best performances (e.g., Bastos and O’Hagan, 2009; Priess et al.,
2011; Li et al., 2013; Yang et al., 2013; Zhao et al., 2013;
Brown et al., 2014; Wang et al., 2014; Gong et al., 2015; Sraj
et al., 2016; Qian et al., 2018). This framework consists of
three principal components: (a) building an efficient surrogate
model to quantify the sensitivity of the model’s outputs to the
input parameter, (b) identifying the most influential parameters,
and (c) inferring optimized values for these parameters based
on available data. The UQ machinery enables constructing
surrogate models from a relatively reasonable number of model
simulations, for a dozen of input parameters (e.g., Lee et al., 2011;
Zhu et al., 2015). Surrogate models built using regression splines,
Gaussian methods, generalized linear models, and polynomial
chaos expansions (PCE) have been successfully employed in
various regional and global applications (e.g., Lee et al., 2011;
Carslaw et al., 2013; Guo et al., 2015; Zhu et al., 2015; Sraj et al.,
2016).

Uncertainties in climate model simulations are mainly due

to cloud parameterizations such as cloud distribution, cloud–
aerosol interactions, cloud feedback, and the convective activity

of clouds (e.g., Albrecht et al., 1988; Bony and Dufresne, 2005;
Lee et al., 2011, 2012; Carslaw et al., 2013; Zelinka et al., 2013,
2020; Zhao et al., 2013; Bony et al., 2015; Pathak et al., 2020).
Significant improvements in representing convection, clouds,

and cloud–aerosol interactions in climate models have been
achieved in the last two decades (e.g., Sanderson et al., 2008;

Gettelman et al., 2010; Golaz et al., 2011; He and Posselt,
2015; Anand et al., 2018; Pathak et al., 2020). However, work
is still required to minimize the uncertainties associated with
cloud representation (e.g., Schwartz, 2004; Lohmann et al., 2007;
Gettelman et al., 2012; Lee et al., 2012; Hazra et al., 2015).

The Community Atmosphere Model version-6 (CAM6)
describes the atmospheric component of the National Center
for Atmospheric Research (NCAR) Community Earth System
Model version-2 (CESM2) (Danabasoglu et al., 2020). It uses
substantially modified physical parameterizations relative to its
predecessors’ versions, except the radiative transfer scheme.
CAM6 incorporates a single framework known as the Cloud
Layer Unified by Binormals (CLUBB) scheme (Bogenschutz
et al., 2013) to represent boundary layer turbulence, shallow
convection, and cloud macrophysics. An improved two-moment
prognostic cloud microphysics framework (also called MG2;
Gettelman and Morrison, 2015; Gettelman et al., 2015) is also
implemented in CAM6 to integrate prognostic precipitation
species (e.g., rain and snow).MG2 interacts with advancedModal
Aerosol Module (MAM4) aerosol microphysics schemes to
compute condensate mass fractions and number concentrations.
Additional advances in CAM6 include the incorporation of
topographic orientation (ridges) and blocking effects of low-level
flows into the orographic gravity wave scheme.

An UQ analysis was performed on CLUBB parameters using
the NCAR single-column atmospheric model (SCAM) version-
5 by Guo et al. (2015), and Energy Exascale Earth System
Model (E3SM) by Qian et al. (2018). The CLUBB scheme
has significantly improved the simulation of the stratocumulus
to cumulus transition through a substantial improvement in
trade winds in the subtropical oceans and the simulation of
coastal stratocumulus clouds (Bogenschutz et al., 2012, 2013).
The single-column model simulates unresolved subgrid scale
processes using parameterized physics (e.g., convection, clouds,
turbulence, and radiation) by prescribing their dynamical state
and tendencies, such as negligible dynamics-physics coupling
(Jess et al., 2011; Guo et al., 2015; Zhang et al., 2016). In climate
modeling, the single-column model has been a successful tool for
developing, validating, and tuning physical parameterizations,
since running a large number of model integrations from a GCM
is time-consuming and computationally expensive (e.g., Lord
et al., 1982; Betts and Miller, 1986; Guichard et al., 2004; Fridlind
et al., 2012; Guo et al., 2015). Thus, we opt to use the NCAR
SCAM-6 (Gettelman et al., 2019) to perform our UQ analysis of
cloud parameterizations.

In this study, we attempt to understand the response of
CAM6 to cloud micro- and macro-physics parameters. We also
quantify the plausible physical mechanisms responsible for the
sensitivity of model simulations to parametric uncertainties using
cloud hydrometeor and cloud radiative effect distributions, as
well as the convective instability. Our study will thus help
to understand the uncertainties associated with model physics
and enables a set of model parameters to be estimated and
used for model calibration. We also highlight the use of PCE
in climate UQ analysis and Basis Pursuit Denoising (BPDN)
in alleviating internal noise inherent to model physics. We
provide the model details, experimental setup, and parameters
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in section Model Details and Methodology and introduce the
framework for sensitivity analysis and Bayesian inference in
section UQ Framework for Sensitivity Analysis and Bayesian
Inference. We present the results in section Results and
Discussion. In particular, we estimate the relative importance of
sensitive parameters (Section Relative Importance of Sensitive
Parameters), quantify the model responses to changes in
these parameters for different relevant atmospheric variables
(Section Response of Simulated QoI to Sensitive Parameters),
and determine the posterior distributions of these parameters
using Bayesian inference and available observations of cloud
distribution (Section Bayesian Inference). Section Conclusions
concludes the study with a summary of the results and findings.

MODEL DETAILS AND METHODOLOGY

Model Description
SCAM6 was used to investigate the sensitivity of the CAM6
physics package to multiple parameters. A large-scale flow
and its related tendencies were prescribed in SCAM from
observational data. CAM6 incorporates various physics packages,
including (a) the CLUBB (Bogenschutz et al., 2012) scheme for
the planetary boundary layer, shallow cumulus, and stratiform
cloud macrophysics, (b) the MG2 cloud microphysics scheme
(Gettelman and Morrison, 2015) for predicting the mass and
number concentrations of falling condensed species (rain and
snow), (c) the Modal Aerosol Model version-4 (MAM4; Liu
et al., 2016) to account for the influence of aerosol on cloud
microphysics, (d) subgrid orographic drag parameterization
(Beljaars et al., 2004) to represent the turbulence from drag
due to subgrid orography with the horizontal scale <5 km,
and (e) the Zhang and McFarlane (1995) deep convection
scheme, updated by Neale et al. (2008) to include the dilute
CAPE computation and by Richter and Rasch (2008) to include
convective momentum transport. More details on the model
configuration can be found in Gettelman et al. (2019) and
Danabasoglu et al. (2020).

Experimental Setup
We configured SCAM6 with 32 vertical levels, the top-level at
2.26 hPa (∼40 km), and forced it with the ARM97 observations
(Gettelman et al., 2019) collected during the 30 day intensive
observation period on June 1997 over the Southern Great Plains
observatory (SGP: 36◦N and 97◦W; Zhang et al., 2016). The
location of the SGP observatory has a significant impact due
to the prevailing mid-latitude and mid-continent large-scale
weather systems, the wide range of cloud and atmospheric
conditions from migratory disturbances, and the presence of
air masses with strong diurnal and annual cycles. ARM97
measurements are extensively used in single-column models
(SCM) to understand convection, atmospheric radiation, cloud
characteristics, and the interaction between radiation and clouds,
aerosols, and gases (e.g., Guichard et al., 2004; Fridlind et al.,
2012; Petch et al., 2014). In the SCM, the large-scale flow and
its related tendencies are prescribed. The large-scale variables,
such as the zonal and meridional components of the flow (U
and V), temperature (T), moisture (Q) are measurable quantities,

but the vertical advection tendencies of U, V, T, and Q are not,
and are therefore computed using the dynamical core. ARM97
observations provide large-scale variables (i.e., U, V, T, and Q).
The vertical advection tendencies of Q are computed using the
Lagrangian dynamical core and the vertical advection tendencies
of U, V, and T are computed using the Eulerian dynamical core.

Investigated Parameters
We selected eight parameters to quantify the uncertainties
in cloud microphysics and macrophysics (hereafter CMP) as
outlined in Table 1. Although many uncertain parameters
are involved in the CMP scheme, we considered only few
parameters that have been reported as being sensitive in
the previous version of this model (e.g., Covey et al., 2013;
Yang et al., 2013; Qian et al., 2015, 2018; Pathak et al.,
2020). The ice cloud fraction (CFi) is calculated from relative
humidity (RH) using the total ice water mixing ratio [i.e.,
the ice mass mixing ratio (qi) plus water vapor mixing ratio
(qv)] and the saturated vapor mixing ratio over ice (qsat),
as follows:

RHti =
qv + qi

qsat
,

RHd =

(

0,
RHti − RHi_min

RHi_max − RHi_min

)

,

CFi = min(1, RH2
d),

where RHi_max (rhmaxi) and RHi_min (rhmini) are the
threshold relative humidity parameters with respect to the
ice, reflecting high sensitivity to total ice super-saturation
and ice cloud cover (Gettelman et al., 2010). The ice cloud
fraction (CFi) is greater than zero when RHti reaches
rhmini, and is equal to one (or 100%) when RHti reaches
rhmaxi. The mass- and number-weighted terminal fall
speeds for all cloud and precipitation species (cloud water,
cloud ice, rain, and snow) were obtained by performing an
integration over particle size distributions with appropriate
weighting by number concentration or mixing ratio
as follows:

VN =

∫
∞

0 ( ρa
ρa0

)
0.54

aDb
Φ (D) dD

∫
∞

0 Φ (D)dD
,

Vq =

∫
∞

0
πρ
6

(
ρa
ρa0

)0.54
aDb+3

Φ (D) dD
∫
∞

0
πρ
6 D3Φ (D) dD

,

where ρa0 is the reference air density at 850 hPa, and
a and b are the empirical coefficients in the diameter-fall
speed relationship (V = aDb

; where V is the terminal
fall speed for an individual particle of diameter D). The
empirical coefficient a for different hydrometeor species (e.g.,
ai for cloud ice, as for snow, and ac for cloud water) is
another critical uncertain parameter. Since the auto-conversion
of cloud ice to form snow is calculated by integrating cloud
ice mass- and number-weighted size distributions larger than
some threshold size, the resultant mixing ratio and number
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TABLE 1 | Cloud microphysics and macrophysics parameters used in this study.

Parameter

name

Description Range Remarks

Low Default High

dcs Auto-conversion size threshold for ice to snow 1e−4 5e−4 9e−4 Mainly affects the distribution of high clouds; higher dcs values

correspond to the lesser conversion of cloud ice to snow

ai Fall speed parameter for stratiform cloud ice 350 700 1,400 Mainly affect ice water content

as Fall speed parameter for stratiform snow 5.860 11.72 23.44 Mainly affect ice water content; larger as values correspond to

higher cloud water terminal fall speeds

ac Fall speed parameter for cloud water 1.5e+7 3e+7 5e+7 Mainly affect cloud water content

eii Collection efficiency aggregation ice 0.001 0.1 1.0 Mainly affect ice water content

berg-eff Efficiency factor for Bergeron effect 0.5 1.0 1.5 Mainly affect vapor deposition on cloud ice and liquid content

rhmaxi Threshold maximum relative humidity for ice clouds 0.90 1.0 1.10 Mainly affect total ice supersaturation and ice cloud fractions

rhmini Threshold minimum relative humidity for ice clouds 0.70 0.80 0.90 Mainly affect ice cloud fraction

distribution into snow category are transferred over some
specified time-scale (τauto; Ferrier, 1994). Consequently, the grid-
scale changes in qi and Ni due to auto-conversion may be given
as follows:

(
∂qi
∂t

)

auto

= −F
πρiN0i

6τauto

[
D3
cs

λi
+

3D2
cs

λ
2
i

+

6Dcs

λ
3
i

+

3D

λ
4
i

]

exp−λiDcs ,

(
∂Ni

∂t

)

= −F
N0i

λiτauto
exp−λiDcs ,

where Dcs (or dcs) is the threshold size parameter separating
cloud ice from snow (used for UQ analysis), ρi is the bulk
density of cloud ice, and τauto = 3 min. In addition, the
parameter describing the efficiency factor for vapor deposition
onto ice (bergeff ) is also used. Korolev et al. (2016) found
that the vapor deposition onto ice and the depletion of liquid
(i.e., the Wegener-Bergeron-Findeisen process) is rarely equal
to its theoretical efficiency due to inhomogeneities in humidity
and updrafts, as well as the generation of supersaturation. The
efficiency factor zero corresponds to the state in which no vapor
is deposited, whereas an efficiency factor of one corresponds to a
perfect deposition state. Gettelman et al. (2019) reported that the
condition in which no vapor is deposited on ice corresponds to a
higher fraction of liquid and supercooled liquid.

UQ FRAMEWORK FOR SENSITIVITY
ANALYSIS AND BAYESIAN INFERENCE

Sensitivity Analysis
According to Sobol (1993), if a set of m-independent random
parameters ξ = (ξ1, . . . , ξm) produces response f (ξ ), it can be
written in the form of an expansion as follows:

f (ξ) = f0 +

m∑

i=1

fi (ξi)+

m∑

i=1

m∑

j>1

fij
(
ξiξj

)
+ . . .

+ f1...,m (ξ1, . . . , ξm) (1)

where f0 is the expected value of f (ξ ), and
fi1 ,..., is ({i1, . . . , is} ; s = 1, . . . ,m) are orthogonal functions.
This representation is commonly referred to as the variance
decomposition analysis. The expected square of this
decomposition (Equation 1) leads to the following variance
decomposition of f (ξ ):

V =

m∑

i=1

Vi +

m∑

i=1

m∑

j>1

Vij + . . .+ V1...m (2)

where V is the total variance of f (ξ ), Vi is the partial variance
due to the perturbation of input parameter ξi alone, and Vi1 ,...,is

is the partial variance due to the interactions between perturbed
input parameters {ξi1 , . . . , ..ξ is}. Sobol’s variance-based sensitivity
indices are:

Si1 ,..,is =
Vi1 ,..,is

V
(3)

The first-order sensitivity index (also called the main effect of
ξi) is:

Si =
Vi

V
(4)

Polynomial Chaos (PC) has been suggested as an efficientmethod
for describing the stochastic processes required to quantify
uncertainties in a given system (Ghanem and Spanos, 1991; Le
Maitre and Knio, 2010). PC is based on a probabilistic paradigm
that reflects the stochastic quantities of interest as a truncated PC
expansion, also termed PCE. The PCE of a particular quantity of
interest (QoI; see Table 2) is written as a function ofm uncertain
parameters [ξ = (ξ1, ξ2, . . . , ξm)] in the [−1, +1] space
as follows:

E (ξ) ≈

R∑

k=0

ekψk (ξ) (5)
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TABLE 2 | First-order sensitivity contribution of parameters for different variables.

Variable Major Contributing Parameter Contribution (in percent)

Total Precipitation (PRECT) dcs, ai, rhmini, rhmaxi, and eii 32, 16, 7, 5, and 4

Long-wave Cloud Radiative Effect (LWCF) dcs and ai 50 and 14

Short-wave Cloud Radiative Effect (SWCF) dcs, ai, rhmaxi, eii, and rhmini 18, 19, 15, 4, and 2

Surface Latent Heat Flux (LHFLX) dcs, ai, rhmaxi, rhmini, and eii 23, 19, 10, 4, and 4

Liquid Water Path (LWP) dcs and ai 11 and 9

Ice Water Path (IWP) dcs and ai 84 and 6

Convective Available Potential Energy (CAPE) dcs, ai, rhmaxi, and rhmini 28, 14, 8, and 4

Medium Cloud Cover rhmaxi, dcs, and rhmini 52, 17, and 11

High Cloud Cover dcs and ai 42 and 5

Total Cloud Cover dcs, ai, and rhmaxi 42, 5, and 2

where E(ξ ) is the desired QoI, ek are the PCE coefficients, and
ψk (ξ) are the multi-dimensional Legendre polynomials that
form the following orthogonal basis:

< ψi,ψj >=

∫

ψi (ξ) ψj (ξ) ρ (ξ) dξ = δij < ψ
2
i >,

where ρ (ξ) is the underlying uniform distribution.
The expanded form of the PCE in Equation (5) can be written

as follows:

E(ξ ) = e0ψ0 +

m∑

i=1

e1ψ1 (ξi)+

m∑

i=1

m∑

j≥i

eijψ2

(
ξi, ξj

)

+

m∑

i=1

m∑

j≥i

m∑

k≥j

eijkψ3

(
ξi, ξj, ξk

)
+ , . . . (6)

The total number of expansion terms (R) in Equations 5 and 6 for
m parameters and a PC order r is given by:

R =

(m+ r)!

m!r!
(7)

The PC expansion in Equation (6) is similar to the decomposition
in Equation (1) and thus provides a surrogate for approximating
model outputs for a given set of parameters. Transforming
Equation (6) into Equation (2) enables the corresponding
sensitivity indices to be estimated (Crestaux et al., 2009).

PCE coefficients can be computed using two approaches:
intrusive and non-intrusive. In the intrusive methods, the model
equations are reformulated through the substitution of stochastic
or random variables such that the model deploys the stochastic
Navier Stokes Equation (e.g., Kusch and Frank, 2018). It is often
challenging to compute the PC coefficients from an intrusive
method since it involves source code modification (Ghanem
and Spanos, 1991). Non-intrusive methods, on the other hand,
use samples of model simulations for different realizations of
parameters to build a surrogate model (Peng et al., 2014; Sraj
et al., 2016). Herein, we used a non-intrusive spectral projection
(NISP) method (Reagan et al., 2003; Constantine et al., 2012) to
compute the PCE coefficient as follows:

ek =
< E,ψk >

< ψkψk >
=

1

< ψkψk >

∫

Eψk (ξ) ρ (ξ) dξ (8)

The stochastic integral (Equation 8) is computed numerically
using appropriate quadrature methods, as follows:

< E,ψk >≈

Q∑

q=1

E
(
ξq

)
ψk(ξq)wq (9)

where Q is the total number of quadrature points, ξq denotes
the vectors of the parameters at a quadrature point q, and wq

is the corresponding weight. The Smolyak sparse nested grid-
based quadrature method (Smolyak, 1963) was used to reduce
the number of SCAM6 runs to build the surrogate model. In
this study, for a PC order with r = 4 and m = 8 parameters
(i.e., total truncated PCE terms R = 495), the total number of
quadrature points created from the Smolyak level 5 was 3937 (see
http://www.sparse-grids.de/ and Smolyak, 1963 for full details of
the Smolyak quadrature).

Figure 1 shows the spectrum of normalized PCE coefficients(
ek
e0

)
calculated from a non-intrusive spectral projection (NISP;

see Equation 8), and the vertical solid lines separating PCE terms
according to their PC order (r = 4; 1, 2, 3, 4). This indicates
that PC does not converge properly since the estimated PCE
coefficients increase instead of decaying with an increase in PC
order, suggesting an overfitting of the model output. This is due
to internal noise in model simulations that is not tolerated by
the NISP method when calculating PCE coefficients (Peng et al.,
2014; Sraj et al., 2016). We thus opted to use a non-intrusive
technique based on compressed sensing (CS; Chen and Donoho,
1994; Van den Berg and Friedlander, 2007, 2009) to estate more
suitable PCE coefficients.

CS estimates the noise in the data to be fitted and then
approximates them using a PC representation that tolerates the
corresponding noise level. In this case, CS solves Equation (5) by
exploiting the approximate sparsity of its signal, which is set by
the l1 norm. CS with the l1 norm is known as BPDN.

Thus, if we consider E = [E(ξ1),E(ξ 2), . . . .., E(ξQ)] as the
vector of model evaluations at different quadrature nodes (ξq),
e = (e0, e1, . . . .., eR) as the vector of PCE coefficients, and ψ
as the PC basis functions evaluated at each sampled ξq, then an
equivalent of Equation (5) could be written as follow:

E = ψe (10)
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FIGURE 1 | PCE normalized coefficients ck/c0 for PC of order up to r = 4. Vertical lines separate the PCE terms into their different PC orders. PCE coefficients were

calculated using the non-intrusive spectral projection (NISP) method.

The CS seeks a solution of Equation (10) with the minimum
number of non-zero entries by solving the optimization problem:

minimize

e
||e||1 : || E− ψe| |2 ≤ δ (11)

where δ is noise, estimated by cross-validation (see Peng
et al., 2014). Equation (11) was solved using a standard l1-
minimization solver based on a spectral projection gradient
algorithm (Van den Berg and Friedlander, 2009) provided in
the SPGL1 MATLAB package by Van den Berg and Friedlander
(2007) (see https://friedlander.io/spgl1/ for full details). The
optimization problem (Equation 11) was solved using the
previously simulated 3937 SCAM6 simulations. The resulting
normalized PCE coefficients (ek/e0) are shown in Figure 2; their
spectrum shows a decaying trend. In BPDN, the decrease in the
PCE coefficients eventually reaches a plateau, while a further
increase in the PC order leads to minimal improvement in the
accuracy of the surrogate model. In light of these results, we used
the BPDN approach to build the surrogate model (Equation 10).

Figure 3 shows the scatter plot of SCAM6 simulations against
results from the surrogate model built using PCE and BPDN
for various variables or quantity of interest (QoI). The surrogate
model and SCAM6 both show linear relationships for various

QoIs and the constructed PCE model reproduces well the
mean of the deterministic model signal. To quantify the level
of agreement between SCAM6 and the surrogate model, we
computed the R2-value to estimate the fraction of total variance
in SCAM6 results explained by the surrogate model. The highest
R2-value (0.99) were obtained for the longwave cloud radiative
effect (LWCF) and the lowest value (0.79) for the convective
available potential energy (CAPE) (Figure 3). The R2-values of
the remaining variables, including cloud water path (CWP),
liquid water path (LWP), total cloud fraction (CLDTOT),
surface latent heat flux (LHFLX), shortwave cloud radiative effect
(SWCF), and total precipitation (PRECT) ranged between 0.79
and 0.99, indicating that BPDN enables to successfully build a
surrogate model that is capable of describing the desired QoIs.

Bayesian Inference
The posterior probability density function (PDF) of the CMP
parameters can be calculated by updating the prior PDF

according to Bayes’ rule. Let d = (d1, d2, . . . dn)
T be a vector

of observation, p = (p1, p2, . . . pn)
T a vector of uncertain input

parameters, and G a forward model such that d ≈ G(p). The
prior PDF [π(p)], which represents a priori information about
p, is assumed to be uniform (non-informative, i.e., π

(
p
)

=
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FIGURE 2 | PCE normalized coefficients ck/c0 for PC of order up to r = 4. Vertical lines separate the PCE terms into their different PC orders. PCE coefficients were

calculated using the basis pursuit denoising (BPDN) method.

∏np
i=1

1
(bi−ai)

, such that ai and bi are, respectively, the lower and

upper bounds of parameter pi; Table 1]. The input parameters
p are assumed to be independent with respect to one another.
According to Bayes’ rule, the posterior [π(p|d)] is proportional
to the product of the likelihood [L(d|p)] and the prior as:

π
(
d
)
∝ L

(
p
)
π(p) (12)

The likelihood is obtained from a cost function E(p) using a
Taylor score (TS, Taylor, 2001) and a scaling factor S (used
to normalize the cost function). Gaussian likelihoods based on
misfits [i.e., the exponential form of the mean-square errors
(MSE)] are widely adopted as cost functions (e.g., Sraj et al., 2016;
Qian et al., 2018). Thus, to consider both the misfit in magnitude
and the mismatch in the vertical cloud distribution, we used
[ln(TS)]2 as the cost function (Guo et al., 2015; Qian et al., 2018)
with a theoretical range of (0, infinity).

π
(
d
)
∝ exp exp

[
−E

(
p
)]

∗

π(p) (13)

E
(
p
)
= S.{ln ln

[
TS

(
p
)]

}

2
(14)

The TS used to evaluate model performance in terms of standard
deviation and correlation with respect to observations is given

as follows:

TS =

( σmodel
σobs

+
σobs
σmodel

)
2
(1+ VCC0)

k

4 (1+ VCC)k
(15)

VCC =

∑v
i=1 wi

(
di,model − GMmodel

) (
di,obs − GMobs

)

σmodel. σobs .
∑v

i wi
(15a)

σ =

√∑v
i=1 wi(di − GM)2

∑v
i=1 wi

(15b)

GM =

∑v
i=1 widi

∑v
i=1 wi

(15c)

where subscripts “obs” and “model” denote the observed
and simulated results, respectively. The standard deviation
and vertical correlation coefficients between the observed and
simulated results are denoted by σ and VCC, respectively. VCC0

denotes the maximum possible vertical correlation between
the observations and the model outputs, and k indicates
a value that controls the correlation of the relative weight
of the vertical level compared to the standard deviation
in TS (Equation 15). VCC0 and k were set to 1 and 4,
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FIGURE 3 | Scatter plots of PC-fitted outputs vs. SCAM6 simulations for various climate variables. Row 1 corresponds to total precipitation (PRECT), convective

precipitation (PRECC), and large-scale precipitation (PRECL). Row 2 corresponds to total precipitable water (TMQ), shortwave cloud radiative effect (SWCF), and

longwave cloud radiative effect (LWCF). Row 3 corresponds to latent heat flux (LHFLX), convective available potential energy (CAPE), and total cloud cover (CLDTOT).

Row 4 is similar to the previous rows but for ice water path (IWP), liquid water path (LWP), and cloud water path (CWP). The fraction (0–1) of the total variance of

SCAM6 simulations explained by the PC-based surrogate model for various climatic variables is indicated by numbers in the upper left of each panel.

respectively, following Yang et al. (2013). A lower TS value
is an indicator of better model performance, and model
prediction and observation are considered identical when
TS = 1. Vector d represents the observed vertical cloud
distribution from ARM97, wi is the vertical weight of a level,
and n is the number of vertical levels. The scaling factor
was chosen as

S =
2

1
(16)

Jackson et al. (2004) noted that the spread of the cost function
(i.e.,) due to natural variability could be used for its normalization
(see Equation 14). In general, the natural variability is estimated
via multiple model runs (Decremer et al., 2015). In this study,

the average of all original simulations corresponding to the set
of perturbed parameters was considered as an indicator of the
spread of model bias due to natural variability (Qian et al.,
2018). The Bayesian formulation thus requires the evaluation
of the posterior distribution (Equation 13) to estimate the
uncertain parameters. To this end, we employed a Markov Chain
Monte Carlo (MCMC) technique; however, such an approach
requires a large number of posterior evaluations in order to
reach a meaningful solution. Each posterior evaluation requires
a single model simulation, which is computationally prohibitive.
Therefore, the PC-based surrogate model was used within the
random-walk Metropolis MCMC algorithm to generate the
50,000 samples from posterior distributions for each parameter
(Metropolis et al., 1953).
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FIGURE 4 | Relative contributions of variance for individual parameters (main effect) to the overall variance of different climatic variables. The total contribution of

variance from the second-order (two-way) interaction between parameters is indicated by the gray box in the bar plot (Int2); the remainder of the contribution to

variance from the higher-order (i.e., order > 2) interactions among other parameters is indicated by a white box for each variable.

RESULTS AND DISCUSSION

Relative Importance of Sensitive
Parameters
Figure 4 shows the contribution of first-order sensitivity for
each parameter, the total second-order interactive effect (int2)
between any two-input parameters, and higher-order interactive
effects (inth) between more than two-input parameters, to
the total explained variance for specific QoIs as resulting
from the PCE surrogate model. The total variance explained
by first-order and interactive effects ranges between 80 and
99% (Figure 4), as reflected by the R2 values for different
QoIs (Figure 3). In Figure 4, int2 indicates the impact of a
parameter on the model simulation depending on a second
parameter, while inth corresponds to the impact of a parameter
on the model simulations depending on more than two
parameters. The contribution of first-order effects (in percent)
to the total explained variance from different parameters are
presented in Table 2. We found that dcs contribution is highest,
about 32, 50, 18, 23, 11, 84, and 28% for PRECT, LWCF,
SWCF, LHFLX, LWP, IWP, and CAPE, respectively. dcs also
contributes about 17, 42, and 42% for the medium-level cloud
(CLDMED), the high-level cloud (CLDHGH), and for the total
cloud (CLDTOT), respectively. The total int2 and inth effect
contributed significantly to the total variance. For example, in
PRECT, LWCF, SWCF, LHFLX, LWP, IWP, CAPE, CLDMED,
CLDHGH, and CLDTOT, the int2 was about 8, 3, 8, 7, 15, 4, 8, 7,
3, and 3%, respectively, while the corresponding inth values were
about 15, 27, 20, 20, 30, 4, 10, 6, 43, and 43% (Figure 4).

In addition to the total int2 effect, we also attempted to
determine how effects induced by a single parameter may be

amplified or suppressed by other parameters, compared to their
OAT sensitivity (Zhao et al., 2013). As shown in Figure 5,
we found that the interactive effects between any two-input
parameters are not consequent (<3%) for most of the simulated
variables, with the exception of the interactive effect between dcs
and ai, which shows a prominent contribution of∼4% to PRECT,
10% to LWP, and ∼4% to SWCF. Although the contributions
of any two-parameter interactions are low relative to individual
contributions, the large number of int2 (28) makes their total int2

contribution from all parameter pairs noteworthy (Figure 4).
In order to identify the overall most sensitive parameters, we

quantified the total effects, including their first-order, int2, and
inth contributions (Figure 6). The total sensitivity for dcs ranges
from 40 to 80%, ai from 15 to 30%, and the three-parameter
combination (rhmaxi, rhmini, and eii) from 5 to 15%with respect
to different simulated QoIs. The total sensitivity of some of these
parameters is insensitive, for example, as, ac, and berg_eff , which
contribute <3% to most simulated QoIs, with the exception of
as, which contributed 2–5% to certain variables. Thus, dcs, ai,
rhmaxi, eii, rhmini, and as were identified as the most influential
parameters in CMP parameterization, arranged in decreasing
order of their total sensitivity.

Response of Simulated QoI to Sensitive
Parameters
According to the parameter sensitivities results presented in
section Relative Importance of Sensitive Parameters, we explain
the response characteristics of different QoIs to different
parameters based on the 3,937 SCAM6 simulations. The
characteristics of the response of different QoIs to a parameter
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FIGURE 5 | Relative contributions (in %) from the interaction of a parameter with other parameters, to the total variance of PRECT, PRECC, and PRECL (in the first

row), LWP, IWP, and CWP (in the second row), and LWCF, SWCF, and CLDTOT (in the third row), as estimated using the PC-fitted method.

are examined by analyzing the perturbation effect of a parameter
while keeping the remaining parameter values fixed at their mean
value (i.e., zero in a ±1 uncertainty range). We found that the
substantial increase in CLDHGH (∼64 to 83%) and the partial
increase in CLDMED (∼19 to 28%) following an increase in dcs
(Figure 7) may have occurred because increasing dcs typically
reduces the ice to snow conversion and thus increases the ice
particle content of the upper atmosphere. Further, this increase in
ice particles in the upper atmosphere following an increase in dcs
leads to an increase in IWP (∼0.02 to 0.12 kg/m2), LWCF (∼10 to
25 W/m2), and SWCF (−26 to −33 W/m2), and to a decrease in

LWP (∼0.054 to 0.045 kg/m2) (Figure 8). A decrease in PRECT
(∼3.7 to 3.1 mm/day) in response to an increase in dcs is also
noted (Figure 9), which indirectly alters (decreases) the stability
of the atmosphere (CAPE; Figure 7) and thus the convective
precipitation (PRECC; Figure 9), since changes occur in CMP
but not in convection parameterizations. This phenomenon was
also reported for different CMP parameters by Lin et al. (2016)
and Pathak et al. (2020). In addition, the increase in ai caused
more ice particles to fall, thereby decreasing CLDHGH (∼85 to
78%), LWCF (∼30 to 19W/m2) and SWCF (−35 to−29W/m2),
and IWP (0.1 to 0.06 kg/m2) (Mitchell et al., 2008), while causing
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FIGURE 6 | Total contribution of each parameter to the total explained variance (in %) from PC-fitted outputs against SCAM6 simulations for various climatic variables.

A larger number indicates greater significance.

an increase in LWP from 0.044 to 0.049 kg/m2 (Figures 7, 8). The
ai also affects atmospheric instability, which typically increases
with increasing ai (Figure 7), causing an increase in PRECT
from ∼3.1 to 3.4 mm/day (Figure 9; Sun et al., 2011; Yang et al.,
2013; Pistotnik et al., 2016). The effects of ai on LWCF are small
when compared to the effect of dcs; this could reflect the small
changes in CLDHGH that cause an increase in ai. In general, an
increase in dcs increases the concentrations of ice clouds, whereas
an increase in ai decrease ice cloud concentrations, hence the
increased and decreased albedo effects leading, respectively, to
increasing and decreasing SWCF.

Further, the increase in rhmaxi decreases both the grid
box of full ice cloud cover (i.e., 100%) and clouds that reach
supersaturation, leading to a large decrease in CLDMED (30
to 16%). A substantial decrease in CLDHGH was also found;
however, due to lower temperatures in the upper atmosphere
compared to the mid-level atmosphere, supersaturation was
somewhat counterbalanced. The moderate increase in PRECT
from 3.3 to 3.45 mm/day and decrease in SWCF from −31 to

−29 W/m2 were thus the main reasons behind the observed
increase in rhmaxi (Figures 7–9; Xie et al., 2018). Additionally,
the increase in rhmini reduced the fractional ice cloud cover
formation and thus somewhat increased the presence of liquid
clouds, as shown by the increase in CLDMED from 19 to 26%
(Figure 7). We do not show here the response for CLDLOW
since this was relatively insensitive to CMP parameters; its
variation could be due to the control of frontal clouds and
precipitation over the SGP site in addition to local convection
(Qian et al., 2015).

Furthermore, we evaluated the response characteristics of
the vertical distribution of different variables in Figure 10 and
the response characteristics of their vertical averages (from the
surface to 100 hPa) in Figure 11. In Figure 10, the color bar
values for each panel plot are not shown; however, the highest
to lowest values are indicated by the dark yellow to the dark blue
colors of the contour plot. This suggests that the average value
of (a) snow concentration (maximum at ∼400 hPa with a spread
between 600 and 200 hPa; Figure 10) decreases with increasing
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FIGURE 7 | Variation of convective available potential energy (CAPE), low-level cloud (CLDLOW), medium-level cloud (CLDMED), high-level cloud (CLDHGH), and

total cloud cover (CLDTOT) in response to perturbations of eight different parameters from 3,937 SCAM6 simulations. The numbers in each plot represent the relative

contributions (in %) of each input parameter perturbation to the overall variation of different variables. Red indicates that the contribution is significant (F-test) at the

95% significance level. The line in each plot corresponds to the response effect of the perturbation of a single parameter, keeping all other parameters at the zero

(central) position of the parameter uncertainty range for the simulation of that variable. Vertical bars show the range in the variation of values of a particular variable in

response to the perturbation of other parameters.

dcs for the first half of the parameter space, and (b) cloud liquid
concentration (primarily concentrated between the surface and
600 hPa; Figure 11) significantly changes non-linearly relative

to dcs; generally, it decreases for the first 45% of the parameter
space and increases for the last 45% of the parameter space)
and to as (sensitive only to the last 50% of the parameter
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FIGURE 8 | Variation of liquid water path (LWP), ice water path (IWP), cloud water path (CWP), longwave cloud radiative effect (LWCF), and shortwave cloud radiative

effect (SWCF) in response to perturbations of eight different parameters from 3,937 SCAM6 simulations. The numbers in each plot represent the relative contributions

(in %) of each input parameter perturbation to the overall variation of different variables. Red indicates that the contribution is significant (F-test) at the 95% significance

level. The line in each plot corresponds to the response effect of the perturbation of a single parameter when all other parameters at maintained at the zero (central)

position of their uncertainty range for the simulation of that variable. Vertical bars denote the range of variation in values of a particular variable in response to the

perturbation of other parameters.

space, initially increasing but later decreasing) (Figure 11).
Furthermore, we note that the vertical average of cloud ice
concentration (maximum at about 225 hPa with a spread from

300 to 150 hPa) increases significantly due to increasing dcs but
decreases with increasing ai. The rate at which cloud condensate
is converted to precipitation (maximum at ∼450 hPa with a
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FIGURE 9 | Variation of PRECT, PRECC, PRECL, deep convective precipitation (PREDCC), and total precipitable water (TMQ) in response to perturbations of eight

different parameters from 3,937 SCAM6 simulations. The numbers in each plot represent the relative contributions (in %) of each input parameter perturbation to the

overall variation of different variables. Red denotes that the contribution is significant (F-test) at the 95% significance level. The line in each plot corresponds to the

response effect of the perturbation of a single parameter when keeping all other parameters at the zero (central) position of their uncertainty ranges for the simulation

of that variable. Vertical bars show the range of variation for values of a particular variable in response to the perturbation of other parameters.

spread from 300 to 700 hPa; Figure 10) decreases significantly
with increasing dcs (Figure 11). The vertical averages of longwave
cloud radiative effect (maximum at about 350 hPa and 100

hPa) and shortwave cloud radiative effect (centered at about 250
hPa) are primarily sensitive to dcs and ai in the first 60% of
the parameter space. In general, shortwave and longwave cloud
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radiative effect increase with increasing dcs and decrease with
increasing ai (Figure 11). Additionally, the vertical average of
relative humidity (maximum at about 300 hPa with a spread
from 500 to 200 hPa) increases monotonically due to increasing
dcs, rhmaxi, and rhmini, and decreases due to increasing ai.
The vertical average of specific humidity, which is primarily
distributed from the surface to 800 hPa, increases with increasing
dcs and decreases with increasing as within the first 45% of
parameter space; it also decreases monotonically with increasing
ai in the last 60% of the parameter space (Figure 11). Thus,
the increase in radiative effect with increasing dcs supports our
finding of an increase in LWCF and SWCF, as well as the increase
in ice cloud concentration with increasing dcs, which supports
the substantial increase in IWP. Finally, the decrease in the rate of
conversion of cloud condensate to precipitation with increasing
dcs supports the corresponding reduction in PRECT through a
reduction in its instability (Figures 7, 9).

Bayesian Inference
Finally, we analyze the Bayesian inference results for estimating
CMP parameters. The MCMC algorithm (Metropolis et al.,
1953) was used to generate sample chains for the different CMP
parameters. We have run five times, each for 10,000 iterations
(or samples), with different initial parameter values for efficient
samples mixing and convergence. The PCE surrogate model
was used to evaluate the cost function for each MCMC chain
to reduce the computing requirements. Figure 12 shows the
trace plot of the CMP parameters (chains vs. MCMC iteration
number), indicating a well-mixed chain. This implies that the
distribution of the chains will remain unchanged with further
sampling and converged to a stationary distribution. The average
acceptance rate of MCMC samples was found to be 35%. From
Figure 12, we find that the parameter samples of dcs, ai, as, ac,
rhmaxi, rhmini, berg_eff move around their default CMP values.
The parameter samples for eii, on the other hand, did not move
around the default value, but rather skewed leftward to the default
value to cover a larger part of the prior range, resulting in a
wider posterior.

Further, we computed the marginalized posterior distribution
from the MCMC chains by discarding the first 500 iterations (to
begin with a good starting point of MCMC run) using kernel
density estimates (KDE; Silverman, 1986). The marginalized
posterior PDF for each parameter along the diagonal of the eight-
by-eight matrix shows that the posterior PDFs of dcs, ai, as,
rhminl, and berg_eff exhibit a sharp increase but are skewed
leftward for dcs and rightward for ai and as relative to the default
CMP value (Figure 13). Thus, with respect of the default values
for dcs, ai, and as (0.0005, 700, and 11.72), their posterior mean
estimates are found to be 0.0004, 903, 14.85, respectively, while
those of rhminl and berg_eff are found to be 0.79 and 1.03,
respectively, close to their default values of 0.80 and 1.0. The
posterior mean estimates of these parameters are also found
falling within the acceptable ranges (i.e., within the 95% of the
intervals of high posterior probability). The posterior PDFs of ac,
rhmaxi, and eii do not show a sharp peak and are mostly flat,
consistent with our conclusions from their chains (Figure 12)

and indicating less-informative posteriors, which is likely due to
the lack of relevant observations.

The examination of 1D posterior PDFs provides only a
measure of the integrated influence of parameters on model
output; specific functional dependence is hidden. Thus, in
addition to 1D posterior PDFs, we also show 2D PDFs, which
facilitate parameter space visualization and the identification of
optimized parameter sets. We found that the cost function for a
parameter choice is strongly dependent on the other parameter
chosen (Posselt, 2016). For example, the 2D PDF for rhmaxi and
as, which exhibits a linear response, suggests an increase in cost
function with an increase in both rhmaxi and as. We also found
some parameters whose two-dimensional PDFs do not show
any significant variations with changes in the other parameters,
indicating that the cost function is functionally independent (e.g.,
the 2D PDF of eii does not show any significant changes when
other parameters are changed).

To examine the extent to which the parameters posterior
distributions inferred by the proposed UQ framework provide
useful information, we assessed whether the posterior mean
parameters can improve a global climate model performance.We
therefore performed two sets of 7 year global climate simulations;
one using the default parameters, and the other using the the
posterior mean parameters. Both simulations are conducted
using the CESM2 model with prescribed observed climatological
sea surface and sea-ice temperatures. The simulation with
posterior mean parameters suggests an overall improvement
of ∼7% over the globe in annual means, with the largest
improvement of ∼15% over the global land for December-
February (Figure 14). The simulation of individual climate
variables (e.g., total precipitation, cloud distribution, cloud
radiative effect, and humidity) are improved by 5 to 50% over the
globe, as well as over the tropical and sub-tropical regions, across
the different periods (i.e., annual, June-August, and December-
February), in comparison to the default model simulation
(Figure 14). However, over the polar region, some of the
simulated variables with the posterior mean parameters values
have deteriorated by 5 to 20% compared to the default model
simulation. In our setting, posterior parameters distributions
were inferred from data collected in subtropics at the Southern
Great Plains (36◦N and 97◦W; Zhang et al., 2016), and as such
the resulting parameters are calibrated for such regions, which
also explains the improvement we obtained in the subtropics
and tropics. Recent results (Pathak et al., 2020) suggest a spatial
dependency of some of the considered parameters despite being
prescribed as constant values across the globe. Our results over
the polar regions also support the use of spatially varying cloud
parameters in climate models, which will be explored in depth in
our future work.

CONCLUSIONS

This study used an efficient multi-objective UQ framework
to assess the sensitivity of NCAR SCAM6 outputs to cloud
microphysics and macrophysics (CMP) parameterization
schemes. The framework involved building a surrogate model
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FIGURE 10 | Parameter perturbation response to the vertical distribution of snow concentration (ANSNOW), cloud water concentration (AWNC), ice concentration

(AWNI), precipitation production (PRODPREC), longwave heating rate (QRL), shortwave heating rate (QRS), relative humidity (RELHUM), and specific humidity (Q).
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FIGURE 11 | Parameter perturbation responses to vertically averaged (surface to 100 hPa) variables (ANSNOW, AWNC, AWNI, PRODPREC, QRL, QRS, RELHUM,

and Q).

using a polynomial chaos expansion, sensitivity analysis, and
Bayesian inference to identify and quantify the uncertainties of
various (quantities of interest) QoIs from the NCAR SCAM6

model associated with CMP parameterizations. The basis pursuit
denoising (BPDN) approach was applied to build the polynomial
chaos expansion (PCE) model to mitigate for internal noise
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FIGURE 12 | Chains of parameters from MCMC samples. The horizontal red line (and the value shown in red) indicate the default parameter value used in NCAR

SCAM6.
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FIGURE 13 | Probability Distribution Functions (PDFs) of parameters using KDE along the diagonal of the matrix. The contour plots show the joint PDFs of two

parameters. The black and red vertical lines show the default and posterior mean parameter values.

in model simulations. The surrogate model was shown to
realistically approximate the model outputs, explaining most
of the variance of different QoIs, with the highest explained
variance (about 99%) for longwave cloud radiative effect (LWCF)
and the lowest explained variance (about 79%) for convective
available potential energy (CAPE).

The UQ analysis suggested that the simulated QoIs are most
sensitive to five (dcs, ai, rhmaxi, rhmini, and eii) of the eight
CMP parameters. dcs alone contributed 40–80% of the total
variance of different simulated QoIs, ai 15–30%, and rhmaxi,
rhmini, and eii each contributed 5–15%. Parameters as, ac, and
berg_eff were found to be the least sensitive, each of which
contributed <5% to the total variance. Further splitting the total
sensitivity effect of a parameter into first-, second-, and higher-
order sensitivities, we found that the first-order sensitivity of dcs,
ai, rhmini, rhmaxi, and eii together contribute more than 60%
of the total variance in different QoIs. While, the second- and
higher-order sensitivity of dcs, ai, rhmini, rhmaxi, and eii together
contribute about 7 and 20% of the total variance in different
QoIs. Some previous studies using the predecessor version of this
model have also argued that dcs and ai are the most sensitive
parameters for the simulation of total precipitation over the

tropical region (He and Posselt, 2015; Qian et al., 2015; Zhang,
2015; Pathak et al., 2020). Other studies that employed different
models have also suggested dcs and ai to be highly sensitive to
cloud distribution (e.g., Bony and Dufresne, 2005; Sanderson
et al., 2008; Golaz et al., 2011; Gettelman et al., 2012). The
sensitivity of rhmaxi to cloud distributionwas also reported in the
E3SM model (Qian et al., 2018; Xie et al., 2018). Uncertainties in
these parameters are considered as important factors in climate
model sensitivity (Zelinka et al., 2020).

We also found that an increase in dcs increases the
concentration of ice between 300 and 150 hPa (and vice versa
for snow concentrations) by decreasing the conversion rate
of ice to snow, which causes a substantial increase in cloud
cover. This leads to significant increase in ice water path (IWP),
LWCF, and SWCF. Furthermore, the increase in longwave and
shortwave heating rates due to increased dcs were shown to
sustain the corresponding increases in LWCF and SWCF. A
significant decrease in total precipitation (PRECT) occurred
due to an increase in dcs, which indirectly affected (decreased)
the conversion of cloud condensate to precipitation; this was
clear from the reduced instability, i.e., the CAPE and reduced
convective precipitation. The decrease in the conversion of cloud
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FIGURE 14 | The Model Performance Index (MPI in percent) resulting from simulations of various climate variables over the global, tropics (30◦N−30◦S), norther

subtropics (30–60◦N), southern sub-tropics (30–60◦S), northern polar (60–90◦N), and southern polar (60–90◦S) regions, across different periods [i.e., Annual (ANN),

June-August (JJA), December-February (DJF)]. The MPI is constructed using a metric developed by Zhang (2015). The contours in color show the percentage

improvement (positive values) or deterioration (negative values) for different climate variables from the simulation with posterior mean parameters with respect to the

default model simulation. Total MPI—model performance as averaged over all climate variables. Following observations and reanalysis data are used for construction

of this metrics, the Global Precipitation Climatology Project (Adler et al., 2003) for total precipitation, the Clouds and Earth’s Radiant Energy System-Energy Balanced

and Filled (Loeb et al., 2009) project for shortwave and longwave radiative effect, the National Aeronautics and Space Administration Water Vapor Project (Randel

et al., 1996) for liquid water path over ocean, and the International Satellite Cloud Climatology Project (Young et al., 2018) for low, middle, high, and total cloud, the

ECMWF Interim reanalysis (Dee et al., 2011) for humidity, temperature, and geopotential height.

condensate to precipitation due to an increase in dcs also reduced
the liquid water path (LWP), as noticed from reduced cloud
water concentrations. The possible physical mechanism behind
the sensitivity of QoIs with respect to ai values seems to work
oppositely to dcs. In addition, an increase in relative humidity
occurred in response to increased dcs, rhmaxi, and rhmini. A
decrease (increase) in cloud water concentration in response to
an increase in rhmaxi (rhmini) was also reported. The impact of

rhmaxi and rhmini on PRECT was identified through studying
its effects on middle clouds (CLDMED). Generally, CLDMED
decreases (increases) due to increasing rhmaxi (rhmini).

The Bayesian inference results for vertical cloud distribution
showed that the Markov chain Monte Carlo (MCMC) chains for
dcs, ai, as, ac, rhmaxi, rhmini, and berg_eff fluctuated around
their default CMP values. However, for eii, the MCMC chains
did not fluctuate around the default value but were skewed
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largely leftward; suggesting a non-informative cost function. The
marginalized posterior distributions of the MCMC chains for
dcs, ai, as, rhminl, and berg_eff showed well-defined peaks. The
corresponding posterior mean estimate values were, respectively,
found to be 0.0004, 903, 14.85, 0.79 and 1.03, compared to the
corresponding default values of 0.0005, 700, 11.72, 0.80 and
1.0. The marginalized posterior distributions for ac, rhmaxi,
and eii were mostly flat, indicating the probability of being
nearly uniform across the parameter space; consequently, they do
not provide meaningful information to estimate their posterior
means. Global climate simulations performed using the posterior
mean and default parameters have shown that the climate
simulations using the posterior mean parameters values suggest
an overall-improvement of ∼7% over the globe in annual
means. The largest improvement of ∼15% was obtained over
the global land for December-February. Specifically, the climate
simulations using the posterior mean parameters values were
improved over the tropical and sub-tropical regions, whereas it
has deteriorated over the polar region. In line to the findings
of Pathak et al. (2020), we anticipate that this deterioration
in polar regions could be due to a spatial dependency of
some of the considered parameters despite being prescribed
as constant values across the globe in the climate models.
Furthermore, the functional linear dependence of rhmaxi on
as was also noted from the joint probability distribution of
both parameters. This provides important information for
understanding cloud processes and their associated physical
processes and will assist developers in further improving
climate models.
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Model initialization is a matter of transferring the observed information available at the

start of a forecast to the model. An optimal initialization is generally recognized to be

able to improve climate predictions up to a few years ahead. However, systematic errors

in models make the initialization process challenging. When the observed information is

transferred to the model at the initialization time, the discrepancy between the observed

and model mean climate causes the drift of the prediction toward the model-biased

attractor. Although such drifts can be generally accounted for with a posteriori bias

correction techniques, the bias evolving along the prediction might affect the variability

that we aim at predicting, and disentangling the small magnitude of the climate signal

from the initial drift to be removed represents a challenge. In this study, we present an

innovative initialization technique that aims at reducing the initial drift by performing a

quantile matching between the observed state at the initialization time and the model

state distribution. The adjusted initial state belongs to the model attractor and the

observed variability amplitude is scaled toward the model one. Multi-annual climate

predictions integrated for 5 years and run with the EC-Earth3 Global Coupled Model have

been initialized with this novel methodology, and their prediction skill has been compared

with the non-initialized historical simulations from CMIP6 and with the same decadal

prediction system but based on full-field initialization. We perform a skill assessment

of the surface temperature, the heat content in the ocean upper layers, the sea level

pressure, and the barotropic ocean circulation. The added value of the quantile matching

initialization is shown in the North Atlantic subpolar region and over the North Pacific

surface temperature as well as for the ocean heat content up to 5 years. Improvements

are also found in the predictive skill of the Atlantic Meridional Overturning Circulation and

the barotropic stream function in the Labrador Sea throughout the 5 forecast years when

compared to the full field method.

Keywords: decadal climate prediction, initialization, drift, quantile matching, full field initialization

1. INTRODUCTION

Providing reliable climate information for the near-term future is of paramount importance for
many socioeconomic sectors, such as agriculture, energy, health, and insurance. Incorporating
this information in the decision-making process is a key goal for the climate service community
(Goddard, 2016; Otto et al., 2016). Decadal predictions cover 1-year to 10-year timescales.
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The information extracted from this timescale is involved in the
process of planning for adaptation strategies (Goddard et al.,
2012; Brasseur and Gallardo, 2016). There is an internationally
coordinated effort to produce and study predictions that cover
such a timescale known as the Decadal Climate Prediction
Project (DCPP, Boer et al., 2016), which contributes to the
Coupled Model Intercomparison Project Phase 6 (CMIP6,
Eyring et al., 2016).

Decadal predictability can arise from two main sources,
namely the radiative forcings and the internal variability.
Analogously to climate projections, decadal predictions are partly
considered a boundary value problem whose crucial goal is to
estimate the response of the system to variations in external
forcings (Meehl et al., 2009). Apart from the anthropogenic
contribution to changes in the external forcing (Booth et al.,
2012), there also exist changes of natural origins, such as solar
variability and volcanic eruptions, which are known to strongly
affect the natural variability in the North Atlantic (Borchert et al.,
2021; Mann et al., 2021).

The sources of interannual to decadal predictability
originating from the slow components of the internal climate
variability are associated mainly with the sea surface temperature
(SST) state and ocean heat content (Doblas-Reyes et al., 2013a;
Guemas et al., 2013; Merryfield et al., 2020). El Niño Southern
Oscillation (ENSO) is the main process that contributes to
the forecast quality in the Tropics as well as in large parts of
the world, thanks to its expanded remote impacts, known as
teleconnections (Doblas-Reyes et al., 2013b; Beverley et al.,
2019). Another source of predictability is the sea ice, which is
predictable 3 years ahead (Tietsche et al., 2014; Day et al., 2015)
and whose main source of predictability is given by its persistence
(Blanchard-Wrigglesworth et al., 2011). Climate predictability
over the extratropics is controlled by teleconnections with the
Tropics and the Arctic (Jung et al., 2015), as well as with soil
moisture and land snow (Bellucci et al., 2015a).

The leading modes of decadal variability that dominate
the Atlantic and the Pacific oceans are, respectively, the
Atlantic multidecadal variability (AMV) and the Pacific decadal
variability (PDV) (Kushnir et al., 2019). Although the processes
responsible for the AMV and its predictability are not fully
understood (Latif and Keenlyside, 2011; Cassou et al., 2018),
climate models suggest that this mode of variability is linked to
the variations in strength of the Atlantic Meridional Overturning
Circulation (AMOC) (Zhang and Wang, 2013), which in turn is
driven mainly by the convection activity that takes place in the
northern high latitudes (Ortega et al., 2015; Robson et al., 2016),
by a wind-dependent contribution (Mignot et al., 2006) and also
by volcanic eruptions (Borchert et al., 2021; Mann et al., 2021).
Since the AMOC exerts significant influences on the European
climate through its net northward heat transport in the Atlantic,
having good levels of prediction skill over the North Atlantic is of
crucial importance. TheNorth Atlantic upper-ocean heat content
has an impact on Atlantic hurricanes and inland temperature and
precipitation (Dunstone et al., 2011; Gastineau and Frankignoul,
2015; Buckley et al., 2019).

In order to capture the oscillations and the impacts of these
variability modes, an effective initialization is crucial. Initialized

predictions generally show improved forecast skill with respect to
historical simulations, which only respond to changes in radiative
forcings (Corti et al., 2015; Boer et al., 2016). Initializing a
climate prediction consists of incorporating into the model the
observed state information at the initial time of the forecast.
However, models have systematic errors, which are associated
withmisrepresentation of key processes that are unresolved at the
particularmodel grid and need to be parameterized (Nadiga et al.,
2019). The main consequence of model errors is the difference
between the model and observed mean state. Such a difference
complicates the initialization task and one open issue is how to
provide the model with the best estimate of the real initial state,
without introducing inconsistencies that could compromise the
prediction quality (Brune and Baehr, 2020).

One of the common initialization strategies is the full-field
initialization (FFI), where the initial state is the best estimate
of the observed climate state—the reanalysis (Pohlmann et al.,
2009). After initialization, the prediction drifts away from the
real-world attractor toward the mean model-biased state. To
account for such a bias, a posteriori bias correction needs to be
applied; various techniques that take into account the forecast
time, start date, or initial condition dependence of the bias have
been designed and implemented (Kharin et al., 2012; Fuĉkar
et al., 2014). The correction of the bias in interannual predictions
takes up the challenge of disentangling the small magnitude of
climate signal to be predicted from the initial drift to be removed
(Smith et al., 2013).

An alternative technique to limit the drift is the anomaly
initialization (AI) that aims at phasing the model variability
with the observed one by assimilating the observed anomaly
onto the model mean state (Smith et al., 2008; Pohlmann
et al., 2013). Previous studies have applied these initialization
techniques to different models to highlight the relative strengths
and limitations (Hazeleger et al., 2013; Smith et al., 2013; Bellucci
et al., 2015b; Marotzke et al., 2016). The results show that in
their standard implementation, at interannual time scales, the
differences in skill between these techniques are small and limited
to specific regions (Smith et al., 2013). The best strategy has been
suggested to be model dependent because models have different
biases (Magnusson et al., 2013; Polkova et al., 2014).

In this work, we present a new initialization method, the
quantile matching (QM) technique that aims at reducing the
drift and at limiting inconsistencies coming from the differences
between the model and the observed variability amplitude.
After performing the decadal hindcasts with EC-Earth3, we
explore the impact of the new initialization method on the
forecast skill by comparing the predictions initialized with QM,
with a set of predictions initialized with FFI and a set of
historical simulations. Section 2 introduces the initialization
method, its implementation, and describes the model set-up
in use. Section 3 is organized as follows: section 3.1 provides
an overview of the behavior of the decadal predictions based
on the new initialization method in terms of mean bias and
drift. The prediction skill of the surface and sub-surface fields
is presented in section 3.2, and the skill in the North Atlantic
region is explored in section 3.3. Finally, the main findings are
summarized in section 4.
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2. METHODS AND DATA

2.1. Quantile Matching as Initialization
Method
Predictions after initialization can experience two potential
problems that can affect the forecast skill. On the one hand, rapid
model adjustments known as initial shocks can occur (He et al.,
2017). They can be generated from different mechanisms, one
of them being the imbalance caused by the use of inconsistent
atmosphere and ocean reanalyses as initial states. Previous
studies suggested that the impact of initial shocks on the forecast
skill is negligible at seasonal timescale (Mulholland et al., 2015).
Nevertheless, this is not the case at longer timescales, where
initial shock plays an important role in sensitive areas such as the
North Atlantic subpolar region (Kröger et al., 2018; Bilbao et al.,
2021). On the other hand, the model tends to adjust toward its
biased mean climate after being initialized. Such a drift, which is
a common feature of predictions initialized with FFI, is known to
affect the forecast quality (Hazeleger et al., 2013).

While initial shocks can occur with both FFI and AI, the drift
is expected to be largely reduced in predictions initialized with
AI, as such technique employs an initial state that belongs to
the model attractor and only imposes the observed variability
(i.e., the initial state is the sum of the model mean climate and
the observed anomalies). However, the use of AI can introduce
observed anomalies whose amplitude does not belong to the
range of the internal variability generated by the model. Volpi
et al. (2017b) addressed this issue by weighting the observed
anomalies with the ratio between the model and observed
standard deviations. This technique of weighting, together with
the anomaly initialization of the ocean density, showed improved
skill in predicting the sea-ice variability, the AMV and the
SST in the Labrador Sea, in parts of the North Pacific and
Southern Ocean.

However, such refinement employed the standard deviation
to characterize the variability amplitude, although the statistical
distribution of variability might be skewed. The QM introduced
here, therefore, expands over the idea of weighting the observed
anomalies by respecting the distribution of the model variability.
The QM consists of initializing the prediction with the model
state whose percentile in the model distribution is the same as the
percentile of the observed state in the observed distribution at the
initialization time. The added value of this method is as follows:

• The initial state belongs to the model attractor (as any other AI
technique),

• By matching the cumulative distributions of the model and
observations, the observed initial state is effectively scaled with
respect to the model variability.

Since with the current version of the model we do not have
available an analogous set of decadal predictions as in Volpi
et al. (2017b), we cannot evaluate the impact of respecting the
distribution of the model variability. Therefore, the objective of
this study is to assess the relative benefits and drawbacks of
the novel method with respect to the state-of-the-art decadal
predictions initialized with FFI. The QM is applied to all the
grid-points of all ocean prognostic variables, which are the ones

that are directly predicted by the model. For the implementation
of the technique, the ocean reanalysis NEMOVAR-ORAS4
(Mogensen et al., 2012) is taken as the observational truth.
Although NEMOVAR-ORAS4 is subject to some uncertainties,
it has the advantage of providing observationally constrained
and physically consistent values for all the prognostic ocean
variables. At the time of this study, there was only one EC-Earth3
historical simulation available that stored the initial conditions
for November. Therefore, the model distribution of each variable
and grid point is computed using that historical simulation
(r4i1p1f1). Figure 1 illustrates an example of the implementation
of the QM method for sea surface temperature (SST) at one
grid point. The blue curve represents the cumulative distribution
function (defined as the probability of a variable to take a value
smaller than the value given in the x-axis) of SST calculated with
one member of the ocean reanalysis NEMOVAR-ORAS4, over
the period 1960–2014, for the grid point considered. Similarly,
the SST cumulative distribution function calculated with the
historical simulation of EC-Earth3 is shown in red, for the same
grid point. The circles in the NEMOVAR-ORAS4 distribution
indicate the value taken by the reanalysis on the 1st of November
of the years marked in the figure. Assuming November 1960 as
the target initial date, the model is initialized with the model
value (marked with a yellow star) whose cumulative distribution
function matches the observed one at the initialization time.

The ratio between the model and the reanalysis SST variance
is shown in Figure 2. Regions with the highest variancemismatch
(darkest colors in Figure 2) are the areas where the QM method
applies larger corrections to scale the observed variability onto
the model amplitude.

2.2. Model Description and Experimental
Set-Up
The model in use for this study is the CMIP6 version of EC-
Earth3 GCM (Döscher et al., 2021). Its atmospheric component
is the European Centre for Medium-Range Weather Forecasts
Integrated Forecasting System (IFS cycle cy36r4) in its standard
resolution, with 91 vertical levels and a T255 horizontal
resolution. The ocean component is the NEMO model version
3.6 (Madec and NEMO System Team, 2015), with ORCA1
configuration (about 1 degree with enhanced tropical resolution)
and 75 vertical levels. The sea-ice component is LIM3 (Rousset
et al., 2015) directly embedded into NEMO. The atmospheric
and ocean components are coupled via OASIS3 (Craig et al.,
2017). Information on the dynamic vegetation is prescribed from
a previous simulation with LPJ-GUESS (Smith et al., 2014).

The benchmark hindcasts are a full field initialized experiment
and an ensemble of 15 uninitialized CMIP6 historical simulations
(Histo), assessed by Bilbao et al. (2021). All the experiments,
including our QM, are carried out with the same model
version. In the FFI experiment, all the variables from each
model component are initialized with observational estimates
(reanalysis). The atmosphere and land surface initial conditions
are taken from the ERA-40 reanalysis (Uppala et al., 2005)
for start dates before 1979 and ERA-Interim (Dee et al., 2011)
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FIGURE 1 | Example of the implementation of the quantile matching method: cumulative distribution function for the SST in one grid point of the Tropical Pacific in

blue for NEMOVAR-ORAS4 and in red for a historical simulation of EC-Earth3. The circles in the reanalysis distribution indicate the value on November 1 of the year

indicated in the figure. The prediction at that grid point will be initialized with the value from the historical simulation, which has the same cumulative distribution as

NEMOVAR-ORAS4 at the initialization time (the yellow stars indicate the value for the start dates of 1960 and 2010). This calculation is made for all the grid points and

all the ocean prognostic variables.

FIGURE 2 | Ratio of SST model variance over the NEMOVAR-ORAS4 variance calculated over the November 1960–2014 start dates. The NEMOVAR-ORAS4

variance is calculated concatenating the 5 ensemble members available, while for the model one EC-Earth3 historical simulation is used.
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afterwards. The ocean initial conditions are taken from the 3D-
Var five-member ocean reanalysis NEMOVAR-ORAS4, while
the sea-ice initial conditions are produced with a NEMO-LIM
simulation driven by DFS5.2 forcing fluxes (Brodeau et al., 2009).
The DFS5.2 forcing data corresponds to a corrected version
of ERA-interim accounting for radiative and precipitation
observations in the Arctic. The solar irradiance, volcanic and
anthropogenic aerosol load, and greenhouse gas concentrations
are prescribed using the CMIP6 radiative forcing estimates up to
2014. After that date, the SSP2-4.5 scenario (O’Neill et al., 2016)
is used.

Both initialized experiments (FFI and QM) are composed by
10 ensemble members, initialized every November from 1960
until 2014 and running for 5 years. The ensemble is generated
using perturbations in the 3-dimensional temperature field in
the atmospheric component, and using the 5-member ensemble
from the NEMOVAR-ORAS4 reanalysis in the ocean.

The QM is applied to the ocean component and is performed
for all the ocean prognostic variables and grid points, by
matching the 5 members of NEMOVAR-ORAS4 separately, in
order to obtain 5 different initial conditions. The atmospheric

and sea-ice components of the QM experiment have identical
initial condition as the FFI.

2.3. Bias and Skill Estimation
The forecast time-dependent climatologies are computed for the
longest common period (1965–2014). For each forecast year
(from 1 to 5), a set of predictions is available within the 1965–
2014 period (e.g., 1965 is predicted at forecast year 1 for the
prediction starting in November 1964, and also as forecast year 5
for the prediction starting in November 1960). The forecast time-
dependent bias is calculated as the difference between the model
and the observed climatologies. The drift, i.e., the evolution of the
bias with forecast time, is estimated as the difference between the
first and the last forecast year climatologies for the model. This
estimate of the drift provides a simplistic picture but it already
highlights the main features of the model drift.

To measure the forecast quality, we use the anomaly
correlation (AC) and the root mean square error (RMSE). The
confidence interval is calculated with a t-distribution for the AC
and with a χ

2 distribution for the RMSE. The serial dependence
between the hindcasts is accounted for in the computation of

FIGURE 3 | Top left: SST bias of the QM experiment for the first forecast month calculated against NEMOVAR-ORAS4 reanalysis. Top right: forecast

time-dependent climatologies of the annual mean global SST, calculated as explained in section 2.3. The ensemble mean climatology is shown in red for QM, in blue

for FFI, in yellow for Histo, and in black for NEMOVAR-ORAS4. Bottom: drift calculated as the difference between the first and the last forecast year climatologies of

QM (left panel) and FFI (right panel).
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the confidence interval using the Von Storch and Zwiers (2001)
formula. The confidence interval also takes into account the
trend, that is not removed in the computation of the skill. The
skill scores are computed either on annual mean values, or after
smoothing the timeseries with a 1-year running mean in order
to filter out seasonal climate variability and focus on interannual
prediction skill. To measure the impact of the QM on the forecast
quality, we compute the differences of ACs between the QM and
FFI, and between QM and Histo. We use the method by Siegert
et al. (2017) to identify the statistically significant differences in
skill between the various experiments.

We have used several observational datasets for verification
purposes: the GISTEMPv4 (Lenssen et al., 2019) NASA gridded
surface temperature anomaly, the EN4 (Good et al., 2013) for
the ocean heat content, and HadISST (Rayner et al., 2003) for
the computation of the AMV. For the study of the initial SST
bias and drift, we have used the NEMOVAR-ORAS4 reanalysis
(as it represents the initial reference state for QM and the
initial condition for FFI). Since observations of the full AMOC
cell and the barotropic stream function are not available, they
are validated against the NEMOVAR-ORAS4 reanalysis. The

sea level pressure is validated against the ERA-40 and ERA-
Interim reanalyses.

3. RESULTS

3.1. Forecast Drift and Mean State Biases
Initializing the predictions with a state that belongs to the
model attractor implies that the mean state of the predictions
is biased with respect to the observations since the beginning
of the forecast. The top left panel of Figure 3 shows the SST
model bias with respect to the NEMOVAR-ORAS4 reanalysis
in the first forecast month. The model displays a widespread
warm bias over the Tropical Pacific extending toward the
extratropics in the eastern basin. An even more pronounced
warm bias appears in the Southern Ocean, while the Subpolar
North Atlantic region presents an intense cold bias. These
features are consistent with the ones found in the bias of
Histo (Supplementary Figure 1). The top right panel of Figure 3
shows the annual mean climatologies of the global SST as a
function of the forecast time. Consistently with the bias map, the

FIGURE 4 | Anomaly correlation for the surface temperature calculated against the GISTEMPv4 dataset. The first column represents the quantile matching (QM) skill

in the first forecast year (top) and the 2–5 forecast years (bottom). The middle column shows the difference between QM and Histo skill, and the third column the

difference between QM and full-field initialization (FFI) skill. The black dots indicate regions of significant anomaly correlation (AC) (first column), and regions where the

difference in AC is statistically significant with 95% confident level (second and third column).
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FIGURE 5 | The same as in Figure 4, but for the sea level pressure. The anomaly correlation (AC) is calculated against ERA-40 and Era-Interim reanalysis.

QM climatology (in red) results warmer than the NEMOVAR-
ORAS4 climatology (black line), and remains close to the Histo
climatology (in yellow) throughout the whole forecast period. In
contrast, the climatology of the FFI experiment starts closer to
NEMOVAR-ORAS4 but it drifts after the first forecast year. The
reason for which the FFI experiment drifts away from the Histo
climatologies is extensively investigated in Bilbao et al. (2021),
where it is suggested to be an effect of the initial shock that leads
to a collapse in Labrador Sea convection. This issue will be further
discussed in section 3.3. However, the global drift toward colder
temperatures is not occurring all around the globe as it is shown
in the bottom right panel of Figure 3. Although a positive drift in
SST is present in the Southern Ocean, the largest negative ones
occur in the North Atlantic, particularly in the subpolar gyre
region. Conversely, and as expected, the QM largely prevents the
model drifts, with values of even an order of magnitude lower
with respect to the FFI (bottom left panel of Figure 3).

3.2. Global Skill
We first evaluate the global skill in predicting the surface
fields. The QM experiment exhibits high forecast quality in
surface temperature (first column Figure 4) and sea level pressure
(first column Figure 5) as indicated by the AC against the

GISTEMPv4 dataset and ERA-40-ERA-Interim, shown in the
first columns of Figures 4, 5, respectively. The skill in surface
temperature in the first forecast year is globally significant, the
main exceptions being a few regions over Asia and the Southern
Ocean and a small region in the North Atlantic. At longer
forecast times (2–5 forecast years), the region of non-significant
skill in the North Atlantic expands, as well as in the Southern
Ocean, and a new region in the central Tropical Pacific loses
significance. Also the sea level pressure partly loses skill after the
first forecast year and the regions with significant skill remain
the subtropical gyre region in the Pacific and the Southern
Ocean, which are the regions with the highest model biases
during the first forecast month (Figure 3). When compared
to Histo, the QM predictions show significant improvements
over a predominant part of the Pacific and over the North
Atlantic subpolar region (NASP) as well as the Southern Ocean,
during the first forecast year for both the surface temperature
(middle column Figure 4) and the sea level pressure fields
(middle column Figure 5). The significant added-value with
respect to Histo in the NASP surface temperature is maintained
at longer forecast years (bottom panels of Figure 4). However,
the improvement is partially lost at forecast years 2–5 in the zone
of the inter-gyre position, where the subpolar and subtropical
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FIGURE 6 | Skill difference in the upper 300 m ocean heat content, computed against EN4 observational dataset. The first column shows the anomaly correlation

(AC) difference between quantile matching (QM) and Histo for the first forecast year (top) and the 2–5 forecast years (bottom). The second column shows the

difference between QM and full-field initialization (FFI). The third column is a zoom on the regional mean of the western subpolar North Atlantic sector (WSPNA;

50–65◦ N, 60–30◦ W) as indicated by the black box. The AC and root mean square error (RMSE) are calculated with yearly mean data along the forecast time and are

shown, respectively, in the top and bottom panel. In red is shown the QM experiment, in blue the FFI, and in yellow the Histo. The thin lines represent the 95%

confidence interval obtained with a t-distribution for the correlation and a χ
2 distribution for the RMSE.

gyres meet. The QM also outperforms the FFI in predicting the
NASP surface temperature and, more importantly, the improved
skill maintains significance throughout the whole forecast time
(third column Figure 4). However, analogously to what is shown
in the comparison with Histo, there is a degradation of skill
along the Gulf stream for the forecast years 2–5, which could
potentially be due to a wrong positioning of the current in
the QM predictions. Differences between QM and FFI or Histo
inland temperature are marginal. The AC results are broadly
consistent with the residual correlations computed according to
Smith et al. (2019), which are shown in Supplementary Figure 2

of the Supplementary Material.
The comparison of QM with FFI for the sea level pressure

(third column Figure 5) highlights a statistically significant
skill improvement in the Antarctic circumpolar current and
a degradation of skill in the Tropical Pacific and the Indian
Ocean during the first forecast year, while significance in the skill
difference is lost at forecast years 2–5.

We now focus on the upper layer ocean heat content (0–300
m) because of its crucial role in the ocean meridional transport:
Figure 6 shows the skill comparison between QM and Histo/FFI.
Similarly to what is shown for the surface temperature, the QM
significantly improves the skill in the Pacific and the NASP region
with respect to Histo, although there is not a clear improvement
over the Southern Ocean. Besides, skill over the Indian Ocean
is improved. Part of those improvements are also maintained at
longer timescales. When comparing with the FFI prediction, we

find that the added value of the QM is mainly located over the
NASP region, consistently with the surface temperature results.

We now zoom over the western subpolar North Atlantic
region (50–65◦ N, 60–30◦ W, WSPNA), as this is a region
in which SST and ocean heat content have been shown to
influence the temperature and precipitation over the neighboring
continents (Buckley et al., 2019). The third column of Figure 6
shows the AC (first row) and the RMSE (second row) over the
WSPNA region as a function of the forecast time. The highest
values of ACs and the lowest values of RMSE over the WSPNA
region and during the entire forecast time are obtained with the
QM (red lines). Conversely, the Histo simulations (yellow lines)
do not show significant AC in any of the forecast years, whereas
the FFI loses its skill after the first forecast year.

3.3. Skill in the North Atlantic
In the previous section, we have shown significant improvements
in the NASP region, specifically in the Western sector of QM
with respect to FFI. Bilbao et al. (2021) performed an assessment
for an analogous decadal prediction experiment based on FFI,
and highlighted the collapse of deep convection in the Labrador
Sea with a consequent weakening of the AMOC, subsequent to
initialization. This led to a lack of prediction skill for the upper
ocean heat content and the surface temperature in the NASP. We
therefore look at the deep convection activity in the Labrador Sea
in an attempt to explain the origins of the QM skill improvements
presented in the previous section. Figure 7 shows the ensemble
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FIGURE 7 | Evolution of the mixed layer depth ensemble mean for the February–March–April average in the Labrador Sea. The top row shows the Histo ensemble

splitted into members that exhibit a regular convection activity (left), from the three which show no convection throughout most of the historical period (right). The

second row shows, respectively, the QM (left) and the FFI (right) evolution. The different start dates are represented with different colors. The NEMOVAR-ORAS4 is

shown in black.

mean of the mixed layer depth in the Labrador Sea (55–65◦ N,
56–46◦ W), as a proxy for the deep convection intensity, for the
February–March–April mean, which are the months of deepest
mixing. In order to better understand the behavior of the Histo
simulations, we have isolated three members that show no deep
convection throughout most of the historical period (top right
panel of Figure 7), from the rest of the Histo ensemble (top
left panel). The Histo ensemble mean with regular convection
is representative of the response to external forcings only and
shows lower values than the NEMOVAR-ORAS4 reference. In
the experiments with FFI, deep convection collapses very quickly
with forecast time (bottom right panel of Figure 7) preventing
FFI to follow the NEMOVAR-ORAS4 variability, consistently
with what was found by Bilbao et al. (2021). In contrast, QM
(bottom left panel of Figure 7) is able to partly reproduce the
variability present in NEMOVAR-ORAS4: after initialization, it
shows a slight increase in convective activity during the two peaks
observed in the 1980s and in the 1990s. However, this does not
directly translate into an increase of forecast skill, as the QM does
not improve with respect to the Histo ensemble that preserves
the convection. While Histo has a constant skill throughout the
whole forecast time, QM presents statistically significant AC only

during the first year (top left panel of Figure 8). This is probably
due to the fact that the skill in predicting the mixed layer depth
is dominated by the external forcing changes that have induced
an increase in stratification hindering convection activity. The
additional model variability that attempts at capturing the
observed one rather constitutes an additional noise, which is
detrimental to the forecast performance. The results in terms of
RMSE (bottom left panel of Figure 8) are consistent with what is
shown by the AC.

We assess the skill in predicting the barotropic circulation by
looking at the barotropic stream function, which characterizes
the horizontal water transport integrated vertically in the
Labrador Sea (right column of Figure 8). We find that Histo do
not show any skill. The initialized predictions, on the other hand,
have similar skill at the beginning of the forecast. However, the
skill of FFI deteriorates with forecast time and is lost at forecast
year 3, while the skill of QM is maintained throughout the whole
forecast time.

In summary, we have shown that the QM avoids the Labrador
Sea deep convection collapse that occurs in the FFI experiment,
and improves the prediction skill of the barotropic stream
function with respect to both the FFI and the Histo simulations.
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FIGURE 8 | Anomaly correlation of the mixed layer depth (top left panel) and the barotropic stream function (top right panel) in the Labrador Sea (55–65◦N,

56–46◦W). The second row shows the respective root mean square error (RMSE). Quantile matching (QM) is shown in red, the full-field initialization (FFI) in blue, the

Histo with convection is shown in yellow, and in purple the Histo members with no convection. The skill are computed against NEMOVAR-ORAS4, using the

February–March–April mean for the mixed layer depth, and a running mean of 12 months for the barotropic stream function. The thin lines represent the 95%

confidence interval obtained with a t-distribution for the correlation and a χ
2 distribution for the RMSE.

We are now interested in investigating the effect of these
improvements on the AMOC. Since the AMOC skill depends on
the latitude range at which it is considered, we show the results in
a Hovmoller diagram of the AC (Figure 9). We have computed
the AMOC index as the maximum of the Atlantic meridional
overturning stream function in adjacent latitude-depth boxes
of latitude range of 2 degrees (from 20◦ to 60◦ N) and depth
range of 900–3,000 m depth. If we focus north of 40◦N, the FFI
starts with high skill that progressively deteriorates until the third
forecast year down to an AC smaller than 0.1, probably due to
the collapse in deep convection. This is largely improved by the
QM that shows high skill in predicting the AMOC, particularly
at subpolar latitudes, for the entire forecast time. The skill of
FFI at lower latitudes is marginally higher than the QM one
throughout the whole forecast time. One reason to explain this is
that the detrimental effect of the convection collapse might need
longer time to propagate at lower latitudes than the 5 years that
we have available. The skill of the Histo simulations is constant

with forecast time. This is consistent with the results in Borchert
et al. (2021), where the good representation of the NASP SST
in the CMIP6 historical simulations is attributed to the AMOC-
related response to the forcings (volcanic eruptions and partly
solar forcing).

Finally, we complement the North Atlantic analysis with
the assessment of the skill in predicting the AMV. The AMV
index is calculated as the difference between the regional SST
anomalies in the North Atlantic (0◦ to 60◦ N and 80◦ to 0◦

W) and the global mean SST anomalies (between 60◦ S and
60◦ N), following the definition by Trenberth and Shea (2006).
The ensemble QM predictions successfully capture the observed
warming trend (left panel of Figure 10). In terms of skill, both
the initialized predictions and the Histo simulations succeed in
predicting the AMV index with skill significantly different than
0 along the whole forecast period as shown by the confidence
intervals (thin lines in Figure 10). The prediction skill of FFI
starts close to the skill of Histo and it might be generated
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FIGURE 9 | Hovmoller diagrams of the AMOC anomaly correlation with NEMOVAR-ORAS4. The Atlantic Meridional Overturning Circulation (AMOC) is calculated as

the maximum of the Atlantic meridional overturning stream function over adjacent boxes of 2◦ latitude (from 20◦ to 60◦ N) and 900–3,000 m depth. The panels show,

respectively, the quantile matching (QM) (top left), the full-field initialization (FFI) (top right), the Histo (bottom left), and the difference between the QM and the FFI

skill (bottom right).

FIGURE 10 | Atlantic multidecadal variability (AMV) index for the quantile matching (QM) predictions (left). The index computed from HadISST is shown in black. The

different colors represent the different start dates. The anomaly correlation (AC) and the root mean square error (RMSE) of the AMV index are shown, respectively, in

the central and right panels. The skill scores are calculated against the HadISST dataset, applying a 2-year running mean to the data. As in previous figures, the thin

lines represent the 95% confidence interval obtained with a t-distribution for the correlation and a χ
2 distribution for the RMSE.
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by the AMV persistence. During the first two forecast years,
QM outperforms FFI, both in terms of AC and RMS (second
and third panel of Figure 10), although the difference is not
statistically significant.

4. DISCUSSION AND CONCLUSIONS

In this study, we have presented a novel initialization method for
decadal climate predictions, namely the quantile matching. This
method aims at tackling two major issues:

• The drift coming from initializing the predictions away
from the model preferred trajectories, similarly to any other
anomaly initialization method;

• The potential inconsistencies between the observed/model
distribution of variability.

The quantile matching method selects the initial condition
of the prediction as the model state, which is identically
located in the model distribution as the observed initial
state in the observed distribution. Therefore, the initial
state belongs to the model attractor, reducing the drift.
Moreover, matching in the observed and model statistical
distributions scales the observed variability toward the model
one, correcting any potential amplitude incompatibilities. The
forecast skill assessment of a decadal prediction with EC-Earth3,
initialized with the quantile matching method, has led to the
following findings:

• Surface temperature has high significant skill throughout the
forecast years, in agreement with other studies (e.g., Smith
et al., 2019).

• In the North Atlantic subpolar region, the quantile matching
enhances the surface temperature and ocean heat content
skill, compared to the historical simulations and the full field
initialized predictions.

• The quantile matching avoids a collapse of deep convection
in the Labrador Sea that occurred in the full field initialized
predictions. This could be due to the positive effect of
initializing the predictions on the model attractor. However,
initialization does not seem to have a direct impact on the skill
of the mixed layer depth, as no significant skill improvements
are detected compared to the historical simulations. This is
probably due to the fact that the skill in predicting the mixed
layer depth is dominated by the trend that the historical
simulations is able to capture.

• The skill of the barotropic stream function in the Western
subpolar North Atlantic sector for the quantile matching
predictions is significant throughout the whole forecast period
and is the highest compared to both the full field initialized
predictions and the historical simulations.

• The quantile matching has a positive impact on the Atlantic
Meridional Overturning Circulation, which is skillfully
predicted throughout the whole forecast time. The Atlantic
Multidecadal Variability is well-forecasted along the whole
forecast time by both the initialized predictions and the
historical simulations.

The effect of the reduced prediction drift
translates into an improved forecast skill of the
meridional and barotropic ocean transports in the
North Atlantic.

Considering that the ocean holds most of the memory in the
climate system, we have performed the quantile matching on
the ocean model component only. However, previous studies
have highlighted the importance of having a sea-ice initial state
consistent with the ocean state (Volpi et al., 2017a; Tian et al.,
2020). Therefore, the use of different initialization techniques
for the ocean and sea-ice components could have generated
some instabilities in the quantile matching decadal predictions.
A step further for this work would be performing the quantile
matching also in the sea-ice model component. Besides, the use
of more sophisticated atmosphere-ocean coupled initialization
technique (Counillon et al., 2014; Brune and Baehr, 2020) would
address the issue of the initial shock originated by the use of
disjoint reanalyses for the initialization of the model components
(Mulholland et al., 2015).
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A remaining carbon budget (RCB) estimates howmuch CO2 we can emit and still reach a

specific temperature target. The RCB concept is attractive since it easily communicates

to the public and policymakers, but RCBs are also subject to uncertainties. The expected

warming levels for a given carbon budget has a wide uncertainty range, which increases

with less ambitious targets, i.e., with higher CO2 emissions and temperatures. Leading

causes of RCB uncertainty are the future non-CO2 emissions, Earth system feedbacks,

and the spread in the climate sensitivity among climate models. The latter is investigated

in this paper, using a simple carbon cycle model and emulators of the temperature

responses of the Earth System Models in the Coupled Model Intercomparison Project

Phase 6 (CMIP6) ensemble. Driving 41 CMIP6 emulators with 127 different emission

scenarios for the 21st century, we find almost perfect linear relationship between

maximum global surface air temperature and cumulative carbon emissions, allowing

unambiguous estimates of RCB for each CMIP6 model. The range of these estimates

over the model ensemble is a measure of the uncertainty in the RCB arising from the

range in climate sensitivity over this ensemble, and it is suggested that observational

constraints imposed on the transient climate response in themodel ensemble can reduce

uncertainty in RCB estimates.

Keywords: remaining carbon budget, climate model emulator, climate sensitivity, CMIP6, transient climate

response, integrated assessment model

1. INTRODUCTION

The concept of remaining carbon budgets (RCBs) is appealing and highly applicable to climate
mitigation policy (Zickfeld et al., 2009). It allows us to relate a specific climate target to the
remaining greenhouse gases humans can release into the atmosphere and still comply with
this target. However, like all simple ideas in climate science, it demonstrates ambiguities and
uncertainties. Ambiguities arise as the number of specific definitions of temperature targets and
RCBs increase during efforts to make concepts and procedures precise. More important, however,
are the uncertainties arising from the large spread in model projections, including those of state-
of-the-art climate and Earth system models (ESMs). Notably, the spread across the ensemble of
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models and the corresponding uncertainties in their equilibrium
climate sensitivity (ECS) and RCB do not seem to diminish with
increasing model complexity. The state-of-the-art versions of
ESMs included in the Coupled Model Intercomparison Project
Phase 6 (CMIP6) show a span in ECS of 1.6–5.6 K with 10 models
out of 27 exceeding 4.5 K (Zelinka et al., 2020). The increase
in ECS is primarily linked to a stronger positive cloud feedback
in some of the models, although this is still under investigation.
The transient climate response (TCR), defined as the mean global
temperature anomaly in a 20-year period centered on year 70 in a
model experiment where CO2 concentrations increases by 1% per
year, shows a span of 1.3–3.0◦C in the CMIP6 experiments shown
in Table 1. In the remainder of this paper these are referred to as
1% per year experiments.

It is generally accepted that there is an approximate scenario
independence in the relationship between the cumulative CO2

emissions and the global mean surface air temperature (GSAT)
over a considerable range of realistic mitigation scenarios
(Allen et al., 2009; Gregory et al., 2009; Matthews et al., 2009;
Meinshausen et al., 2009; Gillett et al., 2013; Goodwin et al., 2015;
MacDougall and Friedlingstein, 2015; MacDougall, 2016; Rogelj
et al., 2016, 2019). More precisely, there is an approximately
linear relationship between the GSAT a given year and the
cumulative emissions up to that year. Moreover, it turns out that
in scenarios for which the emissions drop to zero at a given year,
the GSAT will peak approximately that year, and hence the peak
GSAT and the cumulative emissions up to the year of zero annual
emissions satisfy the same linear relationship. The increase in
GSAT per unit of emitted CO2 given by this linear relation is
called the transient climate response to cumulative emissions of
carbon (TCRE) (Gregory et al., 2009; Stocker et al., 2013).

In this paper, we compare the cumulative emissions after
2018 in emission scenarios from the Integrated Assessment
Modeling Consortium & International Institute for Applied
Systems Analysis (IIASA) (Huppmann et al., 2018). Details are
given in Figure 1 and Table 2. For those scenarios where annual
CO2 emissions have dropped to zero a year in this century, we
compute the cumulative emissions up to that year. For those
scenarios where annual emissions are still positive in year 2100,
we compute the cumulative emissions up to year 2100. The
corresponding GSAT values are evaluated for those years by
means of a simple impulse-response model, similar to the FaIR
model (Smith et al., 2018; Leach et al., 2020). A linear relationship
between GSAT and cumulative emissions computed this way is
estimated using linear regression, and the slope of the regression
line serves as an estimate of TCRE. We define a climate target
as a particular GSAT-value, e.g., 2.0◦C above the pre-industrial
baseline, and the estimated RCB for this target is obtained by the
estimated linear relationship.

The transient climate response obtained by this procedure is
the so-called effective transient climate response to cumulative
emissions of carbon (ETCRE), since the emission scenarios
contain other anthropogenic emissions than CO2 (Matthews
et al., 2017). The ETCRE includes warming from other
greenhouse gases than CO2, most importantly methane, and
for cooling effects due to atmospheric aerosols. In contrast,
the CO2-only TCRE is defined as the warming attributable to

CO2 forcing alone. One can estimate the CO2-only TCRE from
ESM experiments, driven by atmospheric CO2 concentration
increases by 1% per year. The CO2 emissions can be derived from
the specified atmospheric CO2 concentrations and the modeled
atmosphere-ocean and atmosphere-land CO2-fluxes, and hence
the CO2-only TCRE can be computed by dividing the GSAT
increase by the cumulative emissions. Using 15 CMIP5 models,
Gillett et al. (2013) find CO2-only TCRE in the range 0.22 −

−0.65◦C per 1,000 Gt CO2, with a mean of 0.44◦C per 1,000
Gt CO2. Analyzing 11 CMIP6 models, Arora et al. (2020) found
CO2-only TCRE in the range 0.33 − 0.58◦C per 1,000 Gt CO2,
with a mean of 0.44◦C per 1,000 Gt CO2.

The basis of these estimates are scenarios where atmospheric
CO2 concentration increases by 1% per year, and not scenarios
where we reduce emissions to mitigate climate change. The
reason why this does not pose a problem is the above mentioned
scenario-independence of the relation between the GSAT and
the cumulative emissions. The physical mechanism behind this
scenario-independence is a subtle balance between a delayed
warming of earlier emissions and a cooling associated with a
negative forcing due to CO2 uptake by oceans and land. If
all emitted CO2 would have remained in the atmosphere (no
sinks) the warming would be delayed due to the thermal inertia
of the ocean, and more so in scenarios with high emissions.
However, the net CO2 take-up by the ocean and land biosphere
will increase as atmospheric concentration increases, and the
ESMs indicate that the reduced CO2 forcing due to this uptake
approximately offsets the additional forcing represented by the
radiation imbalance due to the delayed warming of the ocean
surface. It also turns out that the warming is approximately
proportional to the size of the emission increment and not
strongly dependent on the background CO2 concentration. The
implication is the linear dependence of GSAT on cumulative
emissions, and hence the GSAT will not increase if the emissions
stop; the temperature maximum will coincide with the time
the annual emissions drop to zero (Matthews et al., 2017;
MacDougall et al., 2020).

There are several ways of adjusting CO2-only TCREs and
RCBs to obtain their effective counterparts. One method is to
estimate the fraction of the total radiative forcing attributable
to anthropogenic CO2-emissions. In the CMIP5 ensemble, the
multi-model mean ratio of CO2 forcing to total anthropogenic
forcing has been estimated to be 0.86 (Meinshausen et al., 2011;
Matthews et al., 2017), which yields a multi-model mean ETCRE
of 0.51◦C per 1,000 Gt CO2 based on the CO2-only estimate of
0.44◦C per 1,000 Gt CO2 (Gillett et al., 2013).

Another approach (Matthews et al., 2017) is to estimate the
ETCRE by dividing the observed 1861–2015 GSAT increase of
0.99◦C by the 1870–2015 cumulative CO2 emissions of 2,035 Gt
CO2 to obtain ETCRE = 0.49◦C per 1,000 Gt CO2. However,
in ambitious yet realistic future mitigation scenarios, where
emissions are brought rapidly to zero in this century, the ratio
of CO2 forcing to total anthropogenic forcing may deviate from
the historical estimates. The method applied in this paper is
to analyze open-source scenarios constructed using integrated
assessment models (IAMs) (Huppmann et al., 2018) (Figure 1
and Table 2). In these scenarios, the total emissions of various
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TABLE 1 | The parameters d1,d2,d3 are estimated weights for the three temperature responses with time constants 0.5, 10, 100 yrs, respectively, for the 41 CMIP6

models.

Earth system model d1 (K m2/W yrs) d2 (K m2/W yrs) d3 (K m2/W yrs) F2×CO2
(W m−2) ECS (K) TCR (K)

ACCESS-CM2 0.34 0.040 0.006 3.4 4.7 2.1

ACCESS-ESM1-5 0.49 0.035 0.005 2.8 3.9 1.9

AWI-CM-1-1-MR 0.45 0.031 0.003 3.6 3.2 2.1

BCC-CSM2-MR 0.60 0.020 0.004 3.1 3.0 1.7

BCC-ESM1 0.35 0.037 0.004 3.0 3.3 1.8

CAMS-CSM1-0 0.39 0.023 0.001 4.2 2.3 1.7

CanESM5 0.22 0.054 0.006 3.7 5.6 2.5

CAS-ESM2-0 0.62 0.029 0.003 3.3 3.5 2.1

CESM2 0.46 0.023 0.008 3.3 5.2 2.1

CESM2-FV2 0.61 0.027 0.007 2.9 5.2 2.0

CESM2-WACCM 0.65 0.026 0.005 3.3 4.7 2.3

CESM2-WACCM-FV2 0.27 0.037 0.007 2.9 4.8 1.7

CMCC-CM2-SR5 0.38 0.037 0.003 3.8 3.5 2.1

CNRM-CM6-1 0.17 0.051 0.004 3.6 4.9 2.2

CNRM-CM6-1-HR 0.50 0.038 0.003 4.0 4.3 2.4

E3SM-1-0 0.26 0.070 0.006 3.3 5.3 3.0

EC-Earth3-Veg 0.33 0.050 0.006 3.4 4.3 2.6

FGOALS-f3-L 0.47 0.022 0.002 4.1 3.0 1.9

FGOALS-g3 0.42 0.017 0.003 3.7 2.8 1.5

GFDL-CM4 0.59 0.028 0.004 3.2 3.9 2.0

GFDL-ESM4 0.39 0.026 0.001 3.8 2.6 1.6

GISS-E2-1-G 0.74 0.021 0.000 3.6 2.8 2.2

GISS-E2-1-H 0.39 0.033 0.003 3.5 3.1 1.9

GISS-E2-2-G 0.45 0.028 0.000 3.7 2.4 1.7

IITM-ESM 0.41 0.015 0.001 4.6 2.4 1.7

INM-CM4-8 0.53 0.022 0.002 2.7 1.8 1.3

INM-CM5 0.40 0.026 0.002 2.9 1.9 1.4

IPSL-CM6A-LR 0.32 0.046 0.006 3.4 4.6 2.3

KACE-1-0-G 0.01 0.037 0.006 3.3 4.4 1.4

MIROC-ES2L 0.41 0.024 0.001 4.1 2.7 1.8

MIROC6 0.23 0.028 0.002 3.7 2.6 1.3

MPI-ESM1-2-HR 0.43 0.021 0.003 3.6 3.0 1.7

MPI-ESM1-2-LR 0.39 0.024 0.002 4.2 3.0 1.8

MRI-ESM2-0 0.50 0.016 0.003 3.5 3.1 1.6

NESM3 0.70 0.034 0.003 3.7 4.8 2.7

NorCPM1 0.41 0.024 0.003 3.3 3.0 1.6

NorESM2-LM 0.67 0.003 0.003 3.4 2.6 1.5

NorESM2-MM 0.52 0.009 0.003 3.8 2.5 1.3

SAM0-UNICON 0.49 0.030 0.002 3.9 3.7 2.3

TaiESM1 0.44 0.037 0.003 4.0 4.3 2.4

UKESM1-0-LL 0.41 0.052 0.005 3.6 5.4 2.8

The table also contains the 4×CO2 forcing, ECS, and TCR derived from 4×CO2 and 1% experiments in each model.

greenhouse gasses and aerosols emissions are known, and we can
obtain corresponding temperatures using a simplified version of
the FaIR model (Smith et al., 2018; Leach et al., 2020). To assess
the uncertainties in RCBs, one should ideally explore an ensemble
of realistic mitigation scenarios using the full set of ESMs in the
CMIP6 ensemble, which is not feasible due to the computational
costs. In this study, we parameterize the temperature response

module in our simple model by fitting those model parameters to
the temperature response in two standard CO2-forcing scenarios
in each of the ESMs in the CMIP6 ensemble. Each of these
simple response models emulates the corresponding temperature
response to total forcing in the ESM. Combining this temperature
module with the greenhouse gas and aerosol forcing module in
the FaIR model we compute a temperature response to each of
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FIGURE 1 | Emissions of greenhouse gasses and aerosols in the scenarios listed in Table 2. (a): Carbon dioxide (CO2). (b): Methane (CH4). (c): Nitrous oxide (N2O).

(d): Ammonia (NH3). (e): Nitrogen oxide (NOx ). (f): Sulfur oxide (SOx ). (g): Organic carbon (OC). (h): Black carbon (BC). (i): Volatile organic compounds (VOC).

the emission scenarios, and the resulting GSAT time series and
CO2 emission time series in each of these model runs allows us
to analyze the relationship between cumulative emissions and
peak temperatures, and estimate ETCRE and RCBs. Our simple
modeling set-up, described in section 2, is based on generally
accepted results from the climate modeling literature, while
keeping them operational and straightforward.

The philosophy of our approach has similarities to that of
MacDougall et al. (2017). They emulated an ensemble of CMIP5
models by means of a climate model of intermediate complexity
parameterized to have the climate sensitivity, radiative forcing,
and ocean heat uptake efficiency as diagnosed from each CMIP5

model. However, their modeling framework was restricted to
1% per year experiments in the CMIP5 models which imposes
carbon fluxes between the atmosphere and ocean and the
atmosphere and terrestrial biosphere that may not be consistent
with a fully coupled system. Apart from using a different
emulator model and emulating a more recent generation of
CMIP models, the main novelty in our approach is the
application of the emulator model fitted to 41 CMIP6 model
versions to an ensemble of 127 emission scenarios for the twenty-
first century. The statistics of the estimates of ETRCE and
RCB are therefore based on 5,207 distinct simulations of the
emulator model.
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TABLE 2 | The Shared Socioeconomic Pathways (SSPs) and integrated assessment models (IAMs) that form the 127 emission scenarios shown in Figure 1.

AIM/CGE GCAM4 IMAGE MESSAGE-GLOBIOM REMIND-MAGPIE WITCH-GLOBIOM

SSP1-19 X X X X X X

SSP1-26 X X X X X X

SSP1-34 X X X X X X

SSP1-45 X X X X X X

SSP1-60 X

SSP1-Baseline X X X X X X

SSP2-19 X X X X

SSP2-26 X X X X X X

SSP2-34 X X X X X X

SSP2-45 X X X X X X

SSP2-60 X X X X X X

SSP2-Baseline X X X X X X

SSP3-34 X X X X

SSP3-45 X X X X

SSP3-60 X X X X

SSP3-Baseline X X X X X

SSP4-19 X

SSP4-26 X X X X

SSP4-34 X X X X

SSP4-45 X X X X

SSP4-60 X X X

SSP4-Baseline X X X X

SSP5-19 X X

SSP5-26 X X X

SSP5-34 X X X X X

SSP5-45 X X X X X

SSP5-60 X X X X X

SSP5-Baseline X X X X X

Note that the emission time series given in Figure 1 that can be used to drive ESMs for each SSP come in different versions from each IAM used to generate these time series. These

IAMs are indicated in the upper row in the table.

2. MODELING SET-UP

We use a simple modeling set-up where atmospheric CO2

concentrations are computed from the emissions, ECO2 (t), using
the approach of Leach et al. (2020) which builds on Smith et al.
(2018). Details are explained in those papers. The FAIR model
uses anthropogenic fossil fuel and land use CO2 emissions as
input and partitions them into four pools Ri;

CCO2 (t) = CCO2 ,PI +

4∑

i=1

Ri(t) ,

where C CO2 ,PI = 280 ppm is the pre-industrial concentration.
The pools represent differing time scales of carbon uptake. Here
i = 1 represents uptake by geological processes, i = 2 the deep
ocean, i = 3 the biosphere, and i = 4 the ocean mixed layer. The
concentration in each pool varies according to the equation,

dRi

dt
= aiE CO2 (t)−

1

τ CO2 ,iα
Ri ,

where E CO2 (t) is the CO2 emission rate, ai is the partition
fraction (

∑4
i=1 ai = 1), and τ CO2 ,iα is the characteristic time

scale of the i’th pool, where the state-dependence is built into the
model by letting α depend on the global temperature T(t) and the
cumulative uptake Gu of agent u since initialization of the model;

Gu(t) =

4∑

i=1

[

ai

∫ t

t0

E CO2 (s)ds− Ri(t)

]

.

The time t0 refers to the year 1750. The model for α is

α(T,Gu) = g0 exp

(
r0 + ruGu + rTT

g1

)

,

where r0 is the strength of pre-industrial uptake from the
atmosphere, ru is sensitivity of uptake from atmosphere to
cumulative uptake of agent since model initialization, and rT is
such sensitivity to model temperature. The parameters g0 and
g1 are determined by ai and τ CO2 ,i, i = 1, . . . , 4, and are not
independent parameters. The equations determining them are
given and explained in Leach et al. (2020).
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Wemodel the concentrations of methane and nitrous oxide as
linear responses of scenario data for emissions:

C CH4 (t) = C CH4 , PI +

∫ t

t0

G CH4 (t − s)E CH4 (s) ds .

and

C N2O(t) = C N2O, PI +

∫ t

t0

G N2O(t − s)E N2O(s) ds .

with G CH4 (t) = c CH4 e
−t/τ CH4 , and similarly for N2O.

The factors c CH4 and c N2O are chosen to yield the current
atmospheric methane and nitrous oxide concentrations based on
the emissions since 1750 (Boden et al., 2017; Saunois et al., 2020).
The pre-industrial concentrations are set to C CH4 , PI = 700 ppb
and C N2O, PI = 270 ppb.

The radiative forcing associated with greenhouse gas
concentrations is computed using Equations (7)– (9) in Smith
et al. (2018) with parameters presented in Table 3:

F CO2 =

[

ξ1(C CO2 − C CO2 , PI)
2
+ ξ2|C CO2 − C CO2 , PI|

+ξ3(C N2O + C N2O, PI)+
F 2×CO2

ln(2)

)
]

ln

(
C CO2

C CO2 , PI

)

F CH4 =

[

ξ4(C CH4 + C CH4 , PI)+ ξ5(C N2O + C N2O, PI)+ ξ6

]

(√
C CH4

µ
−

√
C CH4 , PI

µ

)

F N2O =

[

ξ7(C CO2 + C CO2 , PI)+ ξ8(C N2O + C N2O, PI)

+ξ9(C CH4 + C CH4 , PI)+ ξ10

](√
C N2O

µ
−

√
C N2O, PI

µ

)

,

where µ = 1 ppm. The number F 2×CO2 is the forcing
associated with a CO2-doubling. This number is model-
dependent and obtained from the Gregory plots for the abrupt
4×CO2 experiments in the CMIP6 ensemble (Gregory et al.,
2004). Aerosol forcing is modeled to be proportional to
aerosol emissions:

F aero = γ NH3E NH3 + γ BCE BC

+ γ OCE OC + γ NOXE NOX + γ VOCE VOC

+ γ SOXE SOX + F aero, cloud(E BC,E OC,E SOX) ,

where the additional term

F aero, cloud(E BC,E OC,E SOX)

= F0
f (E BC,E OC,E SOX)− f (E

(1765)
BC ,E

(1765)
OC ,E

(1765)
SOX )

f (E
(2011)
BC ,E

(2011)
OC ,E

(2011)
SOX )− f (E

(1765)
BC ,E

(1765)
OC ,E

(1765)
SOX )

TABLE 3 | Overview of the model parameters used to compute greenhouse gas

concentrations, greenhouse forcing, and aerosol forcing, following the approaches

in Smith et al. (2018) and Leach et al. (2020).

Parameter Unit Value

CCO2 ,PI ppm 280

CCH4 ,PI ppb 700

CN2O,PI ppb 270

a1 ppm/Gt CO2 0.059

a2 ppm/Gt CO2 0.061

a3 ppm/Gt CO2 0.077

a4 ppm/Gt CO2 0.075

τCO2 ,1 yrs 1× 105

τCO2 ,2 yrs 394

τCO2 ,3 yrs 36.5

τCO2 ,4 yrs 4.3

τCH4
yrs 12.3

τN2O yrs 110

r0 30.4

ru 1/(Gt CO2) 4.8× 10−3

rT K−1 2.64

g0 0.01

g1 11.4

cCH4
ppb/(Mt CH4 yr−1) 0.34

cN2O ppb/(Mt N2O yr−1) 2× 10−4

ξ1 Wm−2/ppm2
−2.4× 10−7

ξ2 Wm−2/ppm 7.2× 10−4

ξ3 Wm−2/ppb −1.05× 10−4

ξ4 Wm−2/ppb −6.5× 10−7

ξ5 Wm−2/ppb −4.1× 10−6

ξ6 Wm−2 0.043

ξ7 Wm−2/ppm −4.0× 10−6

ξ8 Wm−2/ppb 2.1× 10−6

ξ9 Wm−2/ppb −2.45× 10−6

ξ10 Wm−2 0.117

γNH3
Wm−2/(Mt NH3 yr−1) −1.56× 10−3

γBC Wm−2/(Mt BC yr−1) 16× 10−3

γOC Wm−2/(Mt OC yr−1) −1.45× 10−3

γNOx Wm−2/(Mt NO2 yr−1) −3.6× 10−4

γVOC Wm−2/(Mt VOC yr−1) −3.8× 10−4

γSOx Wm−2/(Mt SO2 yr−1) −2.07× 10−3

F0 Wm−2
−0.45

β1 −1.95

β2 1/(Mt SO2 yr−1) 5.55× 10−3

β3 1/(Mt BC yr−1) 13.9× 10−3

accounts for aerosol-cloud indirect effect. Here
f (E BC,E OC,E SOX) = β1 ln(1+ β2E SOX + β3(E BC + E OC)). All
parameter values are listed in Table 3.

Our model for the temperature response is

T(t) =

∫ t

t0

GT(t − s)F tot(s)ds , (1)
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FIGURE 2 | The points are the GSAT from the first 150 yrs in 4×CO2 experiments and 1%-per-yr experiments in CMIP6. The solid curves are the simultaneous

least-squares estimates to the two time series of a linear response to the forcings F (t) = F4×CO2
2(t) and F (t) = F2×CO2

(log(1.01)/ log(2))t.
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with F tot = F CO2 + F CH4 + F N2O + F aero and

GT(t) =

3∑

i=1

die
−t/τi .

To prevent statistical overfitting we use fixed, but well-separated
time scales τi, chosen to be 0.5, 10, and 100 yrs (Fredriksen
and Rypdal, 2017). The factors di are estimated simultaneously
from the first 150 yrs in 4×CO2 experiments in CMIP6, and
the first 150 yrs in experiments where the CO2 concentration
is increased by 1% per yr (Figure 2). The time series are drift-
adjusted using control runs of the CMIP6 models. The method
for estimation is linear regression and the forcings used are
F(t) = F 4×CO22(t), where 2(t) is the unit step function,
and F(t) = F 2×CO2 (ln(1.01)/ ln(2))t, for the two experiments,
respectively. The slow climate response, in this case the parameter
d3, is not well-constrained by 150-yr runs (Sanderson, 2020).
However, the analyses in presented in this paper only concern
GSAT up to the year 2100, and are insensitive to this uncertainty.
Table 1 shows the estimated parameters d1, d2, and d3 for the
41 models in the CMIP6 ensemble. The table also shows the
TCR, ECS, and F2×CO2 of each climate model. The ECS-values
are estimated using the standard Gregory-plot technique and
the TCR-values are obtained from the CMIP6 runs where CO2

concentrations are increased by 1% per year. Using the updated
HadCrut data set we set the present-day GSAT at 1.1◦C above
the 1850–1900 baseline (Morice et al., 2012). Historical CO2 and
methane emissions are obtained from Hoesly et al. (2018).

The integral in Equation (1) is computed as a discrete sum

t∑

s=t0

GT(t − s+ δ)F tot(s)1s , (2)

where F tot(s) are annual forcing values and 1s = 1 yr. We
use δ = 0.5 yrs, which corresponds to the midpoint rule
in the approximation of the integral. Using δ = 0 will lead
to over-estimation of the temperature response compared to
the exact integrals used in the parameter estimation. Figure 3
shows that δ = 0.5 yrs gives agreement between the TCRs
estimated directly from the ESMs and the TCRs estimated from
the discrete-time emulators.

3. RESULTS

Our results show that the linear relationship between total
emissions andmaximumGSAT is an excellent approximation for
each temperature-responsemodel for cumulative emissions up to
5,000 Gt CO2 after 2018, but that the ETCRE varies considerably
over the ensemble of different temperature responses (Figure 4).
Over the ensemble we find a mean ETCRE of 0.42◦C per 1,000
Gt CO2, with a 66% confidence range of 0.35–0.47◦C per 1,000
Gt CO2 (Figure 5A). Here 66% confidence range means the
range between the 17 and 83% percentiles for the ensemble of
41 ETCREs estimated as the slope of the regression lines shown
in Figure 4. Throughout this paper, 66% confidence range always
refers to a range over a specified ensemble of models.

FIGURE 3 | Comparison of TCR estimated from the 1% per year experiments

in 41 ESMs and the TCR estimated in the corresponding emulators. The figure

shows that the computed climate response using the discretization in

Equation (2) is unbiased when using the midpoint rule, i.e., δ = 0.5 yrs.

Nijsse et al. (2020) have recently constrained TCR to the
range 1.3–2.1 K by leaving out models with TCR≥ 2.2 from the
ensemble. Restricting to this sub-ensemble, the 66% confidence
range for ETCRE is lowered to 0.33–0.40◦C per 1,000 Gt CO2
(Figure 5B).

The cumulative emissions (the RCB) for a given peak
temperature target, computed for each ESM, is estimated from
the regression line for that ESM in Figure 4. It allows us to
construct the histograms shown in Figures 6A–D. They show
how the cumulative emissions are distributed over the 41 ESMs
for four different temperature targets. We note that the RCB
varies by a factor of two over the model ensemble. Restricting
to the sub-ensemble of models with TCR< 2.2, we find the
histograms shown in Figures 6E–H. This restriction imposes a
significant constraint on the lower end of the RCB range for
each target, ruling out the more pessimistic estimates for the
remaining carbon budget.

The differences in ETCRE between the high- and low-
sensitivity models are illustrated in Figure 7 For the sub-
ensemble of climate models with TCR ≥ 2.2 K, the mean ETCRE
is 0.52◦C per 1,000 Gt CO2, with a 66% confidence range of
0.45–0.57◦C per 1,000 Gt CO2. For those climate models with
TCR < 2.2 K, the mean ETCRE is 0.37◦C per 1,000 Gt CO2, with
a 66% range of 0.30–0.43◦C per 1,000 Gt CO2. In Figure 8 the
maximumGSAT is plotted against the cumulative CO2 emission.
This cumulative emission is different for every emission scenario,
while the maximum GSAT varies across models for the same
scenario. Thus, there are 127 columns of points, one for each
scenario, and each point in the same column gives the GSAT
for a specific model driven by that scenario. Hence, each column
contains 41 points, where the blue points represents models in
the TCR< 2.2 K sub-ensemble, and the red points the models in
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FIGURE 4 | Estimates of ETRCE. Each panel contains 127 points representing maximum GSAT vs. cumulative CO2 emissions obtained from our simple emulator for

the indicated CMIP6 ESM, i.e., each point represents one of the 127 emission scenarios. The parameters d1,d2,d3 estimated for each ESM are shown in Table 1.

The regression lines demonstrate approximately linear relationships between total positive CO2 emissions between 2018 and 2100 and the maximum GSAT for the

ensemble of emission scenarios for each of the 41 different climate models in the CMIP6 ensemble. ETCRE estimates are obtained from the slopes of regression lines.

the TCR≥ 2.2 K sub-ensemble. The blue- and red-shaded areas
depict the 66% ranges of GSAT in the two sub-ensembles for each
scenario. We observe that the corresponding difference in RCB

between the two sub-ensembles grows approximately linearly
with increasing temperature target above 1.5 ◦C, and that model
uncertainty in RCB grows linearly with the temperature target.
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FIGURE 5 | (A) The histogram of ETCRE-values obtained by using the full set of temperature-response models. (B) The histogram of ETCRE-values obtained using

only temperature response models informed by CMIP6 models with TCR in the range 1.3–2.2 K.

The width of the 66% confidence range for RCB increases from
800 to 2,500 GtCO2 as the target increases from 1.5 to 3.0 ◦C.

Figure 8 shows that the estimated ETCRE scales linearly with
the TCR of the ESMs estimated from 150 yrs 1% per year
experiments. The estimated relationship is

ETCRE = a+ bTCR ,

with a = 0.21◦C per 1,000 Gt CO2 and b = 0.01 per 1,000 Gt
CO2. The TCR ranges from 1.3 to 3.0◦C in the CMIP6 ensemble,
corresponding to a range of 0.29 to 0.64◦C per 1,000 Gt CO2
in ETCRE.

4. DISCUSSION

The results shown in Figure 4 demonstrate the linearity of
the maximal GSAT response to cumulative emissions over the
ensemble of 127 SSP scenarios in all emulated CMIP6 models.
It allows accurate estimates (small spread over the ensemble of
scenarios) of the ETCRE associated with each emulated CMIP6
model. There is, however, a large spread in this model-specific
ETRCE over the CMIP6 ensemble as shown in Figures 5A,B.
The importance and novelty of these results are that the main
uncertainty of the ETRCE and the associated RCB is not due to
the spread of realistic emission scenarios, but rather the spread
of sensitivities over the CMIP6 model ensemble. Figure 8 also
demonstrates the close correlation between the ETRCE and the
transient climate response TCR over the CMIP6 ensemble, which
suggests that constraints obtained on the climate sensitivity,
leading for instance to removal of hyper-sensitive models from

the ensemble, will reduce the uncertainty in the estimates of the
ETRCE and the RCB.

The proportionality between TCRE and TCR is not new,
this was discussed in Gillett et al. (2013), and more recently
in Jones and Friedlingstein (2020). It is shown in this paper,
however, that it also holds for the ETCRE, i.e., as the non-CO2

emissions are taken into account. This may not come entirely
as a surprise, since studies based on the standard Representative
Concentration Pathways Scenarios RCP2.6, RCP4.5, RCP6.0, and
RCP8.5 show consistent dependence between non-CO2 and CO2

forcing throughout the twenty-first century (e.g., Williams et al.,
2017). The RCPs set pathways for greenhouse gas concentrations
from which the emission pathways are derived, and hence
do not represent realistic socioeconomic scenarios. The SSPs,
on the other hand, are based on narratives describing broad
socioeconomic trends that could shape future society. These are
intended to span the range of plausible futures, so we believe
that the confirmation of the proportionality for this ensemble of
scenarios strengthens the prospects of using the TCR to constrain
TCRE and RCB.

The design of our study precludes explicit study of uncertainty
due to model variation in the sensitivity of radiative forcing
from CO2 emission. This is because the parameters of module
of the emulator that computes forcing from emissions are
fixed and not fitted to each CMIP6 model. Our rationale for
not fitting all the coefficients of the module that calculates
forcing based on the input from emission scenarios is two-
fold: First, we would need to have available results from at
least one model run forced by such full emission scenarios for
all the 41 CMIP6 models in order to make such a calibration.
Second, Table 3 shows the additional 40 parameters that would
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FIGURE 6 | Estimates of RCB for different temperature targets. Panels (A–D) show histograms for the 1.5, 2.0, 2.5, and 3.0◦C-targets, respectively. (E–H) The same

estimates, but based only on the temperature response models informed by CMIP6 models with TCR in the range 1.3–2.2 K.

be fitted to each of these model runs. Even if only a subset
of the parameters were subject to fitting, the risk of statistical
overfitting would be unavoidable. It seems that one is left with

the choice between using a reasonably complex module with
fixed coefficients for computation of forcing from emission
input, or a very simple model with a few fitting parameters.
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FIGURE 7 | Each column of points shows maximum GSAT for a given

emission scenario, so their spread indicates the variance over the ensemble of

ESMs. The red points are for ESMs with TCR≥2.2 K, and the blue points for

ESMs with TCR<2.2 K.

In the former case, one will miss the variability among the
CMIP6 models when it comes to forcing calculations. In the
latter case, one may miss important mechanisms. We have
chosen the former option, and unfortunately that precludes
explicit evaluation of the contribution of some aspects of the
CMIP6 variability to the uncertainty in RCB. Thus, the real
ESM model uncertainty is probably greater than estimated in
this paper, but at present, we have no means of quantifying this
additional uncertainty.

The performance of the emulator model could be tested if
we had available CMIP6 model runs forced by the 127 emission
scenarios, or at least, by a selected few. In the CMIP6 database,
we find a few runs driven by selected SSPs, but we have not been
able to identify exactly the emission data input used in these
runs. As more data from CMIP6 runs becomes available, we hope
more comprehensive testing and refinement of the emulator will
be possible.

Our analyses show that estimates of RCBs are associated
with considerable uncertainty related to the global temperature
response to radiative forcing, quantified for example as the
spread over different members of the CMIP6 model ensemble.
We further show that model estimates of ETCRE correlate
strongly with TCR across models, which is convenient since
much effort is being made to use observations to constrain
the TCR and ECS. Cox et al. (2018) used the instrumental
temperature record to constrain ECS in the CMIP5 ensemble
to a 66% confidence interval of 2.2–3.4 K. This approach was
based on an assumed theoretical relation between ECS and
unforced temperature fluctuations, whereas the analysis reflected
the forced temperature responses (Brown et al., 2018; Po-Chedley
et al., 2018; Rypdal et al., 2018). To circumvent this issue,
Jiménez-de-la Cuesta and Mauritsen (2019) used observational

data of post 1970 warming to constrain ECS in the CMIP5
ensemble to a 95% confidence interval of 1.72–4.12 K. This
result is roughly consistent with the recent results of Sherwood
et al. (2020), who used multiple lines of evidence to argue that
ECS above 4.5 K is unlikely. The results of this paper suggests
that ruling-out the ESMs with the highest climate sensitivity
would narrow the uncertainty in ETCRE. An alternative, but
related, approach is to tune emulators to observational data
(Smith et al., 2018). The estimated uncertainty in ETCRE
corresponds directly to the uncertainty in RCB, which we find
to depend linearly on the temperature target. Hence, the less
ambitious the temperature target, the higher the uncertainty in
the corresponding RCB.

Since we use a relatively simple carbon cycle model,
there is an additional source of uncertainty that is not
accounted for, induced by potentially changing feedbacks
in the dynamics of the Earth system, which have been
shown to be a significant source of uncertainty for RCBs
(Jones and Friedlingstein, 2020). Permafrost thawing in
response to rising surface temperatures leads to the release
of greenhouse gases stored in high-latitude soils. The release
of these additional greenhouse gases will in turn accelerate
global warming.

The Amazon rainforest is another example of such a positive
feedback. It has been argued and observed in climate model
projections that the Amazon ecosystem might transition from
its current rainforest state to a state dominated by grassland
and savanna vegetation (Cox et al., 2004; Hirota et al., 2011;
Lovejoy and Nobre, 2018, 2019) which would be accompanied
by the release of large amounts of carbon dioxide to the
atmosphere. Carbon-cycle feedbacks have an overall accelerating
effect on global warming (Cox et al., 2000), and the situation
seems particularly evident for the Amazon. Increasing tree
mortality during a transition from rainforest to Savanna will
cause the rainforest to turn from a global carbon sink to
a global source of carbon (Brienen et al., 2015), as has
already happened temporarily during the severe droughts of
2005 and 2010 (Feldpausch et al., 2016). Climate-change-
induced dieback of the Amazon would lead to the release of
additional greenhouse gases, which would further accelerate
global temperature rise.

The Amazon rainforest also provides an example of
how anthropogenic forcing other than greenhouse gas
release can affect the climate system. Modeling evidence
suggests that only partial deforestation of the Amazon
rainforest might—through intricate couplings between
evapotranspiration, condensational latent heating, and
the South American low-level circulation system—lead to
a collapse of the South American monsoon system and
thus, ultimately, of the Amazon rainforest (Boers et al.,
2017).

As a third example, the ice-albedo feedback implies rising
temperatures in the Arctic, leading to accelerating sea ice
retreat, lowering albedo, and effectively increasing mean surface
temperatures regionally. This positive feedback contributes
to uncertainty in ETCRE, which translates to even more
considerable uncertainty in the amount of greenhouse gas
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FIGURE 8 | The approximately linear relationship between the estimated ETCRE and TCR of the CMIP6 model used to inform the temperature response model.

emissions we can allow to still limit peak temperature to
specified targets.

These three examples of positive Earth system feedbacks
are all—in some form—implemented in state-of-the-art models
such as the ones from the CMIP6 suite (Eyring et al., 2016),
and systematic searches have revealed many abrupt transitions
related to such positive feedbacks inmodel projections (Drijfhout
et al., 2015). Nevertheless, it is still assumed that state-of-the-art
models remain too stable (Valdes, 2011). The presence of positive
feedbacks and potential tipping points within the Earth system
adds a layer of uncertainty to RCBs that is extremely difficult
to quantify.
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The Indian Ocean Dipole is a leading phenomenon of climate variability in the tropics,

which affects the global climate. However, the best lead prediction skill for the Indian

Ocean Dipole, until recently, has been limited to ∼6 months before the occurrence of the

event. Here, we show that multi-year prediction has made considerable advancement

such that, for the first time, two general circulation models have significant prediction

skills for the Indian Ocean Dipole for at least 2 years after initialization. This skill

is present despite ENSO having a lead prediction skill of only 1 year. Our analysis

of observed/reanalyzed ocean datasets shows that the source of this multi-year

predictability lies in sub-surface signals that propagate from the Southern Ocean into

the Indian Ocean. Prediction skill for a prominent climate driver like the Indian Ocean

Dipole has wide-ranging benefits for climate science and society.

Keywords: Indian Ocean (Dipole), decadal prediction, CanCM4, MIROC5, Southern Ocean, IOD and Southern

Ocean, Antarctic Circumpolar Current (ACC), decadal prediction in tropics

INTRODUCTION

The Indian Ocean Dipole (IOD) is an inter-annual coupled ocean–atmosphere phenomenon in the
tropical Indian Ocean that peaks during the boreal fall season (September to November; SON).
Positive IODs are associated with anomalously warmer western Indian Ocean and anomalously
cooler eastern Indian Ocean. Negative IOD events are associated with opposite anomalous sea
surface temperatures (SSTs) across the Indian Ocean (Saji et al., 1999; Webster et al., 1999;
Murtugudde et al., 2000). The IOD is a well-known driver of global climate (Saji and Yamagata,
2003). In addition to affecting the neighboring Maritime Continent to the east and East Africa
to the west (Behera et al., 2005), the positive IOD events, for example, have been associated with
reduced rainfall over western and southern Australia (Ashok et al., 2003; Ashok and Saji, 2007;
Cai et al., 2011), enhanced seasonal Indian summer monsoon (ISM) rainfall (Ashok et al., 2001;
Ashok and Saji, 2007), and climates of even distant regions of South America (Chan et al., 2008)
and Europe (Hardiman et al., 2020). In addition to its own coupled dynamics (Gualdi et al., 2003;
Yamagata et al., 2004; Behera et al., 2006; Ha et al., 2017; Tanizaki et al., 2017; Saji, 2018; Marathe
et al., 2021), the IOD is suggested to be triggered by other inter-annual processes such as the El
Niño–Southern Oscillation (ENSO), the dominant climate driver from the tropics.

Attempts to predict the IOD on a seasonal scale have been on-going for about two decades
(Iizuka et al., 2000; Shinoda et al., 2004; Luo et al., 2007; Doi et al., 2016) and havemet with relatively
shorter lead time skills, the highest being of 4 months. This is in contrast to the 12–17 months of
lead prediction skill for the ENSO as shown in recent studies (Barnston et al., 2012; Park et al., 2018;
Tang et al., 2018). Several papers claim that prediction skills for the IOD and ENSO are linked and
intertwined (Wajsowicz, 2005; Izumo et al., 2010; Luo et al., 2010).
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The emerging discipline of decadal prediction, i.e., prediction
of climate information for the near future, shows great
promise for societal needs and economic policymakers.
Decadal prediction lies between weather prediction and climate
projection. Therefore, decadal prediction has to resolve initial
value problems like in weather prediction and seasonal to
inter-annual forecasts and climate variability and trends effective
from boundary conditions, including slow varying oceanic
processes, snow cover, and anticipated changes in anthropogenic
greenhouse gases and aerosols (Meehl et al., 2009, 2014; Smith
et al., 2013; Boer et al., 2016). Interestingly, the inter-annual
ENSO and the IOD can also be modulated by decadal processes
(Ashok et al., 2004; Tozuka et al., 2007). Such processes should
enhance the decadal prediction skill of these inter-annual events.

Given the limited lead skill of the IOD on seasonal scales, its
prediction at multi-year lead times is exceptionally challenging.
Remarkably, in this study, we show that two model hindcasts
from the CMIP5 (Coupled Model Intercomparison Project—
Phase 5) decadal prediction datasets are found to show successful
prediction skill for IOD events. These sets give us an opportunity
to track the lead prediction skill of an event at a lead of up to
2 years.

DATA AND METHODS

Data
We have mainly used a sub-set of the decadal hindcast outputs
from the CMIP5 decadal runs (Meehl et al., 2009, 2014; Taylor
et al., 2012; Smith et al., 2013; Boer et al., 2016). These runs have
anthropogenic and natural forcing in them, and comprise several
independent decade-long ensemble-runs by each model. For
example, the four members of the first ensemble are initialized
in 1960 and run up to 1970 (Figure 1). Such runs are available
with initial conditions from 1960 to 2011. Together, we have 51
ensemble members of decadal hindcasts for each model, each
differing from the other in the initialization year (from 1960
to 2011). For each model, we average multiple ensembles with
same initialization dates. These averages are referred to as the
model hindcasts for the initial conditions of that particular year.
The models, whose hindcasts we consider, are the CanCM4
(Merryfield et al., 2013), MIROC5 (Watanabe et al., 2010),
BCC-CSM (Wu et al., 2013), and the GFDL (Delworth et al.,
2006; Zhang et al., 2007) models. The output data from all the
models are divided into 10 groups depending on the year after
initialization (Figure 1). Yr1, yr2, yr3. . . indicate 1, 2, 3 . . . year(s)
after initialization.

We used Hadley Center Sea Ice and Sea Surface Temperature
(HadISST; Rayner et al., 2003) and Ocean Reanalysis data from
the European Center for Medium-Range Weather Forecasts
(ORAS4; Balmaseda et al., 2013) for ocean temperatures. As
for ENSO indices, we calculate the NINO3 and NINO4 indices
as anomalies of SSTs in area averaged over the boxes 150–
90◦W, 5◦S−5◦N and 160◦E−150◦W, 5◦S−5◦N, respectively. We
calculate the Indian Ocean Dipole Mode Index (IODMI) as the
SST gradient between the western equatorial Indian Ocean (50–
70◦E and 10◦S−10◦N) and the south-eastern equatorial Indian
Ocean (90–110◦E and 10◦S−0◦). We take into consideration the

IODMI only during themonths of September to November as the
IOD peaks during this season.

Statistical Methods
We have carried out correlation and regression analysis. We
have used the two-tailed Student’s t-test to determine the
significance of the correlation coefficients. We ascertained the
robustness of the skills by applying a boot-strapping test for
1,000 simulations (using NCL) and found our results to be
significant at 90% for up to 4 years. For verifying the skill of
persistence for both the models and observations, we use the
auto-correlation (Supplementary Figure 1). To illustrate briefly,
say in the case of CanCM4, we correlate the predicted IODMI
at lead 1 with that at lead 2 to get the persistence skill at
lead 1. Similarly, the persistence skill at lead 2 is obtained by
correlating the predicted IODMI at lead 0 with that at lead 2,
and so on. We have used the Empirical Orthogonal Function
(EOF) analysis technique (von Storch and Zwiers, 1999) to
determine the dominant patterns of spatio-temporal variability in
the equatorial Indian Ocean, as an additional analysis to compare
the simulated IODs with the observations. The EOF analysis is a
multivariate statistical technique to calculate the eigenvalues and
eigenvectors of a spatially weighted anomaly covariance matrix.
The corresponding eigenvalues quantify the variance percent
explained by each pattern, which is, by definition, orthogonal to
the other patterns.

To have an estimate of the inter-annual variability of IOD
that could be attributed to the Southern Ocean (20◦W:50◦E;
60◦S:40◦S), we projected the IODMI on to the corresponding
area-averaged subsurface temperatures (vertically averaged over
300–800m depth), i.e., through a regression analysis, and
measured the goodness-of-fit (figure not shown).

RESULTS

Lead Prediction Skills for ENSO and IOD
ENSO events peak during the boreal winter (through December),
while the IOD events peak during boreal fall (September–
November). Our analysis shows that the hindcasts analyzed in
this study (Figure 2A) predict the peakNINO3 index (Trenberth,
1997) significantly at leads up to 12–13 months, in agreement
with earlier studies (Sun et al., 2018; Pal et al., 2020).

Surprisingly, the hindcasts from the MIROC5 and CanCM4
predict the IODMI during the fall season with significant lead
prediction skill for at least 2–3 years (Figure 2B). The skill levels
for most of the lead times are not only statistically significant at
the 95% confidence level from a two-tailed Student’s t-test but
also are better than persistence (Supplementary Figure 1).While
the lead prediction skills of the IODMI from the CanCM4 fall
below 95% confidence level at 4–5-year leads, these skill levels
are still significant at a 90% confidence level. The MIROC5 also
shows a weak skill for the eighth year, still significant at 80%
confidence level.

It is noteworthy that this skill is present despite the maximum
lead predictability of only 1 year for the NINO3 index in all the
models. We also ascertain that the maximum lead time skill for
the NINO4 is similar to those for the NINO3 index. The ISM
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FIGURE 1 | The output data from all the models are divided into 10 groups depending on the year after initialization. Yr1, yr2, yr3… indicates 1, 2, 3 … year(s) after

initialization, which is represented by individual colors.

rainfall is an ocean–atmosphere coupled phenomenon occurring
every year from June to September bringing copious amount of
rainfall over the Indian subcontinent. ISM is strongly influenced
by ENSO and IOD, along with other factors. Our study shows that
ISM has no predictability in the analyzedmodels, presumably due
tomodel inadequacies in representingmonsoon processes (figure
not shown). Nevertheless, rainfall predictions could be improved
by exploiting known statistical relationships between ENSO-ISM
or IOD-ISM (Jourdain et al., 2013; Swapna et al., 2015; Dutta and
Maity, 2018).

Fidelity of the Simulated IOD
To further ascertain whether the IODMI computed from the two
hindcast datasets represents some of the observed features of
the IOD (Yamagata et al., 2003), we compare the second leading
simulated EOF modes of the SST from the hindcasts of MIROC5
and CanCM4 with that from the corresponding observations.
Figure 3, derived from the EOF analysis at 1-year lead, shows that
the models indeed capture the observed dominant IOD variance
pattern associated with the EOF2 in terms of the location of the
two centers of action. The simulated variance explained by this
statistical mode from theMIROC5 is 12.2%, comparable with the
corresponding observed value of 12% (Saji et al., 1999; Ashok
et al., 2004). EOF2 of CanCM4 is 27.4%, which is higher than

the expected value as the dipole-like structure shows more spread
in the eastern Indian Ocean (Figure 3). The simulated EOF1,
associated with IndianOcean Basinmode, and the corresponding
variance explained are also realistic.

Source of the IOD Prediction Skill
A question arises as to what processes are responsible for the IOD
predictability. Earlier studies have shown that the key component
of improved decadal prediction lies in ocean physical processes,
which internally generate decadal climate variability (Meehl et al.,
2014; Farneti, 2017). Thus, the memory of the upper ocean
(∼800m) provides an improved predictability of SST variability
in models on decadal timescales (Yeager et al., 2012; Wang et al.,
2014). Motivated by these, we looked for a source of predictability
of IOD at several levels in the subsurface temperature (every
50m). We found the maximum signal in the Southern Ocean at
300 to 800m depth 7–10 years before the occurrence of the IOD
event. From an analysis of the ORAS4 and SODA3 reanalysis
datasets, we find a signal for the IODMI in the Southern Ocean.
This is evidenced by significant correlations between depth-
averaged 300–800m temperatures in the Southern Ocean, which
lead the IODMI by 10–6 years, respectively (Figure 4). The
significant positive correlations in the Southern Ocean indicate
that a positive temperature anomaly in the Southern Ocean leads
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FIGURE 2 | (A) Anomaly correlations between observed NINO3 index with the corresponding predicted NINO3 index at different lead years for various models, shown

in different colors. The significant correlation value at 95% confidence level is 0.27 and is shown by dashed lines. Details of how the correlations at different leads were

obtained, from the sets of ∼51 year-long decadal prediction runs with different initial years, are available from section Statistical Methods and Figure 1. (B) Same as

(A) but for the IODMI. The lines with circles in (B) are the two models of interest for this study.

FIGURE 3 | The second mode from the EOF analysis of the tropical Indian Ocean SST, from (A) HadISST (1961–2011 period). (B,C) are the same as that of (A) but

derived from MIROC5 and CanCM4 hindcasts for the same period (also see Supplementary Figure 2).
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to a positive IOD event after 8–10 years, whereas a similar lead
negative correlation coefficient in the Southern Ocean indicates a
negative IOD event after such a time period. The signal leading
the IODMI first appears in the sub-surface temperatures of the
Southern Ocean just south-west of Africa between the depths of
300–800m, 10 years before the occurrence of the IOD event. This
signal is seen to propagate toward the east along the Antarctic
Circumpolar Current (ACC, or West wind drift) to about 50–
60◦E about 6 years prior to the IOD event. From here, the signal
in the heat content further propagates north, along the east of
Madagascar, all the way to the Somali coast in a pathway that
is coincident with the East Madagascar undercurrent (EMUC)—
an intermediate undercurrent at the depth of thermocline and
below. The period of the propagation is in agreement with the
EMUC as described by Nauw et al. (2008). The EMUC transports
about 2.8± 1.4 Sv of intermediate water equatorward. The signal
upwells to the surface near Somalia (Somali upwelling) along
with its propagation north (Figure 5).

The propagation of the signal from the deeper layers in
the extra-tropics to the surface layers in the equatorial region
can be explained by the Indian Ocean Meridional Overturning
Circulation (IOMOC; Wang et al., 2014). The time period of
the propagation is in agreement with the IOMOC. From the
Somali coast, the lead heat content signal is seen to move east,
reaching the central equatorial Indian Ocean 3 years before the
IOD event. The signal remains in the equatorial Indian Ocean
for the last 2–3 years before the occurrence of the IOD event
(Figure 6). Furthermore, our correlation in Figure 6 suggests an
anomalous SST structure of opposite polarity in the equatorial
IndianOcean about a year before the occurrence of an IOD event.
This is in conformation with Saji et al. (1999), who not only note
a tight coupling between the intensity of the SST dipole anomaly
and zonal wind anomaly but emphasize on a biennial tendency.
The biennial tendency of the IOD is also noted by Meehl and
Arblaster (2001), Ashok et al. (2003), etc. It is intriguing why
the signal from the sub-surface at the equator does not manifest
as an IOD event immediately. There are several studies that
suggest potential drivers that can force an IOD such as the Indian
summer monsoon, ENSO, and can account for the lead signals
associated with the IOD with 1–2-year lead (Ashok et al., 2001;
Ashok and Saji, 2007). As the current models do not show any
lead skills of the Indian summer monsoon beyond a season, we
can rule out that the long lead skills for the IODMI in the models
come from the lead skills of monsoon or those related to ENSO
(see Figure 2A). This might be explained by the fact that some
IOD events are triggered by an atmospheric signal substantial
enough to trigger the coupled evolution of the IOD (Shinoda
et al., 2004; Saji, 2018) and hence this delay of 2–3 years.

A linear regression analysis carried out using HadISST and
ORAS4 ocean temperature datasets (slope value= 0.46) indicates
that the Southern Ocean signals at decadal lead explain about
18% of the inter-annual variability of IOD as suggested by a
goodness-of-fit measure. To put it in perspective, ENSO, known
as the most prominent driver of the Indian summer monsoon
interannual variability, explains about 30% of the latter.

The source of decadal predictability for IOD in the
MIROC5 and CanCM4 also apparently comes from the
Southern Ocean (Supplementary Figure 3). We find statistically

FIGURE 4 | Spatial distribution of the anomaly correlation of HadISST derived

IODMI with vertically averaged subsurface temperatures from ORAS4 (over

300–800m depth) from previous years averaged annually. The “lag number” is

the years over which the IOD lags the Southern Ocean signal. In all panels,

significant correlations at 95% confidence are shown as contour lines (value at

0.27).

significant anomaly correlations between the depth averaged
from surface until∼800m hindcast heat content with the IODMI
with the heat content leading at 10–5 years, conforming to our
results from the reanalysis. The source of signal is the Southern
Ocean for both the models, but the simulated signal path from
here to the equatorial Indian Ocean are, however, weaker and
remain unclear specifically in the MIROC5 model. However, the
signals re-emerge finally 2–3 years before the occurrence of the
simulated IOD. The models also do not capture the biennial
tendency of the IOD as in observations. Further understanding of
other possible factors affecting IOD variability on decadal scales
is needed.

DISCUSSION

Our analysis of the CMIP5 decadal retrospective prediction
products for the 1960–2011 period shows that two CMIP5
decadal prediction systems exhibit multi-year skill in predicting
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FIGURE 5 | Vertical distribution of anomaly correlation of IODMI with previous years’ subsurface temperatures, averaged annually over longitudes 50–100◦E.

Significant correlations at 90% confidence (0.23) and at 95% confidence (0.27) are contoured.

FIGURE 6 | Same as Figure 4 but vertically averaged annually over surface to 100m depth for the last 4 years leading up to an IOD event. Significant correlations at

95% confidence are shown as contour lines (value at 0.27).

the IODMI, higher than the 17-month lead skills for the ENSO,
a leading climate driver. The physical processes responsible for
the skill levels seems to originate in the Southern Ocean up
to a decade before emerging in the Indian Ocean, suggesting
that this multi-year skill could be extended even further. To
our knowledge, this is the first study to show decadal skill in
predicting the IOD.

Skill levels for surface fields and, in particular, rainfall, are not
statistically indistinguishable from zero. This is in common with
long-term predictions of other climate phenomena (Scaife and
Smith, 2018) and indicates the relative immaturity of this form
of forecasting. It remains a challenge to both improve models
and to fully exploit decadal prediction skill. Nevertheless, the
potential for long-term planning in both public and private sector
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organizations that could be facilitated by such skillful predictions
is great.
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