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Heavily oiled beach sands from cores collected at Elmers Beach, Louisiana, in June of 2010. Elmers Beach was among the shoreline sites which were most heavily impacted by the Deepwater Horizon oil spill in the Gulf of Mexico. See Lamendella et al. (2014, Vol. 5, article 130) for further information.

Biodegradation mediated by indigenous microbial communities is the ultimate fate of the majority of oil hydrocarbon that enters the marine environment.  The aim of this Research Topic is to highlight recent advances in our knowledge of the pathways and controls of microbially-catalyzed hydrocarbon degradation in marine ecosystems, with emphasis on the response of microbial communities to the Deepwater Horizon oil spill in the Gulf of Mexico.  In this Research Topic, we encouraged original research and reviews on the ecology of hydrocarbon-degrading bacteria, the rates and mechanisms of biodegradation, and the bioremediation of discharged oil under situ as well as near in situ conditions.
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Hydrocarbon-degrading microorganisms are ubiquitous in the world's oceans (Head et al., 2006; Yakimov et al., 2007), and biodegradation mediated by indigenous microbial communities is the ultimate fate of the majority of oil hydrocarbon that enters the marine environment (Leahy and Colwell, 1990; Prince, 2010; Atlas and Hazen, 2011). In response to the natural complexity of hydrocarbon compounds found in petroleum deposits, diverse marine microorganisms have evolved with an equal complexity of metabolic pathways to take advantage of hydrocarbons as a rich carbon and energy source. To minimize the environmental impact of oil spills and to optimize the environmental benefits of biodegradation, it is essential to uncover the metabolic potential of hydrocarbon-degrading bacteria and to address the factors that limit microbially-catalyzed biodegradation in situ.

Microbial community structure and diversity likely defines the metabolic potential of oil-degrading communities (Head et al., 2006). Thus, it is critical to understand the relationships between microbial community structure and the metabolic activity of hydrocarbon-degrading microbial groups. Much progress has been made to determine the response of specific microbial taxa to oil discharge in marine environments impacted by oil spills or natural seeps. However, the majority of studies of hydrocarbon-degrading microorganisms have been conducted in laboratory cultures, and our ability to understand and predict the dynamics of in situ microbial communities responding to environmental stimuli such as the presence of oil hydrocarbons remains in its infancy (Prosser et al., 2007).

In situ characterization of hydrocarbon-degrading microbial communities was hampered until recently by practical limitations of molecular biology techniques in phylogenetic resolution and depth of coverage (Gilbert and Dupont, 2011; Jansson et al., 2012). Advances in next generation sequencing technologies and the use of stable isotope tracers have greatly improved our ability to interrogate the phylogenetic and functional diversity of hydrocarbon-degrading microorganisms in the field. The development and application of omics approaches have led to the characterization of novel biochemical pathways of biogeochemical significance. This Research Topic focuses on investigations that utilize the latest molecular and biogeochemical techniques, (including high throughput sequencing, isotope tracers, and omic approaches) to render a predictive understanding of the biogeochemical processes and metabolic pathways that in turn regulate the impacts and biodegradation of petroleum hydrocarbons released into the marine environment.

The Deepwater Horizon (DWH) blowout that occurred in the Gulf of Mexico in 2010 is distinguished as the largest accidental marine oil spill in history (Atlas and Hazen, 2011), and the DWH spill represents the first major event in which next-generation sequencing approaches have been applied to illustrate with high resolution the dramatic changes in the abundance, structure, and metabolic potential of microbial communities in oil-impacted marine ecosystems (Joye et al., 2014; King et al., 2014). In the first 8 articles of this Research Topic, the latest microbiological and biogeochemical approaches are employed to interrogate the diversity, metabolic potential, and environmental forcings of hydrocarbon-degrading microbial communities in response to oil discharged during the DWH blowout. Smith et al. (2013) provide insight into the potential for alkane degradation by prespill or indigenous bacterioplankton in the northern Gulf of Mexico using high-throughput analysis of genes encoding alkane hydroxylase, alkB, one of the best known molecular marker genes for hydrocarbon degradation. In Mason et al. (2014), the metabolic potential of Colwellia, a bacterium detected in high abundance in Gulf waters impacted by the DWH spill, is determined using single-cell genomics. A series of papers then describes the impacts of Macondo oil (released from the DWH discharge) on the community structure and metabolic function of benthic microbial communities using omics techniques (Kappell et al., 2014; Lamendella et al., 2014; Scott et al., 2014; Thomas et al., 2014). Biodegradation and the impacts of Macondo oil are then assessed using geochemical methods in studies of the nearshore water column (Ziervogel et al., 2014) and sediments (Elango et al., 2014).

A major theme of this special issue is to bridge laboratory-based studies of biodegradation to those conducted in the field. Cravo-Laureau and Duran (2014) review how mesocosm experiments have been used to dissect hydrocarbon degradation mechanisms by somewhat reducing environmental complexity and serving as a transition between the lab and the field. Röling and van Bodegom (2014) further posit how observations of oil degradation potential at the cellular level could be scaled to the community as well as ecosystem level using systems biology and omics-based approaches.

Although biodegradation was shown to be successful in naturally remediating oil contamination associated with several spills that impacted marine shorelines (Head et al., 2006; Prince, 2010; Atlas and Hazen, 2011), much remains to be learned about the environmental controls of hydrocarbon degradation in marine sediments. Five papers in this issue evaluate the environmental conditions (oxygen availability, nutrient levels, oil chemistry) controlling biodegradation in sediments with experimental and modeling approaches. Under aerobic conditions, Singh et al. (2014) study the kinetic parameters of crude oil-degrading microbial communities in response to nutrient and oil loading in beach sand microcosms. High nutrient levels are shown to select for members of the hydrocarbonoclastic genus, Alcanivorax, while selecting against aromatic-degrading Cycloclasticus sp. Bose et al., 2013) quantify oxidation rates of short chain alkanes under sulfate-reducing conditions and explore the use of stable C isotopes to trace biodegradation activity in microcosms of cold seep sediments. Sherry et al. (2014) show that the composition of the crude oil itself may play a critical role as volatile hydrocarbons inhibit biodegradation under methanogenic conditions. Capping and in situ aeration are shown to effectively remediate and detoxify buried oil in anaerobic marine sediments by Genovese et al. (2014). Torlapati and Boufadel (2014) present a numerical model that employs genetic algorithms to predict biodegradation kinetics for oil entrapped in sediments.

Finally, two papers in this issue explore the mechanisms of hydrocarbon degradation using novel cultivation methods under aerobic and anaerobic conditions. Mishamandani et al. (2014) use stable isotope probing to reveal that the aerobic methylotroph, Methylophaga, is capable of growth on alkanes as the sole source of carbon and energy. Lyles et al. (2014) investigate the linkages between the metabolism of hydrocarbon-degrading syntrophs and steel corrosion in electrochemical cells designed to simulate oil production systems.

By closely coupling cutting-edge microbiological (omics) and biogeochemical (stable isotope tracers) methods, the dynamics and selection of microbial populations responding to the chemical evolution of oil hydrocarbons has just begun to be revealed in marine ecosystems. In general, observations made from studies carried out before the advent of next generation sequencing technologies have been supported by recent work. Moreover, the challenge remains to definitively link the structure and function of hydrocarbon-degrading microbial groups to improve predictive models of biodegradation.
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Natural and anthropogenic activities introduce alkanes into marine systems where they are degraded by alkane hydroxylases expressed by phylogenetically diverse bacteria. Partial sequences for alkB, one of the structural genes of alkane hydroxylase, have been used to assess the composition of alkane-degrading communities, and to determine their responses to hydrocarbon inputs. We present here the first spatially extensive analysis of alkB in bacterioplankton of the northern Gulf of Mexico (nGoM), a region that experiences numerous hydrocarbon inputs. We have analyzed 401 partial alkB gene sequences amplified from genomic extracts collected during March 2010 from 17 water column samples that included surface waters and bathypelagic depths. Previous analyses of 16S rRNA gene sequences for these and related samples have shown that nGoM bacterial community composition and structure stratify strongly with depth, with distinctly different communities above and below 100 m. Although we hypothesized that alkB gene sequences would exhibit a similar pattern, PCA analyses of operational protein units (OPU) indicated that community composition did not vary consistently with depth or other major physical-chemical variables. We observed 22 distinct OPUs, one of which was ubiquitous and accounted for 57% of all sequences. This OPU clustered with AlkB sequences from known hydrocarbon oxidizers (e.g., Alcanivorax and Marinobacter). Some OPUs could not be associated with known alkane degraders, however, and perhaps represent novel hydrocarbon-oxidizing populations or genes. These results indicate that the capacity for alkane hydrolysis occurs widely in the nGoM, but that alkane degrader diversity varies substantially among sites and responds differently than bulk communities to physical-chemical variables.

Keywords: alkane hydroxylases, AlkB, bacterioplankton, diversity, Gulf of Mexico

INTRODUCTION

Alkanes enter marine environments from many natural and anthropogenic sources (Head et al., 2006; Hu et al., 2009). Natural sources include phytoplankton and bacteria (Blumer et al., 1971; Youngblood and Blumer, 1975; Dunahay et al., 1996) and fluxes from hydrocarbon seeps associated with petroleum reservoirs (Hornafius et al., 1999; Seewald, 2003; Sassen et al., 2004). These natural sources undoubtedly account for the capacity of many bacteria to degrade alkanes. However, concerns about petroleum spills, not natural hydrocarbon occurrences, are largely responsible for research on the distribution, diversity and activities of alkane-degrading bacteria (Vomberg and Klinner, 2000; Röling et al., 2002; Sei et al., 2003; van Beilen et al., 2003; Kloos et al., 2006; Teramoto et al., 2009; Berthe-Corti and Nachtkamp, 2010; Hazen et al., 2010; Lu et al., 2012; Rivers et al., 2013).

Several different enzyme systems that vary in substrate chain length and reaction mechanism initiate bacterial n-alkane catabolism (van Beilen and Funhoff, 2007). The particulate (or membrane-associated) non-heme iron alkane hydroxylases (alkane 1-monooxygenases) oxidize substrates with chain lengths ≥C5-C16. These “alkB” hydroxylases are widely distributed among bacteria (Vomberg and Klinner, 2000; van Beilen et al., 2003; Liu and Shao, 2005; Liu et al., 2007; van Beilen and Funhoff, 2007; Wasmund et al., 2009). They are encoded by three genes, alkB for the catalytically active alkane hydroxylase, and alkG and alkT for rubredoxin and rubredoxin reductase, respectively, (Cappelletti et al., 2011). Though they are variable overall, alkB gene sequences contain sufficient conservation for the design of broad spectrum PCR primers, which yield amplicons that contain diagnostic histidine motifs (Kloos et al., 2006). AlkB sequence conservation has been exploited in a variety of molecular ecological studies to assess the distribution and diversity of alkane degraders in hydrocarbon-contaminated soils and sediments (van Beilen et al., 2003; Harayama et al., 2004; Kloos et al., 2006; van Beilen and Funhoff, 2007). However, surprisingly few studies have explored alkane degraders in marine systems (Wasmund et al., 2009; Wang et al., 2010a).

 Wasmund et al. (2009) analyzed alkB diversity in genomic extracts obtained from hydrocarbon seep-associated sediments in the Timor Sea. They observed numerous novel sequences, many of which were related to, but distinct from known alkane oxidizers within the γ-Proteobacteria and Actinobacteria. Diversity was greater in sediments from shallower depths (<100 m) than deeper depths (>400 m), and alkB gene copy numbers were elevated in sediments nearest hydrocarbon seeps. Guibert et al. (2012) analyzed alkane degraders in intertidal and shallow sub-Antarctic coastal sediments, and like Wasmund et al. (2009) observed novel phylotypes that appeared to represent a temperature-selected community. In addition, they identified alkB phylotypes that were proposed as biomarkers for Antarctic alkane degradation. In contrast, Païssé et al. (2011) found no clear relationship between alkB expression and hydrocarbon contamination in sediments from coastal Berre lagoon that were chronically polluted by hydrocarbons. However, this study only investigated polluted sediments, so its relevance for unpolluted systems is uncertain.

Thus far, analyses of alkane degraders in the water column have mostly involved culture-based studies supplemented with determinations of isolate alkB sequences (e.g., Wang et al., 2010a; Choi and Cho, 2013), although Wang et al. (2010b) also showed that alkB gene abundance ranged from 3 × 103 l−1 to 3 × 105 l−1 in surface waters around Xiamen Island. In addition, Lu et al. (2012) have used gene probes (GeoChip) to show that relative to uncontaminated waters, alkB genes were enriched in the hydrocarbon plume of the Macondo well oil spill. Lu et al. (2012) also attributed alkB sequences in the plume to various Proteobacteria (e.g., Bdellovibrio, Roseobacter, and Rhodospirillum), Firmicutes, and Actinobacteria (e.g., Gordonia and Rhodococcus), including rather enigmatically the obligate mammalian pathogens, Mycobacterium bovis and M. tuberculosis; representatives of Alcanivorax were either undetectable or present in low abundances.

While clearly informative, these studies have not included spatially extensive analyses of alkB distribution and diversity, or comparative analyses of patterns for alkB and other genetic markers, e.g., 16S rRNA genes. Thus, it is unclear whether alkane-degrading communities as defined by alkB are structured similarly to bulk bacterioplankton communities in unpolluted systems, or whether they respond to different variables. To help address this uncertainty, we have analyzed alkB gene sequences derived from clone libraries prepared from genomic extracts of bacterioplankton samples distributed across the northern Gulf of Mexico (nGoM) shelf at depths from 2 m to 1700 m. We have previously used a pyrosequencing-based analysis of 16S rRNA genes from the same and additional samples to characterize nGoM bacterioplankton diversity (King et al., 2013). Results from the latter study indicated that composition was stratified by depth, and that known alkane-degrading genera (especially members of the γ-Proteobacteria) occurred throughout the water column. Therefore, we hypothesized that patterns for alkB composition and diversity would mirror those for 16S rRNA genes, and for γ-Proteobacteria and Actinobacteria in particular.

MATERIALS AND METHODS

SAMPLE COLLECTION AND ALKB ANALYSIS

Bacterioplankton DNA was collected during the March 2010 R/V Cape Hatteras cruise GC-5 (30° 07′ N, 088° 02′ W to 27° 39′ N, 093° 39′ W) as described in greater detail by King et al. (2013) and Tolar et al. (2013). Genomic DNA was extracted from bacterioplankton collected by filtering about 1 liter of seawater through 0.2 μm filters. DNA extracts were used for alkB PCR in reactions containing 12.1 μL of PCR grade water, 2.5 μL 10X High Fidelity PCR buffer (Invitrogen), 0.2 μL 25 mM dNTP mixture, 1 μL 50 mM MgSO4, 5 μL 5X bovine serum albumin (Promega), 1.5 μL each of 10 mM stocks of forward and reverse primers, 0.2 μL Platinum Taq DNA Polymerase High Fidelity (Invitrogen), and 1 μL template DNA. The primers used were alkB-1f 5′-AAYACNGCNCAYGARCTNGGNCAYAA and alkB-1r 5′-GCRTGRTGRTCNGARTGNCGYTG (Kloos et al., 2006). The PCR program consisted of an initial denaturation step (94°C, 3 min), followed by 26 cycles of 94°C (1 min), 61°C (1 min), 68°C (45 s), with a final extension of 10 min at 68°C. Amplicons were visualized by electrophoresis on 0.8% agarose gels. Bands of the correct size were excised from the gels, and DNA was extracted from the gel slices with a Zymoclean gel DNA recovery Kit (Zymo Research) according to the manufacturer's instructions. DNA concentrations of the cleaned reactions were determined using a Nanodrop spectrophotometer.

Cloning reactions were carried out using a CloneJET PCR cloning kit according to the manufacturer's instructions. Three (3) μL of ligation mix was added to 25 μL Genlantis SmartCells and incubated on ice for 30 min before heat shock at 42°C for 45 s. Room temperature SOC medium (125 μL) was added and the cells were incubated at 37°C for 1 h while shaking at 225 rpm. Cells were plated on LB plates containing ampicillin, and colonies (at least 30 per sample) were picked for screening after overnight incubation at 37°C. Picked colonies were added to PCR reactions containing 10.5 μL PCR grade water, 12.5 μL Promega GoTaq® Green Master Mix, and 1 μL each of F pJET primer and R pJET primer from 10 μM stocks. The PCR program consisted of an initial denaturation step (95°C, 3 min), followed by 30 cycles of 94°C (30 s), 60°C (30 s), 72°C (90 s), with a final extension of 10 min at 72°C. Amplicons were visualized by electrophoresis on a 1% agarose gel and purified with UltraClean PCR Clean-up kits (MoBio, Folsom, CA) according to the manufacturer's instructions and then sequenced bi-directionally at the LSU Genomics Facility.

DATA ANALYSIS

AlkB clone sequences and reference sequences downloaded from the FunGene alkB database were aligned with ClustalW (Larkin et al., 2007) and adjusted manually as needed. Clone sequences were screened for the presence of two diagnostic histidine-containing motifs (HNXXHH and HSDHH) that contribute to the alkB protein active site. Sequences with both motifs were retained; sequences lacking a motif were retained if they were substantially similar to other sequences, and otherwise at least 150 residues in length. Sequences not meeting these criteria were eliminated from further consideration. After manually adjusting the alignment, a maximum likelihood phylogenetic tree was created using MEGA ver. 5.05 (Tamura et al., 2011) with 100 bootstrap replications. A distance matrix of clone sequences was prepared using Phylip (Felsenstein, 1989) as input for the Mothur platform (Schloss et al., 2009), which grouped the alkB sequences into OPUs using a distance cutoff of 0.20 (Wasmund et al., 2009; Guibert et al., 2012). Mothur was used to determine relative abundance of alkB OPUs and to compare distributions among sites. Statistical analyses of alkB data were carried out using Mothur and R (R Development Core Team., 2008).

ACCESSION NUMBERS

Sequences have been deposited in GenBank with accession numbers KF163175-KF613575.

RESULTS AND DISCUSSION

A total of 508 clone sequences were obtained from 17 samples representing 9 stations and 14 depths with approximately equal numbers of clones from each. However, after curating the sequences the total number of validated alkB gene clones was reduced to 401. Rarefaction analysis indicated OPU “discovery” for each of the libraries was saturated or nearly saturated. Samples from two sites, A6-2 m and F6-2 m, were excluded from additional statistical analyses because the numbers of validated clone sequences (8 and 2, respectively) were too few for meaningful comparisons. Although both of these sites harbored alkB-containing populations based on results from a prior survey of 16S rRNA genes (King et al., 2013), they appeared to be dominated by taxa that contained divergent genes that were nonetheless amplified with alkB primers. The resulting PCR products contained the HSDHH motif, but lacked HNXXH and otherwise differed substantially from all other validated sequences. The function of these genes is unknown, and could not be inferred from BLAST analysis.

Two additional samples from station A6 (20 m and 1700 m), and one from station D5 (2 m), did not yield alkB amplicons at all, in spite of repeated efforts. Reasons for amplification failure with these samples are unclear, since a separate study (King et al., 2013) showed that they each yielded 16S rRNA gene amplicons, including sequences assigned to known alkane-degrading genera (e.g., Alcanivorax; King et al., 2013) that were also observed in other samples based on both 16S rRNA and alkB gene sequences. Although alkB concentrations in the three negative samples might be at or below detection by our PCR protocol, the total amounts of DNA used in each of the PCR reactions was similar, and there is no a priori reason to expect substantial variation in relative alkB concentrations among samples from similar locations or depths. It also seems unlikely that phylotypes not susceptible to amplification dominated the alkB-containing communities in the negative samples. Thus, the lack of amplicons for A6-2 m, A6-1700 m and D5-2 m remains enigmatic.

OPU ABUNDANCE AND CLASSIFICATION

Sequences from the 17 positive samples were clustered into 22 OPUs using a distance cutoff of 0.20. Guibert et al. (2012) used a cutoff of 0.20 and reported 30 OPUs from 202 clones pooled from 5 libraries obtained during an analysis of coastal sub-Antarctic sediments. Wasmund et al. (2009) reported even greater richness (53 OPUs) from 246 clones from Timor Sea sediments, also pooled from 5 libraries and based on a cutoff of 0.20.

The lower AlkB OPU richness for nGoM bacterioplankton relative to Timor Sea and sub-Antarctic sediment samples (Wasmund et al., 2009; Guibert et al., 2012) is consistent with patterns observed for bacterioplankton and sediment communities as a whole, since the latter typically support greater richness than the former based on 16S rRNA gene sequence analyses (Kemp and Aller, 2004). The difference between bacterioplankton and sediment AlkB OPU richness might simply reflect differences in the number of cells extracted for analysis, since even small sediment masses can support much larger communities than the water column. In addition (or alternatively), lower habitat diversity in the water column might select for fewer hydrocarbon-oxidizing phylotypes. Whether or not these differences in richness affect responses to hydrocarbon inputs is uncertain.

Two of the AlkB OPUs identified in this study included reference sequences derived from known alkane degraders. OPU 1, which represented 57.4% of all the AlkB clones (Table 1, Figure 1), included reference sequences from Alcanivorax borkumensis SK2, A. borkumensis S12-4, A. dieselolei S10-17, Marinobacter aquaeoli VT8, and Marinobacter sp. S17-4. Several of these isolates (A. borkumensis S12-4, A. dieselolei S10-17, and Marinobacter sp. S17-4) were obtained by Wang et al. (2010a) from surface waters of the tropical and sub-tropical southern Atlantic Ocean, while M. aquaeolei VT8 was isolated from an offshore oil well in coastal southern Vietnam (Huu et al., 1999). A. borkumensis SK2 was isolated from sediments off the northwest coast of Germany (Yakimov et al., 1998).
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FIGURE 1. Maximum likelihood tree comparing putative alkB amino acid sequences from this study with reference alkB sequences obtained from other studies. Bootstrap values from 100 resamplings are indicated with black circles for values of 95–100% and gray circles for values of 50–94%. OPUs were determined using a distance cutoff of 0.20 (80% sequence similarity). OPU 1 clusters with the following reference sequences: Alcanivorax borkumensis SK2 alkane 1-monooxygenase (CAL18155.1), Alcanivorax borkumensis S12-4 alkane hydroxylase (ACJ22702.1), Alcanivorax dieselolei S10-17 alkane hydroxylase (ACJ22698.1), Marinobacter aquaeolei VT8 alkane 1-monooxygenase (ABM17541.1), and Marinobacter sp. S17-4 putative alkane monooxygenase (ACT31523.1). OPU 3 clusters with Marinobacter adhaerens HP15 alkane 1-monooxygenase (ADP98338.1), Marinobacter hydrocarbonoclasticus S17-4 alkane hydroxylase (ACJ22716.1), and Marinobacter sp. P1-14D alkane hydroxylase (ACS91348.1). The tree was rooted with a xylene monooxygenase amino acid sequence from Pseudomonas putida (Hara et al., 2004).



Table 1. Incidence by sampling site and depth of OPUs detected at 3 or more sampling locations.
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OPU 3, which accounted for 9.2% of all clones (Table 1, Figure 1), contained reference sequences from M. adherens HP15, M. hydrocarbonoclasticus S17-4, and Marinobacter sp. P1-14D. M. adherens HP15 was isolated from Wadden Sea diatom aggregates in surface waters (Kaeppel et al., 2012), and M. hydrocarbonoclasticus S17-4 was isolated from tropical and sub-tropical southern Atlantic Ocean surface waters (Wang et al., 2010a). Thus, two OPUs that collectively accounted for two-thirds all the nGoM AlkB sequences were closely related to widely distributed Alcanivorax and Marinobacter isolates.

An additional 85 clone sequences that formed 17 OPUs were distributed among polyphyletic clades comprised of sequences from Actinobacteria, Gammaproteobacteria, and Firmicutes (Figure 1). These 17 OPUs appeared to represent novel phylotypes, some of which were associated with, but distinct from, novel phylotypes from the Timor Sea (Wasmund et al., 2009). However, the lack of congruence between 16S rRNA and alkB gene phylogenies (Jurelevicius et al., 2013), and the apparent mobility of alkB (van Beilen et al., 2001, 2003, 2005; Smits et al., 2002; Wang et al., 2010b), precluded more specific inferences about OPU affiliations. Irrespective of their phylogeny, however, these unclassified OPUs have not been observed in other AlkB clone libraries (e.g., Wasmund et al., 2009; Guibert et al., 2012). This suggests that the nGoM supports a few widely distributed and dominant alkane degraders along with less abundant, more geographically constrained populations.

A relatively small number of clones (49, 12.2% of the total) forming 3 OPUs (4, 5 and 13) could not be assigned to phyla even tentatively (Figure 1). Sequences of these clones contained the signature AlkB histidine motifs, but their divergence might indicate altered substrate ranges relative to other AlkB proteins, or even different functions. Regardless, these OPUs appear unique to the nGoM.

Of the classified AlkB sequences identified in this study, the most abundant were associated with Gammaproteobacteria, and an Alcanivorax-Marinobacter OPU in particular (Figures 1, 2; Table 1). Gammaproteobacterial AlkB has also been reported as the dominant phylotype in analyses of Timor Sea sediments and surface waters near Xiamen Island (Wasmund et al., 2009; Wang et al., 2010b). In addition, Hazen et al. (2010) noted that hydrocarbon-oxidizing Gammaproteobacteria, albeit not Alcanivorax, dominated microbial communities in the Macondo well oil plume. Thus, Gammaproteobacteria appear to dominate the hydrocarbon oxidizers in many natural marine systems as well as those exposed to chronic or acute hydrocarbon inputs. In contrast, soils appear to harbor more diverse alkane-degrading communities, with a predominance of Actinobacteria (e.g., Jurelevicius et al., 2013).
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FIGURE 2. Phylum level alkB composition by sample. Blue represents Proteobacteria, red represents Actinobacteria, and green represents unclassified.



OPU DISTRIBUTION

Alcanivorax-like AlkB sequences in the dominant OPU 1 were detected in all samples but A6-700 m, even though this sample contained Alcanivorax 16S rRNA based on results from a previous analysis (King et al., 2013 and Figure 3). At this site, Alcanivorax alkB genes might have been at or near detection limits for our PCR conditions, since 16S rRNA gene sequences attributed to Alcanivorax accounted for only 0.07% of the total reads. In contrast, Alcanivorax-like alkB gene sequences were observed in 7 samples (A6-2 m, D5-50 m, D5-100 m, D5-450 m, E6-2 m, F6-2 m, and MR1-2 m) where Alcanivorax 16S rRNA genes were not detected (Figure 3). The lack of concordance between Alcanivorax 16S rRNA and Alcanivorax-like alkB gene sequences at these sites might be explained by the presence of Alcanivorax-like alkB genes in taxa other than Alcanivorax (e.g., Marinobacter). More generally, there was no significant correlation between the relative abundance of Alcanivorax-like alkB sequences and the relative abundance of Alcanivorax 16S rRNA gene sequences (Figure 3).
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FIGURE 3. Alcanivorax-like alkB gene sequence relative abundances of as a function of Alcanivorax 16S rRNA gene sequence relative abundances; alkB results from this study, 16S rRNA results taken from King et al. (2013).



PCA analysis showed that the composition of AlkB OPU assemblages did not vary consistently with depth or sampling station (Figure 4A), since there were no coherent clusters with separation on axes 1 or 2. These results were consistent with inferences from a similarity plot constructed using the structure-based θYC calculator (SI Figure 1), which also indicated that AlkB OPUs were not clustered by location or depth. Similarly, results from a canonical correlation analysis (CCorA) revealed no consistent relationships among OPUs and depth (SI Figure 2), or several other physical-chemical variables available for the samples (e.g., salinity, fluorescence, beam attenuation (a measure of particle density), dissolved oxygen, pH and temperature). Removing the most abundant OPUs from the PCA analysis (OPU1 and OPU3) resulted in a cluster of shallow water samples (≤100 m depth) that included one deeper water sample (A6-350 m); the remaining deep-water samples were dispersed across both axes (SI Figure 3). This suggests that the less abundant OPUs in surface waters might form similar assemblages across sites, but that variability in the more abundant OPUs obscures patterns.
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FIGURE 4. (A) Results of a principal component analysis of alkB gene OPU composition for 15 nGoM sites designated by location and depth. (B) Results of a principal component analysis of 16S rRNA gene OTU composition for the same 15 nGoM sites (data from King et al., 2013). Samples from depths >100 m, ≤100 m and the Mississippi River plume are indicated by blue, black, and red, respectively. Composition data were analyzed after an arcsine transformation.



Results similar to those for a PCA with all AlkB OPUs were obtained from a PCA analysis of the relative abundances in each sample of 16S rRNA gene sequences for Alcanivorax, Marinobacter, Pseudomonas, Hydrocarboniphaga, and Kordiimonas, the primary alkane-oxidizing reference taxa with which some of the clone sequences were identified (and SI Figure 4 and King et al., 2013). The distribution of these taxa did not vary consistently with depth. In contrast, PCA analysis of 16S rRNA gene sequences for the bulk bacterioplankton communities in these same samples showed that they separated distinctly by depth (Figure 4B) as previously reported for a larger set of nGoM samples (King et al., 2013; Tolar et al., 2013).

These results collectively indicate that the composition of nGoM alkane-degrading communities varies in response to as yet unidentified biological or abiological factors that do not change consistently with sample depth. This pattern differs from that for bulk bacterioplankton, the composition of which appears to be governed by depth-dependent variables (King et al., 2013; Tolar et al., 2013). In particular, the relative abundance of nGoM Gammaproteobacteria, which constitute the majority of classifiable alkane degraders based on 16S rRNA gene and alkB sequences, depends strongly on depth (King et al., 2013).

However, a greater relative abundance of Gammaproteobacteria does not necessarily imply a greater abundance of alkane degraders, since there was limited, albeit significant, positive correlation between the two (r = 0.518, p = 0.033; SI Figure 5). For example, Gammaproteobacteria at D5-900 m constituted >40% of the total bacterial community (King et al., 2013), yet only 0.1% of this community was identified as alkane degraders. In contrast, samples from A6–160 m, A6–350 m, A6–700 m, B5–450 m, and H6–45 m harbored greater relative abundances of alkane degraders, but lower relative abundances of Gammaproteobacteria (King et al., 2013).

INDICES OF ALKB DIVERSITY

Statistical measures of diversity (e.g., Chao1, ACE, Shannon and Inverse Simpson's indices, and evenness indices) also did not vary consistently with depth or sampling station (Figure 5, SI Table 1). Values for the Shannon index, for example, fell between 0.0 (MR1-2 m, 1 OPU) and 1.79, but there were no systematic differences among samples. Likewise, there were no systematic differences among samples for other diversity indices. In this respect, spatial trends for AlkB diversity were comparable to those for bulk nGoM bacterioplankton based on 16S rRNA gene sequences; diversity metrics for the latter also did not vary with depth or geographic location on the shelf (King et al., 2013).
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FIGURE 5. AlkB diversity indices as a function of depth; open symbols, ACE index and closed symbols, Shannon index.



The absence of spatial patterns in nGoM alkB gene sequence diversity suggests that at least during the sampling period (March, 2010), assembly of alkane-degrading communities depended on a common mechanism (e.g., neutral assembly; Emerson and Gillespie, 2008) irrespective of local conditions. A different pattern might emerge, however, during summer stratification and the establishment of hypoxia in surface waters. Changes in substrate availability and quality, temperature and dissolved oxygen could enrich specific members of surface but not deeper communities resulting in more distinct spatial patterns. Data from the Macondo Well oil plume also indicate that the introduction of hydrocarbons from spills or natural sources can create bloom conditions that alter both richness (Hazen et al., 2010; Valentine et al., 2010) and evenness (Lu et al., 2012; Rivers et al., 2013).

SUMMARY AND CONCLUSIONS

In summary, results from alkB gene sequence analyses show that community structure (composition, richness and diversity) of nGoM alkane-degrading bacteria varies among sites independently of depth and location. The absence of vertical structure contrasts with distinct patterns observed for bulk bacterioplankton communities, but is consistent with the distribution of alkane-degrading genera identified by 16S rRNA gene sequences. Two OPUs, one including Alcanivorax borkumensis-like AlkB sequences and a second comprised of Marinobacter-like AlkB sequences, accounted for nearly two-thirds of all sequences; the former was widely distributed. In contrast to marine sediment AlkB, nGoM bacterioplankton AlkB appeared OPU-depauperate, and only a small percentage of sequences were not identifiable as Proteobacteria or Actinobacteria. Inconsistencies between AlkB distribution and the distribution of 16S rRNA gene sequences attributable to alkane degraders suggest that both markers may be needed to assess the composition and structure of hydrocarbon-oxidizing communities.
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SI Figure 1. Dendrogram of similarities among communities based on the structure-based θYC calculator for alkB OPU compositions.

SI Figure 2. Canonical correlation analysis of OPU distributions among samples (Y1) and correlations with environmental variables for each sample (Y2). Environmental data from King et al. (2013).

SI Figure 3. Results of a principal component analysis of alkB gene OPU composition for 15 nGoM sites designated by location and depth as in Figure 4A, but after removal of the two most abundant OPUs: 1 and 3.

SI Figure 4. Results of a principal component analysis of the distribution among sites of alkane-degrading bacterial genera inferred from 16S rRNA sequence analyses. Relative abundance data for 16S gene sequence OTUs were calculated using a normalized value of 362 sequences per site.

Samples from depths >100 m, ≤100 m and the Mississippi River plume are indicated by blue, black, and red, respectively. The alkane-degrading genera included Alcanivorax, Marinobacter, Pseudomonas, Hydrocar- bonophaga, and Kordiimonas. Composition data were analyzed after an arcsine transformation.

SI Figure 5. Relative abundance of gammaproteobacterial alkane-degrading genera identified on the basis of 16S rRNA gene sequences for the sites used in this study as a function of the relative abundance of all gammaproteobacteria in the same samples. Data from King et al. (2013).

SI Table 1. Diversity statistics calculated with Mothur. Sobs, observed richness; C1, Chao1; H', Shannon index; 1/D, inverse Simpson's index; Cov, coverage. Values in parentheses represent 95% lower and upper confidence limits, respectively, for C1, ACE, H', and 1/D. Because each OPU may be present at multiple sites the sum of Sobs at all sites is not equal to the pooled value for Sobs.
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One of the major environmental concerns of the Deepwater Horizon oil spill in the Gulf of Mexico was the ecological impact of the oil that reached shorelines of the Gulf Coast. Here we investigated the impact of the oil on the microbial composition in beach samples collected in June 2010 along a heavily impacted shoreline near Grand Isle, Louisiana. Successional changes in the microbial community structure due to the oil contamination were determined by deep sequencing of 16S rRNA genes. Metatranscriptomics was used to determine expression of functional genes involved in hydrocarbon degradation processes. In addition, potential hydrocarbon-degrading Bacteria were obtained in culture. The 16S data revealed that highly contaminated samples had higher abundances of Alpha- and Gammaproteobacteria sequences. Successional changes in these classes were observed over time, during which the oil was partially degraded. The metatranscriptome data revealed that PAH, n-alkane, and toluene degradation genes were expressed in the contaminated samples, with high homology to genes from Alteromonadales, Rhodobacterales, and Pseudomonales. Notably, Marinobacter (Gammaproteobacteria) had the highest representation of expressed genes in the samples. A Marinobacter isolated from this beach was shown to have potential for transformation of hydrocarbons in incubation experiments with oil obtained from the Mississippi Canyon Block 252 (MC252) well; collected during the Deepwater Horizon spill. The combined data revealed a response of the beach microbial community to oil contaminants, including prevalence of Bacteria endowed with the functional capacity to degrade oil.
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INTRODUCTION

The Deepwater Horizon oil spill was the largest accidental marine oil spill in the history of the oil industry, spewing an estimated 4.1 million barrels of crude oil into the Gulf of Mexico (Zukunft, 2010). In addition, 1.84 million gallons of chemical dispersants were applied to assist in oil dispersal (The Federal Intragency Solutions Group: Oil Budget Calculator Science and Engineering Team, 2010). Physical barriers, direct collection from the wellhead, skimming, and burning were also implemented in order to mitigate the effects of the spill. Despite significant efforts to protect hundreds of miles of beaches, wetlands, and estuaries from oil, it began washing up on the Gulf Coast by early May 2010 (OSAT-2, 2011). Most recent estimates indicate that up to 22% of the 4.1 million barrels of oil was either trapped under the surface of the water as sheen, carried on the water surface as conglomerated tar (Lubchenco et al., 2010; Kimes et al., 2013), or deposited onto surface sediments (US Coast Guard, USGS, and NOAA, 2010; Mason et al., 2004). Some of the oil washed ashore where it was either collected or became entrained in sand and sediments. The contamination of beach ecosystems raised considerable concern due to the potential for detrimental environmental and economic impacts in the Gulf region (McCrea-Strub et al., 2011; Sumaila et al., 2012).

Initial research studies of the Gulf oil spill mainly focused on the fate of the oil in the water column. These studies highlighted the significant contribution of microorganisms toward the degradation of oil in a deep-sea hydrocarbon plume (Camilli et al., 2010; Hazen et al., 2010; Valentine et al., 2010, 2012; Redmond and Valentine, 2011; Baelum et al., 2012; Mason et al., 2012), and in particular a rapid response of members of the Gammaproteobacteria to hydrocarbon inputs. Specifically, there was an initial increase in relative abundance of members of the Oceanospirillales (Hazen et al., 2010; Redmond and Valentine, 2011; Mason et al., 2012), followed by members of the genera Colwellia and Cycloclasticus during later sampling periods (Redmond and Valentine, 2011; Valentine et al., 2012; Dubinsky et al., 2013).

Comparably less is known about the fate of the oil that reached the shore during the Deepwater Horizon spill. One study by Kostka et al. (2011) investigated the impact of the oil on beach samples collected several months after the spill occurred (July and September 2010) at municipal Pensacola Beach, Florida. By 16S rRNA gene sequencing, the authors found that the spill had a significant impact on the abundance and community composition of indigenous bacteria in beach sand with increases in many members of the Alpha- and Gammaproteobacteria, including some well-known hydrocarbon degraders (Alcanivorax and Marinobacter) (Yakimov et al., 1998; Alonso-Gutiérrez et al., 2009). In the same study, several proteobacterial isolates, capable of growth on oil as their sole carbon source, were obtained from the contaminated samples (Kostka et al., 2011).

Here we aimed to determine the response of indigenous beach microbial communities to the oil that washed ashore early in the spill history. We focused our efforts on Elmers's Beach, Grand Isle, LA. This location was one of the most heavily oiled beaches in the Gulf, where oil began washing up onto the beach in early May 2010 (OSAT-2, 2011). A total of 153 oil contaminated and uncontaminated samples were collected at three time points in June 2010, while the oil continued to accumulate on the beach. The well was finally capped on July 15, 2010 and declared sealed on September 19, 2010.

We performed targeted 16S rRNA gene sequencing and total RNA sequencing (metatranscriptomics) to determine the composition of the microbial community, as well as to elucidate which members were actively degrading hydrocarbons in oiled samples. In addition, we isolated putative MC252 oil degrading microorganisms and studied their potential for hydrocarbon degradation. This study revealed a succession in the microbial community structure on the beach during early time points in the Deepwater Horizon oil spill. This study also represents the first use of metatranscriptome data to highlight the expression of genes involved in hydrocarbon transformations in a coastline community.

MATERIALS AND METHODS

SAMPLE COLLECTION

Beach sand cores were collected on Elmer's Beach (29.1782853, −90.0684072) at three time points on 03/06/2010 (n = 7), 21/06/2010 (n = 7), and 29/06/2010 (n = 3). Sand cores (10–20 cm deep) were taken by manual insertion of 40 cm long polybutyrate plastic liners into the sand. The cores were taken from locations submerged in the water close to the waterline, at the waterline, and inland. To circumvent potential contamination from the polybutyrate liners, each sand core was sub-cored using a 25 mm diameter sterile copper pipe, and sectioned into 3 cm depth intervals. Additionally, tar-like samples found on the surface of the beach (n = 24) were collected at each sampling period by aseptically scraping approximately 2–10 g into sterile 50 mL conical tubes. All samples were kept on ice in the field and were maintained at 4°C until further processing. Detailed information about all the samples, relating to location, date, core depth, and hydrocarbon composition can be found in Supplemental Table S1.

ACRIDINE ORANGE DIRECT COUNTS

Approximately 1 g of each sample was homogenized and diluted in 1X PBS. Samples were filtered through a 0.2 μm pore size black polycarbonate membrane (Whatman International Ltd., Piscataway, NJ). Filtered cells were stained with 25 mg/mL acridine orange for 2 min in the dark. Unbound acridine orange was filtered through the membrane with 10 mL filter sterilized 1X PBS (Sigma Aldrich Corp., St. Louis, MI) and the rinsed membrane was mounted on a slide for microscopy. Cells were imaged with a FITC filter on a Zeiss Axioskop (Carl Zeiss, Inc., Germany).

PETROLEUM HYDROCARBON CONCENTRATIONS

Total petroleum hydrocarbon (TPH) concentrations were determined using previously published procedures (Hazen et al., 2010) with the following modifications: 500 μL of chloroform were added to 500 mg of sample and then vortexed thoroughly, shaken for 2 min and sonicated for 2 min. The samples were incubated at room temperature for 1 h, centrifuged at 2,000 rpm for 5 min, and 50 μL of the extract was removed for analysis on an Agilent 6890N GC/FID (Santa Clara, CA). The GC was operated with an injector temperature of 250°C and detector temperature of 300°C, following a temperature program of 50°C for 2 min, ramped by 5°C/min until reaching 300°C and subsequently held for 15 min. TPH were quantified by integrating all the peaks from 20 to 60 min and comparing to oil standards (0–200 mg/L) obtained from the Macondo source well during the Deepwater Horizon spill.

PAH and alkane compound analysis was completed on the Agilent 6890N equipped with a 5972 mass selective detector and operated in SIM/SCAN mode. The injection temperature was 250°C, detector temperature was 300°C, and column used was 60 m Agilent HP-1 MS with a flow rate of 2 mL/min. The oven temperature program included a 50°C hold for 3 min ramped to 300°C at 4°C/min with a final 10 min hold at 300°C. Compound identification was determined from selective ion monitoring coupled with comparison to known standards and compound spectra in the NIST 08 MS library. Biomarker profiles were obtained by running the same samples in SIM mode targeting ions 191 for hopanes and 217 for steranes. Monitoring these ions has been widely used for oil source identification and degree of biodegradation (Venosa et al., 1997; Volkman et al., 1983; Greenwood and Georges, 1999; Hauser et al., 1999; Rosenbauer et al., 2010) and was utilized here to compare oil biomarker fingerprint to oil from the MC 252 source oil (Macondo crude). A proxy for biodegradation within the samples was calculated using the depletion of C25 with respect to C17 and the ratio of branched to aliphatic alkanes.

DNA EXTRACTION

Samples were extracted in duplicate using a modified Miller DNA extraction method (Miller et al., 1999). Approximately 0.5 g of each sample was placed into an FT500-ND Pulse Tube (Pressure BioSciences, Inc., USA). 300 μL of Miller phosphate buffer and 300 μL of Miller SDS lysis buffer were added and mixed. 600 μL phenol:chloroform:isoamyl alcohol (25:24:1) were then added, and the tubes were subjected to 25 cycles of 35,000 psi for 10 s and ambient pressure for 10 s, to improve cell lysis. The mixture was transferred to a Lysing Matrix E tube (MP Biomedicals, Solon, OH) and subjected to bead-beating at 5.5 m/s for 45 s in a FastPrep (MP Biomedicals, Solon, OH) instrument. The tubes were centrifuged at 16,000 × g for 5 min at 4°C and 540 μL of supernatant was transferred to a 2 mL tube with addition of an equal volume of chloroform. Tubes were mixed and then centrifuged at 10,000 × g for 5 min, after which 400 μL of the aqueous phase was transferred to another tube and 2 volumes of Solution S3 (MoBio, Carlsbad, CA) were added and mixed by inversion. The subsequent clean-up methods were based on the MoBio Soil DNA extraction kit according to the manufacturer's instructions. Samples were recovered in 60 μL 10 mM Tris and stored at −20°C.

COMMUNITY PROFILING AND STATISTICAL METHODS

Small subunit (SSU) rRNA gene sequences were amplified from duplicate DNA extractions using the primer pair 926f/1392r as previously described (Kunin et al., 2010). The reverse primer included a 5 bp barcode for multiplexing of samples during sequencing. Emulsion PCR and sequencing of the PCR amplicons was performed at DOE's Joint Genome Institute following manufacturer's instructions for the Roche 454 GS FLX Titanium technology, with the exception that the final dilution was 1e-8 (Allgaier et al., 2010).

Sequence reads were submitted to the PyroTagger computational pipeline (Kunin and Hugenholtz, 2010) where the reads were quality filtered, trimmed, dereplicated and clustered at 97% sequence identity. OTU tables generated from Pyrotagger were then imported into the QIIME pipeline (Caporaso et al., 2010) for further analyses. The number of sequence reads in each sample varied, therefore, the dataset was rarified. Alpha diversity calculations were performed on rarified data.

Multivariate community analysis was performed within PCORD 5 software (McCune et al., 2002) using normalized OTU data (family-level and OTU level). OTUs found in less than two samples were removed. Outliers were removed from the dataset using PCORD 5 with a cutoff of two standard deviations. The Bray-Curtis distance measure was used for non-metric multidimensional scaling (nMDS). Pearson correlation coefficients were calculated for metadata variables and each axis of the nMDS.

RNA EXTRACTION, AMPLIFICATION, AND SEQUENCING

Total RNA was extracted from three of the oil contaminated samples as previously described (Kasai et al., 2001) and amplified using the Message Amp II-Bacteria Kit (Ambion, Austin, TX) following the manufacturer's instructions. First strand synthesis of cDNA from the resulting antisense RNA was carried out with the SuperScript III First Strand Synthesis System (Invitrogen, Carlsbad, CA). The SuperScript Double-Stranded cDNA Synthesis Kit (Invitrogen, Carlsbad, CA) was used to synthesize double stranded cDNA. cDNA was purified using a QIAquick PCR purification kit (Qiagen, Valencia, CA) and poly(A) tails were removed by digesting purified DNA with BpmI for 3 h at 37°C. Digested cDNA was purified with QIAquick PCR purification kit (Qiagen, Valencia, CA). RNA was prepared for sequencing using the Illumina Truseq kit following the manufacturer's guidelines. Each library was sequenced on one lane of the Illumina HiSeq platform using the 150 bp Paired-end technology resulting in a total of 57 Gb of sequence data for all three samples.

METATRANSCRIPTOMICS DATA ANALYSIS

Raw Illumina sequence reads from each of three surface-contaminated samples (one from each sampling date) were trimmed using the CLC Genomics Workbench v5.0.1 with a quality score limit of 0.05. Phred quality scores (Q) were imported into the genomics workbench, where they were converted to error probabilities, using perror = 10Q/−10 and were trimmed using a limit of 0.05 as described in the CLC Workbench Manual (http://www.clcbio.com).

Sequences shorter than 50 bp in length and all adapter sequences were removed. To characterize the active microbial community members, unassembled reads were searched against the Greengenes (DeSantis et al., 2006) database of 16S rRNA genes using BLASTn with a bit score cutoff of >100.

Transcript profiles from each sample were determined by first subjecting trimmed unassembled reads from each sample to ORF calling using Prodigal (Hyatt et al., 2010). Resulting ORFs were compared to a translated in-house hydrocarbon gene database using BLASTp. This database was constructed using all KEGG genes involved in hydrocarbon degradation from the KEGG database (Kanehisa and Goto, 2000). For the resulting BLAST outputs, the highest bit score was selected (min bit score >40). Metatranscriptome data from each sample were normalized to RecA expression levels. A pairwise statistical comparison of the BLAST analyses was carried out using STAMP (Parks and Beiko, 2010) using a two-sided Chi-square test (with Yates correction) statistic with the DP: Asymptotic-CC confidence interval method and the Bonferroni multiple test correction. A p-value of < 0.05 was used with a double effect size filter (difference between proportions effect size < 1.00 and a ratio of proportions effect size < 2.00. The metatranscriptome from the June 29 sampling date yielded an insufficient number of transcripts after quality filtering, thus subsequent analyses of the metatranscriptome data focused on the June 3 and June 21 samples.

Paired-end Illumina reads from each of the June 3 and June 21 samples were assembled using the De Novo Assembly Tool within the CLC Genomics Workbench at a word size of 20 and a bubble size of 50. Reads were scaffolded onto the contigs, which were submitted to MG-RAST (Meyer et al., 2008) for annotation. In MG-RAST, functional tables were generated for each sample against the KO annotation database, using default parameters (1e-5 maximum e-value cutoff, 60% minimum sequence identity, and 15 bp of minimum alignment length). To determine which organisms express genes involved in hydrocarbon degradation, contigs for each enzyme mapping to a xenobiotic pathway were annotated against the M5NR database for best-hit organismal classification using the default parameters. Using default parameters for the best-hit classification tool in MG-RAST, contigs were annotated against the Greengenes database to further assess presence of microbial community members through 16S rRNA transcripts. Recruitment plots were generated using a maximum e-value cutoff of 1e-3 and a log2 abundance scale. Contigs mapping to xenobiotic pathways were rarefied to a depth of 20,000 annotated contigs each. Xenobiotic degradation maps annotated using Kegg Orthology (KO) were downloaded from the KEGG server in KGML format and manually colored using the KGML editor (Klukas and Schreiber, 2007). Charts were generated from the Krona template (Ondov et al., 2011).

Assembled data are publicly available in the MG-RAST database under project ID 7309. Raw reads were submitted to NCBI's sequence read archive under project ID SUB442498.

ENRICHMENTS AND ISOLATIONS

Bacteria were isolated from sand cores and contaminated beach samples after incubation under aerobic conditions with 100 ppm Macondo oil (MC 252) in either Marine broth medium (Difco), Minimal marine medium (Baelum et al., 2012) or Synthetic minimal marine medium. Synthetic Minimal marine medium was prepared as follows: For 1 L, autoclaved separately 850 mL of 20 g NaCl, 0.67 g KCl, 10 mL each of mineral and vitamin mixes (Coates et al., 1995), 100 mL of 30 mM phosphate buffer (pH 7.5), and added to 50 mL of 10.1 MgCl2.6H2O + 1.52 g CaCl2. 2 H2O. Enrichments that resulted in an increase in turbidity, in addition to an increase in cell number by microscopic observations, were transferred periodically into fresh media. After 3–4 transfers, colonies were obtained by plating on the respective agar plates and were incubated for 1 week. Isolates were obtained from single colonies and incubated aerobically in modified Synthetic Seawater medium with 100 ppm MC252 oil as the sole carbon source. Within a few days, the oil initially observed as a thin layer floating on top disappeared with a concurrent increase in cell number. At this point, DNA was extracted from the cultures using the MoBio UltraClean Microbial DNA Isolation Kit (MoBio Inc, Carlsbad, CA). PCR amplification was conducted using universal bacterial 16S rRNA gene primers 27F and 1492R in 50 ul reactions, with a final concentration of 0.025 unit/μl Taq, 0.2 mM dNTPs, 15 ng of DNA template, and 0.04 μM primer. Initial denaturation was at 95°C for 180 s, followed by 25 cycles of melting at 95°C for 30 s, annealing at 54°C for 30 s, extension at 72°C for 60 s. This was followed by a final extension of 10 min at 72°C and samples were held at 4°C on completion of amplification. Verified 16S amplicons were purified using the procedure provided in the MoBio Ultraclean PCR Clean-up kit (MoBio, Carlsbad, CA). Samples were sequenced using the Applied Biosystems ABI 3730XL DNA Analyzers with the BigDye Terminator V3.1 Cycle Sequencing Kit (Applied Biosystems, Carlsbad, CA), according to the manufacturer's instructions.

OIL DEGRADATION WITH ISOLATES

Different selective minimal media were prepared to test individual isolates for their ability to degrade oil, since the isolates belonged to different genera and had different nutritional requirements. Marinobacter isolate 33 was grown in MC252 oil amended with minimal marine media. Roseobacter isolate 36 was grown in modified Sistrom's Minimal Medium (Sistrom, 1962). Oil degradation experiments were set up in 30 mL of respective media amended with 20 ppm MC252 oil and 0.1 ppm COREXIT 9500, inoculated with the respective bacterial cultures, and incubated at room temperature in the dark. The inoculant was grown in the respective minimal medium amended with 0.1% Yeast extract to promote biomass. Prior to inoculation, cells were pelleted and washed in phosphate buffer (pH 7.5) to remove any carry over of media constituents. Heat killed cells (autoclaved) were used as negative controls, by 10% inoculation into experimental bottles containing oil and media.

At periodic intervals during the incubations, experimental bottles were sacrificed for hydrocarbon analyses to determine the extent of oil degradation. All glassware used in extraction and analyses was muffled at 500°C for 4 h prior to use. To extract hydrocarbons, the entire culture volume (30 ml) was transferred from the experimental bottles to a 50 mL glass culture tube with a Teflon-lined lid. The empty bottles were extracted three times with 2 mL of chloroform (BDH, ACS grade) to assay hydrocarbons sorbed to the glass and the rinses were added to the 50 mL tube. This mixture was vortexed for 1 min and extracted for 1 h, after which they were re-vortexed and centrifuged at 2000 rpm for 15 min to aid the separation of the chloroform from the aqueous media layer. The chloroform layer was removed with a glass pipette into a GC vial and analyzed as described above.

RESULTS

STATE OF THE SAMPLING SITE

On June 3, 2010, the sampling site was almost completely covered to the tidal berm with viscous oil. Seawater washing up on the shore contained large, amorphous globules of oil. On June 21, 2010, the beach no longer contained visible globules of oil and the surface of the sampling site was no longer covered in oil. Instead, the oil present was in the form of small dried globules, less than 2 cm in diameter. By June 29, 2010, oil and oil mixed with foam were evident at the sampling site. The beach surface was rust in color and a light sheen of oil was noted on the seawater surface.

CHEMICAL ANALYSIS

The hydrocarbon profiles of the beached oil and contaminated sand core samples showed a clear correspondence to the MC252 oil (Supplemental Figure. S1). Total petroleum hydrocarbons (TPH) ranged from 0 mg/kg to 2072 mg/kg. Several components in the oil decreased over time and were significantly depleted by June 21 and June 29 sampling dates. Specifically, there was a depletion of shorter alkanes (C17–C20) and a corresponding higher relative amount of longer chain alkanes (>C20) and branched alkanes. Cluster analysis of hydrocarbons revealed a clustering of the samples according to the level of hydrocarbon contamination (Supplemental Figure. S2). PAHs were detected in more than one third of the contaminated samples. Three-ring PAHs including, fluorene, anthracene, and phenanthracene and four-ring PAHs, including chrysene and pyrene, were highest in concentration of the measured PAH compounds, while naphthalene and other two-ring compounds were present in lower amounts and were nearly completely depleted in the less contaminated and uncontaminated samples from all time points (Supplemental Figure S2).

MICROBIAL COMMUNITY ANALYSES

Cell counts ranged from 105 cells g−1 in uncontaminated samples to more than 107 cells g−1 in highly contaminated, beached oil samples and this difference was significant (t-test; p = 2.97 × 10−5). Therefore, there was a significant increase in microbial cell density as a result of the hydrocarbon influx on the beach, as previously reported by (Kostka et al., 2011).

We retrieved >1.6 million non-chimeric, quality filtered 16S rRNA gene sequences from a total of 153 oiled and uncontaminated samples, yielding more than 11,000 sequences per sample. The sequence data were dominated by OTUs corresponding to Alpha- and Gammaproteobacteria (Figure 1). Several OTUs that were abundant in the oil-contaminated samples corresponded to taxa with members known to degrade hydrocarbons, including Rhodobacteraceae, Alteromondaceae, Pseudomonadaceae, Chromatiaceae, Alcanivoraceae, and other families within the Oceanospiralles. Samples with the highest concentrations of hydrocarbons had higher relative abundances of Alphaproteobacteria (Figure 1).
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FIGURE 1. Percent abundance of the 13 most abundant bacterial classes using 16S rRNA gene sequences. Samples are ordered from highest to lowest TPH concentration, left to right.



Non-metric multidimensional scaling (nMDS) analysis revealed a pronounced response of the microbial community to oil contamination (Figure 2). Samples with high TPH concentrations clustered separately from less contaminated samples (Pearson correlation to Axis 1; r = 0.971). In addition, the TPH concentration was inversely related to several alpha diversity measures (Figure 2 and Supplemental Figure S3). Co-inertia analyses revealed that the microbial communities differed significantly between the two types of contaminated samples: beached oil and oil-contaminated sand (p-value < 0.001). The beached-oil samples also clustered separately by time (Pearson correlation to Axis 1; r = 0.869), suggesting temporal shifts in the microbial community as a response to the oil spill (Figure 2B and Supplemental Table S2). The depletion in TPH was also positively correlated with time of sampling for all of the contaminated samples. Shifts in the microbial community aligned with continuous disappearance of hydrocarbons during the sampling period (Supplemental Table S2 and Table S3). Several PAHs and aliphatic hydrocarbon components were among the highest factors that correlated to Axis 2 on the nMDS plots (Figure 2C and Supplemental Table S3). Pearson correlations revealed that Rhodobacteraceae and Alteromonadaceae were most highly correlated with hydrocarbon concentrations in the contaminated samples (Supplemental Table S4) with genus and species-specific differences within sand and beached oil matrices. For example, sequences with closest homology to Rhodobacter sp., Jannachia sp., and Marinobacter lutaoensis had the highest correlation to beached oil samples (Supplemental Table S5), while Ruegeria sp., Jannachia sp., Alishewanella baltica, and Pseudomonas pachastrellae correlated with contaminated sand samples (Supplemental Table S6). Of these highest correlating OTUs, the Marinobacter and Pseudomonas genera were the most prevalent and abundant OTUs in the dataset, comprising up to 7 and 4% of the total community, respectively. It should also be noted, that microbial community composition and hydrocarbon profiles were highly correlated (Mantel test; t > 0, p = 0.00000, r = 0.6104).
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FIGURE 2. (A) Non-metric multidimensional scaling ordination of beached oil and sand samples based on the relative abundance pyrotag sequences assigned to family-level taxonomy. The ordination plot was rotated to maximize the degree of correlation with the total petroleum hydrocarbon variable. A two dimensional solution was found and the final stress was 0.023. (B) Non-metric multidimensional scaling ordinations of beached oil based on the relative abundance pyrotag sequences assigned to family-level taxonomy. The ordination plot was rotated to maximize the degree of correlation with the time variable. A two dimensional solution was found and the final stress was 0.039. (C) Non-metric multidimensional scaling ordinations of sand samples based on the relative abundance pyrotag sequences assigned to family-level taxonomy. The ordination plot was rotated to maximize the degree of correlation with the time variable. A two dimensional solution was found and the final stress was 0.086.



METATRANSCRIPTOMICS OF OIL CONTAMINATED SAMPLES

In order to assess which hydrocarbon degradation genes were expressed, we studied the metatranscriptomic profiles of representative heavily oiled samples. Approximately 380 million paired end sequences (57 Gb) were retrieved from three beached oil samples, one from each sampling date (June 3, June 21, June 29). Our goal was to determine what types of genes were expressed in the beach community as a whole in response to heavy oil contamination. We found that 40–67% of the quality filtered reads contained ribosomal RNA genes, which was not surprising considering rRNA depletion was not applied to these samples prior to sequencing, given the low RNA yields. When analyzing which taxa were most prevalent in the rRNA from the metatranscriptomes, we saw similar trends to the 16S rRNA microbial community analysis. Metatranscriptome data matching the Greengenes SSU database were dominated by the proteobacteria (74%), more specifically the Alteromonadales (30%), Oceanospirillales (11%), and the Rhodobacterales (8%). Further, we found that when the metatrascriptome data were compared to the SSU Greengenes database, 19.2% of sequences annotated at the genus level matched to Marinobacter.

Even though the samples were dominated by ribosomal genes, more than 100 million of the quality filtered reads were available for functional gene annotation. Nearly 17 million of these reads matched to the hydrocarbon gene database. A total of 3553 different matches to the hydrocarbon database were retrieved from the metatranscriptomics data with an average of 2357 reads mapping to each hit. Comparison of the unassembled data to the hydrocarbon gene database revealed that enzymes involved in degradation of a variety of hydrocarbons, including PAHs were expressed; including a variety of monoxygenases and dioxygenases, and those involved in converting PAHs to dihydrodiols (Supplemental Table S7). Genes involved in the pathway for gentisate and substituted gentisate degradation were also expressed. Gentisate is a central metabolite in the aerobic biodegradation of both simple and complex aromatic hydrocarbons.

Two of the metatranscriptomes were assembled (those from the June 3 and June 21 sampling dates) yielding approximately 350,000 and 150,000 contigs (>150 bp), respectively, (Supplemental Table S8) and the assemblies were also screened for hydrocarbon degradation genes. When the metatranscriptomes were searched for matches to reference genomes in the MG-RAST database, Marinobacter aquaeolei strain VT8 was the closest match (94% average identity) (Figure 3). The most abundant xenobiotic degradation transcripts and overall functional transcripts matching to this strain were cyclohexanone monooxygenase, naphthyl-2-methylsuccinyl-CoA dehydrogenase, naphthyl-2-methylsuccinyl-CoA dehydrogenase, 3-hydroxyacyl-CoA dehydrogenase/ enoyl-CoA hydratase, and a succinate dehydrogenase complex (Table 1). Genes involved in motility were amongst the most abundant features of all contigs mapping to M. aquaeolei and included the CheA signal transduction histidine kinase involved in chemotaxis signaling and a flagellar hook-associated 2 domain-containing protein (Table 1).
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FIGURE 3. Recruitment of June 3 metatranscriptome to Marinobacter aquaeolei strain VT8, the organism to which the largest number of contigs mapped for both metatranscriptomes. The genome is approximately 4.8 Mb in size and the leading and lagging strands are represented by the outer most rings, separated by the blue ring, which indicates the position within the genome. Metatranscriptomic features are depicted as bar graphs inside the genome and their hit distribution is color-coded by e-value exponent as: blue, −3 to −5; green, −5 to −10; yellow, −10 to −20; orange, −20 to −30; red, less than −30. Figure was generated using the MG-RAST recruitment plot tool.



Table 1. Top xenobiotic and overall metatranscriptomic functions mapping to Marinobacter aquaeolei.
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Besides M. aquaeolei, xenobiotic degradation transcripts mapped to several other Proteobacteria isolates in the MG-RAST database. For example, transcripts matched to PAH (Figure 4), n-alkane (Supplementary Figure S4A), and toluene degradation genes, matching to sequenced organisms in the Pseudomonadales, Burkholderiales, and Alteromonadales. Additionally, PAH (Figure 4), toluene, and benzoate pathways (Supplemental Figure S4B) mapped to members of the Rhodobacterales and toluene and benzoate metabolism transcripts mapped to Rhizobiales. It should be noted, that comparing metatranscriptomic data to KEGG pathways and organisms does not ascribe a complete pathway to a particular organism.
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FIGURE 4. Polycyclic aromatic hydrocarbon degradation pathway. Assembled contigs are mapped to pathway from the KEGG database and colored in blue for June 3, red for June 21, and purple for presence in both time points. Pie charts indicating the best-hit taxonomic classification for each function were generated in Krona.



ISOLATION OF OIL DEGRADING STRAINS FROM THE CONTAMINATED BEACH SAMPLES

Enrichment with oil-contaminated samples from the sampling location resulted in isolation of 18 unique bacterial strains belonging almost entirely to the Gammaproteobacteria. 16S rRNA gene sequencing revealed that almost half of the isolates shared highest sequence homology to members of the Pseudomonadales, including Pseudomonas stutzeri, Pseudomonas pachastrellae, and Pseudomonas alcaligenes (Table 2). Three isolates belonging to the Marinobacter genus were retrieved from the more contaminated samples. Isolates having >99% sequence homology to known Alcanivorax, Vibrio, Rheinheimera, and Bacillus sp. were also retrieved from these samples. Most of the isolates were halophilic, Gram-negative organisms, and showed the potential for degrading the MC252 oil.

Table 2. Cultured Isolates retrieved from beached oil and contaminated beach sands.
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Because of their high relative abundance in the 16S rRNA gene data in contaminated samples, two representative isolates, 33 (Marinobacter spp.) and 36 (Roseobacter spp.) were selected for their ability to grow using MC252 as the carbon source. Total hydrocarbons were extracted at selected time points and straight chain alkanes and PAHs (Figure 5) were depleted during the incubations for both cultures, although longer alkanes (C25 and longer) persisted after 15 and 20 days of incubation, respectively (Supplemental Figure S5). It should be noted that the MC252 source oil used in the incubations was already depleted in the lighter hydrocarbons at the start of the incubation (Supplemental Figure S6).
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FIGURE 5. Loss of (A) straight alkanes, (B) branched alkanes, (C) PAHs, and (D) cyclic alkanes during incubation by isolate 33 (Marinobacter spp.) and isolate 36 (Roseobacter spp.).



DISCUSSION

Macondo oil from the Deepwater Horizon oil spill that reached the shore of Elmer's Beach caused shifts in the indigenous microbial communities in the beach sand toward a hydrocarbon-degrading consortium. This observation is consistent with previous studies that have assessed the impact of oil spills on coastline microbial communities (Kasai et al., 2001; Maruyama et al., 2003; Medina-Bellver et al., 2005; Alonso-Gutiérrez et al., 2009; Vila et al., 2010; Kostka et al., 2011). Kostka et al. (2011) also reported that highly contaminated samples exhibited higher bacterial cell densities than uncontaminated samples, and that there was a significant reduction in bacterial diversity associated with oil contamination. Here, we found that the contaminated samples collected from Elmer's Beach were generally dominated by Alpha- and Gammaproteobacteria (Figure 1) with up to 60% of the total microbial community being members of the Alphaproteobacteria. Other studies in the water column similarly reported a short-term shift of microbial communities toward specific members of the Gammaproteobacteria as an immediate response to crude oil inputs, which were then succeeded within 1 month by members of the Alphaproteobacteria (Abed et al., 2002; Röling et al., 2002; Hernandez-Raquet et al., 2006; Hazen et al., 2010; Redmond and Valentine, 2011; Valentine et al., 2012; Dubinsky et al., 2013).

Microbial community analysis revealed increases in the abundance of the Rhodobacteraceae and Alteromonadaceae in both the beached surface oil and contaminated beach sand samples. Therefore the different contaminated samples collected from the beach shared a similar bacterial community composition at the family level and exhibited parallel temporal successional changes in bacterial community structures driven by hydrocarbon inputs. During the first two sampling points, members of the Alteromonadaceae, with high sequence identity to Marinobacter lutaoensis, were very abundant in samples with high TPH concentrations. Members of the Marinobacter genus have previously been shown to be capable of degradation of both alkanes and PAH compounds with some isolates growing on single PAHs as their sole carbon source (Huu et al., 1999; Cohen, 2002; Shieh et al., 2003; Nicholson and Fathepure, 2004; Gerdes et al., 2005; Márquez and Ventosa, 2005; Brito et al., 2006; Gu et al., 2007; Cui et al., 2008; Rosano-Hernández and Fernández-Linares, 2009; Vila et al., 2010; Wu et al., 2010; Dos Santos et al., 2011). Here we also successfully isolated Marinobacter strains from contaminated beach samples, which were capable of growth on MC252 oil as their sole carbon source. Several previous studies have reported the role of Marinobacter in degradation of oil (Gerdes et al., 2005; Vila et al., 2010; Kostka et al., 2011). The potential biodegradation of oil by these isolates at ambient temperature further supports their potential for natural biodegradation of oil in situ (Figure 5). However, it should be noted that further work is needed to determine the exact nature of the hydrocarbon transformations that occurred during the incubations and whether they were mineralized or transformed to other metabolites.

Several bacterial taxa within the Rhodobacteraceae were abundant in the highly contaminated samples. The Rhodobacteraceae are metabolically and ecologically diverse, comprised of photoheterotrophs that can grow, either, photoautotropically or chemotrophically, as well as chemoorganotrophs, fermenters, and methylotrophs. Several members of the Rhodobacteraceae have previously been identified in oil polluted soils and marine environments and in fact have been shown to dominate oil polluted environments of the North Sea (Brakstad and Lødeng, 2005) and Southeast Asia (Harwati et al., 2008, 2009a,b). A few studies have demonstrated that the addition of photosynthetic bacteria to oil-polluted wastewater and soil triggers an increase in the abundance of hydrocarbon-oxidizing bacteria and thus enhances the rate of oil degradation (Martínez-Alonso et al., 2004; Llirós et al., 2008). Additionally, our cultivation-based experiments revealed that one representative of the Rhodobacteraceae, Roseobacter isolate 36, was also able to grow on MC252 as its sole carbon source. Overall, our data suggested oil degradation on the surface of beach sand that is exposed to light may have been promoted naturally by increases in photosynthetic populations.

Additionally many Pseudomonas species, having highest sequence homology to P. pachastrellae, were abundant in our 16S rRNA gene and cultivation experiments. Incidentally, similar pseudomonas strains were enriched from beach sands in the aftermath of both the Prestige oil spill in Northwestern Spain (Mulet et al., 2011) and other contaminated coastal sites during the Deepwater Horizon spill (Kostka et al., 2011) and these strains were shown to be central to the biodegradation of both aliphatic and aromatic hydrocarbons. Additionally, members of the Alcanivorax were abundant in the oil contaminated samples, corroborating previous 16S rRNA-based studies (Kasai et al., 2002; Kostka et al., 2011; Chakraborty et al., 2012).

Metatranscriptome analyses revealed that members of the Alpha- and Gammaproteobacteria were active in hydrocarbon degradation. This is the first study to determine functional genes involved in hydrocarbon degradation that were expressed in beach samples during the Deepwater Horizon spill. This study highlighted that metatranscriptomic data mapped to hydrocarbon degrading genes, including those involved in PAH, benzoate, and n-alkane degradation from Alteromonadales, Pseudomonales, and Rhodobacterales genomes. Data also mapped to other hydrocarbon degradation genes, including monooxygenases, dioxygenases, dehydrogenases, and hydratases, from members of these microbial classes. While this analysis doesn't necessarily ascribe a complete pathway to a particular organism, these results suggest that not only are these microorganisms abundant in the beach microbial community as suggested by the 16S rRNA gene data, but they may also play an active role in hydrocarbon degradation.

Marinobacter aquaeolei strain VT8 was the bacterium in the reference genome database that had the highest abundance of expressed genes in the oil contaminated samples, including those for cyclohexanone monooxygenase and naphthyl-2-methylsuccinyl-CoA dehydrogenase. In addition, transcripts for genes involved in chemotaxis and cellular motility mapped to Marinobacter suggesting that there was an active response to the hydrocarbon contamination in the beach communities, similar to the response observed for Oceanospirillales that were detected in the deep-sea plume (Mason et al., 2012). The high levels of gene expression observed for Marinobacter in the beach metatranscriptome data was supported by the finding that members of this genus were also enriched in the 16S rRNA data. In addition, we successfully isolated a representative of Marinobacter from the contaminated beach samples and demonstrated the ability of the isolate to degrade MC252 oil. These data suggest that Marinobacter may have played a key role in degradation of the oil that reached the coast during the Deepwater Horizon oil spill.

CONCLUSIONS

During the Deepwater Horizon oil spill, MC252 oil originating from the Macondo well reached the coastline and Elmer's Beach was heavily impacted by the oil in June 2010, during which time we collected samples. Oil deposited on the shore appeared to cause a shift in the community structure toward a hydrocarbonoclastic consortia, as 16S rRNA gene sequencing demonstrated a diverse array of known petroleum hydrocarbon degrading microorganisms in these samples. Interestingly, several OTUs representative of previously described oil-degrading phototrophs were abundant in the heavily oiled samples from the first two sampling periods and these were succeeded by a diverse array of other potential oil-degrading bacteria. Metatranscriptome profiling revealed that members of the Alpha- and Gammaproteobacteria expressed genes for hydrocarbon degradation in the contaminated samples, suggesting that they played a key role in potential degradation processes. Of note, Marinobacter were abundant members of the community in the oil-contaminated samples and expressed genes for degradation of hydrocarbons. Compared to other oil spills that have impacted shorelines, such as the Prestige oil spill that occurred in a cold pristine habitat, the disappearance of MC252 oil seemed more rapid. This difference in microbial response could be due to differences in temperatures between the two sites as well as differences in other environmental variables, including previous exposure to oil spills. Overall, this study of the microbial community response on the Gulf shoreline may assist in the understanding of microbial proxies for oil contamination in similar coastal ecosystems.
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During the Deepwater Horizon (DWH) oil spill in the Gulf of Mexico a deep-sea hydrocarbon plume developed resulting in a rapid succession of bacteria. Colwellia eventually supplanted Oceanospirillales, which dominated the plume early in the spill. These successional changes may have resulted, in part, from the changing composition and abundance of hydrocarbons over time. Colwellia abundance peaked when gaseous and simple aromatic hydrocarbons increased, yet the metabolic pathway used by Colwellia in hydrocarbon disposition is unknown. Here we used single-cell genomics to gain insights into the genome properties of a Colwellia enriched during the DWH deep-sea plume. A single amplified genome (SAG) of a Colwellia cell isolated from a DWH plume, closely related (avg. 98% 16S rRNA gene similarity) to other plume Colwellia, was sequenced and annotated. The SAG was similar to the sequenced isolate Colwellia psychrerythraea 34H (84% avg. nucleotide identity). Both had genes for denitrification, chemotaxis, and motility, adaptations to cold environments and a suite of nutrient acquisition genes. The Colwellia SAG may be capable of gaseous and aromatic hydrocarbon degradation, which contrasts with a DWH plume Oceanospirillales SAG which encoded non-gaseous n-alkane and cycloalkane degradation pathways. The disparate hydrocarbon degradation pathways are consistent with hydrocarbons that were abundant at different times in the deep-sea plume; first, non-gaseous n-alkanes and cycloalkanes that could be degraded by Oceanospirillales, followed by gaseous, and simple aromatic hydrocarbons that may have been degraded by Colwellia. These insights into the genomic properties of a Colwellia species, which were supported by existing metagenomic sequence data from the plume and DWH contaminated sediments, help further our understanding of the successional changes in the dominant microbial players in the plume over the course of the DWH spill.
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INTRODUCTION

The Deepwater Horizon (DWH) oil spill from April to July 2010 was unprecedented due to the extreme depth (1500 m below sea-level; mbsl) and low temperature (4°C), at which it took place. Colwellia species bloomed in the deep-sea hydrocarbon plume, that formed at 1100 mbsl, in early June, 2010 (Valentine et al., 2010; Redmond and Valentine, 2012) after partial capture of the oil began (Dubinsky et al., 2013). At this time the unmitigated flow of oil ceased, and cycloalkanes and non-gaseous n-alkanes, which were dominant until that point, decreased in concentration (Dubinsky et al., 2013). Concomitantly, the concentration of natural gases and simple aromatics increased (Dubinsky et al., 2013). The change in hydrocarbon composition and abundance resulting from partial capture was mirrored by differences in microbial community composition, with a shift in dominance of Oceanospirillales to Colwellia (Dubinsky et al., 2013). Mason et al. (2012) analyzed Oceanospirillales single amplified genomes (SAG) from the deep-sea plume and reported the genome encoded pathways for cyclohexane and non-gaseous n-alkane degradation. These data helped to explain the dominance of Oceanospirillales when cycloalkanes and non-gaseous n-alkanes were abundant, and its subsequent decline when these hydrocarbon constituents decreased. The later appearance of Colwellia in the spill history could be due to its ability to degrade other hydrocarbon constituents in the oil. Microcosm experiments established that Colwellia species were capable of degrading hydrocarbons originating from the oil spill at 4°C (Baelum et al., 2012; Redmond and Valentine, 2012). Specifically, Redmond and Valentine (2012) reported that Colwellia species from the deep-sea plume incorporated labeled ethane, propane, and benzene. The ability to degrade ethane and propane, for example, provides clues as to why Colwellia appears to have increased in abundance when the concentration of these and other gases increased in June 2010.

Hydrocarbon degradation by cultured Colwellia has not previously been reported (e.g., Bowman et al., 1997; Methé et al., 2005). For example, Colwellia psychrerythraea 34H, cultivated from Arctic marine sediments, is psychrophilic, with optimal growth at −1°C to 10°C (Huston, 2003) was not reported to degrade hydrocarbons. The genome of C. psychrerythraea provides insights into the adaptations that enable it to be active at such low temperatures, such as changes to cell membrane fluidity and the use of compounds that provide cryotolerance (Methé et al., 2005). Further, this genome provides a platform for comparison to Colwellia that were enriched during the DWH oil spill. Although the possible role of C. psychrerythraea in bioremediation by aromatic, or C1 contaminant degradation was inferred, the specific contaminants and the pathways catalyzing these reactions have not yet been elucidated (Methé et al., 2005). Thus it remains unresolved as to how Colwellia species that were identified during the DWH spill are capable of growth with ethane, propane, and benzene (Redmond and Valentine, 2012), polycyclic aromatic hydrocarbons (PAH) (Gutierrez et al., 2013), or MC252 crude oil constituents (Baelum et al., 2012). Here our aim was to use single-cell genomics to gain a better understanding of the genomic properties of a deep-sea Colwellia species that enabled it to bloom during the oil spill. Specifically, we present a genome analysis of a Colwellia single-cell isolated directly from the deep-sea plume described in Hazen et al. (2010) and Mason et al. (2012).

MATERIALS AND METHODS

SINGLE-CELL SORTING, WHOLE-GENOME AMPLIFICATION, AND SCREENING

Cells were collected following the clean sorting procedures detailed by Rodrigue et al. (2009). Briefly, single cells from the proximal plume water sample, collected on May 29, 2010 from 1207 mbsl (described in Mason et al., 2012), were sorted by the Cytopeia Influx Cell Sorter (BD Biosciences, Franklin Lakes, NJ) into three 96-well plates containing 3 μ l of ultraviolet-treated TE. The cells were stained with SYBR Green I (Invitrogen, Carlsbad, CA) and illuminated by a 488-nm laser (Coherent Inc., Santa Clara, CA). As described by Woyke et al. (2011) the sorting window was based on the size determined by side scatter and green fluorescence (531/40 bp filter). Single cells were lysed for 20 min at room temperature using alkaline solution from the Repli-G UltraFast Mini Kit (Qiagen, Valencia, CA) according to the manufacturer's instructions. After neutralization, the samples were amplified using the RepliPHI Phi29 reagents (Epicenter Biotechnologies, Madison, WI). Each 50-μ l reaction contained Phi29 Reaction Buffer (1 × final concentration), 50 μ M random hexamers with the phosphorothioate bonds between the last two nucleotides at the 3′ end (IDT, Coralville, IA), 0.4 mM dNTP, 5% DMSO (Sigma, St Louis, MO), 10 mM DTT (Sigma), 100 U Phi29 and 0.5 mM Syto 13 (Invitrogen). A mastermix of multiple displacement amplification (MDA) reagents minus the Syto 13 sufficient for a 96-well plate was ultraviolet-treated for 60 min for decontamination. Syto 13 was then added to the mastermix, which was added to the single cells for real-time MDA on the Roche LightCycler 480 for 17 h at 30°C. All steps of single-cell handling and amplification were performed under most stringent conditions to reduce the introduction of contamination. Single-cell MDA products were screened using Sanger sequencing of 16S rRNA gene amplicons derived from each MDA product. Two single-cell MDA products were identified as Colwellia, one of which was selected for shotgun sequencing and analysis based on the clean appearance of the 16S rRNA gene Sanger sequencing electropherogram.

SINGLE-CELL ILLUMINA SEQUENCING, QUALITY CONTROL, AND ASSEMBLY

Single-cell amplified DNA of Colwellia was used to generate normalized, indexed Illumina libraries. Briefly, 3 μ g of MDA product was sheared using the Covaris E210 (Covaris, Woburn, MA) with the following protocol: 10% duty cycle, intensity 5 and 200 cycles per burst for 6 min per sample. The fragmented DNA was purified using QIAquick columns (Qiagen) according to the manufacturer's instructions. The sheared DNA was end-repaired, A-tailed and ligated to the Illumina adaptors according to the Illumina standard paired-end protocol. The ligation product was purified using AMPure SPRI beads, then underwent normalization using the Duplex-Specific Nuclease Kit (Axxora, San Diego, CA). The normalized libraries were then amplified by PCR for 12 cycles using a set of two indexed primers and the library pool was sequenced on one lane of an Illumina HiSeq 2000 sequencer according to the manufacturer's protocols (run mode 2 × 76 bp). To ensure that the single-amplified genome was free of contamination, the Illumina sequence data was quality controlled using GC content and blast analysis (for details, see supplemental material).

BIOINFORMATICS

The 16S rRNA gene sequence of the Colwellia SAG was compared to 16S rRNA gene datasets in plume samples and stable isotope probing (SIP) experiments (Valentine et al., 2010; Mason et al., 2012; Redmond and Valentine, 2012). SAG reads were assembled using SPAdes 2.4.0 (Bankevich et al., 2012) with the following parameters: –sc –careful –m 40 –12. The single copy gene analysis was carried out according to Rinke et al. (2013). Unassembled metagenome and metatranscriptome reads from deep-sea plume samples presented by Mason et al. (2012) (available at http://mason.eoas.fsu.edu) and metagenome reads from surface sediments (http://mason.eoas.fsu.edu and MG-RAST IDs 4510162.3-4510175.3), several of which were contaminated during the DWH spill (Mason et al., 2014), were mapped against the assembled Colwellia SAG using Bowtie2 (Langmead and Salzberg, 2012) with default parameters. The SAG assembly was annotated using CAMERA 2.0 (Sun et al., 2011). The reads that went into the SAG assembly were compared to C. psychrerythraea (Methé et al., 2005) using PAUDA (Huson and Xie, 2014), with a bit score of ≥40 serving as the cutoff. JSpecies (Richter and Rosselló-Móra, 2009) was used to compute the average nucleotide identity between the Colwellia SAG assembly and C. psychrerythraea. The average was computed by using values greater than 70%. The lowest observed value that was used in the calculation was 70.34% and the highest was 100%. Additionally, the reads that went into the Colwellia SAG assembly were also compared to a database of genes involved in hydrocarbon degradation (bit score of ≥40 cutoff), similar to the methodology described by Mason et al. (2012) with PAUDA (Huson and Xie, 2014). Last, the Colwellia SAG assembly was compared (blastx) to gene products of the BMO operon of Thauera butanivorans (NCBI locus AY093933). Contigs with bmoR were also compared to the non-redundant protein sequences (nr) in GenBank using blastx. The Colwellia SAG raw reads and assembly are available at: http://mason.eoas.fsu.edu, as are the Oceanospirillales SAG reads and assemblies from Mason et al. (2012).

RESULTS AND DISCUSSION

GENOMIC FEATURES

More than 38 million reads, representing 587X coverage were obtained (assuming a genome size of 5.0 Mb). The Colwellia SAG assembly resulted in 141 contigs with a total assembly size of 1.3 Mb. The estimated genome recovery was 30%, based on single-copy gene analysis (Supplementary Table 1). Average G + C content was 37.5% (Supplementary Results), compared to 37.9% for C. psychrerythraea (Methé et al., 2005). A total of 1163 open reading frame(s) were identified. In the assembled Colwellia SAG 11 rRNA operons and 8 tRNAs were present. All annotated COGs (CAMERA) of the Colwellia SAG assembly are shown in Supplementary Table 2. The average nucleotide identity when comparing the Colwellia SAG to C. psychrerythraea was 84%.

SAG TAXONOMY

The SAG selected for Illumina sequencing, Colwellia SAG HUGN, was closely related to C. psychrerythraea based on its 16S rRNA gene sequence (99% similar). This clade also includes highly similar Colwellia sequences retrieved from the DWH plume (average 98%; Valentine et al., 2010; Mason et al., 2012) and by stable isotope probing analysis (97–99%; Redmond and Valentine, 2012) (Figure 1). Although the SAG was very similar to the Colwellia sequences identified in situ in the plume sample, Colwellia was not abundant early in the spill history at the time the sample was obtained (Mason et al., 2012). The SAG was also highly similar to Colwellia species found in the June 2010 plume samples (Figure 1), in which Colwellia had a relative abundance of >60% of the community (Valentine et al., 2010).
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FIGURE 1. Neighbor-joining phylogenetic tree of 16S rRNA genes of the Colwellia SAG and close relatives. Sequences from a particular study are highlighted with the same color. Information about the environment from which a particular microorganism was found is indicated in the figure. The Colwellia SAG is in bold text and indicated by an asterisk.



HYDROCARBON DEGRADATION

The most frequently observed genes in the reads that went into the Colwellia SAG assembly were aldehyde dehydrogenase, alcohol dehydrogenase, enoyl-CoA hydratase, bmoR, 2-hydroxymuconic semialdehyde dehydrogenase and 4-cresol dehydrogenase. Generally, these genes could be part of several different metabolic pathways, but the observed bmoR, which was highly similar (avg. similarity was 74%) to that of Pseudomonas butanovora [subsequently renamed Thauera butanivorans (Dubbels et al., 2009)] suggested that it may play a similar functional role in the Colwellia species described here. T. butanivorans (Dubbels et al., 2009), isolated from activated sludge from an oil refining plant (Takahashi, 1980), is able to grow on C2–C9 alkanes (Dubbels et al., 2009) using the following pathway: Butane (BMO)→ 1-Butanol (alcohol dehydrogenase)→ Butyraldehyde (aldehyde dehydrogenase)→ Butyric Acid (further metabolized as fatty acid) (Arp, 1999). Although a butane monooxygenase was not identified in the Colwellia SAG presented here, T. butanivorans' bmoR, which encodes a transcriptional regulator (BmoR) for BMO, and is located upstream of the BMO operon (Kurth et al., 2008), was identified (Figure 2). A total of 758 raw reads were annotated as bmoR in the SAG using blastx. The average similarity was 74% to T. butanivorans bmoR (bit score ≥ 40). In a separate analysis this bmoR was also compared to the assembled SAG. When carrying out blastx analysis of the contigs compared to bmoR the percent similarity ranged from 33–42%, with a high bit score average of 172. We acknowledge that similarities in this range are low in terms of a reliable annotation as bmoR. The discrepancy in the % similarity is likely due to methodological differences (short, unassembled 76 bp reads compared to contigs). Further, the GC content of the contigs upon which bmoR was identified was 38%, which is identical to the GC content for the entire SAG assembly (38%). The presence of bmoR, similar to T. butanivorans, in the Colwellia SAG, is not however, diagnostic for presence of the BMO operon. The remaining metabolic pathway used by T. butanivorans in butane oxidation was encoded in the SAG (Figure 2) and was highly similar (≥40 bit score) to that of C. psychrerythraea. C. psychrerythraea does not have a butane monooxygenase thus has a paraphyletic lineage with the Colwellia SAG.
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FIGURE 2. Metabolic reconstruction of the Colwellia SAG. An asterisk indicates Colwellia SAG reads with ≥40 bit score to C. psychrerythraea. The BMO operon and adjacent genes (from Kurth et al., 2008, see Figure 1A) are color coded: blue indicates Cowellia SAG. Additionaly, those genes from the DWH plume and sediment metagenomes (Mason et al., 2012, 2014, respectively) are enclosed by rectangle. Genes shown in yellow indicate DWH plume, those in green indicate sediment metagenomes. These genes were not directly ascribed to the Colwellia SAG described herein. An † indicates that the direct evidence for gaseous hydrocarbon degradation by plume Colwellia was provided by Redmond and Valentine (2012), not from the Colwellia SAG annotation. The Colwellia SAG had the full suite of genes coding for chemotaxis including Che genes, indicated by an §. Che genes include CheA, CheC, CheY, and CheZ.



The lack of a butane monooxygenase in the SAG may indicate that it, does not, in fact have that metabolic capability. Alternatively, it may be due to insufficient coverage of the genome (30% complete) of the Colwellia SAG. To test this hypothesis, we turned to metagenomes from the plume (~0.03 Tb of sequence data) and from sediments (~1 Tb of sequence data), several of which were highly contaminated by the DWH spill (Mason et al., 2012 and 2014, respectively). Although the relative abundance of Colwellia in the DWH plume, from which the single cell was retrieved, was low (1–2%) (Mason et al., 2012), the same bmoR gene was identified in metagenomes from the plume, as were several additional T. butanivorans genes involved in butane oxidation (bit score of ≥40) (Figure 2). However, no butane monooxygenase was recovered in the DWH plume metagenomes. In sediment samples, Colwellia had a high relative abundance of 6% in the more contaminated samples (Mason et al., 2014). The higher abundance of Colwellia in contaminated sediments (Mason et al., 2014) compared to the deep-sea plume may have resulted in better coverage of Colwellia. In the resulting sediment metagenomes, bmoR, bmoG, istA, and istB were identified, all of which had a bit score of ≥40, as was the alpha subunit of butane monooxygenase (bmoX) (Figure 2). The metagenomic data, particularly in surface sediments, suggested that gaseous hydrocarbon degradation via butane monooxygenase was a plausible pathway for degrading DWH hydrocarbon constituents, however this pathway was not directly linked to Colwellia.

Direct evidence for gaseous hydrocarbon degradation by DWH plume Colwellia, which were closely related to the Colwellia SAG described herein, was provided by Redmond and Valentine (2012) who used SIP to examine the uptake of methane, ethane, and propane. They reported that Colwellia enriched from the plume was responsible for the bulk of 13C labeled propane and ethane uptake, but also showed, to a far lesser extent uptake of methane by Colwellia, consistent with the properties of T. butanivorans BMO (Cooley et al., 2009). The putative hydrocarbon degradation pathways discussed above help to resolve several aspects of the microbial response to the oil spill that hitherto were unclear. Specifically, the BMO of T. butanivorans is highly efficient at discriminating against methane when grown on ≥C2 alkanes (Cooley et al., 2009). At the time Colwellia was abundant in mid-June 2010 (Valentine et al., 2010; Redmond and Valentine, 2012), Valentine et al. (2010) reported that, despite the abundance of methane input to the deep-sea during the spill (Joye et al., 2011), propane, ethane (and perhaps butane) fueled microbial respiration. These findings suggested that Colwellia was likely involved in degrading gaseous hydrocarbons, but not methane (Valentine et al., 2010), which was substantiated by the aforementioned SIP experiments.

In addition to gaseous hydrocarbon degradation Redmond and Valentine (2012) also reported that Colwellia enriched in the DWH plume incorporated benzene in SIP experiments. In the Colwellia SAG 4-cresol dehydrogenase (EC 1.17.99.1) and 2-hydroxymuconic semialdehyde dehydrogenase (EC 1.2.1.85) both of which are involved in degradation of several aromatics (e.g., benzene by Pseudomonas putida according to Reardon et al., 2000), were identified. These were also identified in the water column and sediment metagenomes. Together, these data support the uptake of aromatics by plume Colwellia as reported by Redmond and Valentine (2012).

NITROGEN

Previously we reported that nitrate was significantly lower in plume samples from which the Colwellia SAG was isolated compared to non-plume samples (p-value 0.003) (Hazen et al., 2010). One hypothesis is that nitrate was consumed as an electron acceptor during hydrocarbon degradation. As the previously sequenced C. psychrerythraea strain was reported to have genes coding for denitrification (Methé et al., 2005), we sought to determine whether the Cowellia SAG also possessed the genetic capacity for denitrification. First, a direct comparison was made between C. psychrerythraea and unassembled reads from the Colwellia SAG that went into the final assembly. This comparison revealed a high sequence similarity (≥40 bit score) of genes involved in denitrification in both the Colwellia SAG and C. psychrerythraea (Figure 2). For example, C. psychrerythraea's nitrate permease (GI71146856), nitrite reductases (small and large subunits; GI71146751 and GI71143641), nitric-oxide reductase (GI71148260 and GI71144846) and an anaerobic nitric-oxide reductase transcription regulator (GI71282073) were present in the SAG (Figure 2).

Although many genes in the denitrification pathway were common between the Colwellia SAG and C. psychrerythraea, there were differences. For example, nitrate reduction appears to be encoded by different genes. In the Colwellia SAG reduction of nitrate could be carried out via a nitrate/TMAO reductase (COG3005) and a periplasmic nitrate reductase system, NapE component (COG4459). Further an uncharacterized protein involved in response to nitric oxide was present in the SAG (COG3213). The Colwellia SAG lacked a nitrous-oxide reductase gene, which may be an artifact of an incomplete genome for the Colwellia SAG. It is, however, plausible that the SAG does in fact lack the capability to reduce nitrous oxide. Given the importance of nitrous oxide as a greenhouse gas (Wuebbles, 2009), further elucidating the role of Colwellia in denitrifying processes and end-products is necessary, particularly in the context of an unprecedented ecosystem perturbation, such as the DWH oil spill.

IRON

 Baelum et al. (2012) tested the hypothesis put forth by Hazen et al. (2010), that iron could have limited microbial growth, in microcosm experiments with MC252 crude oil. The results suggested that iron limitation resulted in floc formation of which Colwellia was the most abundant microorganism. They also reported that in the first 20 days of incubation, lower growth, and hydrocarbon degradation rates were observed, although the total amount of oil degraded after 20 days was the same as in microcosms with sufficient iron. Further, Joung and Shiller (2013) reported that iron concentrations in the plume compared to non-plume samples indicate an enhanced microbial iron demand. This suggests that in the deep-sea plume, at least initially, iron could have affected both the growth and degradation rate of hydrocarbons by Colwellia, although is unlikely that iron concentrations were a growth-limiting factor nor a factor in the total amount of hydrocarbons degraded during the spill (Joung and Shiller, 2013).

To better understand Colwellia's iron acquisition strategy we first compared the Colwellia SAG to C. psychrerythraea, followed by direct annotation of Colwellia SAG contigs using CAMERA. Similar to C. psychrerythraea the Colwellia SAG lacked genes for siderophore production. Yet, highly similar genes when comparing the two (≥40 bit score) were found for iron transport and uptake (Figure 2). Iron(III) ABC transporter proteins (GIs 71277892 and 71143632) and ferrous iron transport proteins (GIs 71144726 and 71143643) were identified, yet the two genomes had different genes coding for interactions with siderophore complexes (Figure 2). Annotation of the Colwellia SAG assembly with CAMERA revealed the genome encoded functions involved in iron acquisition, including an outer membrane receptor for the siderophore-iron complex ferrienterochelin (Lundrigan and Kadner, 1986) (COG4771), and an outer membrane receptor for Fe3+-dicitrate (COG4772) (Figure 2). Other functions involved in iron transport were also annotated (COGs 0370, 1629, and 1918) (Figure 2). Taken together, the data suggested that the Colwellia SAG could have been at a physiological disadvantage if it was, in fact, unable to synthesize siderophores. Conceivably, Colwellia could have relied on scavenging siderophores produced by other microorganisms in the plume for remediating iron limitation. Although we acknowledge that missing genes for siderophore production could be due to the incompleteness of the Colwellia SAG, C. psychrerythraea also lacks the ability to produce siderophores.

FLOC FORMATION

The C. psychrerythraea genome encodes a capsular polysaccharide biosynthesis protein (GI71145258), as does the Colwellia SAG (Figure 2). Polysaccharide capsules are found on the cell surface of many bacteria and are involved in, among other processes, adherence of one bacterium to another (Roberts, 1996). Further, C. psychrerythraea's putative polysaccharide biosynthesis glycosyltransferase, which likely functions in extracellular polysaccharide biosynthesis (Methé et al., 2005), was identified in the Colwellia SAG. As discussed above, Baelum et al. (2012) observed flocs largely comprised of Colwellia that formed under iron limiting conditions in microcosms incubated with MC252 oil. Our findings provide preliminary evidence for a plausible mechanism by which cells could have aggregated together in the face of nutrient, and particularly, iron limitation in the deep-sea plume.

CHEMOTAXIS AND MOTILITY

A full suite of genes involved in signal transduction, chemotaxis, and motility were present in the Colwellia SAG (Figure 2), many of which were highly similar to C. psychrerythraea. For example C. psychrerythraea's chemotaxis proteins CheA, CheY, and CheZ, numerous methyl-accepting chemotaxis proteins (MCP) and the full suite of genes coding for flagellum synthesis and operation were observed in the Colwellia SAG. Parales et al. (2000) reported that several strains of bacteria exhibited a chemotactic response to benzene and toluene and suggested MCPs were involved. More direct evidence was provided regarding the role of MCPs in the ability of Pseudomonas putida to detect naphthalene (Grimm and Harwood, 1999). Given the suite of genes, including MCP, encoded in the Colwellia SAG, it is plausible that the Colwellia SAG was able to sense and move toward a chemo-attractant, such as degradable hydrocarbons that accumulated in the deep-sea plume during the DWH spill.

ADAPTATION TO COLD TEMPERATURES

Direct comparison of the SAG to the C. psychrerythraea genome revealed shared genomic features (≥40 bit score similarity) thought to be involved in adaptation to life at cold temperatures; for example a C. psychrerythraea fatty acid cis/trans isomerase, which would allow the cell to alter the ratio of cis- to trans-esterified fatty acids in phospholipids (Methé et al., 2005). The ability to increase cis-isomerization, could enhance membrane fluidity at low temperatures (Methé et al., 2005), which would be an important adaption to life at low temperatures. Further, C. psychrerythraea's putative 3-oxoacyl-(acyl-carrier-protein) reductase and putative 3-oxoacyl-(acyl-carrier-protein) synthase III, which serve key roles in fatty acid and phospholipid biosynthesis (Methé et al., 2005), were identified in the SAG, and could also play a role regulating membrane fluidity at cold temperatures (Russell, 1997).

BIOSYNTHESIS OF COMPATIBLE SOLUTES

The Colwellia SAG had genes coding for choline dehydrogenase and betaine aldehyde dehydrogenase, which were highly similar (≥40 bit score) to those of C. psychrerythraea. In the genome sequence of the psychrophilic hydrocarbon degrader, Oleispira antarctica these were the two mechanisms for biosynthesis of compatible solutes (Kube et al., 2013). Choline dehydrogenase and betaine aldehyde dehydrogenase are involved in catalyzing the reaction that leads to synthesis of the osmolyte betaine (Kube et al., 2013). Genes coding for choline dehydrogenase, and others, were suggested to be involved in synthesis of betaine, which was cited as an osmoprotectant, and also a cryoprotectant in C. psychrerythraea (Methé et al., 2005). The dual functionality of an osmoprotectant and cryoprotectant in Colwellia would be an important adaptation for the Colwellia SAG to life in the low temperature, deep-sea marine environment.

COMPARISON OF DWH DEEP-SEA PLUME COLWELLIA SAG TO OCEANOSPIRILLALES SAG

 Mason et al. (2012) presented an annotated Oceanospirillales SAG that was isolated from the proximal plume sample (OV01102/03 in Hazen et al., 2010) from which the Colwellia SAG presented herein was also isolated. Oceanospirillales had a higher relative abundance in the proximal plume sample compared to Colwellia (16S rRNA gene sequence relative abundance was 81% vs. 1% percent, respectively) (Mason et al., 2012). Thus most of the genes and transcripts from the proximal plume sample were thought to derive from Oceanospirillales and the role that Colwellia played in oil disposition has been largely unexplored. Comparison of the SAGs revealed several differences; namely the dominant hydrocarbon pathways, iron acquisition strategies, and respiration capabilities. First, the Oceanospirillales genome encoded cyclohexane degradation by an alkane monooxygenase (Mason et al., 2012), also recently identified in the genome sequence of the closely related Oleispira antarctica (Kube et al., 2013). As discussed above, the Colwellia SAG encoded bmoR, 4-cresol dehydrogenase and 2-hydroxymuconic semialdehyde dehydrogenase, the latter of which are involved in degradation of several aromatics. Thus, the hydrocarbon constituents potentially degraded by these two gammaproteobacteria, that increased in abundance in the plume, are disparate. Second, the ability to synthesize siderophores to acquire iron, which may have affected hydrocarbon respiration rates early on (but was not likely limiting) by the microbial community in the deep-sea plume during the oil spill, would have given the dominant Oceanospirillales a competitive advantage over Colwellia. As discussed above, the Colwellia described here may have been able to scavenge siderophores produced by other microorganisms, perhaps those of Oceanospirillales, to acquire iron. Finally, the genome of Oceanospirillales did not encode a pathway for denitrification, in contrast to the Colwellia presented here. Therefore, when faced with reduced oxygen concentrations Colwellia could have continued to carry out respiration, while Oceanospirillales may not have been able to do so.

COMPARISON OF DWH DEEP-SEA PLUME METAGENOMES AND METATRANSCRIPTOMES AND SEDIMENT METAGENOMES TO THE COLWELLIA SAG

 Mason et al. (2012) reported relative abundances of 1–2% of Colwellia in metagenomes from the proximal plume closest to the DWH wellhead (1.8 km away) and at a more distant location, referred to as the distal plume (10.8 km away), collected May 26-June 2, 2010. Of these metagenome sequence reads 0.30% mapped to the Colwellia SAG. To determine if the Colwellia SAG was active in the deep-sea plume, 5S, 16S, and 23S rRNA sequences were subtracted from the plume metatranscriptomes. These reads were then mapped against the assembled Colwellia SAG. Comparison of the Colwellia SAG to proximal plume station metatranscriptome sequences revealed that 0.20% of the metatranscriptome reads mapped to the single-cell assembly. Fewer metatranscriptome reads from the distal station mapped to the Colwellia SAG (0.01%). Thus a representative of plume Colwellia may have been actively degrading gaseous and simple aromatic hydrocarbons, albeit at low levels, in late May 2010, when these hydrocarbons were less abundant. In contrast Rivers et al. (2013) reported that 16% of their metatranscriptome reads from two DWH plume stations (6–8 km from the wellhead, collected May 26-June 3, 2010; at the same time we sampled) mapped to C. psychrerythraea, although these authors used blastx while we used Bowtie2. Further, the abundance of Colwellia was significantly higher in Rivers et al. (2013; see Figure 1B for abundance) 16S rRNA gene survey as compared to the samples presented in Mason et al. (2012).

Previously, we characterized the microbial community in 64 surface sediment samples, which had varying degrees of hydrocarbon contamination from the DWH spill (Mason et al., 2014). As discussed above, Colwellia was up to 6% (relative abundance) of the microbial community in these sediments, particularly those with the highest hydrocarbon concentrations (Mason et al., 2014). From these samples 14 were selected for metagenomic sequencing. Of these 14 samples, 7 were determined a priori to exceed the Environmental Protection Agency (EPA)'s PAH benchmarks for aquatic life. The Colwellia SAG assembly was mapped to the sediment metagenomes with 0.25–0.04% of reads mapping. The most SAG reads mapped to 6 of the 7 samples that exceeded the EPA's PAH benchmarks. These results are similar to the plume metagenome and indicate that the Colwellia SAG sequenced was represented in both the water column and sediments that were contaminated during the DWH spill.

CONCLUSION

Analyses of the microbial community response to the oil spill revealed a clear story of microbial succession, however, few detailed descriptions of the cellular physiology of the indigenous microbes that responded to the hydrocarbon inputs have been presented. Herein we describe several aspects of a Colwellia single-cell genome that furthers our understanding of the potential role that Colwellia played during microbial succession in the deep-sea hydrocarbon plume that formed during the DWH spill. At the time that Colwellia was most abundant in the plume, methane was highly abundant but largely not degraded in favor of other gaseous hydrocarbons. This could have been due to the genetic capacity of the Colwellia to preferentially degrade gaseous hydrocarbons at the expense of methane, if it does, in fact, have a butane monooxygenase. Additionally, genes involved in BTEX degradation in the Colwellia SAG were identified. These preliminary findings may help to resolve the simultaneous increase in Colwellia abundance when these hydrocarbon compounds accumulated in the plume. The Colwellia SAG was captured in metagenomes from the water column and surface sediments that were contaminated by the DWH spill. In addition, both Oceanospirillales and Colwellia SAGs possessed genes for chemotaxis and motility, suggesting that this is an advantage for rapid response to hydrocarbon inputs in the deep-sea. We also provide preliminary evidence that the Colwellia species described herein may have been able to produce polysaccharides for floc production that corresponds to the high abundance of flocs in microcosms under iron limited conditions as reported by Baelum et al. (2012). This could represent a novel property enabling Colwellia to cope with conditions of low iron concentrations, but further experiments are necessary to confirm this hypothesis.
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During hydrocarbon exposure, the composition and functional dynamics of marine microbial communities are altered, favoring bacteria that can utilize this rich carbon source. Initial exposure of high levels of hydrocarbons in aerobic surface sediments can enrich growth of heterotrophic microorganisms having hydrocarbon degradation capacity. As a result, there can be a localized reduction in oxygen potential within the surface layer of marine sediments causing anaerobic zones. We hypothesized that increasing exposure to elevated hydrocarbon concentrations would positively correlate with an increase in denitrification processes and the net accumulation of dinitrogen. This hypothesis was tested by comparing the relative abundance of genes associated with nitrogen metabolism and nitrogen cycling identified in 6 metagenomes from sediments contaminated by polyaromatic hydrocarbons from the Deepwater Horizon (DWH) oil spill in the Gulf of Mexico, and 3 metagenomes from sediments associated with natural oil seeps in the Santa Barbara Channel. An additional 8 metagenomes from uncontaminated sediments from the Gulf of Mexico were analyzed for comparison. We predicted relative changes in metabolite turnover as a function of the differential microbial gene abundances, which showed predicted accumulation of metabolites associated with denitrification processes, including anammox, in the contaminated samples compared to uncontaminated sediments, with the magnitude of this change being positively correlated to the hydrocarbon concentration and exposure duration. These data highlight the potential impact of hydrocarbon inputs on N cycling processes in marine sediments and provide information relevant for system scale models of nitrogen metabolism in affected ecosystems.
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INTRODUCTION

Petroleum hydrocarbon spills considerably alter the composition and functional dynamics of marine microbial communities (Hazen et al., 2010; Gutierrez et al., 2013). Ultimately, microorganisms that can respond to complex hydrocarbon mixtures are preferentially enriched by hydrocarbons provided during an oil spill; growing from small natural seed populations (Röling et al., 2002, 2004). A number of studies have demonstrated changes in the spatiotemporal ecology of microbial communities in the presence of oil contamination (Bordenave et al., 2007; Paissé et al., 2008; Hazen et al., 2010; Bælum et al., 2012; Lu et al., 2012; Mason et al., 2012), which has concomitant impacts on microbially-mediated biogeochemistry (Atlas, 1991). Proliferation of heterotrophs in the presence of hydrocarbons as the sole electron donor can result in the rapid depletion of oxygen in the ecosystem through aerobic respiration (Riser-Roberts, 1992).

One potential limiting factor for hydrocarbon degradation in marine sediments is nitrogen availability (Herbert, 1999). Marine sediments are a key location for global nitrogen cycling (Engström et al., 2009; Lam and Kuypers, 2011; Hamme and Emerson, 2013), because they provide both a physical location for organic matter remineralization through ammonification, and also an anoxic environment for denitrification processes (Laverock et al., 2011). At the water-sediment interface, ammonium generated through organic matter remineralization, is converted to nitrite and then nitrate by nitrification (Henriksen and Kemp, 1988). Available nitrite or nitrate may diffuse to the water column or be consumed in various biotic reactions depending on oxygen availability. Under oxygen limited conditions, deeper within the sediment, nitrate may be reduced via dissimilatory nitrate reduction to ammonium (DNRA), which can be anaerobically oxidized, with nitrite, to dinitrogen, through anammox processes, also the experimental evidence for this mechanism remains limited (Brandes et al., 2007; Kalvelage et al., 2011). It has been estimated that dinitrogen production in deep benthic sediments (1000–3000 m) is responsible for ~7–16% of the total nitrogen loss in the marine ecosystem (Engström et al., 2009).

How oil contamination affects nitrogen cycling processes in situ is still not well understood (Deni and Penninckx, 1999; Bell et al., 2011; Trimmer et al., 2013). Although petroleum oil is typically rich in nitrogen, most of it is bound in aromatic heterocyclic compounds whose carbon to nitrogen bonds are difficult to break (Snyder, 1970). Thus, bioremediation of oil contamination often requires the addition of inorganic nutrients including nitrogen, phosphorus, and/or iron, to increase enzyme activity (Brook et al., 2001; Head et al., 2006; Bell et al., 2011). In the case of high carbon and low nitrogen environments, there is evidence of increased diazotrophy within microbial communities (Karl et al., 2002), although this has rarely been observed in the presence of hydrocarbons despite nitrogen limiting conditions (Laguerre et al., 1987; Eckford et al., 2002; Musat et al., 2006). A more recent study exploring the relationship between microbial nitrogen cycling dynamics and oil contamination found evidence of DNRA being coupled to nitrogen cycling in a suboxic hydrocarbon contaminated subsurface well (Yagi et al., 2010).

A number of studies have evaluated how well the relative abundance of genes encoding nitrogen metabolic enzymes correlate with biogeochemical measurements of N metabolism. For instance, the abundance of nirS, nrfA, narG, and napA genes involved in nitrite and nitrate reduction significantly predicted the rates of denitrification and DNRA in the Colne estuary (Dong et al., 2009). However, nirK, another nitrite reduction gene, has been shown to be a poor predictor of functional traits relevant for denitrification (Salles et al., 2012). The metabolic pathways themselves are a network of interactions, so we hypothesize that the non-linear relationship between gene abundance and metabolite turnover is best evaluated as a function of compound changes in the relative abundance of many different related genes, rather than any single gene abundance. Predicted relative metabolic turnover (PRMT) quantifies relative changes in the metabolic potential as a network of predicted metabolic reactions inferred from the relative abundance of genes annotated from a metagenome (Larsen et al., 2011). Each predicted metabolite is then a function of the predicted enzymes and their “metabolic community of reactions” rather than simply the relative abundance of just the single gene that codes for the enzyme responsible for the metabolism. PRMT has previously been used to accurately predict seasonal variation in metabolites in marine surface waters (Larsen et al., 2011).

Here we hypothesize that increasing exposure to elevated hydrocarbon concentrations will positively correlate with predicted metabolic shifts toward denitrification in anaerobic zones in sediments. This is based on the premise that previously challenged and constantly exposed hydrocarbon samples are more likely to be “primed” for hydrocarbon response (Deni and Penninckx, 1999; Labbé et al., 2007; Taketani et al., 2010). To test this hypothesis we analyzed metagenomic sequence data from 17 sediment samples from the Gulf of Mexico and the Santa Barbara Channel, which represent sites with short term exposure to oil contamination [those from the Deepwater Horizon (DWH) oil spill], sites with a long history of exposure to hydrocarbons (those from the natural oil seeps), and sites unaffected by hydrocarbon contamination.

MATERIALS AND METHODS

DATA

Data were downloaded from MG-RAST (Meyer et al., 2008) including the DWH spill project (MGRAST IDs: 4510162.3-4510175.3) and the natural oil seeps study (MGRAST IDs: 4537092.3-4537094.3), which were all annotated using SEED, with a maximum e-value of 1 × 10−3, a minimum identity of 50%, and minimum identity cutoff of 15. Data was also annotated in MG-RAST using Hierarchical Classification subsystems with a maximum e-value cutoff of 10−5, minimum percent identity cutoff of 60%, and a minimum alignment length cutoff of 15; this data was used for looking at functional annotations for gene abundances. For the samples collected from the Gulf of Mexico during the DWH spill, 6 of the samples were from oil-contaminated sites (hereafter referred to as DWH oil spill samples), and 8 samples were from uncontaminated sites (hereafter referred to as uncontaminated samples). This grouping was based on whether the samples clustered based on the normalized gene abundances, and additionally based on whether they exceeded (>1.0 polycyclic aromatic hydrocarbon [PAH] index) or did not exceed EPA (≤1 PAH index) BPA benchmarks for hydrocarbon pollution (Mason et al., 2014) (for more information about how the EPA aquatic benchmarks are calculated please see http://www.epa.gov/bpspill/water-benchmarks.html#dblstar). The Santa Barbara channel oil seep samples included depth, latitude and longitude, and collection date as contextual metadata. This data is summarized in Supplementary Table 1. The Gulf of Mexico samples (Mason et al., 2014) had these contextual metadata in addition to total petroleum hydrocarbons (TPH), polycyclic aromatic hydrocarbons (PAH), dissolved-phosphate (PO4-P), dissolved nitrate (NO3-N), total ammonia nitrogen (NH3-N and NH4-N), dissolved inorganic nitrogen (DIN; NH3-N and NH4-N), total nitrogen (NH3/NH4-N, NO3/NO2-N, and organic nitrogen), total sulfur (S), and total carbon (C). A complete metadata table for the Gulf of Mexico samples is given in Supplementary Table 1 of Mason et al. (2014). For more information about sample collection and the context of these samples please see Hawley et al. (2014), Mason et al. (2014). These values were normalized and log2 transformed before analysis was performed.

ANALYSIS

The oil seep samples had genetic sequences that annotated to 131 nitrogen metabolism genes that were not present in any of the Gulf samples. Thus for gene annotations, SEED Subsystems-based functional (level 2) annotations were summed and then standardized as a function of total reads within each sample. Predicted Metabolic Turnover Analysis (PRMT) (Larsen et al., 2011) was used to evaluate the community metabolic potential between samples as a function of microbial community gene abundances. PRMT transforms annotated enzyme abundances by a weighted matrix of all possible reactions including those enzymes, their reactions, and associated metabolites as annotated by KEGG (Ogata et al., 1999). Enzyme commission (EC) abundances were gathered from the SEED Subsystems L3 tables, quantile normalized and then log2 transformed before analysis. The EC abundances were compared to a “reference,” which in this analysis was an average of all samples. Positive PRMT score values represent the consumption of a particular metabolite, and negative scores represent the accumulation or production of a particular metabolite. For the nitrogen metabolism pathway (KEGG map00910), the PRMT scores were summed to give either a “net” positive or negative PRMT value. The “net difference” or “pathway flow” was found by adding the net positive and net negative values for PRMT scores for each metabolite in the pathway per sample. For comparisons of sample scores, Kruskal-Wallis rank sum tests were used. Hierarchical annotation for gene abundances were also quantile normalized and log2 transformed. A principal component analysis was performed on the quantile normalized and log2 transformed hierarchical abundances, removing those genes completely absent in the Gulf of Mexico dataset. To pull out hydrazine related gene sequences, bowtie 1.0.0 (Langmead et al., 2009) was used to align reads to custom index of hydrazine hydratase related sequences downloaded from NCBI (Benson et al., 2013). Then we used reads per kilobase per million (RPKM), quantile normalization, and a log2 transformation to normalize the hydrazine hydratase related gene abundances. Pearson correlation coefficients (corr) were used where cited. 10,000 permutations were used to assess empirical p-values.

RESULTS

The contaminated sediments from the Gulf of Mexico were exposed to hydrocarbon contamination from the DWH spill for between 3 and 5 months at the time they were collected. By contrast, the natural oil seeps from the Santa Barbara Channel were estimated to be exposed to hydrocarbons for more than 11,000 years (Hornafius et al., 1999). To the best of our knowledge the uncontaminated sediments from the Gulf of Mexico had not recently been exposed to the amounts of hydrocarbon contamination caused by the DWH Oil spill, although historical presence of temporary natural oil seeps nearby cannot be ruled out (Kvenvolden and Cooper, 2003). The metagenomic data were all generated using the HiSeq2000 platform, with a minimum of 36,851,796 reads and a maximum of 86,321,188 reads per metagenome, with read lengths of ~150 bp.

OIL SEEP SAMPLES MAINTAINED A GREATER DIVERSITY OF GENES ASSOCIATED WITH NITROGEN METABOLISM

Oil seep samples had sequences that annotated to 131 nitrogen metabolism genes; these genes were not present in the samples from the Gulf of Mexico (oil spill and uncontaminated sites). Of the 11 SEED level 2 annotations within nitrogen metabolism, 4 were present only in the oil seep samples- these included amidase clustered with urea and nitrile hydratase functions, cyanate hydrolysis, citric oxide synthase, and nitrilase.

NITROGEN METABOLISM GENES SHOWED DIFFERENTIAL RELATIVE ABUNDANCES BETWEEN THE 3 DIFFERENT SAMPLE GROUPS

Anammox pathway specific genes related to hydrazine production (an intermediate of the anammox reaction pathway) were not significantly different between oil seep, oil spill and uncontaminated samples; however they trended toward higher abundance in oil seep samples, followed by oil spill samples and uncontaminated samples. Interestingly, nitrosative stress, was found only in the petroleum-contaminated groups (both oil spill and oil seep), and is involved in response to nitric oxide accumulation (Ridnour et al., 2004). Coincidentally, nitric oxide is predicted to be accumulated by the PRMT analysis (Table 2). Interestingly, only 3 of the 11 SEED level 2 nitrogen pathway annotations showed a significantly different relative abundance between sample types, including dissimilatory nitrite reductase, nitrate and nitrite ammonification, and nitrogen fixation (Table 1, Figure 1).

Table 1. Average proportion of reads annotation to each SEED subsystems-based functional annotation (level 2) function from nitrogen metabolism with their standard deviations in parentheses.
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FIGURE 1. Graphical representation of the changing relative abundance of different key nitrogen pathways and genes within each of the sample types.



A principal component analysis was performed using only the 33 genes that were present across all sample types, with the SEED level 2 hierarchical gene annotation used to demonstrate which genes showed the greatest differentiation between sample types (Figure 2). The first two principal components account for 72.78% of the variance, and while the variance and the distribution of the sample types was due to multiple factors, the influence of key genes in differentiation of sample types was evident. For example, an abundance of nitrogen regulatory protein P-II (glnB) in seep samples, respiratory nitrate reductase (alpha, beta, delta, and gamma chain; narG, narH, narW and narI, respectively) and nitrogenase (alpha and beta chain; nifA and nifB, respectively) in DWH spill samples, and Cu-nitrite reductase (nirK), AnfO protein (anfO), and allantoate amidohydrolase (allC) in uncontaminated sediments played a considerable role in the differentiation of the 3 sample types (Figure 2).
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FIGURE 2. Principal Components Analysis (PCA) of the relative abundance of nitrogen pathway gene annotation shared (33 genes) between the three samples types [oil spill (circles), oil seep (diamonds), and uncontaminated (triangles)]. Genes on the graph are given abbreviated names, but their full names and associated functional groups are given in Supplementary Table 2. The gene abundance loading values are given by the bottom and left axes. Samples from each group shown as shapes in gray with axes scores given by the top and right axes. Gene functions are colored by their level 2 annotation as specified at the right outer margin of the graph. The variance accounted for by each component is listed on each axis.



THE PREDICTED RELATIVE TURNOVER FOR NITROGEN METABOLITES WAS SIGNIFICANTLY DIFFERENT BETWEEN THE 3 GROUPS

The relative abundance of individual key genes showed differential responses (Figures 1, 2) across the gradient of hydrocarbon exposure time (seep>DWH spill>uncontaminated); therefore PRMT was used to infer how these differential relative abundances could be combined to predict relative metabolite turnover for the different nitrogen pathways. The KEGG nitrogen metabolism reference pathway includes 21 metabolites. The PRMT scores were used to infer whether these metabolites were relatively consumed or accumulated in each group; the PRMT score is positive if the metabolite is being consumed, and negative if it is being accumulated, with the magnitude an indication of the relative level of this metabolism. The overall “pathway flow” (the difference between predicted “net consumption” and “net production” for all metabolites in a pathway) was positive for the three sample types. A positive net pathway flow suggests that overall more nitrogen metabolites were being consumed than accumulated. The difference in “pathway flow” between the sample types was not significantly different; however, the highest “pathway flow” score was found in the oil seeps (PRMT “net difference” score [PRMTdiff] = 11.35), followed by the DWH spill samples (PRMTdiff = 10.77) and uncontaminated sediments (PRMTdiff = 9.56). When the average “net accumulation” (negative PRMT) scores were summed per group, the difference between sample types was significantly different (p = 0.02) and 2-fold higher in the oil seep samples (PRMT “net production” [PRMTp] = −14.39) compared to the DWH spill (PRMTp = −8.08) and uncontaminated sediments (PRMTp = −7.15). For the specific metabolites in the pathway, there were also numerous significant differences between sample types (Table 2). Specifically, nitrate was predicted to be significantly more consumed in the oil seep (mean = 5.1, SD = 2.73) and DWH spill samples (mean = 2.98, SD = 3.41), compared to uncontaminated sediments, where it was predicted to be more significantly accumulated (mean = −0.75, SD = 0.73; p-value < 0.01). Meanwhile, nitrite was predicted to be significantly more accumulated in the oil seep (mean = −3.28, SD = 0.64) and DWH spill samples (mean = −1.99, SD = 1.67), while being relatively consumed in the uncontaminated sediments (mean = 0.37, SD = 0.58; p-value < 0.01). Genes annotating to nitrosative stress were only found in the hydrocarbon contaminated sediments, which is supported by the prediction that nitric oxide was significantly more accumulated in both the oil seep (mean = −2.3, SD = 1.27) and oil spill (mean = −1.1, SD = 0.31) compared to the uncontaminated sediments where it was relatively consumed (mean = 0.45, SD = 0.61). There was also a relative increase in the consumption of ammonia in the oil seep group, although this difference was not statistically significant (Table 1). In addition, nitrile was predicted to be significantly consumed (p-value < 0.001) in the oil seep (mean = 2.11, SD = 0.59) and the DWH spill samples (0.72, SD = 0.14), while being relatively accumulated in the uncontaminated sediments (mean = −0.34, SD = 0.33).

Table 2. Nitrogen metabolism associated metabolites' mean (and standard deviation in parentheses) PRMT scores.
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PRMT SCORES FOR NITROGEN PATHWAY METABOLITES SHOW SIGNIFICANT CORRELATIONS WITH IN SITU BIOGEOCHEMICAL MEASUREMENTS BETWEEN OIL SPILL AND UNCONTAMINATED SEDIMENT SAMPLES IN THE GULF OF MEXICO

The samples collected from the Gulf of Mexico were analyzed in more detail for significant correlations to the available biochemical data (Mason et al., 2014). PRMT scores for dinitrogen showed a significant positive correlation with measured concentrations of in situ total nitrogen (p < 0.05, corr = 0.55). In addition, a number of the other PRMT scores had significant correlations with total sulfur, total carbon, total nitrogen, dissolved nitrate, total ammonium, dissolved inorganic nitrogen, and dissolved phosphate (Table 3). The PRMT scores for nitrite had a significant negative correlation with total carbon (p < 0.01, corr = −0.58), which suggests that when there is more carbon there is a significant accumulation of nitrite. In addition, L-aspartate had a significant correlation (p < 0.05, corr = 0.53) with total hydrocarbon concentration.

Table 3. Pearson correlations of metadata from 14 metagenome samples (Mason et al., 2014) with predicted relative nitrogen metabolite PRMT scores and their associated p-values.
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DISCUSSION

Here we present evidence of the impact of oil contamination, including comparisons of short-term vs. long-term duration of exposure, on nitrogen metabolism in marine sediments. Oil contaminated and uncontaminated sediment samples collected after the DWH spill in the Gulf of Mexico were compared to samples collected from natural oil seeps from the Santa Barbara Channel. Genes and pathways involved in the nitrogen cycle were annotated from metagenomic sequencing data and used to explore differences in the relative abundance of specific genes and to predict relative nitrogen metabolite turnover potential between the 3 sample types. These sample types come from disparate regions (e.g., Gulf of Mexico vs. Santa Barbara Channel), thus numerous other geochemical and physical factors could have played a role in the observed trends in nitrogen metabolism between these environments. However, this study suggests that the selective pressure of oil contamination contributes a significant role toward shaping the functional diversity of these community processes. In addition, we expand on an analysis of metagenome data (Mason et al., 2014) and show that this analysis can be useful for exploring the impacts of hydrocarbon contamination on nitrogen cycling in other contaminated environments.

Studies of the relative abundances of specific genes may not be the best way to study complex, multi-branching metabolic pathways. To overcome this limitation, we used PRMT to better capture the emergent property of the multiphasic gene abundance profiles that make up a metabolic pathway. The PRMT approach captures the relative metabolic changes across an observed assemblage of genes, and therefore the relative abundances of genes and their corresponding metabolic pathways are taken in proportion to each other (Larsen et al., 2011). The predicted “net pathway flow” suggests that overall more nitrogen metabolites were consumed in each sample type than were accumulated, with this value being greatest in the oil seep samples. While this might seem to infer a system mass balance bias, as the data used for predictions is static, these inferences cannot be used to infer mass potential. For those metabolites that are predicted to be accumulated, there was a two-fold increase in the oil seep samples compared to DWH spill and uncontaminated sediment samples. In addition, the specific metabolites that were predicted to accumulate in the contaminated samples were different from those in the uncontaminated samples, which may represent shifts in nitrogen cycling processes in sediments exposed to hydrocarbon saturation.

The metabolites that were significantly different between the three groups, i.e., nitrate, nitrite, and nitric oxide had a common trend in which the oil seep samples had the highest consumption and accumulation, followed by the DWH spill samples, and finally the uncontaminated samples, where the values were often close to 0; suggesting that the pathways involved in consumption and accumulation of nitrogen were balanced. Dinitrogen was an exception in that the uncontaminated sediments had a three-fold higher predicted consumption than in the contaminated samples. This was supported by the relative abundance of genes involved in diazotrophy (nitrogen fixation), which were most abundant in uncontaminated sediments.

The sum of predicted metabolite turnover scores for all nitrogen metabolism pathways evidenced an increase in denitrification processes either through canonical denitrification or anammox, as nitrite and nitric oxide were predicted to significantly accumulate and nitrate was predicted to be consumed by microbial metabolism in contaminated samples. It is more likely that this evidence could be interpreted as relating to canonical denitrification, despite the relatively higher abundance of anammox pathway specific genes related to hydrazine production and ammonium assimilation in seep and spill compared to uncontaminated samples.

The oil spill sediments from the Gulf of Mexico were collected ~3 months after the Deepwater Horizon's Macondo well was capped, thus giving them an active exposure time between 3 and 5 months, if we assume the absence of natural oil seeps near these sites. By contrast, the oil seep samples from the Santa Barbara Channel were actively exposed to petroleum for more than 11,000 years (Hornafius et al., 1999) and samples were taken directly from the seep head. The difference in the time of exposure to hydrocarbon pollution in the oil-contaminated sediments could thus account for differences in the predicted turnover of nitrogen metabolites. Additionally, significant differences in the composition of the oil from both sites (Hornafius et al., 1999; Reddy et al., 2011), may also have influenced the observed compositional differences the microbial communities (Hawley et al., 2014; Mason et al., 2014). Depth of sample collection from the two different environments may also have affected nitrogen cycling as shown in several studies (Engström et al., 2009; Trimmer et al., 2013), however, this trend is probably due to differences in the physicochemical properties of different sites, as has been shown for sites at different distances from shore (Herbert, 1999; Dalsgaard et al., 2005; Zhu et al., 2010). Despite these geographic, depth, and oil composition differences, there were surprising similarities in the response of metabolic turnover to hydrocarbon contamination, suggesting that oil contamination results in a predictable metabolic response despite differences in the affected ecosystems. It is suggested that a topic for future research might be using PRMT on genetic data generated from oil exposed laboratory enrichments or environmental samples through time, to aid in unraveling the relationship between nitrogen cycling and microbial oil remediation.

Nitrite consumption showed a significant negative correlation to the concentration of total carbon in the Gulf of Mexico sediments. The decreased availability of reactive carbon and a high concentration of organic carbon in extremely deep benthic environments would favor the dominance of anammox over denitrification (Thamdrup and Dalsgaard, 2002; Engström et al., 2005), which would therefore lead to direct oxidation of ammonia to dinitrogen reducing nitrite consumption. This would however lead to a nitrogen limited environment, which could be supplanted by the oxidation of organic matter by sulfur reducing bacteria (Canfield et al., 2010); this is potentially supported by significant correlations between the concentration of sulfur and the accumulation of nitrate and nitrite.

To summarize, there is evidence from the PRMT analysis for a shift in the metabolic flow of nitrogen to the denitrification pathways, potentially including the anammox pathway, in hydrocarbon-contaminated sediments (both DWH spill and natural oil seep). Changes in metabolites in the anammox pathway were positively correlated with hydrocarbon concentration, although these were not statistically significant, potentially due to the small sample sizes and confounding environmental factors. The relative abundance of genes related to anammox associated hydrazine metabolism were also greatest in the seep samples that were predicted to have been exposed to hydrocarbons for ~11,000 years.

Marine sediments are very important sites for microbially mediated nitrogen transformation, providing a link between organic matter degradation and nutrient regeneration, essentially supporting primary productivity in the oceans. Exploring factors that significantly influence this process are vital for providing relevant data to propagate system scale models of how basin processes, such as nitrogen cycling and primary productivity in marine sediments, can influence regional and global climate.
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Unique oil:sand aggregates, termed surface residue balls (SRBs), were formed on coastal headland beaches along the northern Gulf of Mexico as emulsified MC252 crude oil mixed with sand following the Deepwater Horizon spill event. The objective of this study is to assess the biodegradation potential of crude oil components in these aggregates using multiple lines of evidence on a heavily-impacted coastal headland beach in Louisiana, USA. SRBs were sampled over a 19-month period on the supratidal beach environment with reasonable control over and knowledge of the residence time of the aggregates on the beach surface. Polycyclic aromatic hydrocarbons (PAHs) and alkane concentration ratios were measured including PAH/C30-hopane, C2/C3 phenanthrenes, C2/C3 dibenzothiophenes and alkane/C30-hopane and demonstrated that biodegradation was occurring in SRBs in the supratidal. These biodegradation reactions occurred over time frames relevant to the coastal processes moving SRBs off the beach. In contrast, submerged oil mat samples from the intertidal did not demonstrate chemical changes consistent with biodegradation. Review and analysis of additional biogeochemical parameters suggested the existence of a moisture and nutrient-limited biodegradation regime on the supratidal beach environment. At this location, SRBs possess moisture contents <2% and molar C:N ratios from 131–323, well outside of optimal values for biodegradation in the literature. Despite these limitations, biodegradation of PAHs and alkanes proceeded at relevant rates (2–8 year−1) due in part to the presence of degrading populations, i.e., Mycobacterium sp., adapted to these conditions. For submerged oil mat samples in the intertidal, an oxygen and salinity-impacted regime is proposed that severely limits biodegradation of alkanes and PAHs in this environment. These results support the hypothesis that SRBs deposited at different locations on the beach have different biogeochemical characteristics (e.g., moisture, salinity, terminal electron acceptors, nutrient, and oil composition) due, in part, to their location on the landscape.

Keywords: PAHs, crude oil, beach, Deepwater Horizon, biodegradation, alkanes, biogeochemistry

INTRODUCTION

MC252 oil reaching the shoreline from the Deepwater Horizon blowout was primarily in the form of a water-in-oil emulsion. As these emulsions reached sandy beach shorelines, they mixed with sand and shell to produce several unique oil forms including thick agglomerated deposits, termed oil “mats” or “tarmats,” and smaller oil:sand aggregates, termed “surface residue balls” or SRBs. SRBs are typically 0.5–5 cm in diameter (Urbano et al., 2013). The aggregates are stable in that they can be easily handled without breaking and can be transported by waves and currents across the beach. SRBs are often imprecisely referred to as “tar balls” which are solid or semi-solid pieces of weathered oil which wash onto beaches worldwide from natural and anthropogenic sources (Nemirovskaya, 2011; Suneel et al., 2013). Characterization of some of the biogeochemical properties of SRBs has been performed for risk and fate purposes (OSAT-II, 2011; Urbano et al., 2013), but longer-term weathering or biodegradation studies are limited (Aeppli et al., 2012; Hall et al., 2013).

The presence of soil aggregates can inhibit the rate and extent of biodegradation processes of hydrocarbons by a number of mechanisms including pore size exclusion of microbial populations and diffusion limitations on supplies of key nutrients and electron acceptors (Monrozier et al., 1991; Scow and Alexander, 1992; Nocentini and Pinelli, 2001; Nam et al., 2003). The rate of biodegradation is often inversely related to aggregate size (Scow and Alexander, 1992). The SRB aggregates generally have higher porosities (Urbano et al., 2013) than clay aggregates that may mitigate diffusion limitations. However, SRB aggregate structure can provide protection from predation for hydrocarbon-degrading microbial populations and limit desiccation in moisture-limited environments. Larger aggregate sizes with their larger pore structure can create opportunities for biostimulation, i.e., addition of nutrients and oxygen (Chang et al., 2013).

Rate and extent of microbial degradation of crude oil components can be heavily influenced by geochemical parameters including temperature (Mohn and Stewart, 2000; Eriksson et al., 2001; Haritash and Kaushik, 2009), salinity (Kastner et al., 1998; Diaz et al., 2002; Badejo et al., 2013), nutrient content (Dibble and Bartha, 1979; Chen et al., 2008; Tejeda-Agredano et al., 2011) and the availability of electron acceptors such as oxygen (Tang et al., 2006; Uribe-Jongbloed and Bishop, 2007; Haritash and Kaushik, 2009; Ortega-Calvo and Gschwend, 2010). On beach environments, additions of nutrients and organic matter have enhanced biodegradation rates of MC252 oil (Horel et al., 2012; Mortazavi et al., 2013) confirming previous studies (Bragg et al., 1994; Xu and Obbard, 2003). Background levels of nutrients are important in demonstrating a positive effect for fertilization on crude oil degrading consortia on beaches (Venosa et al., 1996). For crude oil classes of n-alkanes and polycyclic aromatic hydrocarbons (PAHs), optimal geochemical conditions for biodegradation are typically aerobic, low to moderate salinity conditions with sufficient available nitrogen and phosphorus to approximate cellular molar ratios of C:N:P (total carbon:total nitrogen:total phosphorus) of 100:10:1. The goal of this study was to determine and assess the biogeochemical conditions contributing to biodegradation of crude oil components in these coastal systems.

This study focuses on the a heavily impacted coastal headland beach system, the Caminada Headlands, which consists of 2 segments, Elmer's Island and Fourchon Beach. This study will couple new oil composition and biogeochemical data with previous measurements on SRBs (Urbano et al., 2013) to make the case for the importance of biodegradation as an important fate process for these aggregates on the coastal headland beach environment. These systems are extremely dynamic, with tropical storms and strong cold fronts reworking the sand. The regularity of these storm events means that surface SRBs are washed away over time frames of months to years. Therefore, weathering reactions need to occur over time scales less than storm-driven transport to be relevant to hydrocarbon fate. Chemical analyses conducted for a suite of alkanes and PAHs on hundreds of SRBs and oil mat samples will be coupled with data on biogeochemical parameters to establish evidence for biodegradation potential. This data will also be used to develop hypotheses on which biogeochemical conditions that may be limiting the rate and extent of biodegradation of crude oil components in these aggregates. This paper provides the biodegradation potential assessment for a larger study on beach fate that has included papers on SRB characterization (Urbano et al., 2013) and the statistical distribution of SRBs on the beach surface (Lemelle et al., 2014).

METHODS AND MATERIALS

FIELD SAMPLING

SRBs were sampled from 5 distinct areas on the supratidal portion of the Caminada Headlands beach, 4 sites on Fourchon Beach and 1 site on Elmer's Island (Figure 1). Oil first reached this shoreline beginning on May 20, 2010. Two of the sites on Fourchon Beach, termed the “Zone 3” site and the “Zone 4” site were set aside from clean-up activities from October 2010 through June 2011. The sites were located north of the beach crest in the supratidal zone. SRBs were deposited on these beach segments by 2 tropical events, Hurricane Alex and TS Bonnie, which brought high tide and storm surge to the beach in June and July of 2010, respectively. The 2 sites were inspected daily and were unaffected by high tides, storm surge or cleanup activities during the sampling period: for the Zone 4 site (10/26/10–11/11/2010) and for the Zone 3 site (12/15/11–12/21/11). The Zone 3 site was sampled again for SRBs on 5/18/11 after inspection and tidal records revealed that tidal surge did not impact this site from December 2010 to May 2011. SRBs were completely washed off of both sites during TS Lee, whose storm surge impacted the beach in September 2011.
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FIGURE 1. Map of sampling locations on Fourchon Beach and Elmer's Island, Louisiana.



The Zone 3 and Zone 4 sites each consisted of an area 30.5 m × 30.5 m with surface coverage of SRBs ranging from 0.01 to 8.1%. Both sites were sampled using randomized block methods without resampling. Briefly, 0.9 m × 0.9 m sampling areas were selected randomly, photographed, and 2 individual SRBs collected from the surface. In addition, composite SRB samples were obtained by sampling and sieving the top 5 cm of each selected area. Zone 4 was sampled on 10/26/2010 (day 159 since oil reached the shoreline), 11/04/2010 (day 167) and 11/11/2010 (day 174). Zone 3 was sampled on 12/15/2010 (day 208), 12/21/2010 (day 214) and 05/18/2011 (day 362). Information on the statistical surface and size distribution of SRBs is presented in a separate paper (Lemelle et al., 2014).

A third SRB location on Fourchon Beach (N 29°09.34', W 090°06.38') was sampled on 8/4/2011 (day 439) at an area east of the previous sampling areas in Zone 2. These SRBs were part of a broader characterization study of the biogeochemical characteristics of the oil:sand aggregates (Urbano et al., 2013). These SRBs were presumed to have reached the supratidal during the same storms as the other 2 Fourchon sites and therefore extend the time frame of weathering an additional 2.5 months from the last samples taken from the Zone 3 site. Like the Zone 3 and Zone 4 sites, SRBs on the surface were completely removed by storm surge during TS Lee in 9/2011.

The fourth sampling location was on the supratidal of Elmer's Island, a segment of the Caminada Headlands beach east of Fourchon Beach. This location had a deposition field of SRBs on the edge of sand dunes at a slightly higher elevation than the beach surface. Sampling details are described in Urbano et al. (2013). These SRBs were not mobilized during TS Lee storm surge in 2011 and therefore allowed sampling of SRBs to continue through May 2012. Representative SRBs were obtained on 10/20/2011 (day 547), 2/9/2012 (day 628) and 5/31/2012 (day 739). Storm surge from Hurricane Isaac in August 2012 removed the remaining SRBs from this location. In total, SRB samples were obtained sequentially from 10/26/10 through 5/31/2012.

A fifth set of samples was obtained immediately after TS Lee in September 2011. These consisted of 2 sample types: submerged oil mat (SOM) samples and oil associated with oil snare, a pom-pom type of oil adsorbent used extensively on these beach during the active spill response. SOMs are larger oil, sand and shell agglomerations that were buried on the beach surface or offshore as a result of storm events described above. TS Lee broke up the subtidal mat and samples were obtained from the beach surface. Snare oil samples were associated with a set of pom-pom adsorbent left behind on the beach during the response and uncovered during TS Lee. These samples are significant since the oil snare was buried in the upper intertidal, where regular inundation of seawater would occur, but without complete submergence. Biogeochemical characteristics of these samples are described in Urbano et al. (2013).

MC252 oil was confirmed using the form of the oil as the identifying feature. The study focused solely on SRBs and SOMs; the oil, sand and shell aggregates that formed as emulsified MC252 mixed with sand and shell in the nearshore environment. These oil forms are unique to this spill in the Caminada Headlands environment. Condensed oil forms from other sources, including tar balls and tar patties, were occasionally observed at much lower frequencies to SRBs and SOMs. However, tar forms are visibly distinct by color, shape, and texture and therefore, were not sampled during the activities described above.

PAH AND N-ALKANE ANALYSIS

The SRBs, SOM and oil snare samples were extracted and analyzed for PAH, alkanes and hopane biomarkers. Discrete SRBs, SOM, and oil snare samples were extracted without drying. Composite samples from Zones 3 and 4 sampling sites were dried in a greenhouse for 5–7 days and sieved (30 USA standard testing sieve with 0.60 mm nominal opening) in the laboratory to separate SRBs from the beach sand. Subsamples of approximately 10 g were placed in a 50 mL Teflon tube with 20 mL of acetone/hexane (50:50 v/v) mixture and tumbled at room temperature for 48 h. Repetitive extraction on selected samples demonstrated less than 10% of oil remains after this step. The tumbled Teflon tubes were centrifuged (Beckman Coulter Avanti J-20 XPI) at 8000 rpm for 10 min and the upper solvent phase in the tube was removed. The solvent was dried over Na2SO4 and further concentrated to a 10 mL volume with a RapidVap N2 evaporation system (Labconco). The solvent extract was analyzed by injecting 1 μL onto a Hewlett Packard 6890N gas chromatograph equipped with HP 6890 series autosampler, DB 5 capillary column (30 m × 0.25 mm × 0.25 μm film) and HP 5973 mass selective detector. The temperature program for analysis was: injector and detector at 300°C and 280°C respectively and the oven temperature program used was: 45°C for 3 min, increased at 6°C/min to 315°C and hold for 15 min. Helium at 5.7 mL/min was used as the carrier gas. Quantitation was done in selected ion monitoring mode using internal standards after calibration with alkane, alkylated PAH and biomarker standards. Daily quality control included blanks and continuing calibration standards for analytes. Precision of the combined extraction and analytical method was within 15% relative standard deviation (RSD), based on replicate analyses.

The following PAHs were quantified: naphthalene (NAPH), C1-naphthalenes (C1-NAPH), C2-naphthalenes (C2-NAPH), acenaphthylene (ACENAPH), acenaphthene (ACE), fluorene (FLU), C3-naphthalenes (C3-NAPH), phenanthrene (PHEN), C1-phenanthrenes (C1-PHEN), C2-fluorenes (C2-FLU), C1-dibenzothiophenes (C1-DiBENZ), fluoranthene (FLUOR), pyrene, C2-phenanthrenes (C2-PHEN), C3-fluorenes (C3-FLU), C2-dibenzothiophenes (C2-DiBENZ), C1-pyrene/fluoranthene, C3-phenanthrenes (C3-PHEN), C3-dibenzothiophenes (C3-DiBENZ), chrysene (CHRYS), C4-phenanthrenes (C4-PHEN), C1-chrysenes (C1-CHRYS), C2-chrysenes (C2-CHRYS), and C3-chrysenes (C3-CHRYS). Total PAHs were computed as the sum of the detected compounds in this list.

The following alkanes were analyzed: decane (C10), undecane (C11), tridecane (C13), tetradecane (C14), pentadecane (C15), hexadecane (C16), heptadecane (C17), pristane, octadecane (C18), n-eicosane (C20), docosane (C22), n-tetracosane (C24), n-hexacosane (C26), n-octacosane (C28), n-tricontane (C30), n-dotricontane (C32), and n-hexatriacontane (C36). 17α(H),21β (H)-hopane (30αβ), herafter referred to as C30-hopane, was also quantified.

NUTRIENT AND MOISTURE CONTENT ANALYSIS

Total C and N were measured on intact SRBs, SOM, and snare oil pieces. Total carbon was measured via combustion and coulometric detection using a modified ASTM D5373 method. Nitrogen was determined on a Thermo Flash EA 1112 analyzer. The N technique utilized was the classical Dumas method, using thermal conductivity detection. The method is described in ASTM D5373 (coal) and ASTM D5291 (petroleum products). Moisture content was determined by loss on drying overnight at 105°C. The moisture content determination did not distinguish between loss of moisture and volatile losses from oil at these temperatures. The absence of alkanes below C15 in these weathered oil samples demonstrates the low volatile content of the oil, however.

STATISTICAL ANALYSIS AND RATE COMPUTATION

All statistical analyses were done using one and two tailed student t-test at 95% confidence interval. First-order rate constants from declines in PAHs and alkanes were calculated using nonlinear regression of data pooled from all the samples from each sampling event.

RESULTS

CHEMICAL EVIDENCE FOR SRB BIODEGRADATION POTENTIAL

Concentrations of PAHs and other crude oil components were used to compute ratios that tracked changes in more biodegradable compounds to less biodegradable compounds over time. Two sets of ratios were computed for the aromatic fraction: comparing PAHs to the poorly biodegradable biomarker C30-hopane (Prince et al., 1994) and comparing concentrations of C2-phenanthrenes and C2-dibenzothiophenes to their more alkylated homologues, C3-phenanthrenes and C3-dibenzothiophenes (Michel and Hayes, 1999). These ratios were computed for SRBs on the Caminada Headlands beach over a 19-month interval. Declines in PAHs relative to C30-hopane were observed in the 4 sampling locations on Fourchon Beach and Elmer's Island (Figure 2). Total PAH/hopane ratios declined from 7 to 0.5 over this time frame (Figure 2D). The dominant PAHs observed were C1-, C2-, C3- and C4-phenanthrenes, C1-, C2- and C3-dibenzothiophenes, chrysene, and C1-chrysene (Figure 2). The lower molecular weight naphthalenes, acenaphthylene, acenaphthene, fluorene, alkylated fluorenes, unsubtituted phenanthrene, and dibenzothiophene were observed at minor levels or below our detection limit of 0.05 mg/kg. By the last sampling event in May 2012, the greatest percentage decrease was observed for C1- and C2-phenanthrenes, followed by C2- and C3-dibenzothiophenes and C3- and C4-phenanthrenes. No apparent change in chrysene and C1-chrysene were observed when the data was normalized to C30-hopane (Figure 2C). This is consistent with the lower rate and extent of biodegradation of 4-ring PAHs like chrysenes (Haritash and Kaushik, 2009).
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FIGURE 2. Changes in PAH/hopane ratios in SRBs from 4 sampling locations [Fourchon Beach (FB) Zone 4, FB Zone 3, FB Zone 2, and Elmer's Island (EI)] sampled over time. (A) C1–C4 phenanthrenes (B) C1–C3 dibenzothiophenes, (C) chrysene and C1-chrysenes and (D) total PAHs. Dates correspond to the following times since oil reached the shoreline beginning on May 20, 2010: 10/26/2010 (day 159), 11/04/2010 (day 167), 11/11/2010 (day 174), 12/15/2010 (day 208), 12/21/2010 (day 214), 05/18/2011 (day 362), 8/4/2011 (day 439), 10/20/2011 (day 547), 2/9/2012 (day 628) and 5/31/2012 (day 739).



Ratios of C2/C3 phenanthrenes and C2/C3 dibenzothiophenes were computed and compared using a “double ratio” plot that can illustrate temporal changes in PAH composition (Figure 3) (Michel and Hayes, 1999). For comparison, the plot includes ratios computed from open ocean samples from near the wellhead taken during the week of 05/09/2010 (Diercks et al., 2010) to contrast the magnitude of the immediate weathering after the spill. SRB datapoints on Figure 3 represent averages of SRBs sampled in this study from the 4 study sites described above. They show a clear trend of movement toward the origin over time, which occurs as the concentration of the C2 homolog declines with respect to the C3 homolog. This is consistent with biodegradation patterns of these alkylated 3 ring PAHs, not due to physical weathering reactions such as dispersion or volatilization (Wang et al., 1998). One other trends is apparent from this double-ratio plot is the change in the C2/C3 phenanthrenes ratio from samples at sea and onto the Fourchon Beach shoreline without a corresponding change in the ratio of C2–C3-dibenzothiophenes (Figure 3). Subsequent changes in both ratios in the SRBs on the beach did not show any bias toward phenanthrenes or dibenzothiophenes and both ratios declined approximately equally.
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FIGURE 3. Changes in C2/C3 phenanthrenes and C2/C3 dibenzo thiophenes in SRB, SOM and oil snare samples compared with oil samples from near the wellhead. For SRB, SOM, and oil snare samples, points represent means of multiple discrete samples taken on individual sampling dates. Samples are numbered chronologically by sampling date. 1. Sea surface, site 30 5/10/10 (Diercks et al., 2010), 2. 1320 m, Site 33, 5/12/10 (Diercks et al., 2010), 3. 1160 m, Site 34, 5/12/10 (Diercks et al., 2010), 4. Fourchon Beach (FB) 10/26/2010, n = 7, 5. FB 11/4/2010, n = 20, 6. FB 11/11/2010, n = 24, 7. FB 12/15/2010, n = 20, 8. FB 12/21/2010, n = 17, 9. FB 5/18/2011, n = 17, 10. FB 08/04/11, n = 2, 11. FB SOM 09/08/11, n = 9, 12. FB Oil Snare 09/08/11, n = 10, 13. Elmer's Island (EI) 02/09/2012, n = 9, 14. EI 05/31/2012, n = 15.



Similar to PAHs, we observed a consistent decrease in alkane/hopane ratios from October 2010 to May 2011 (Figure 4). Between October 2010 and May 2011, the total alkane ratio decreased by approximately 85% (Figure 4D). Alkane/hopane ratios did not decline appreciably in the later Elmer's Island samples and at the end of the sampling period in May 2012, measurable alkanes were still observed in the SRBs. Among alkanes (Figure 4), only C17–C36 alkanes were observed consistently in all of the SRB samples. Lighter alkanes C10–C12 were below our detection limit for all the samples. In total, alkane concentrations were roughly 10x those of the PAHs.
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FIGURE 4. Changes in alkane/hopane ratios in SRBs from 4 sampling locations [Fourchon Beach (FB) Zone 4, FB Zone 3, FB Zone 2, and Elmer's Island (EI)] sampled over time. (A) C17, pristane, C18, and C21 (B) C22, C24, C26, and C28 (C) C30, C32, and C36 (D) total alkanes. Dates correspond to the following times since oil reached the shoreline beginning on May 20, 2010: 10/26/2010 (day 159), 11/04/2010 (day 167), 11/11/2010 (day 174), 12/15/2010 (day 208), 12/21/2010 (day 214), 05/18/2011 (day 362), 8/4/2011 (day 439), 10/20/2011 (day 547), 2/9/2012 (day 628) and 5/31/2012 (day 739).



A second set of biodegradation ratios were computed, the ratios of C26–C15, C16 and C17 (Table 1). These ratios have also be used to evaluate loss due to biodegradation (Hazen et al., 2010) on the principle that lower molecular weight alkanes should biodegrade faster than higher molecular weight alkanes. Initially, these ratios (C26/C15, C26/C16, and C26/C17) were two to three orders of magnitude higher than what was observed in MC252 oil and other ocean samples collected immediately after the spill (Hazen et al., 2010) (Table 1). The ratio of C26–C15 consistently decreased during our sampling period and the difference between October 2010 and May 2011 was statistically significant (p = 0.003). For the C26/C16 ratio, differences observed between October 2010 and May 2011 sampling events were not statistically significant (p = 0.91). However, C15 and C16 alkanes were close to our detection limit in all our samples and only minor losses were observed during our sampling period. Therefore, the decrease in the ratio was primarily due to decreases observed in C26. The difference in C26/C17 ratio was also not significant between October 2010 and May 2011 sampling events (p = 0.67). Elevated ratios in Table 1 suggest the persistence of C26 relative to C15, C16, and C17, which is consistent with other field observations where long chain alkanes were more persistent over short chain alkanes (Venosa et al., 1996; Hazen et al., 2010; Liu et al., 2012) and where slow biodegradation of long chain alkanes was observed in oiled sands (Rodriguez-Blanco et al., 2010; Kostka et al., 2011). Ultimately, two trends from the alkane data in Figure 4 and Table 1 stand out. These are the persistence of some alkanes in the SRBs over the length of the sampling period and the variability in the alkane results between SRBs, which results in the high observed standard deviations in Table 1.

Table 1. Ratio of C26 to C15, C16 and C17 in SRBs from Fourchon Beach (FB) and Elmer's Island (EI).
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RATE CONSTANTS FOR PAHS AND ALKANES IN SRBS

First-order rate constants (year−1) for declines in PAH and alkane concentrations in the SRBs are of the same order of magnitude for most compounds (Table 2). However, the initial concentrations of alkanes in SRBs are an order of magnitude higher than PAHs and therefore, would persist longer in the environment. C1-phenanthrenes, the lowest molecular weight PAHs evaluated for this study, had the highest loss rate and the more alkylated phenanthrenes (C2, C3, and C4) were 48, 25, and 39% lower respectively. Among dibenzothiophenes, C1-dibenzothiophene had the highest loss rate but was only 58% of that for C1-phenanthrene. Chrysene and C1-chrysenes weathering rates were the lowest of all the PAHs quantitated in this study consistent with the persistence of heavier molecular weight PAHs. In order to account for the variability observed in the standard error, statistical analysis were performed to determine if the rates were significantly different. The loss rates were statistically different for C3-phenanthrenes (p = 0.044), C2-dibenzothiophenes (p = 0.048), chrysene (p = 0.012) and C1-chrysenes (p = 0.016), when compared with C1-phenanthrene. However, the loss rates were not statistically different for C2-phenanthrene (p = 0.16), C4-phenanthrene (p = 0.08), C1-dibenzothiphene (p = 0.13), C3-dibenzothiophene when compared to C1-phenanthrene. The ratio of rates of C2/C3 phenanthrenes (1.9) was not statistically different from the ratio of rates of C2/C3 dibenzothiophenes (1.72), which explains the nearly equal change in these ratios in SRBs in Figure 3.

Table 2. First-order rate constants for declines in PAH and alkane concentrations from Fourchon Beach and Elmer's Island from 2010–2012.
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Among alkanes, the rate constants were highest for C17 (6.4 year−1) and, while rate constants for C21, C22, C24, and C26 were lower by 2–29%, they were not statistically different (p = 0.83, 0.78, 0.23, and 0.21 respectively) (Table 2). Compared to C17, rate constants for C18, C28, C30, and C32 alkanes were lower by 47, 41, 36, and 41% respectively and were statistically different (p ≤ 0.003). The lowest rate constant observed for C36 was only 7% of the rate constant for C17 (p < 0.001). In general, the rate constants of longer chain alkanes were smaller than the short chain alkanes, consistent with preferential biodegradation of short chain alkanes. Taken together, the rate constant for total alkanes was similar to the rate constant for total PAHs and they were not statistically different (p = 0.38).

COMPARING CHEMICAL SIGNATURE OF SUBMERGED OIL MATS, SNARE OIL, AND SRBS

A fifth sampling event, conducted immediately after TS Lee in September 2011, collected two additional categories of samples; pieces of submerged oil mat (SOM) that had been broken up by the storm and distributed on the beach, and oil associated with “snare,” a pom pom-type of oil absorbent consisting of polypropylene strands that occasionally was left on the beach and buried by sand. Biodegradation ratios for the SOM and snare samples are compared with the initial SRB samples (10/26/10) and SRB samples collected from Elmer's Island after the passage of TS Lee in 2011 in Table 3. The SOM samples had the highest measured PAHs of all the samples and the total PAH normalized to hopane was 19 ± 5.8, which is approximately twice the amount observed from 10/26/2010 sampled SRBs (Table 3) and an order of magnitude larger than snare samples and SRBs from Elmer's Island. C2-phenanthrene data had similar trends although C2-phenanthrenes were nearly completely depleted in the Elmer's Island samples. Alkanes were highest in the SOM samples and lowest in the Elmer's Island SRBs that were on the beach the longest.

Table 3. Comparison of submerged oil mat (SOM) hopane ratios with SRBs from Fourchon Beach (FB) and Elmer's Island (EI).
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When plotted on the double ratio plot (Figure 3), snare oil and SOM samples plotted near the initial SRB samples taken in October 2010 and the oil sampled immediately after the spill (Diercks et al., 2010). Based on the values from Figure 3, SOM samples are similar to the oil that first reached the shoreline, even though they were over a year old. Snare oil samples plotted similar to an unweathered sample, even though results of hopane ratios indicated a much more degraded profile. These samples are in sharp contrast to the SRBs from the supratidal, which showed consistent changes in C2/C3 phenanthrene and dibenzothiophene ratios over time (Figure 3).

BIOGEOCHEMICAL PARAMETERS

Biogeochemical parameters relevant to the biodegradation of crude oil components in SRBs have been measured in 3 previous studies (OSAT-II, 2011; Urbano et al., 2013; Lemelle et al., 2014). Available chemical, physical and microbial data are summarized in Table 4. Review of those parameters identified data gaps that would improve assessments of biodegradation potential of crude oil in SRBs. These included data to compute molar C:N ratios and a more extensive set of measurements of moisture content. %C, %N and moisture content were assessed on a series of SRB and SOM samples from Fourchon Beach and Elmer's Island (Table 5).

Table 4. Summary of published biogeochemical parameters of SRBs and submerged oil mat (SOM) samples.
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Table 5. C:N ratios and moisture content in SRBs, SOM and snare oil from Fourchon Beach (FB) and Elmer's Island (EI).
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Moisture contents were all below 2% by weight and those of supratidal SRBs were all below 1%. C:N molar ratios for all samples were larger than 100:1 (Table 5). Supratidal SRB C:N ratios ranged from 131 to 323 while SOM ratios were substantially higher (317–474). Intertidal snare oil has the lowest ratio at 111, consistent with regular washing with Gulf of Mexico seawater with approximately 1 mg N/L of seawater (Urbano et al., 2013).

DISCUSSION

Changes in SRB PAH/hopane ratios over time (Figure 2) are consistent with a biodegradation process. Declines in hopane ratios for the three-ring PAHs (phenanthrenes and dibenzothiphenes) over time on the beach are in contrast to relatively constant 4-ring chrysene and C1-chrysene hopane ratios. When double-ratio plots are used to track relative biodegradation of the three-ring alkylated PAHs in the supratidal SRBs, a clear pattern of change is observed as C2-PHEN and C2-DIBENZ are degraded preferentially to their C3 alkylated homologues. The extent of MC252 oil components losses observed in Fourchon Beach and Elmer's Island SRBs over 19 months are similar to those observed after 8 years in the Exxon Valdez spill (Michel and Hayes, 1999). Also, the profiles of MC252 oil components observed on Fourchon Beach and Elmer's Island are similar to those observed in MC252 oil analyzed from Pensacola, FL beaches (Kostka et al., 2011) and Marsh Point MS marsh samples (Liu et al., 2012). These changes include loss of alkanes <C15 and the alkylated naphthalenes. Patterns of change were similar to those of a biodegradation process not a physical weathering process (Wang et al., 1998), namely the decline of lower alkylated homologues and persistence of higher molecular weight PAHs. Within these SRBs, however, oxygenated residues representing partial biodegradation products of crude oil components were present in significant concentrations (Aeppli et al., 2012) although PAHs may not necessarily be precursors to these byproducts (Hall et al., 2013). Disappearance of the parent PAHs may not result in complete mineralization to CO2.

For alkanes, consistent declines in hopane ratios were also observed in SRBs on the beach over time (Figure 4). Initial ratios of C26 to lower molecular weight alkanes (C15–17) were 1–2 orders of magnitude higher than concentrations at sea, suggesting that substantial biodegradation of these alkanes had already occurred prior to our first sampling event on shore. On the beach, ratios declined consistently over time as C26 continued to degrade relative to the low concentrations of C15–C17 remaining in the aggregates. Nevertheless, concentrations of higher molecular weight alkanes persisted in the SRBs, even until the final sampling date. Rate constants, measured from losses of alkanes and PAHs in the SRBs, were of the same order of magnitude as those measured during an experimental oil spill on Delaware Bay, USA (Venosa et al., 1996). Rate constant of PAH loss from the Delaware Bay study were approximately double those of the rates of PAHs measured in SRBs from Fourchon Beach while alkane rates from control treatments were approximately 3 times rates observed in the SRBs.

While biodegradation ratios, relative patterns of PAH and alkane loss and computed rate constants suggests that biodegradation reactions are occurring, is there evidence that hydrocarbon-degrading microbial populations can colonize these aggregates? Previous measurements of eubacterial and sulfate-reducing microbial populations within several SRBs using DGGE revealed several trends (Urbano et al., 2013). SRB microbial populations differed with position on the beach, with populations within supratidal SRBs distinct from intertidal snare oil and SOM samples (Urbano et al., 2013). Specifically, known PAH degrading genera such as Mycobacterium (Khan et al., 2002; Uyttebroek et al., 2006) and Stenotrophomonas (Juhasz et al., 2000; Papizadeh et al., 2011) comprised significant bands in the supratidal and intertidal snare samples, respectively (Urbano et al., 2013). These results compliment microbial community structure analyses in oiled beach sands in Florida (Kostka et al., 2011) that revealed a diverse response, including sequences derived from members of oil-degrading taxa such as Gammaproteobacteria (Alcanivorax, Marinobacter) and Alphaproteobacteria (Rhodobacteraceae).

Biogeochemical conditions present in SRBs need to be examined critically to develop hypotheses about the rate and extent of observed concentration changes. These may shed insight to data trends including the detection of alkanes in SRBs after over a year and a half on the beach, the persistence of PAHs and alkanes in SOM samples and the relatively high variability in analyses between SRBs, particularly for alkanes. From a review of previously collected data and the values measured in the current study, four biogeochemical parameters are of concern as potentially limiting biodegradation rate and extent. These are moisture content, oxygen concentrations, N concentrations and salinity.

Moisture content of SRBs are very low (<1%) on the supratidal beach environment in periods between rainfall events (Urbano et al., 2013). Additional measurements (Table 5) were conducted for this study and were also very low, ranging from 0.26–1.8%. Supratidal SRBs had lower moisture contents when sampled when compared with SOM or snare oil samples that were regularly inundated (Table 5). SRBs appear to have poor water holding capacities and rely on regular rainfall or tidal inundation to replenish moisture. These sampled water contents are well below concentrations optimal for biodegradation (Dibble and Bartha, 1979; Hejazi and Husain, 2004; Tibbett et al., 2011). These studies maintained water concentrations between 30 and 80% of field capacity, and between 50 and 70% of field capacity for optimal results. For SRBs, measured moisture contents would represent field capacities of between 2 and 9% given our knowledge of porosity, density and volume of typical SRBs. Given the rainfall patterns on the beach and the frequency of storm-driven tides, infrequent periods of wetting would be interspersed with longer drying periods leading to suboptimal moisture concentrations. Mycobacterium, observed as one of the prominent bands in the supratidal SRBs, can be adapted to low moisture content and periods of dessication (Wick et al., 2003; Harland et al., 2008) and this capability may have insured that biodegradation of PAHs continued between rain events on the beach.

In situ oxygen measurements are not available in the very limited water in field-sampled SRBs but microelectrode measurements from SOM pieces incubated in the laboratory (Urbano et al., 2013) show that O2 is at saturation in aggregate porewater immediately after wetting. As the SOM is submerged, however, O2 is consumed over a several day period to produce a large zone of anaerobiosis within the aggregate. While these measurements are limited, the level of carbon observed in the aggregates, the presence of aerobic hydrocarbon degraders and the porosities observed supports the development of anaerobic conditions. This can help explain relative PAH and alkane persistence in SOM samples. SOM samples had higher alkane/hopane and PAH/hopane ratios than the initial SRB samples, despite sampling a year later. Because of their position on the beach, these oil forms were consistently submerged and likely anaerobic over the course of their time in the system. While alkanes have been observed to degrade under sulfate-reducing conditions (Caldwell et al., 1998; Townsend et al., 2003), alkane concentrations still persist in these SOM samples. In contrast, the continued biodegradation of these compounds in the SRBs on the supratidal is likely greatly enhanced by the regular wetting by aerobic rainwater followed by drying which limits the formation of anaerobic conditions within the aggregates. Mycobacterium sp., observed in the supratidal SRBs only, is capable of degrading pyrene at O2 concentrations as low as 3 μM (Fritzsche, 1994), which may allow them to function in that critical time after rewetting when oxygen is being consumed.

Hydrocarbon biodegradation requires a source of nutrients and can be commonly limited by N and P concentrations lower than optimal levels (Dibble and Bartha, 1979). Previous measurements of exchangeable NH+4 and soluble NO−2/NO−3 in SRBs demonstrated 3 features of N chemistry in the aggregates (Urbano et al., 2013). First, exchangeable ammonium was the dominant labile form of N in the aggregates ranging from 1.39 to 12.6 mg of exchangeable ammonium per kg of SRB. Second, concentrations of N varied with position on the beach with SRBs in the intertidal possessing higher concentrations of N. This is consistent with regular inundation with seawater that contains about 1 mg/L of N at this location. Third, SRBs that were present on the supratidal the longest period of time had the lowest concentrations of N. These data suggest that nutrient content is due to the position of the SRBs on the beach but the form of the nutrients within the aggregate can be influenced by microbial activity.

The previous data (Urbano et al., 2013) does not allow easy computation of absolute amounts of N relative to the carbon, primarily crude oil, present in the aggregates. Therefore, additional SRBs from defined classes (i.e., supratidal SRBs, SOM and snare oil samples) were analyzed for total C and N to make that comparison (Table 5). C/N molar ratios, commonly used as a diagnostic variable for hydrocarbon biodegradability, ranged from 111 to 474 in SRBs, SOM and snare oil samples. Molar C/N ratios were well-above optimal values reported for experimental aerobic hydrocarbon biodegradation in crude oil contaminated soils that were approximately 60:1 (Dibble and Bartha, 1979). Is N limiting biodegradation in the SRBs? If we consider literature values for specific PAH degrading populations, optimal molar C:N ratios are much lower. For phenanthrene degradation by Sphingomonas in mangrove soils, C:N ratios of 100:1 were optimal (Chen et al., 2008). For 2 important PAH degraders, Sphingomonas and Mycobacterium, soil slurry experiments showed that biodegradation can proceed under lower nutrient concentrations, C:N of 100:1, even though 100:10 were optimal (Leys et al., 2005). In the SRBs sampled here, C:N ratios are generally 3× higher than those studies. N replenishment is occurring through several mechanisms including deposition of sea spray aerosols (Zhu et al., 2013) and occasional inundation with seawater containing N during storm events. For extended periods, though, SRBs on the beach have whatever N was retained in the aggregate.

Measurements of salinities ranged from hypersaline conditions in intertidal aggregates to low salinities in supratidal aggregates. Since salinity can be an important inhibitor for PAH consortia (Kastner et al., 1998; Diaz et al., 2002), the apparent ability of rainfall to reduce salinity to low levels may be important in sustaining biodegradation reactions in supratidal SRBs. PAH biodegradation is impacted by salinity and lower salinities (<15 ppt) are often optimal (Chen et al., 2010). A Mycobacterium and Sphingomonas culture could not grow at salinities above 19 ppt (Leys et al., 2005). SRBs on the supratidal beach environment have low salinities, presumably via washing by rainwater. In contrast, high salinities including hypersaline conditions in the SOM samples are likely contributing to the persistence of these oil forms.

Based on a critical examination of biogeochemical parameters in SRBs and SOM samples, 2 regimes on the beach can be hypothesized with respect to biodegradation; a moisture and nutrient-limited regime on the supratidal and an oxygen and salinity-limited regime in the intertidal. Despite these challenges, biodegradation processes in SRBs occurs at rates and timeframes that are relevant to the coastal transport processes that move them off the beach and into the adjacent mudflats and marshes. In contrast, SOM samples do not appear to be amenable to biodegradation while in the intertidal environment where oxygen limitations and salinity impacts may be inhibitory. Intact mats also have much lower surface areas relative to the SRBs which may contribute to persistence as well. As these mats break up and are deposited on the beach, they represent new oiling very similar to the chemical quality of oil that reached the beach immediately after the spill began. Finally, while PAH and alkanes represent significant components of MC252 that have both aerobic and anaerobic biodegradation potential, it should be emphasized that many other classes of compounds exist in crude oil whose behavior may not be accurately represented by examining these 2 groups alone. The overall decline in C content in the aggregates (Table 5) is evidence, however, that additional components of the mixture are degrading.

While the chemical evidence can be explained by biodegradation, what about the other potential weathering processes such as evaporation, dissolution and photo-oxidation? SRB samples were formed from highly weathered oil and significant evaporative (Middlebrook et al., 2012) and dissolution (Reddy et al., 2012) losses had occurred in the water column and on slicks prior to reaching the shoreline. Alkanes less than C15 and lower molecular weight PAHs such as alkylated naphthalenes were essentially absent from the SRBs analyzed in this study. The remaining components have lower vapor pressures and lower solubilities and therefore, are less susceptible to these weathering processes. SRB structure and position on the beach creates mass transfer limitations in the aggregates for these processes. Dissolution of oil components in the aggregates is limited by infrequent wetting events while evaporation is limited by layers of cleaner sand adhering to the oilier core. This structure creates similar limitations for continued photooxidation within SRBs even though this process was likely important at sea (Aeppli et al., 2012; Genuino et al., 2012). Taken together, these data provide a weight of evidence that biodegradation is occurring but not conclusive proof. Only controlled studies that include killed controls can confirm unequivocally that a microbial process is responsible for chemical changes within these unique oil:sand aggregates.
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The Deepwater Horizon (DWH) blowout resulted in oil transport, including polycyclic aromatic hydrocarbons (PAHs) to the Gulf of Mexico shoreline. The microbial communities of these shorelines are thought to be responsible for the intrinsic degradation of PAHs. To investigate the Gulf Coast beach microbial community response to hydrocarbon exposure, we examined the functional gene diversity, bacterial community composition, and PAH degradation capacity of a heavily oiled and non-oiled beach following the oil exposure. With a non-expression functional gene microarray targeting 539 gene families, we detected 28,748 coding sequences. Of these sequences, 10% were uniquely associated with the severely oil-contaminated beach and 6.0% with the non-oiled beach. There was little variation in the functional genes detected between the two beaches; however the relative abundance of functional genes involved in oil degradation pathways, including polycyclic aromatic hydrocarbons (PAHs), were greater in the oiled beach. The microbial PAH degradation potentials of both beaches, were tested in mesocosms. Mesocosms were constructed in glass columns using sands with native microbial communities, circulated with artificial sea water and challenged with a mixture of PAHs. The low-molecular weight PAHs, fluorene and naphthalene, showed rapid depletion in all mesocosms while the high-molecular weight benzo[α]pyrene was not degraded by either microbial community. Both the heavily oiled and the non-impacted coastal communities showed little variation in their biodegradation ability for low molecular weight PAHs. Massively-parallel sequencing of 16S rRNA genes from mesocosm DNA showed that known PAH degraders and genera frequently associated with oil hydrocarbon degradation represented a major portion of the bacterial community. The observed similar response by microbial communities from beaches with a different recent history of oil exposure suggests that Gulf Coast beach communities are primed for PAH degradation.
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INTRODUCTION

The destruction of the Deepwater Horizon (DWH) oil rig resulted in the discharge of approximately 4.9 million barrels of light crude oil into Gulf of Mexico marine environments from April 20, 2010 to July 15, 2010, making it the second worst oil spill in US history (Lehr et al., 2010). During the cleanup effort, crude oil along with added dispersants formed more than a 35 km long plume in the Gulf of Mexico that significantly impacted coastal ecosystems, including native microbial community composition (Camilli et al., 2010) with unknown ecological consequences. Significant amounts of oil washed ashore on marshes and beaches in the Gulf of Mexico over a 2- to 3-month period and were subsequently buried underneath layers of sand (Allan et al., 2012), bringing enormous amounts of allochthonous carbon to the beach ecosystems. An estimated 1.7 × 1011 g of C(1)-C(5) hydrocarbons including 2.1 × 1010 g of PAHs were released to the water column during the spill (Reddy et al., 2012). The low molecular weight PAH, naphthalene was the dominant PAH in the crude oil followed by the low molecular weight PAHs, phenanthrene and fluorene, while the high-molecular weight PAH, chrysene and other PAHs were minor components (Zhanfei et al., 2012). PAHs, particularly high molecular weight compounds, are one of the major contaminant classes of concern in oil spills because many are toxic and/or carcinogenic to humans and wildlife and are often recalcitrant to degradation in environmental media.

Coastal shores protect inland areas from disturbances like hurricanes by buffering wind and wave energy. Additionally, they provide refuge and nesting ground for many species of marine and land animals. Sandy beaches also serve as the primary location of physical interaction between humans and the marine environment with significant impacts upon human health and local and state economies (USEPA, 2004). Permeable sandy sediments cover large areas of the seafloor in the Gulf of Mexico, including beaches (Huettel and Rusch, 2000). Microbial biofilms cover the sand particles in these coastal ecosystems, and these biofilms harbor phylogenetically and functionally diverse bacteria whose abundances exceed that of the overlying seawater by orders of magnitude (Koster et al., 2005; Hunter et al., 2006; Karnachuk et al., 2006). The permeable sand sediments facilitate porewater exchange, transport of nutrients and removal of waste products for a very active microbial metabolism (Huettel and Rusch, 2000; Rusch et al., 2003).

Sand microbial communities are known to play a major role in the cycling of nutrients in these coastal ecosystems (Hunter et al., 2006; Mills et al., 2008; Huettel et al., 2014), and are likely among the earliest responders to anthropogenic pollution. Microbial communities in the Gulf of Mexico are also thought to be responsible for the intrinsic bioremediation of the crude oil released by the DWH oil spill (Atlas and Hazen, 2011; Chakraborty et al., 2012; Lu et al., 2012). Results from several research groups indicated that hundreds of bacterial taxa can decompose a variety of oil hydrocarbons and rapidly proliferate in the presence of oil in the deep water column (Hazen et al., 2010; Atlas and Hazen, 2011; Lu et al., 2012; Redmond and Valentine, 2012; Valentine et al., 2012; Kimes et al., 2013) but their relative abundance changes as the chemical composition of the oil is modified by the microbial community (Dubinsky et al., 2013). For example, the relative importance of taxa such as uncultivated Oceanospirillales, Pseudomonas, Colwellia, Cycloclasticus, Pseudoalteromonas, and Thalassomonas was controlled by changes in hydrocarbon supply in the water column (Dubinsky et al., 2013). The DWH oil spill dramatically altered not only microbial community composition but also the functional gene structure in the deep sea (Lu et al., 2012). A variety of metabolic genes involved in both aerobic and anaerobic hydrocarbon degradation were highly enriched in the plume compared with outside the plume (Lu et al., 2012). Fewer studies have focused on the impact from increased oil hydrocarbons on the terrestrial microbial communities such as those found in beach sand (Kostka et al., 2011; Newton et al., 2013) and coastal salt marshes (Beazley et al., 2012). In addition, complex hydrocarbon deposition could have major consequences in coastal environments for the entire bacterial community rather than just for those microorganisms capable of using the introduced carbon mixture. Depletion of essential nutrients, such as nitrogen and phosphorus during the hydrocarbon degradation could significantly shift microbial community composition and function.

In this study, we characterized changes in the functional gene composition and abundance of native microbial communities that accompany oil contamination in Gulf beach sands. We also investigated the PAH degradation potential of beach sand microbial communities. To set up comparative analyses, beach sand was collected from a beach in Orange Beach, AL that was severely impacted by oil contamination following the DWH spill and a beach on St. George Island, FL where negligible contamination was detected in the months following the blowout. This allows us to make pre- and post-oil spill comparisons between the communities. Newton et al. (2013) demonstrated the increased abundance of known-oil degraders within the Orange Beach in the month of June suggesting an accompanying detectable change in the functional gene structure of the community. We investigated the beach sand microbial community functional gene response to hydrocarbon exposure using a functional gene microarray (GeoChip 4.2), targeting 539 gene families. Given that the Gulf of Mexico has a large number of natural hydrocarbon seeps and high petroleum-based vessel traffic (Horel et al., 2012), we hypothesized that the microbial communities of beach sands in this region may have adapted to this exposure. If so, the sand microbial communities from a beach without recent oil contamination and one with recent heavy oiling may have similar hydrocarbon degradation potential and would undergo similar community composition shifts following exposure to PAHs.

RESULTS AND DISCUSSION

FUNCTIONAL GENE DIVERSITY

Berm sand from two different sites at St. George and Orange beaches collected at three different months after the DWH blow-out were subjected to non-expression functional gene microarray analysis. A total of 28,746 gene variants (between 19,150 and 23,337 persite and time, Table 1) representing 23.94% of the 120,054 unique sequences on the GeoChip 4.2 were detected. Functional gene variants are single sequence representatives of a functional gene with different sequences from diverse species or an overlapping sequence among species. The α-diversity, variation within-community, of functional gene variants was variable across the samples, but no significant differences in diversity indices were observed (p > 0.05, Table 1). This suggests that the presence of oil and its constituents had little effect on the overall functional gene diversity at the two beaches and over time. Collectively, 84% of detected gene variants were shared among the two different beaches and time points, suggesting a large core functional gene group is present among sands in this region of the Gulf of Mexico. Approximately 10% (2762) of all gene variants detected by the array were unique to Orange beach and 6% (1736) of the gene variants were unique to the non-impacted St. George beach, irrespective of the month of sampling. This represents a different resident functional gene community at each beach. Only 1–3% of all gene variants detected were unique to a specific beach and time (Table 1) representing a transient functional gene change. These differences in the detection of transient functional gene variants can be related to temporal variation, however, the greatest percentage (2.54%, Table 1) of unique gene variants were present during the detectable hydrocarbon sampling of June at Orange beach (Newton et al., 2013). The June sample at Orange beach had a hydrocarbon concentration 1000 times greater than any other sample and was the only sample collected when visible oil was washing ashore (Newton et al., 2013). Fluoranthene, phenanthrene, and pyrene were detected in the Orange beach sand in the month of June at 8.6, 89.4, and 5.3 μg kg−1, respectively. Unknown hydrocarbons with ten or more carbons in a chain (≥10C) were detected at 21.4 mg kg−1, as well.

Table 1. Functional gene variant diversity, similarity, and evenness and percentage of unique and shared genes among samples.
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RELATIVE ABUNDANCE OF FUNCTIONAL GENE CATEGORIES

The relative abundance of all functional gene categories was nearly identical across all sampling events at the two beaches and three time points (Figure 1). Overall, 27% of the detected gene variants were for genes involved in organic contaminants degradation; 13% in carbon metabolism; 12.5% in metal resistance; and 9% in nitrogen metabolism.


[image: image]

FIGURE 1. Percent abundance of all functional gene groups detected by microarray analysis. The total number of genes detected at each beach sands, St. George or Orange, was used to calculate the relative richness of each gene group. Values were averaged over the two samples from each beach.



Of the unique gene variants detected of the residential functional genes (Figure 2) at Orange beach, 29% were involved in organic contaminant degradation, 7% in nitrogen metabolism, 14% in carbon metabolism, 12% in metal resistance, and 18% in survival of abiotic and environmental stress. The increased presence of these genes at the contaminated beach during and after the oiling event suggests that the oil and its constituents triggered small changes in the abundance of organisms carrying hydrocarbon and PAH degradation genes and genes involved in survival of abiotic and environmental stress. The unique gene variants detected were representatives of functional genes detected at both beach sites. The detection of more unique genes variants at Orange beach compared to St. George beach may be explained by the impact of the oil components on the intrinsic beach community and the addition of gene variants as the pelagic microbial community associated with the contaminated water reaches shore.
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FIGURE 2. Number of genes in functional gene groups unique to each beach detected by microarray analysis. Genes were represented in the beach site when sands were collected at all three time points (June, August or September, and November 2010).



DIFFERENCES IN THE RELATIVE ABUNDANCE OF FUNCTIONAL GENES

The functional genes (sum of all gene variants detected) showed significantly greater (p < 0.05) relative abundance in the June sample at Orange beach than St. George beach (Table 2). These differences in abundance maybe directly related to the detection of fluoranthene, phenanthrene, pyrene and ≥10C hydrocarbons present at the Orange beach (Newton et al., 2013).

Table 2. Individual genes showing a significant increase (p < 0.05) at oil-impacted Orange beach compared to non-impacted St. George beach during the month of June.
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Individual functional genes involved in the degradation pathways for benzoate, xylene, phthalate, toluene, chloroalkane and chloroalkene [Figure S1, KEGG pathway database (Kanehisa and Goto, 2000)] were greater in relative abundance in the Orange beach June sample. The majority of differentially detected functional genes in this sample were related to degradation pathways of aromatic hydrocarbons, PAH, and BTEX (benzene, toluene, ethylbenzene, and xylenes) suggesting increased concentration of these compounds following beach oiling. Aromatic hydrocarbons were also detected at Orange beach in the month of June (Newton et al., 2013). Additionally, genes involved in the chloroalkane and chloroalkene pathway were in greater abundance at Orange beach, suggesting the presence and possible accumulation of chlorinated hydrocarbons, feasibly from the degradation of chlorinated aromatics. Methylamine dehydrogenase, which forms formaldehyde from methylamine, was also abundant, indicating the possible accumulation of this single carbon amine from the degradation of more complex hydrocarbons and amino-aromatic compounds. Lu et al. (2012) showed significant increases in genes involved in initial oxidation of hydrocarbons such as alkB encoded alkane 1-monooxygenase and the bbs gene involved in anaerobic toluene degradation in the oil plume compared to non-plume deep sea waters during the DWH blow-out. In contrast there was no significant difference detected for these genes in our beach sand samples (p > 0.05). The lack of significant difference in alkB is unexpected as the increase in relative abundance of Alcanivorax and other known oil degraders (Newton et al., 2013) would suggest an accompanying detectable increase in the alkB gene, in particular the specific probe designed from Alcanivorax. This may reflect possible dissimilarity in sequences that are not represented in the arrayed probes (Zhou and Thompson, 2002). Oligonucleotide based arrays are sensitive to base-pair mismatches and exhibit high hybridization specificity (Cook and Sayler, 2003). This may explain the lack in the extent of change demonstrated in the functional gene array compared to the published changes in phylogeny (Newton et al., 2013). The changes in relative abundance that was detected of functional genes within the community structure indicate shifts in the degradation pathways of microbial community to optimally utilize available hydrocarbons between the initial plume and the hydrocarbons and derivatives that reached the shore.

The increased abundance of genes involved in PAH related degradation pathways in the Orange beach sand community compared to St. George beach suggest an increase in the microbial community members that can take advantage of the greater abundance of hydrocarbons. While the Orange beach microbial community had a greater relative abundance of genes involved in hydrocarbon and PAH degradation, these genes were also present at the non-impacted beach. These results suggest that the native communities found at these beaches have an innate potential for degradation of hydrocarbons and PAHs released during an oil spill.

There was a statistically greater abundance of genes involved in response to nitrogen limitation stress and osmotic stress (Table 2) in the heavily oiled beach compared to the non-impacted beach. This indicates the community members responding to hydrocarbons may harbor increased abundance of genes involved in nitrogen limitation and osmotic stress responses. Macro-nutrient limitation including nitrogen is common in oil contaminated communities as the hydrocarbons are utilized causing a decreased organic nitrogen pool (Atlas and Bartha, 1972; Leahy and Colwell, 1990; Toccalino et al., 1993). However, the nitrogen metabolism functional gene group, including nitrogen assimilation and nitrogen fixation, did not show significant differences (p > 0.05) in abundance between the two studied beaches. Functional gene analysis of the DWH deep-sea oil plume observed increased abundance of genes involved in nitrogen assimilation pathways, which was partially accredited to increase of biomass in the water column (Hazen et al., 2010; Lu et al., 2012). However, our results suggest that the community members responding to increased hydrocarbons and PAHs at the beach sands are not nitrogen fixers, but instead dealt with limited nitrogen via other mechanisms.

The greater abundance of osmotic stress genes in Orange beach sand compared to St. George beach could be associated with the hydrocarbon degrading community, as aromatic compounds have a direct influence on the membrane lipid bilayer, increasing its fluidity and thereby causing an increase in membrane permeability (Sikkema et al., 1994, 1995).

The genes encoding zinc transporters (zntA and zitB, Table 2) induced in the presence of high metal concentrations showed a greater abundance in the oiled beach. Since zntA can be responsible for the transport of zinc, lead and cadmium (Liu et al., 2005), this indicates the oiled community is more suited for responses of high metal concentrations. These metals were detected in oil-impacted waters and salt marshes (Liu et al., 2012; Joung and Shiller, 2013). It has been suggested that these trace metals increase as lower molecular weight hydrocarbons are degraded (Liu et al., 2012).

Interestingly, the carbon assimilation genes encoding phosphoenolpyruvate carboxylase and RuBisCO were also greater in abundance in the oiled beach (Table 2) suggesting an increase in the presence of autotrophic genes. The increase in genes harbored in mixotrophic bacteria might be related to the sensitivity of RuBisCO to oxygen in the oxygen limited and carbon dioxide rich environment. The presence of oil on sediment surface can inhibit the penetration of dissolved oxygen into the sediment and thus inhibit metabolic activity of heterotrophic bacteria utilizing the abundant hydrocarbons (Liu et al., 2012). It is also possible that the mixotrophic bacteria are taking advantage of available hydrocarbons (Subashchandrabose et al., 2013) and thus increasing the abundance of carbon assimilation genes.

While the presence of particular functional genes can be associated with changes in the beach community structure due to oiling, the change in the community composition can be associated with the pelagic microbial community in the contaminated water with already established PAH and hydrocarbon degrading microorganisms as it reaches shore.

Our findings suggest that oil contamination lead to enrichment of bacteria harboring functional genes involved in hydrocarbon degradation and related stress responses within the impacted sand microbial community.

DEGRADATION OF A PAH MIXTURE OF NAPHTHALENE, FLUORENE, AND BENZO[α]PYRENE

To further explore the intrinsic potential for PAHs degradation by the communities of Orange and St. George beaches, mesocosms utilizing sand from both locations were spiked with a mixture of PAHs. The PAH mixture contained naphthalene and fluorene, which were major PAH components of the source oil from the DWH blowout (Zhanfei et al., 2012), and benzo[α]pyrene a highly recalcitrant PAH that can also interfere with the biodegradation of other PAHs (Juhasz and Naidu, 2000). In the presence of the sand microbiome of Orange or St. George beach, naphthalene was quickly removed to undetectable levels by day 8, with significant (p < 0.05) concentrations removed by day 2 compared to abiotic degradation controls (Figure 3). There was no significant difference (p > 0.05) detected between the two beach microbial communities in their degradation potential. The maximum rate of depletion of naphthalene in Orange and St. George beach was 17.13 ± 6.88 and 14.67 ± 4.17 μg g−1 day−1, respectively, and was significantly greater (p < 0.05) than the abiotic disappearance rate of 3.77 ± 0.14 μg g−1 day−1. Measured fluorene concentrations did not show a significant difference (p > 0.05) to initial concentrations until day 6 indicating a lag in degradation by the microbial community or inhibition by the presence of initially higher concentrations of naphthalene (Figure 3). A significant difference (p < 0.05) in fluorene concentrations was observed by day 6 compared to the abiotic control columns. Orange and St. George beach communities were able to degrade fluorene with similar rates at 8.62 ± 1.29 and 10.57 ± 3.61 μg g−1 day−1, respectively. The rate of disappearance of fluorene in the abiotic control was 1.49 ± 0.14 μg g−1 day−1. Benzo[α]pyrene was not significantly (p > 0.05) degraded in any column during the duration of the measurements.
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FIGURE 3. Measured PAH concentrations in mesocosm columns containing sand from the oil impacted beach, Orange, and the non-impacted beach, St. George, over time. The sand was spiked with a mixture of 100 μg g−1 naphthalene, 120 μg g−1 fluorene, and 20 μg g−1 benzo[α]pyrene prior to column setup. Lines in blue represent St. George (StG) sand mesocosm samples, lines in orange represent Orange (Orng) beach, and black lines represent control abiotic columns (Con). Solid lines represent fluorene (Flu) concentrations, dotted lines represent naphthalene (Nap) concentrations, and the dash line represents benzo[α]pyrene (BaP).



The results of the mesocosm experiment demonstrate the ability of the sand microbial community to quickly respond to an influx of PAHs such as those found in oil spills. The DWH blowout resulted in water partitioning of the more soluble PAHs during transport of the oil plume to the surface. This partitioning led to deep water plumes composed primarily of methyl-naphthalene and other two ring PAHs while the surface had a larger proportion of three ring PAHs such as fluorene (Diercks et al., 2010). Differential in situ degradation rates of PAHs also influence the composition of PAHs eventually impacting and accumulating along the shoreline. Sand collected at Pensacola Beach on September 1, 2010 showed the presence of benzo[α]pyrene and fluorene, while naphthalene was not detected (Kostka et al., 2011). At Orange beach in June, fluorene, naphthalene, and benzo[α]pyrene were not detected at the sampling sites while these PAHs were detected in other beaches such as those in Mississippi in June and August (Newton et al., 2013). We have shown that although fluorene and naphthalene haven't been detected at Orange and St. George beach in June, August, September, and November 2010 (Newton et al., 2013), sand microbial communities have the potential for the rapid degradation of these chemicals. A similar rapid response to crude oil and diesel fuel additions to mesocosms was found with uncontaminated sand from the Gulf of Mexico, suggesting microbial communities in this region adapt to hydrocarbons, including PAHs, as a result of exposure to natural oil seepages and high petroleum-based vessel traffic (Horel et al., 2012). While benzo[α]pyrene is not a common growth substrate for bacteria, experiments have shown that bacteria can degrade benzo[α]pyrene when grown on an alternative carbon source (as reviewed in Juhasz and Naidu, 2000). If the benzo[α]pyrene was bioavailable to the microbial community in the sand mesocosms, the available alternative carbon sources may not have been sufficient for co-metabolism of benzo[α]pyrene (Juhasz and Naidu, 2000). Alternatively, benzo[α]pyrene degrading bacterial species, more rare than low molecular weight PAH degraders, may not have been present in these sand communities (Haritash and Kaushik, 2009). However, this is unlikely due to the presence of known benzo[α]pyrene degraders such as Sphingomonas, Mycobacterium, Pseudomonas, and Burkholderia; and consortiums such as Pseudomonas with Flavobacterium (Juhasz and Naidu, 2000) within the mesocosm communities based on the 16S rRNA gene sequences described below. In summary, both beach communities were able to degrade lower molecular weight PAHs to the same extent, indicating the stored potential to degrade PAH contaminants is widespread in the beach sand environment along the Gulf Coast.

COMMUNITY COMPOSITION IN MESOCOSM COLUMN EXPERIMENTS

The abundance of bacterial 16S rRNA gene sequences revealed little difference between the two beach sand mesocosm microbial community compositions during the PAH depletion mesocosm experiments (Figure 4, Table S1). Sequencing of environmental DNA extracted from the sand mesocosm samples generated over 7.9 million high quality V6 region bacterial rRNA gene tags. Overall, 27 taxa (22 genera and 5 additional unresolved taxa) each constituting ≥1% of the bacterial community were found post acclimation at any time point (days 0, 6, or 13) in either the Orange or St. George mesocosms (averaged over the individual columns; Figure 4). These taxa represented ≥65% of the population within the individual mesocosm community. In contrast these taxa represented ≤25% of the population in the field sand samples (source) used to set up the mesocosms. Although the identity of the taxa in the field and mesocosm communities was similar there were dramatic change in the relative abundances of taxa between the post acclimation, day 0 and the field sample (Source; Figure 4). These changes are likely due to positive and negative selection of the taxa during the 6 h time frame of mixing and evaporation of the acetone used to apply the PAHs during the initial assembly of the mesocosms at room temperature. The PAHs spiked within the mesocosms did not show detectable depletion when the sand was sampled after acclimation on day 0 (Figure 3).


[image: image]

FIGURE 4. Taxonomic representation of source and mesocosm column sand samples, assigned from the 16S rRNA gene sequencing data. Genera (and un-resolved genera) composing ≥1% of the community at any time (day 0, 6, or 13) within any mesocosm (average of the 2 experimental columns) spiked with PAHs are represented. Source represents the population determined from the field sand sample, prior to manipulation of the sand for the mesocosm experiments. Day 0 represents approximately 6 h during the assembly of the mesocosm experiments in which the bulk of the sand samples were mixed with PAH containing sand mixture. A genus was considered only if it constituted ≥0.01% of the community from any single sample.



The core community representing ≥1% of the community in both mesocosm in all three time points (included in Figure 4) were identified in the mesocosm samples included representatives of Flavobacteria: Flavobacterium and Sediminicola; Alphaproteobacteria: Thalassospira; and Gammaproteobacteria: Cycloclasticus, Marinobacter, Halomonas, and Pseudomonas. With the exception of Sediminicola, these genera were reported to be highly associated with oil degradation during the DWH incident (Kostka et al., 2011; Chakraborty et al., 2012; Kimes et al., 2013; Liu and Liu, 2013; Newton et al., 2013). Sediminicola was reported as a major member of the microbial community found in the chronically oil and PAH contaminated Liaodong Bay of Bohai Sea, China (Zheng et al., 2014). Thalassospira is a known PAH-degrader of fluorene and naphthalene (Kodama et al., 2008) and was associated with oil on the water surface during the DWH blowout (Liu and Liu, 2013). Cycloclasticus represented between 15and 20% of the community in the columns, while only 1.1 and 0.5% in the St. George and Orange beach sands used for the mesocosms, respectively. A similar rapid increase in Cycloclasticus under experimental laboratory conditions have been reported previously (Kasai et al., 2002). Studies in marine environments have described Cycloclasticus as a primary contributor to PAH degradation (Kasai et al., 2002; Wang et al., 2008; Jurelevicius et al., 2013) during oil spills (Hazen et al., 2010; Chakraborty et al., 2012; Mason et al., 2012). Marinobacter is also well-established in alkane and PAH degradation (Vila et al., 2010). Newton at al. reported also that in the one sample set collected while oil was visibly washing ashore (Orange Beach June) OTUs associated with Marinobacter were largely increased in the community. Pseudomonas is able to degrade naphthalene in experimental systems and is thought to be involved in the co-metabolization of fluorene (Stringfellow and Aitken, 1995). Flavobacterium have been associated with PAH degradation (Trzesicka-Mlynarz and Ward, 1995). Within a mixed culture of Flavobacterium sp. and Pseudomonas sp., the degradation of benzo[α]pyrene was possible (Trzesicka-Mlynarz and Ward, 1995). Despite the enrichment of both, Flavobacterium and Pseudomonas sp. in our mesocosms, benzo[α]pyrene was not degraded in any column during the duration of the measurements suggesting it wasn't bioavailable or longer time is needed for the microorganisms to deplete this pollutant. Sediminicola has been associated with oil and PAH contaminated waters (Zheng et al., 2014). The large sequence representation of this core community of known and associated PAH degraders in the mesocosms suggests that biodegradation potential for hydrocarbons, including PAHs, was quickly established in the sand microbial communities prior to detectable degradation of the spiked PAHs.

Eight genera of the community presented in Figure 4 exhibiting a ≥3 fold increase in average community percentage between any two time points post acclimation (Figure 5) denote a rapidly responsive community. The genera Afifella, Methylophaga, Winogradskyella, Hyphomonas, Roseovarius, Tenacibaculum, Fusibacter, and Sneathiella showed dynamic changes in relative abundance that may be related to the role they play in their respective communities involved in the degradation of naphthalene and fluorene.
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FIGURE 5. Bacterial genera enriched within the microbial community in the mesocosm columns. Only genera demonstrating a ≥3-fold increase in relative abundance when compared between any two time points (Days 0, 6, and 13) of at least one sand microbial community (average of 2 replicate mesocosm columns for each beach sand source) and represented in Figure 4. Source represents the population determined from the field sand sample, prior to manipulation of the sand for the mesocosm experiments. Day 0 represents approximately 6 h during the assembly of the mesocosm experiment in which the bulk of the sand samples were mixed with PAH containing sand mixture. Bar graphs in color are for genera abundant above 1% in the community, depicted with the same color as in Figure 4.



Tenacibaculum is known to produce bacteriolytic enzymes allowing nutrient recycling, which may account for their increase in abundance (Banning et al., 2010; Dubinsky et al., 2013). Tenacibaculum is as yet not associated with direct PAH utilization. Winogradskyella was among the core community present in the Gulf of Mexico beach sand following the period of beach oiling from the DWH blowout (Newton et al., 2013) and has been enriched previously with petroleum in microcosms (Zhao et al., 2014). Fusibacter species have been associated with oil producing wells (Ravot et al., 1999) and contaminated sites containing chlorinated solvents (Lee et al., 2011). Fusibacter prefers anaerobic environments and as yet been determined to be involved in direct degradation of PAHs (Ravot et al., 1999; Lee et al., 2011). Hyphomonas abundance has been associated with crude oil added to natural sea-water in microcosms (Coulon et al., 2007). Hyphomonas has also been associated with degradation potential of hydrocarbon-contaminated sediments from a harbor in the Tirrenean Sea after the addition of sources of nitrogen and phosphate (Yakimov et al., 2005). Roseovarius was one of the genera of numerous Alphaproteobacteria detected in sequences associated with a sample 127 km from the DWH rig (Kimes et al., 2013). Roseovarius is also known to be degraders of low molecular weight PAHs (Gallego et al., 2013). Afifella is a photosynthetic purple, non-sulfur bacteria that has not be associated with hydrocarbon or PAH degradation (Urdiain et al., 2008). Methylophaga have been associated with the later phases of the DWH oil spill and has been suggested to be active in the heterotrophic community that was consuming residual cell mass and organic residues (Dubinsky et al., 2013). Sneathiella is a halotolerant, aerobic, chemoheterotroph that has not yet been associated with PAH or oil degradation activities (Jordan et al., 2007). Since a number of these genera have been associated with PAH and hydrocarbon degradation communities, their presence may be necessary to support the PAH depletion within the mesocosms and directly impact the ability of other genera to degrade PAHs within the columns.

The presence of the core community with known and associated PAH degraders in all mesocosm columns during the sampling times and their presence during the DHW spill may point to members of these genera as key players in the PAH degradation by the coastal sand microbial community during hydrocarbon degradation. The responsive community which contained associated and yet unassociated PAH degraders in the mesocosm columns may indicate a different involvement of these genera in the degradation of PAHs within the sand communities with different oiling history.

CONCLUSIONS

Our results indicate that a variety of genes related to hydrocarbons degradation and stress were enriched in response to the oil contamination and associated environmental changes. Specifically, we observed enrichment of metabolic genes involved in the degradation pathways for BTEX, alkanes, alkenes and aromatic hydrocarbons including PAHs. In addition, genes involved in metabolic processes related to osmotic stress and metal transport showed relative increases most likely related to the oil contamination. However, the relative abundance of the majority of functional gene categories investigated was similar across the two sampled beaches and 5-months separating sampling time points. These results suggest that sand microbial communities are relatively functionally stable and that the hydrocarbon exposure adds a layer of complexity to the system without initiating drastic community change.

The potential of microbial PAH degradation between beaches with a different history of oil contamination was tested in a laboratory column experiment. Upon exposure with a PAH mixture we observed similar biodegradation potential from each beach sand community for the mixture despite of its oiling history. The lower molecular weight PAHs naphthalene and fluorene were depleted with similar rates, while the concentration of benzo[α]pyrene remained constant in all mesocosms for the time of incubation. Further study using nutrients and electron donors or acceptors additions is needed to understand if these communities are also primed to degrade recalcitrant pollutants such as benzo[α]pyrene and other higher molecular weight PAHs.

The community composition of the PAH degradation in the mesocosms consisted of a core community of known or associated PAH degraders that was consistent among the two sand communities. A responsive community to the PAH addition that showed different shifts in abundance between the two sand mesocosms and may be related to the availability of specific PAHs was also detected. The observed similarity in the ability of the two differently oil impacted microbial communities to degrade PAHs and the presence of a core community containing PAH degraders indicate the wide spread dissemination of PAH degraders on beaches over large distances. This is most likely explained by the large number of natural hydrocarbon seeps and high petroleum-based vessel traffic in this region (Horel et al., 2012) which may select for a PAH and hydrocarbon consortium within the microbial community of the pelagic and coastal waters, as well as, distant beaches these consortiums will eventually reach.

Further study is needed to understand the response of microbial communities not only to change in oil pollutant concentrations but also to stressors such as nutrient starvation, anoxia, and ecological interactions in the Gulf of Mexico coastal sand ecosystems. Experimental mesocosms with stratified conditions to explore the impact of oxygen, electron acceptors, nutrients, and oil pollutant micro-concentration gradients will be particularly useful to address ecological questions under controlled conditions. Combined with meta-omics' technologies this approach provides powerful tools to gain insights into functional networks involved in hydrocarbon degradation in coastal sandy sediments. A global understanding of the impact of oil on indigenous coastal microbial community structures, function, and resilience will help in development of strategies for restoring ecological balance following oil spills in coastal areas.

MATERIALS AND METHODS

STUDY SITES AND SAMPLING PROCEDURES

For functional gene microarray analysis, surface sand samples were collected from two beaches in the southeast United States along the Gulf Coast in Alabama, and Florida as described in (Newton et al., 2013). The beach locations referred to in this study are: Orange beach (Cotton Bayou Beach area in Alabama, 30° 16' 54” N, 87° 41' 17” W), and St. George (St. George Island, Florida, 29° 41' 22” N, 84° 46' 59” W). Exposed surface sand (wet intertidal sand located at the high point of wave action on the beach face) was sampled at each beach. For the sand environments, we chose two sampling sites ~100 m apart at each beach location. Samples were collected during five sampling periods: June 13–15, 2010, August 8, 2010, September 20–22, 2010, November 15–18, 2010, and August 15–17, 2011, except for St. George, which we were unable to collect during the August 2010 period. Following collection in the field, the sand samples were stored on ice between 2 and 28 h during the sampling expedition and then on dry ice before being shipped to the lab for further processing. In the lab, sand was stored at −80°C prior to DNA extraction procedures. Sand for the mesocosm experiments was sampled from Orange beach and St. George in excess of 4 kg during a sampling trip in August 2011 and were stored on ice and then stored at 4°C until use in the mesocosms.

Based on reports by NOAA's cleanup and assessment techniques, Orange beach was classified as heavily oiled following the DWH spill, while St. George had either trace or no oiling and was referred to as a control or un-impacted site in their assessment and in a previous study (Newton et al., 2013). St. George also serves as the no recent oil contamination control beach for all analyses in this study.

DNA EXTRACTION

DNA extractions were performed on 5 or 1 g of sand samples essentially as Zhou et al. (1996) described but without CTAB and reduced volumes to scale. Rather than using chlorophorm: isoamyl alcohol, the samples was purified by selective RNA precipitation using 1.5 M ammonium acetate and the Wizard Genomic DNA purification kit (Promega) for protein precipitation, DNA precipitation and DNA rehydration steps. DNA was quantified and checked for quality by NanoDrop spectrophotometry and with 1% agarose gel electrophoresis.

MICROBIAL COMMUNITY DNA LABELING, MICROARRAY HYBRIDIZATION AND ANALYSIS

For microarray analysis, 1.5 μg of DNA extracted from 5 g sand sediment was labeled with Cy3 fluorescent dye (GE Healthcare, Piscataway, NJ, USA) by random priming (Wu et al., 2006; Van Nostrand et al., 2009). The labeled DNA was purified, hybridized to GeoChip 4.2, and processed as described in Lu et al. (2012). GeoChip 4.2 is a functional gene array (Hazen et al., 2010; Lu et al., 2012) containing 120,054 distinct probes and covers 200,393 coding sequences in different microbial functional and biogeochemical processes. Spots with signal-to-noise ratios lower than 2 were removed before statistical analysis was performed (He et al., 2010).

All GeoChip hybridization data are available at the Institute for Environmental Genomics, University of Oklahoma (http://ieg.ou.edu/). The data was pre-processed to response ratios of each gene variant, which is the ratio of intensity of the variant to the average of all genes on the array. Simpson's, Shannon-Weiner's, and evenness indices were calculated to access functional gene diversity. ANOVA was used to determine significant differences between the functional microbial communities between the two beach sites and samplings over time. Tukey's test was used for pairwise comparisons. A significance level of p < 0.05 was used for all comparisons (He and Wang, 2011). Total abundance of each gene category or all gene variants representing a functional gene were calculated as the sum of response ratio and compared between the beach locations overtime using ANOVA and Tukey's test for follow-up pairwise comparison.

PAH DEGRADATION POTENTIAL OF THE SAND MICROBIAL COMMUNITY

The potential for degradation of PAHs was tested in eight constructed mesocosms, three replicates with native sand communities collected August 2011 for each beach, Orange and St. George, and two abiotic controls. After sampling in the field, the sand was shipped on ice and a stored at 4°C, until used in the mesocosm construction. Glass columns (Chemglass; 7.62 cm inner diameter by 30.5 cm effective length), fitted with fritted glass supports, were filled with sand from Orange beach and St. George beach spiked with a mixture of three low molecular weight PAHs, naphthalene, fluorene, and benzo[α]pyrene. Stock concentrations of fluorene, naphthalene, and benzo[α]pyrene in acetone was hand mixed into 350 g batches of sand from St. George or Orange beach for 1 min to achieve final concentrations of 100 μg g−1 naphthalene, 120 μg g−1 fluorene, and 20 μg g−1 benzo[α]pyrene in the columns. The acetone from PAH mixed sand was allowed to evaporate for 1.5 h at room temperature prior to assembly of the columns. A total of 1.4 kg of sand mixed with PAHs was used to fill each of three glass column replicates for each beach. The time 0 samples were taken approximately 6 h after the initial spike of the first batch of sand which is referred to as the acclimation period. To setup two abiotic control columns, sand from St. George beach was autoclaved to remove the live microbiome prior to addition of PAH as for the other columns. Sodium azide was added to the artificial sea water for the control columns at 0.1%. To all columns, 400 mL of sterile artificial sea water (Kester et al., 1967; Berges et al., 2001) was added and allowed to drain by gravity flow and captured. Filling and draining (400 ml volume) with artificial seawater occurred over 3-h periods. The mesocosms were left filled and drained for 3 h each recreating a 12-h tidal period. The drained sea water was re-circulated to the top of the column by peristaltic pump. Viton tubing (0.32 cm o.d.) was used for all applications that involved contact with effluent water. The columns were operated over a 21 day period at room temperature (25 ± 3°C).

Sand was sampled by sterile metal tubing core from each glass columns at the time points indicated in Figure 4 up to 21 days. For extraction of PAH, a recovery standard of 200 μg phenanthrene-d10 to 10 g of sand sample was used and showed a recovery of 95%. The sand was extracted three times with a total of 10 mL n-hexane. Samples were stored at 4°C until analysis and analyzed within 2 days. PAHs and phenanthrene-d10 was quantified by gas chromatograph analysis using Agilent model 7890A, equipped with flame ionization detector. The GC column temperature was 55–250°C, programmed at 3°C/min to 75°C hold for 3 min; 5°C min−1 to 100°C; and 20°C min−1 to 250°C hold for 60 min. Helium was used as a carrier gas, at a pressure 25 psi. For detector, the flow of hydrogen, air and nitrogen were 30, 400 and 25 mL min−1, respectively. Injector and detector temperatures were 250 and 300°C, respectively.

BACTERIAL 16S RIBOSOMAL GENE TAG SEQUENCING

We amplified bacterial 16S rRNA gene V6 hypervariable regions in our samples according to protocols developed at the Josephine Bay Paul Center at the Marine Biological Laboratory, Woods Hole, MA (Eren et al., 2013; Morrison et al., 2013). For this project sequencing was carried out on 12 mesocosms samples: one each from four mesocosms at three time points: Day 0 after hydrocarbon conditioning (~6 h post-addition), Day 6 and 13. Two mesocosms contained sand from St. George and two contained sand from Orange beach. Once obtained, sequence reads were quality-filtered according to Eren et al. (2013). Additionally, three samples (two sites at St. George and one site at Orange beach) from August 2011, collected at the same location and time as the mesocosm source samples, were sequenced according to the procedures described above. Taxonomy was assigned using GAST (Huse et al., 2008) and the data was uploaded to the Visualization and Analysis of Microbial Population Structures website (VAMPS: http://vamps.mbl.edu). The amplification, sequencing, and processing of all 16S rRNA gene community sequence data derived directly from beach sand samples in 2010 is described in (Newton et al., 2013). All mesocosm sequence files described in this study are available at the National Center for Biotechnology Information (NCBI) Sequence Read Archive, Bioproject (PRJNA244096) and for the previously published beach samples (Newton et al., 2013) under Bioproject PRJNA208242. All analyses were performed on averages of the duplicate mesocosms at each time point.
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We conducted a series of roller tank incubations with surface seawater from the Green Canyon oil reservoir, northern Gulf of Mexico, amended with either a natural oil slick (GCS-oil) or pristine oil. The goal was to test whether bacterial activities of natural surface water communities facilitate the formation of oil-rich marine snow (oil snow). Although oil snow did not form during any of our experiments, we found specific bacterial metabolic responses to the addition of GCS-oil that profoundly affected carbon cycling within our 4-days incubations. Peptidase and β-glucosidase activities indicative of bacterial enzymatic hydrolysis of peptides and carbohydrates, respectively, were suppressed upon the addition of GCS-oil relative to the non-oil treatment, suggesting that ascending oil and gas initially inhibits bacterial metabolism in surface water. Biodegradation of physically dispersed GCS-oil components, indicated by the degradation of lower molecular weight n-alkanes as well as the rapid transformation of particulate oil-carbon (C: N >40) into the DOC pool, led to the production of carbohydrate- and peptide-rich degradation byproducts and bacterial metabolites such as transparent exopolymer particles (TEP). TEP formation was highest at day 4 in the presence of GCS-oil; in contrast, TEP levels in the non-oil treatment already peaked at day 2. Cell-specific enzymatic activities closely followed TEP concentrations in the presence and absence of GCS-oil. These results demonstrate that the formation of oil slicks and activities of oil-degrading bacteria result in a temporal offset of microbial cycling of organic matter, affecting food web interactions and carbon cycling in surface waters over cold seeps.
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INTRODUCTION

The northern Gulf of Mexico contains more than 200 hydrocarbon seeps over subseafloor oil reservoirs, releasing up to 1.1 × 108L year−1 of oil into the water column. The majority of these seeps are located over the Green Canyon oil reservoir ~200 miles off the Louisiana coast (MacDonald et al., 2002). Ascending hydrocarbon bubbles in that area rapidly dissolve into the bottom water contributing to the isotopically “old” deep water dissolved organic carbon pool (Wang et al., 2001). Depending on bubble size and upwelling currents, oil bubbles can also reach the surface where they form oil microlayers (hereafter referred to as oil slicks) that can grow up to 10 km in length (MacDonald et al., 2002). Evaporation of the volatile components of the surface oil may be rapid (Solomon et al., 2009). Oil slick compounds that are not subject to immediate evaporation likely undergo further weathering processes at the sea surface (MacDonald et al., 2002). Despite the importance of such processes for carbon fluxes and food web interactions, the fate of oil slick residues is not well understood.

Biological oil weathering facilitated by specialized heterotrophic microbial communities plays a key role in the fate of oil-carbon in the ocean (Head et al., 2006). Oil-degrading bacteria often produce large amounts of exopolymeric substances (EPS) to emulsify crude oil (Gutierrez et al., 2013). Enhanced production of bacterial EPS in oil-contaminated surface waters during the Deepwater Horizon (DwH) oil spill in the northern Gulf of Mexico in 2010 led to the formation of mucus webs that in turn accelerated the formation of oil-rich marine snow (Passow et al., 2012). After losing their buoyancy, sinking oil snow resulted in the large sedimentation event of surface oil, now known as the “Dirty Blizzard,” representing a major pathway of DwH surface oil to the seafloor (Hollander et al., 2013; Passow, 2013, 2014). In addition to acting as the glue for oil snow, bacterial EPS may also stimulate activities of heterotrophic bacterial communities not directly involved in primary oil degradation (McGenity et al., 2012). We found evidence for such a bacterial oil degradation cascade in roller tank experiments with oil-contaminated surface water from the DwH site (Ziervogel et al., 2012).

Following the procedure of Ziervogel et al. (2012), we conducted a series of roller tank experiments amending surface seawater with oil slick from the Green Canyon area. These experiments examined whether bacterial transformation of oil slick components triggers the formation of oil snow and subsequent sinking of oil-carbon at the investigated site. Given that ascending oil from the Green Canyon reservoir has been characterized as highly biodegraded (Wang et al., 2001; MacDonald et al., 2002), we conducted supplementary experiments with unaltered pristine oil to acknowledge the role of biological and chemical weathering on the formation of oil snow. We monitored particle formation, dynamics of n-alkanes as well as the particulate and dissolved organic matter pool along with heterotrophic bacterial activities during onboard incubations lasting 4 days. We determined transparent exopolymeric particles (TEP) as a measure for particulate EPS, which often acts as the glue for marine snow (Passow, 2002). To monitor oil snow formation over an extended time period, we also conducted longer term roller tank experiments over 41 days in the home laboratory.

MATERIALS AND METHODS

OIL SLICK SAMPLING

An oil slick-seawater sample was taken at the sea surface over a hydrocarbon seep (GC600; 27° 21.79′N, 90° 34.65′W; water depth: 1200 m; Figure 1) in September 2012 during the RV Endeavor cruise EN515. A clean HDPE container was carefully lowered from the deck of the vessel into the slick to sample ~5 L of an oil slick-seawater mixture that was then filled into a clean cooler (volume: 25 L) on deck. This was repeated four times to sample a total of about 20 L of the oil slick-seawater mixture. Within minutes after sampling the oil formed a microlayer slick at the surface of the cooler water; ~15 L of the excess seawater underlying the oil slick were then released through the drain plug of the cooler. Aliquots of the remaining 5 L of the oil slick-seawater mixture (hereafter referred to as Green Canyon Slick oil, GCS-oil) were added to the roller tanks, and were used for chemical characterization of the GCS-oil (Characterization of GCS-oil).
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FIGURE 1. Map of investigation area. Oil slick samples were taken at GC 600. Sinking particles for SW+particles and SW+particles+oil treatments were sampled near the bottom of OC 26. (A) Oil slick with Sargassum; (B) Oil slick very similar to the one sampled for this study (Picture taken by V. Asper, USM). Scale bars are 30 cm.



ROLLER TANK INCUBATIONS

Green canyon oil experiments (GOE)

A series of short term, onboard roller tank incubations were initiated shortly after sampling of the GSC-oil (Table 1). Acrylic roller tanks (total volume: 1.7 L) were filled with surface seawater that was sampled outside the oil slick at the GC600 site, using Niskin bottles (water depth: 5 m; temperature: 29.5°C; Chlorophyll a < 0.2 μg L−1). The GOE experiment consisted of four different live treatments, each in triplicate, and one set of killed control tanks containing UV radiated surface seawater. One set of the live treatments contained seawater only, another was supplemented with GCS-oil (1: 43 oil: seawater, v/v). A third and fourth treatment, with and without oil, respectively, additionally contained 10 mL of a particle slurry consisting of planktonic particles collected with an unfixed marine snow trap and in situ bottom water. The trap collecting the particle slurry was deployed at 80 m above the seafloor for a period of 6 months at a site ~140 nm to northeast of GC600 (OC26: 28° 44.20′N, 88° 23.23′W; water depth: 1500 m; Figure 1) and recovered 3 days before the start of the roller tank incubation. A qualitative microscopical examination of the particles revealed mainly diatom frustules, fecal pellets and clay minerals. The organic matter content of the particle slurry was low (organic matter to dry weight ratio: 2%). As intended, the addition of the particle slurry promoted coagulation and thus aggregate formation in the tanks (hereafter referred to as macro-aggregates).

Table 1. Experimental set-up of the two onboard roller tank incubations.
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The tanks were filled to the 1.1 L mark; we deliberately left a headspace that led to the formation of an oil slick at the seawater-headspace interface in the oil treatments. The tanks were incubated on a roller table in the dark at a rotation speed of 2.4 rpm and ambient temperature (~20–25°C) for 4 days. Tanks rotation introduced mildly turbulent water mixing, simulating conditions at the sea surface.

One tank per treatment was sampled prior to the start of the incubation (Day 0) as well as after 2 and 4 days, and analyzed for the parameters described below. Tanks were removed from the roller table and placed upright on the bench for sampling. Samples were carefully collected with a 10 mL glass pipette and filled into a clean glass beaker. Special care was taken to avoid transferring oil from the surface slick to the sample water. In the presence of macro-aggregates >1 mm, two separate subsamples were collected: (1) the water overlying all large particles that had settled to the bottom of the tank (surrounding seawater; SSW), and (2) a slurry of macro-aggregates and a known volume of SSW (aggregate slurry; Agg). All analytical parameters are expressed as a concentration or rate per total tank volume (i.e., 1.1 L), accounting for the smaller total volume of the aggregate slurry relative to the surrounding tank water and making direct comparisons and budgeting possible.

An additional roller tank experiment over 41 days was conducted after returning to the home laboratory to study oil snow formation for an extended time that exceeded the period of oil snow formation during the DwH oil spill (~1 month) (Passow et al., 2012). Two roller tanks were filled with either 800 mL of GC600 surface seawater amended with 80 mL of GCS-oil, or 800 mL surface seawater only. The tanks were incubated on a roller table at a rotation speed of 2.4 rpm at low light (<30 μmol m−2 s−1; 12: 12 h light: dark cycle) and 14°C. Every 1–3 days, the tanks were inspected for macro-aggregates formation without interrupting the rolling motion of the tanks.

Pristine oil experiments (POE)

In addition to the GOE experiments with GCS-oil, we also conducted roller tank incubations with surface seawater and pristine oil onboard the RV Endeavor cruise EN510 in June 2012 as well as in the home laboratory (Table 1). The onboard roller tank incubations had surface seawater collected with Niskin bottles at GC600 (27° 21.78′N, 90° 33.88′W; water depth: 5 m; temperature: 28.7°C; Chlorophyll a < 0.2 μg L−1) either amended with Louisiana crude oil (LA-oil; WP681 from Fisher Scientific) at a ratio of 1: 1100 (v/v) or unamended. Autoclaved surface seawater with and without LA-oil served as killed controls. Incubation time of the onboard Pristine Oil Experiment (POE) was 3 days, and the tanks were incubated under the same conditions and analyzed at day 0 and day 3 for the same parameters as in GOE. Data for day 0 from the oil amended seawater tank is missing.

As for GOE, we conducted a 41-days POE experiment in the home laboratory with two roller tanks filled with 1000 mL of GC600 surface seawater amended with 1 mL of Macondo crude oil (provided by J Short, JWS Consulting LLC, LSU ID 2010158-12, MC-252 Source oil 5/20/10). The tanks were incubated on a roller table under the same conditions as described for the longer term GOE. Every 1–3 days, the tanks were inspected for macro-aggregate formation without interrupting the rolling motion of the tanks.

ANALYTICAL METHODS

Characterization of GCS-oil

Hydrocarbon extraction and fractionation. Oil slick water from the cooler (GCS-oil) as well as roller tank water from the two GCS-oil treatments at day 4 (SW+oil; SW+particles+oil) were filled into separate 2.5-L amber glass bottles, fixed with Sodium Azide (0.02% final conc.), and stored in the dark at 4°C until extraction. Hydrocarbon extraction was conducted via passage through an Empore C18 solid phase extraction disk installed in a vacuum apparatus after the samples were acidified to a pH of ~2.7 for optimal hydrocarbon adsorption to the pre-conditioned disk. Hydrocarbons were eluted from the disks with a mixture of hexane and acetone at a ratio of 7: 3 (v/v), then passed through an anhydrous Na2SO4 column and solvent-exchanged to hexane under a steady stream of nitrogen. Samples were centrifuged for 10 min at 10,000 rpm in 2 mL Teflon centrifuge tubes, and the hexane-insoluble fraction was discarded. To purify and separate the aliphatic and aromatic fractions, we performed a fractionation with two silica gel columns; one column was topped with anhydrous Na2SO4 for the removal of residual water, the other had copper powder for the removal of elemental sulfur. Two elutions were performed on each column, with 15 mL of hexane followed by 15 mL of a 1: 1 mixture of hexane and dichloromethane (v/v). Following column fractionation, the extracts were concentrated under nitrogen and stored at 4°C until further analysis.

GC × GC analysis. Fractionated hydrocarbon extracts were analyzed using a Leco comprehensive two-dimensional gas chromatograph—time-of-flight-mass spectrometer (GC × GC-TOF). The samples were injected in splitless mode with the inlet temperature at 300°C. The first-dimension column oven in the GC × GC was held at 60°C for 1 min, then gradually increased at a rate of 1.5–315°C, where it was held for 15 min. The thermal modulator temperature offset was set to 55°C above the first-dimension column (Restek Rxi-1MS column, 20 m length, 0.18 mm I.D., 0.18 μm film thickness), and the temperature offset of the secondary column (50% phenyl polysilphenylene-siloxane column, SGE BPX50, 1 m length, 0.1 mm I.D., 0.1 μm film thickness) was set to 30°C above the first-dimension column oven. Helium was used as the carrier gas at a constant flow rate of 1.5 mL min−1.The thermal modulator hot jet pulse time was 0.6 s with a 6.9 s cool time between stages. Dried air was used to supply the thermal modulator hot and cold jet gas. The detector signal was sampled at 200 spectra second−1. The transfer line temperature was 310°C, the source temperature was 200°C, and the acquisition voltage was 1677 V. Analytes were quantified for n-alkanes using commercially available standards from Restek Corp. (Bellefonte, PA) and Sigma-Aldrich (St. Louis, MO).

Oil fluorescence. During the onboard GOE, we also monitored relative changes in oil fluorescence. Two milliliter of tank water were filled into disposable methacrylate cuvettes and the raw fluorescence signal was measured using the crude oil module (#7200-063; excitation: 365, emission: 410–600) of the Trilogy Laboratory Fluorometer (Turner). The GCS-oil fluorescence signal, expressed as relative fluorescence units (RFU), was corrected with the signal in the unamended seawater treatment that was always considerably lower compared to the oil containing treatments.

Transparent exopolymer particles (TEP)

TEP representing a particulate form of EPS were measured colorimetrically in triplicate samples per tank by filtration of 50–100 mL of tank water onto 0.4 μm polycarbonate filters and subsequent staining with Alcian Blue (Passow and Alldredge, 1995). The dye solution, which complexes carboxyl and half-ester sulfate reactive groups of acidic polysaccharides was calibrated using Gum Xanthan.

Dissolved organic carbon (DOC)

DOC was analyzed in pre-filtered (0.2-μm surfactant free cellulose acetate syringe filters) and acidified (50% phosphoric acid v/v) samples by high temperature catalytic oxidation using a Shimadzu TOC-5000. DOC was not measured in aggregate slurries. Duplicate samples per tank were injected; instrument settings yielded at least three repeated measurements of each sample.

Particulate organic carbon and nitrogen (POC, PON)

For POC and PON analysis, duplicate tank water samples of 50–250 mL were vacuum filtered onto pre-combusted GF/F filters. The filters were acidified with 12 M HCl for 12 h to remove inorganic carbon prior to flash combustion to CO2 and N2 on a Carlo-Erba 1500 Elemental Analyzer, using acetanilide as a standard.

Bacterial abundance

Ten milliliter of tank water was fixed with formalin immediately after sampling (2% final conc.) and stored for 8 months in the dark at 4°C before the preparation of microscope slides. Prior to slide preparation, samples were pretreated to break up bacterial aggregates and detach bacteria from particles. We used Tween-80 (0.5% final conc.), EDTA (50 mM final conc.), and 10× PBS pH 7.4 (5.26% final conc.), followed by vortex mixing for 10 min. Samples were then sonicated for 3 min in a water bath (adapted from Suter, 2011, and Crump et al., 1998), and stained according to Lunau et al. (2005) as described below. Samples with no macro-aggregates were also subjected to this treatment, and cells numbers counted in selected samples before and after the treatment revealed an increase of 38–152%. Samples used for enumeration of bacterial micro-aggregates were not subject to any physical or chemical treatments prior to staining.

A known volume of each pretreated sample was drawn through a 25 mm diameter 0.2 μm pore, black polycarbonate filter (Millipore, type GTPB) using low vacuum. The filters were transferred to clean microscope slides. Ten microliter of a freshly prepared mounting medium containing 50% glycerol in 1× PBS at pH 7.4, ascorbic acid (1% final conc. v/v), and SYBR green I stain (0.45% final conc. v/v) was placed in the middle of a cover slip (25 mm × 25 mm) and inverted onto the filter. The slide was then placed in the dark at 4°C, until the weight of the cover slip dispensed the stain evenly across the filter. Bacterial cells and micro-aggregates were counted with a Nikon Labophot-2 epifluorscence microscope with blue light excitation at 1000× and 200× magnification respectively. For bacterial cell counts, a minimum of 200 cells were enumerated within a grid of fixed dimensions across each filter. Micro-aggregates were categorized into three distinct size classes (5–40, 40–80, >80 μm) using an ocular grid. Unless the abundance of micro-aggregates was low, a minimum of 100 aggregates were enumerated within a grid of fixed dimensions across each filter. Bacteria cell counts in tank water samples from the onboard POE were counted by flow cytometry (Accuri C6) using SYBR-GREEN I as a stain.

Bacterial enzymatic activities

Potential hydrolytic activities of carbohydrate- and peptide-hydrolyzing enzymes were measured using 4-MUF-β-D-glucopyranoside and L-leucine-MCA hydrochloride, respectively, as fluorogenic substrate analogs according to Hoppe (1983). Three mL of tank water were added to triplicate disposable methacrylate cuvettes containing fluorogenic substrate analogs at saturation levels (300 μM for L-leucine-MCA hydrochloride; 333 μM for 4-MUF-β-D-glucopyranoside). Cuvettes were incubated under the same conditions as the roller tanks. Fluorescence was measured immediately after sample addition and at two additional time points over the course of 24 h under buffered conditions (20 nM borate buffer; pH 9.2) using a Turner Biosystems TBS-380 fluorometer (excitation/emission channels set to “UV”; 365 nm excitation, 440–470 nm emission). Fluorescence changes were calibrated using standard solutions of 4-methylumbelliferone and 4-methylcoumarin in tank water, and used to calculate hydrolysis rates expressed as cell-specific rates. All of the killed control tanks in GOE and POE showed only minor changes in fluorescence over time possibly due to abiotic substrate hydrolysis. Fluorescence changes in the killed control treatments were used to correct enzymatic hydrolysis rates in the respective live treatments.

STATISTICAL ANALYSIS

Results of analytical parameters are given as average values ± standard deviation. Differences between two average values were analyzed using the Student's t-test; differences between three or more average values were assessed using an analysis of variance (One-Way ANOVA) with Tukey HSD post-hoc pairwise comparisons of means at the 5% significant level (p = 0.05). All statistical analysis was performed in Excel® using the data analysis tool pack.

RESULTS

GCS-OIL DYNAMICS DURING ROLLER TANK INCUBATIONS

The C16–C34 components in the initial GCS-oil sample ranged between 3 and 8% of the total n-alkane pool (Figure 2). At the end of both GCS-oil incubations (SW+oil and SW+particles+oil), levels of C16–C21 components decreased by up to one order magnitude compared to the initial sample. All three samples were mostly depleted of <C15 alkanes, probably due to dissolution during ascending of the oil from the seep.
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FIGURE 2. Chemical characterization of GCS-oil. Relative distribution of n-alkanes before (Day 0) and after the roller tank incubations (Day 4). Note that all three samples were mostly depleted of <C15 alkanes, probably due to dissolution during ascending of the oil from the seep.



The initial fluorescence signals in both GCS-oil treatments were on average at 23,072 ± 2538 RFU, decreasing to 50% at day 2 in both treatments. Only 27% and 7% of the initial fluorescence signal were detected at day 4 resulting in a linear decrease in oil fluorescence over time in SW+oil (r2 = 0.99) and SW+particles+oil (r2 = 0.97), respectively.

FORMATION OF MACRO-AGGREGATES

Macro-aggregate formation was only observed in the presence of the particle slurry during the onboard GOE. By day 4 a single aggregate per tank (diameter: ~2 mm) had formed. The presence or absence of GCS-oil had no a visible impact on the formation of macro-aggregates. No particles >1 mm formed in any of the treatments of the longer term GOE, but particles <1 mm appeared in the presence of GCS-oil at day 19. These particles remained unchanged until the end of the 41 days incubation. No particles of any size were visible in any of the POE experiments.

TRANSPARENT EXOPOLYMER PARTICLES (TEP)

TEP concentrations in the onboard GOE seawater treatment (SW) doubled between days 0 and 2, followed by a decrease to initial levels at day 4 [F(2, 6) = 6.87, p < 0.05; Table 2]. In contrast TEP remained low until day 2 in the presence of GCS-oil (SW+oil), and subsequently increased by a factor of 4 until the end of the incubation [F(2, 6) = 11.5, p < 0.01]. The addition of the particle slurry (SW+particles) led to almost 5 times higher initial TEP concentrations compared to initial SW levels (Student's t-test, p < 0.05). The amount of TEP in macro-aggregates (Agg), in the presence or absence of GCS-oil, was similar to that in the SSW; at day 4 in the SW+particles treatment, the amount of TEP incorporated in the Agg fraction was lower than in SSW [F(4, 10) = 6.7, p < 0.01]. TEP in POE more than doubled during the time course of the non-oil (SW) incubation with similar levels in SW and SW+oil at day 3 [F(2, 5) = 38.2, p < 0.001].

Table 2. Dynamics of the organic carbon pool.
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DISSOLVED AND PARTICULATE ORGANIC CARBON (DOC, POC)

DOC concentration in the onboard GOE seawater treatment (SW) increased between days 0 and 2 by a factor of 3, followed by a decrease to initial levels at the end of the incubation [F(2, 7) = 1519.9, p < 0.001; Table 2]. DOC in the presence of GCS-oil doubled until day 2, remaining at this high level until day 4 [F(2, 9) = 23.6, p < 0.001]. DOC in both particle slurry treatments gradually increased until day 4 [SW+particles: F(2, 11) = 9.1, p < 0.005; SW+particles+oil: F(2, 8) = 5.9, p < 0.001]. In POE, DOC decreased by a factor of 2 in SW until day 3, reaching similar levels in the presence and absence of LA-oil at day 3 [F(2, 19) = 70.7, p < 0.001].

Levels of POC in the GOE seawater tank (SW) more than doubled between days 0 and 2, remaining constant until the end of the incubation [F(2, 3) = 117.1, p < 0.001; Table 2]. The addition of GCS-oil led to a 7-fold higher initial POC concentration in SW+oil compared to SW at day 0 (Student's t-test, p < 0.05). POC in SW+oil gradually decreased until day 4 [F(2, 3) = 13.2, p < 0.05]. The particle slurry treatment in the absence of GCS-oil (SW+particles) also had a higher initial POC concentration compared to SW (Student's t-test, p < 0.05). At day 2, POC concentration in macro-aggregates (Agg) was a factor of 2 higher than in SSW; subsequently POC in SSW slightly increased leading to similar levels in Agg and SSW at the end of the incubation [F(4, 5) = 23.1, p < 0.005]. Highest initial POC levels of all four treatments were measured in SW+particles+oil [F(3, 4) = 215.1, p < 0.001]. Following macro-aggregate formation, POC in Agg and SSW remained at the same levels at days 2 and 4 [F(4, 5) = 50.5, p < 0.001]. POC concentrations in POE increased by factors of 1.5 in SW until day 3; SW+oil at day 3 had 2.5 higher levels of POC compared to the initial SW level (no statistical analysis due to lack of replicates at day 0).

During the GOE experiment, ratios of C: N in SW were statistically indistinguishable from one another, ranging between 6.2 and 8.9 (Table 2). The addition of GCS-oil led to an increase of the C: N ratios by a factor of 4 relative to the non-oil treatments. C: N ratio in SW+oil gradually dropped from 41 at day 0 to 12 at day 4 [F(2, 3) = 162.5, p < 0.001]. SW+particels+oil had initial C: N ratios of 34, decreasing until day 2 by a factor of 2.5, and remaining at the same levels in SSW and Agg until the end of the incubation [F(4, 5) = 46.8, p < 0.001]. In SW+particles, C: N ratios were low throughout the first 2 days of the incubation, reaching highest ratios in Agg at day 4 [F(4, 5) = 33.9, p < 0.001]. In POE, ratios of C: N were 10.5 and 7.2 in SW at day 0 and day 3, respectively, and 10.6 in SW+oil at day 3.

BACTERIAL CELL NUMBERS AND MICRO-AGGREGATE FORMATION

Initial bacterial cell numbers in all four GOE treatments were in the same order of magnitude, ranging between 2.5 * 108 tank−1(SW+particles+oil) and 5.6 * 108 tank−1(SW+particles). On day 2, cell numbers in SW and SW+oil were up to 3.5 times higher compared to day 0, thereafter remaining at that higher level in SW (Table 3). In contrast, bacterial numbers in SW+oil decreased to initial levels until day 4. Fewer cells were associated with macro-aggregates compared to SSW in the absence of GCS-oil (SW+particles). Bacterial numbers associated with Agg in SW+particles+oil treatments were similar (day 2) or higher (day 4) compared to those in the SSW. Bacteria cells in both POE treatments increased by up to one order of magnitude during the 3 days incubation.

Table 3. Bacterial abundance and cell-specific enzymatic activities.
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Epifluorescence microscopy of samples not subject to physical or chemical dis-aggregation treatments revealed the formation of bacterial micro-aggregates in SW and SW+oil at day 2 (Figure 3). Bacterial micro-aggregates in SW increased in size between days 2 and 4 (Figure 4); in the oil amended tank (SW+oil), micro-aggregates remained smaller at days 2 and 4 compared to SW. In seawater samples amended with particles, we observed yellow fluorescing material that in the presence of GCS-oil appeared to be heavily colonized by bacteria on days 2 and 4 relative to SW+particles (Figures 3K,L).
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FIGURE 3. Bacterial micro-aggregates in GOE. Epilfluorescence microscopy of untreated tank water samples at days 0 (A,D,G,J), 2 (B,E,H,K), and 4 (C,F,I,L) reveal the development of bacterial micro-aggregates in the absence of oil at days 2 (B) and 4 (C). Tank water samples amended with GCS-oil lack micro-aggregates. All micrographs were imaged at 200× magnification, and scale bars are 50 μm.
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FIGURE 4. Size distributions of bacterial micro-aggregates in GOE. Percentage distribution of three aggregate size classes in the seawater without GCS-oil (SW), and with GCS-oil (SW+GCS-oil).



BACTERIAL ENZYMATIC ACTIVITIES

Cell-specific glucosidase activities in the GOE seawater treatment (SW) peaked at day 2 and were lowest at day 0 (Table 3). The addition of GCS-oil lowered the initial cell-specific glucosidase activities in SW+oil by a factor of 5 relative to initial SW levels (Student's t-test, p < 0.001). Cell-specific glucosidase activity in SW+oil subsequently increased until day 4 [F(2, 6) = 842.7, p < 0.001]. Macro-aggregate associated activities in both particles treatments (SW+particels, SW+particles+oil) were generally higher compared to the SSW [SW+particels: F(4, 9) = 112.2, p < 0.001; SW+particles+oil: F(4, 9) = 78.3, p < 0.001]. Cell-specific glucosidase activities in POE remained constant in the seawater treatment; one order of magnitude higher activities were found in SW+oil compared to the initial SW level [F(2, 3) = 11.3, p < 0.05].

Cell-specific peptidase activity increased within the first 2 days of the GOE seawater treatment (SW) by a factor of 4.5, remaining at that level until day 4 (Table 3). The addition of GCS-oil lowered initial cell-specific peptidase activities by a factor of up to 2 in SW+oil compared to SW (Student's t-test, p < 0.001). Cell-specific peptidase activities in SW+oil remained at the same level between days 0 and 2, and increased by one order of magnitude until the end of the incubation [F(2, 3) = 868.4, p < 0.001]. The formation of macro-aggregates in the absence of GCS-oil (SW+particles) led to cell-specific peptidase activities in Agg at days 2 and 4 that were one to two orders of magnitude higher compared to SSW [F(4, 10) = 26.74, p < 0.001]. In contrast cell-specific peptidase activity in Agg in the presence of macro-aggregates and GCS-oil (SW+particles+oil) were one order of magnitude lower compared to Agg in the non-oil treatment. Highest cell-specific peptidase activities in SW+particles+oil were found in SSW at day 4 [F(4, 10) = 2904.7, p < 0.001]. In POE, cell-specific peptidase activity in SW doubled between days 0 and 2, and peptidase activities in the presence of oil were about 3 times higher compared to SW at day 3 [F(2, 3) = 868.4, p < 0.001].

DISCUSSION

Our experiments were designed to test whether oil slick residues from natural oil and gas seeps over the Green Canyon oil reservoir (Figure 1) form oil-rich marine snow. Such oil snow would provide a transport pathway to the sea floor for oil-carbon, similar to the oil snow that formed during the early stages of the DwH oil spill in 2010 (Passow et al., 2012; Ziervogel et al., 2012). The observed macro-aggregates in SW+particles and SW+particles+oil formed due to coagulation of the added particles, and thus differed appreciably from the DwH oil snow that formed as a result of enhanced bacterial mucus production and in the absence of suspended particles (Passow, 2014). Despite the lack of oil snow formation, the addition of GCS-oil to surface water triggered a specific bacterial metabolic response that affected the timescales of bacterial cycling of carbon in our roller tank incubations.

EFFECTS OF GCS-OIL ON CARBON CYCLING IN THE ABSENCE OF MACRO-AGGREGATES

GCS-oil formed a microlayer at the tank water-headspace interface similar in thickness to the one observed in the field (Figure 1). The initial oil fluorescence as well as the C: N ratios of the POM pool in the GCS-oil tanks compared to the non-oil treatments (Table 2) indicate that some fraction of the GCS-oil instantly dispersed into the water underneath the surface layer. Turbulent conditions during filling of the GCS-tanks possibly dispersed the oil into μm-sized droplets (e.g. Li and Garrett, 1998). Physically dispersed oil did not affect the DOC pool (Table 2), indicating that most of the water soluble fraction of the GCS-oil was removed during its ascent from the seep at 1200 m. This agrees with field observations at Green Canyon seeps, revealing a rapid dissolution of the water soluble fraction of the seep oil into bottom waters (Wang et al., 2001).

Dispersed oil in the tank water was more available to biodegradation compared to the oil slick that persisted until the end of the incubation. The rapid decrease of C: N ratios, POC concentrations, and oil fluorescence accompanied with an increase in DOC in SW+oil (Table 2) point to the transformation of oil-carbon into the DOC pool. This transformation was facilitated by heterotrophic bacteria capable of degrading the lower molecular weight n-alkanes of the dispersed oil throughout the GCS-oil incubations (Figure 2). Similar biodegradation patterns of n-alkanes were observed during the early stages of the DwH oil spill in the deep-water hydrocarbon plume where C13–C26 n-alkanes had half-lives of 1–6 days (Hazen et al., 2010).

Biodegradation of oil in the ocean often leads to the production of peptide- and carbohydrate-rich organic macromolecules as degradation byproducts (Hazen et al., 2010) and bacterial EPS (Gutierrez et al., 2013). Such metabolic byproducts from primary oil degradation can stimulate activities of non-oil degrading heterotrophic bacterial communities (McGenity et al., 2012). GeoChip analysis of DNA in the deep-water hydrocarbon plume that formed in the early stages of the DwH oil spill revealed high levels of genes associated with the degradation of high molecular weight carbohydrates compared to non-plume associated deep waters (Lu et al., 2012). In addition leucine-aminopeptidase and β-glucosidase activities were elevated in deep waters inside compared to outside the hydrocarbon plume (Ziervogel and Arnosti, in press). Similar to the bacterial dynamics during the DwH oil spill, the here observed patterns of enzyme activities and TEP (used as indicators for bacterial EPS) also point to a bacterial metabolic cascade of primary oil degraders and secondary consumers. Levels of TEP were in the same range in the GCS-oil and the non-oil treatment; however the different temporal development of TEP formation (Table 2) points to different bacterial metabolic dynamics in the two treatments. Rapid bacterial growth and metabolism after the start of the non-oil incubation (SW) led to enhanced levels of TEP at day 2. TEP in SW served as the organic network resulting in the formation of bacterial micro-aggregates (Figures 3B,C). In contrast, the addition of GCS-oil initially suppressed bacterial metabolism as indicated by the lower enzyme activities at day 0 in the GCS-oil relative to the non-oil treatments (Table 2). This partial inhibition of bacterial metabolism in the SW+oil treatment led to lower TEP production in the first 2 days. However, EPS produced by primary oil degraders accumulated throughout the experiment in the GCS-oil treatments, resulting in peak levels of TEP at day 4. The close correlation between TEP and cell-specific enzymatic activities in both treatments (Figure 5) underlines the role of TEP as an important carbon source for heterotrophic bacteria (Ortega-Retuerta et al., 2010). It also demonstrates the delayed metabolic response of the fraction of the bacterial community not involved in primary oil degradation.
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FIGURE 5. TEP and enzymatic activities in GOE. Enzymatic activities of β-glucosidase (β-glu) and peptidase (pep) show the same temporal patterns than TEP (transparent exopolymeric particles) in the tank with GCS-oil (SW+GCS-oil) and in the unamended tank (SW). Error bars indicate standard deviations of n = 3.



EFFECTS OF GCS-OIL ON CARBON CYCLING IN TANK WATER WITH MACRO-AGGREGATES

In addition to TEP formation from bacterial production, TEP was introduced with the particle slurry used for the “+particles” treatments as indicated by initially higher TEP concentrations in SW+particles and SW+particles+oil compared to the non-particle treatments (Table 2). Thus, sticky particles rapidly formed macro-aggregates that were colonized by surface water bacterial communities; it is also possible that bacterial cells attached to the source particles from the marine snow trap were carried over. Bacteria associated with macro-aggregates expressed generally higher enzymatic activities compared to those in SSW (Table 2). Marine aggregates, in general, are hotspots for heterotrophic bacterial activities (Azam, 1998) often expressing higher peptidase compared to β-glucosidase activitiy (Smith et al., 1992). Cell-specific peptidase activity was particularly enhanced in macro-aggregates in the absence of GCS-oil (SW+particles), suggesting that the presence of oil may have suppressed macro-aggregate associated peptidase activities in SW+particles+oil.

Ratios of C: N and POC levels in the Agg and SSW of the GCS-oil treatment indicate that macro-aggregates did not incorporate significant amounts of dispersed oil (Table 2). Nevertheless, some fraction of the GCS-oil possibly absorbed onto mineral particles in the Agg as well as the SSW fraction of the SW+particles+oil treatment. Given that mineral particles were present in the source slurry, we hypothesize that μm-sized mineral-oil complexes formed in the tanks with GCS-oil, acting as hotspots for bacterial oil-degraders in SSW. This would explain why the μm-sized particles in SW+particles+oil appeared to be more colonized by bacteria relative to the ones in the non-oil treatment (Figures 3G–L).

The very similar dynamics of the n-alkane pool in the presence (SW+particles+oil) and absence of particles (SW+oil) (Figure 2) indicate that the formation of macro-aggregates had no measurable effect on the bioavailability of the dispersed oil within the timecourse of our 4-days incubations. Considering fluxes of the C16–C21 n-alkanes, [i.e., the biodegraded fraction of the dispersed oil (Figure 2)], we found that 7% of this pool was left in SW+oil at day 4 while only 2% of the C16–C21 n-alkanes remained in SW+particles+oil at the end of the incubations. This suggests higher rates of oil biodegradation in the presence of macro-aggregates (and mineral-oil complexes in the SSW) at similar total bacterial abundances in the treatments with and without particles. Higher oil biodegradation rates could also explain the greater loss of oil-carbon in SW+particles+oil compared to SW+oil: the addition of GCS-oil led to an increase of 700 μg POC per tank in both treatments (i.e., initial POC in oil treatments subtracted by the respective non-oil treatments). At day 4, 15% of the added oil-carbon was left in SW+oil while only 3% of the oil-carbon was left at the end of the treatment with macro-aggregates.

CONCLUSIONS

The lack of oil snow formation in surface seawater over the Green Canyon oil reservoir demonstrates that the fate of oil slick residues stemming from natural deep water seeps in the northern Gulf of Mexico is not driven by sinking oil snow. Fractions of the oil slick, however, may be available for rapid biodegradation, initiating a bacterial metabolic cascade that utilized ~85% of the oil-carbon within our 4-days incubations. This contrasts with previous studies from the Green Canyon area, suggesting that oil slicks contain highly degraded oil components that had only minor effects on biogeochemical fluxes in the surface ocean (Wang et al., 2001; MacDonald et al., 2002). Moreover higher rates of oil biodegradation can be expected in the presence of macro-aggregates formed by coagulation of suspended particles. Concentrations of suspended particles in northern Gulf of Mexico surface waters increase with decreasing distance to the coast. Thus, in addition to UV radiation (MacDonald et al., 2002), bacterial transformation of oil-carbon should be considered as an important process in the fate of GCS-oil slicks with consequences for microbial food web interactions.
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A survey of deepwater horizon (DWH) oil-degrading bacteria from the Eastern oyster biome and its surrounding environment
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The deepwater horizon (DWH) accident led to the release of an estimated 794,936,474 L of crude oil into the northern Gulf of Mexico over an 85 day period in 2010, resulting in the contamination of the Gulf of Mexico waters, sediments, permeable beach sands, coastal wetlands, and marine life. This study examines the potential response of the Eastern oyster’s microbiome to hydrocarbon contamination and compares it with the bacterial community responses observed from the overlaying water column (WC) and the oyster bed sediments. For this purpose, microcosms seeded with DWH crude oil were established and inoculated separately with oyster tissue (OT), mantle fluid (MF), overlaying WC, and sediments (S) collected from Apalachicola Bay, FL, USA. Shifts in the microbial community structure in the amended microcosms was monitored over a 3-month period using automated ribosomal intergenic spacer region analysis, which showed that the microbiome of the OT and MF were more similar to the sediment communities than those present in the overlaying WC. This pattern remained largely consistent, regardless of the concentration of crude oil or the enrichment period. Additionally, 72 oil-degrading bacteria were isolated from the microcosms containing OT, MF, WC, and S and identified using 16S ribosomal RNA gene sequencing and compared by principal component analysis, which clearly showed that the WC isolates were different to those identified from the sediment. Conversely, the OT and MF isolates clustered together; a strong indication that the oyster microbiome is uniquely structured relative to its surrounding environment. When selected isolates from the OT, MF, WC, and S were assessed for their oil-degrading potential, we found that the DWH oil was biodegraded between 12 and 42%, under the existing conditions.
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INTRODUCTION

Since the start of the second industrial revolution, the use of fossil fuels including petroleum hydrocarbons has increased dramatically (Mojib et al., 2011). The world’s total oil consumption is expected to rise to over 96.1 million barrels/day by 2015 and up to 113.3 million barrels/day by 2030 [United States Energy Information Administration (US-EIA), 2011a]. As of 2010, the United States alone consumed 19.15 million barrels/day of refined petroleum products and biofuels; which is approximately 22% of the world’s total petroleum consumption (United States Energy Information Administration (US-EIA), 2011b). However, despite stimulating growth in areas such as agriculture and transportation, petroleum fuels are a major source of environmental pollution by way of accidental spills, particularly in estuarine and marine ecosystems (Paine et al., 1996; Newman and Unger, 2003).

When coastal ecosystems are impacted by contaminants, important functions (e.g., fishery production, biofiltration) may be affected (Livingston, 1984; Nixon, 1995). Oil spills such as the 1989 Exxon Valdez accident in Alaska and more recently, the deepwater horizon (DWH) spill illustrate how oil hydrocarbons can cause acute (e.g., lethality) and chronic (e.g., reduced growth and foraging success, reduced fecundity, increased levels of deformities, and abnormal social behavior) impacts to coastal ecosystem services (Peterson, 1991, 2001; Peterson et al., 2003; Hazen et al., 2010; Kostka et al., 2011; Henkel et al., 2012; Whitehead et al., 2012). Assessing impacts of oil spills requires a comprehensive understanding of ecosystem services, including the water filtration capacity and nursery areas that are typically provided by oyster reef habitats (Peterson and Heck, 1999; French McCay et al., 2003).

As of 2000, estuaries in the Gulf of Mexico region contributed 83% of the total Eastern oysters (Crassostrea virginica) harvested in the United States (U.S. National Marine Fisheries Service1). As a keystone species in the Gulf, oysters and their reef assemblages serve as critical habitat for commercially important seafood, while also performing critical ecosystem services such as water filtration and sequestration of excess nitrogen (Raj, 2008; Roosi-Snook et al., 2010; Piehler and Smyth, 2011; Grabowski et al., 2012). The value of this habitat, both ecologically and economically, however, may be greatly reduced by pollution, including accidental oil spills.

It should however, be noted that the Gulf of Mexico waters are continuously exposed to a background level of hydrocarbons vented by numerous hydrocarbon seeps, which emit hydrocarbon gas into the overlaying water column (WC) as bubble plumes which are often coated with a thin layer of oil (MacDonald et al., 2002; Leifer and MacDonald, 2003; Solomon et al., 2009). According to some estimates, seepage in the Gulf of Mexico, from over 200 active seeps, contributes oil at a high rate of 0.4–1.1 × 108 L/year (Mitchell et al., 1999). As a corollary, this “natural” oil likely primes the environment continuously, by selectively enriching native microorganisms with the ability to metabolize and mineralize some of this oil. Therefore, it is very likely that a suite of native hydrocarbon-degrading bacteria exist in different niches of the Gulf of Mexico, and as reported previously responded rapidly to the large volume of oil released by the DWH spill (Hazen et al., 2010; Redmond and Valentine, 2012; Dubinsky et al., 2013; Gutierrez et al., 2013).

A significant body of information exists on the pathways and the nature of oil-degrading microbes from a variety of diverse environments, including soils and aquatic ecosystems (Margesin and Schinner, 2001; Aitken et al., 2004; Hamamura et al., 2005; Hazen et al., 2010; Kostka et al., 2011), but virtually nothing is known on the nature and ability of microbes that can degrade oil from the oyster reefs or within the oyster itself. In this report, we have investigated the propensity of a largely understudied ecosystem- the Eastern oyster (Crassostrea virginica) microbiome – to degrade the Gulf crude oil. Previous studies have shown that the oyster biome consists of a diverse collection of heterotrophic bacteria that differ from the surrounding seawater in both species composition and abundance (Kueh and Chan, 1985; Pujalte et al., 1999; Campbell and Wright, 2003). Moreover, oyster-associated bacteria often outnumber the bacterial populations present in the WC by several orders of magnitude (Kelly and Dinuzzo, 1985; Mahasneh and Al-Sayed, 1997), most likely due to the oyster’s filter-feeding behavior (Galtsoff, 1964; Haven and Morales-Alamo, 1970; Jorgensen, 1990). Romero et al. (2002) propose two kinds of bacteria found within oysters- autochthonous, which are relatively permanent and remain associated with the oysters and allochthonous, which are passing through the oysters due to the filter-feeding processes. The autochthonous groups are even known to have a strong symbiotic relationship with their bivalve host.

In fact, Colwell and Liston (1960) first suggested the existence of a defined commensal flora in oysters. More recently, the findings of Zurel et al. (2011) have shown that a conserved seasonal association between the Chama-associated oceanospirillales group (CAOG) of bacteria and oysters likely represents a symbiotic association. Trabal et al. (2012) reported a symbiotic host-bacteria relationship during different growth phases of two oyster species- Crassostrea gigas and Crassostrea corteziensis. Such symbionts may assist in the digestion processes, as has been demonstrated in the larvae of Crassostrea gigas (Prieur et al., 1990), and may also supply the bivalve host with vitamins and amino acids that serve as growth factors- as shown in the Pacific vesicomyid clam- Calyptogena magnifica found at cold seeps (Newton et al., 2007). Moreover, certain symbiotic bacteria can even protect their host from pathogens by either producing antimicrobial agents, or by growing in high densities that prevents colonization by other strains (Pujalte et al., 1999). More recently, King et al. (2012) used pyrosequencing to reveal substantial differences between stomach and gut microbiomes of oysters from Lake Caillou in Louisiana. These authors found that bacteria belonging to Chloroflexi, Mollicutes, Planctomycetes, and Spartobacteria likely comprise a major core of the oyster stomach microbiome, whereas, Chloroflexi, Firmicutes, α-proteobacteria, and Verrucomicrobia were more abundant in the gut.

Despite the existing information on the nature of oyster-associated microbial communities, not much is known on their ability to degrade oil hydrocarbons. Therefore, the purpose of this study was to not only to assess the oyster microbiome, which in itself necessitates further studies because it is a largely understudied microhabitat, but also to enrich, isolate and compare the oil biodegradation efficacy of oyster-associated bacteria.

MATERIALS AND METHODS

SITE DESCRIPTION AND SAMPLE COLLECTION

This study was conducted on oysters, water, and sediment (S) samples collected from Dry Bar, the most productive bar, in Apalachicola Bay, Florida (29° 40.474N, 085°03.497W). Apalachicola Bay is a relatively pristine estuary, well mixed by freshwater from the Apalachicola-Chattahoochee-Flint (ACF) river system and oceanic Gulf tides (Chauhan et al., 2009). The bay produces 90% of Florida oysters, the third highest catch of shrimp, a rich supply of brown shrimp, scallops, and blue crabs (Livingston, 1984).

Samples for this study were collected on June 14, 2011. Before collecting the environmental samples, physiochemical parameters were measured with a YSI probe, which included salinity (26.5 parts per thousand, ppt), dissolved oxygen (7.2 mg/L), conductivity (45.37 mS), and temperature (30.1°C). Oysters were collected using a tong, culled, and 20 adult oysters, of approximately the same size were collected. Additionally, 1 L of water from directly above the oyster bed was collected in a sterile bottle, and approximately 10 g of sediment was collected into a sterile container from below the oyster beds using a sediment grab sampler. All samples were stored on ice and transported to Florida Agricultural and MechanicalUniversity for further processing on the same day samples were collected.

ENRICHMENT OF OIL-DEGRADING BACTERIA

Oysters were carefully culled and rinsed using sterile 0.85% NaCl to remove debris and shell biofilm. Prior to collection of oyster tissues (OT), mantle fluid (MF) from each oyster was aseptically collected by opening each oyster from the hinge side and aspirating the fluid from the mantle cavity by using sterile syringes fitted with 21 gage needles. By MF, we are referring to the fluid accumulated within the mantle cavity (Pekkarinen, 1997; Sadok et al., 1999). In other words, the liquid within the mantle cavity enclosed by the valves that bathes the internal tissues including the gills. This is also sometimes called the mantle cavity fluid. Each oyster was then carefully shucked using sterile knives, and OT was then homogenized in pre-sterilized blenders and collected into sterile Falcon tubes (BD Biosciences, San Jose, CA, USA).

Enrichment of oil-degrading bacteria was performed in Bushnell-Haas (BH) medium containing: MgSO4 0.2 g/L, CaCl2 0.02 g/L, KH2PO4 1 g/L, (NH4)3PO4 1g/L, KNO3 1 g/L, and FeCl3 0.05 g/L, pH 7.1 (Bushnell and Haas, 1941) with a salinity of 3.2 ppt. Even though the measured salinity of the oyster sampling site was higher than that of our enrichment microcosms, the typical salinity of the sampled site is highly dynamic ranging from 3 to 33 ppt, depending on the season and freshwater input from the riverine flows (Livingston et al., 2000). Enrichments contained 100 mL of media and 1% OT, MF, S, or water and supplemented with 0.1% (v/v) or 1% (v/v) of filter-sterilized crude oil that was obtained directly from the source of the Deep Horizon spill site. The oil was provided as the sole source of carbon and energy, and a full characterization of the oil has been reported elsewhere (Kostka et al., 2011). After 1 month of incubation on a rotary shaker at 30°C, 1 mL of enriched sample was transferred into fresh BH media containing 0.5% crude oil and incubation was continued for another month. After the second enrichment, 0.4 mL of sample was serially diluted and plated on BH agar media. Isolated colonies from different environments were streaked onto BH agar media and exposed to oil vapors using filters soaked in 500 μL of crude oil, according to the method of Kleinheinz and Bagley (1997). Those colonies that grew on BH media exposed to oil vapors were re-streaked onto fresh oil-amended liquid media and further purified by a second round on BH-vapor plates.

NUCLEIC ACID EXTRACTION AND AUTOMATED RIBOSOMAL INTERGENIC SPACER REGION ANALYSIS

Automated ribosomal intergenic spacer region analysis (ARISA) that employs the bacterial 16S to 23S rRNA intergenic spacer region was used to assess changes in bacterial community structure over the duration of oil-amended enrichments. From the first set (Figure 1A) and second set (Figure 1B) of oil enrichments established in liquid media, approximately 80 mL of media was collected after filtered through 0.2 μm filter followed by DNA extraction of the filtered biomass using the MOBIO PowerSoil DNA Isolation Kit according to the manufacturer’s instructions (MOBIO Laboratories, Carlsbad, CA, USA). The biomass that grew on BH-vapor plates after the second round of enrichment was scraped from the agar surface and resuspended in 10 mL of 0.85% NaCl and centrifuged at 10,000 g for 5 min. The supernatant was decanted and DNA was isolated from the pellet using the MOBIO PowerSoil DNA Isolation Kit. Concentration and quality of DNA was determined using a micro-volume spectrophotometer (NanoDrop Technologies, Wilmington, DE, USA). This constituted the hydrocarbon vapor enrichment (VE) phase.
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FIGURE 1. Shown are (A) non-metric multidimensional scaling plot (NMDS) of ARISA data obtained from oyster tissue (blue triangle), mantle fluid (green triangle), water column (red diamond), and sediments (turquoise square) with sample source as the grouping factor. The bacterial communities from enrichment stages are shown as E1 (first enrichment), E2 (second enrichment) and VE (vapor enrichment); (B) CAP on the ITS region gene sequences obtained by ARISA with sample source as the grouping factor. 1 and 0.1% denotes the percentage of crude oil amended in each of the enrichment microcosms.



The fluorescently tagged primers ITSF (5′-GTCGTAACAAGG-TAGCCGTA-3′) and ITSReub (5′-GCCAAGGCATCCACC-3′) were used to amplify bacterial ITS regions (Cardinale et al., 2004). PCR reactions contained 25 μL of GoTaq Colorless Master Mix (Promega, Madison, WI, USA), 2 μL of each primer previously diluted to a concentration of 5 pmol, molecular grade water and 50–100 ng of genomic DNA. Thermal cycling conditions consisted of an initial denaturation of 3 min at 94°C, followed by 30 cycles of 45 s at 94°C, 55°C for 1 min, and a final elongation step of 10 min at 72°C. Resulting PCR products were purified using UltraClean PCR clean-up kit according to the manufacturer’s protocol (MoBio Laboratories, Carlsbad, CA, USA), quantified, and diluted as stated above. Samples were analyzed by the DNA Services Facility, University of Illinois at Chicago, using an ABI 3730xl capillary electrophoresis system (Life Technologies, Inc., Carlsbad, CA, USA).

After manually examining the electropherogram data and images, background noise thresholds were set to 10 fluorescent units. The resultant peak area data matrix was exported into Microsoft Excel® where a custom script chose peaks that were between 100 and 1000 bp; all peaks within 5 bp were binned to reduce peak calling variation which can occur during sample analysis. Sizing error during ARISA increases with fragment length, and binning or other correction strategies such that any errors associated with run-to-run variability are minimized. Because the ARISA fragments from the samples analyzed in this study ranged approximately between 700 and 1000 bp, we kept the binning threshold at 5 bp (Brown et al., 2005). The data matrix was processed as follows: triplicate runs were averaged to produce a single peak area for each sample, imported into the Primer 6 software suite (version 6.1.10; PRIMER-E, Ivybridge, UK) and normalized using the log (X + 1) pre-treatment function. After transformation, a Bray-Curtis similarity matrix was generated and used as a basis for permutational multivariate analysis of variance (PERMANOVA). Additionally, the data were analyzed using a non-metric multidimensional scaling plot (NMDS), which was compared directly with canonical analysis of principal components (CAP).

ISOLATION AND CHARACTERIZATION OF OIL-DEGRADING BACTERIA

From the oil-vapor enriched plates, six colonies from each environment (OT, MF, water, and S), having similar morphologies, were streaked on salt-water yeast extract (SWYE) agar plates consisting of: peptone 10 g/L, yeast extract 3 g/L in 70% artificial seawater, pH 7.1, agar 15 g/L. These isolates were then transferred onto fresh BH agar plates and exposed to crude oil vapors incubated in airtight glass desiccators held at 30°C. After 10 days, colonies that appeared on the crude oil vapor-exposed plates were picked and streaked onto fresh SWYE agar plates. A total of 118 single colonies were re-streaked onto BH agar plates and exposed to oil vapor again so as to obtain axenic isolates. Finally, pure bacterial isolates from the OTs, MF, WC, and S environments were streaked onto SWYE for regular maintenance. For long-term storage, isolates were stored in 15% glycerol, at -80°C.

A direct colony PCR method was used to amplify the 16S rRNA gene from 72 pure isolates obtained from the enrichments. For this, a single colony representing each of the isolated strain was picked using a sterile toothpick and resuspended in a premix of buffer, primers, and taq polymerase. Universal eubacterial primers 1492R and 27F were used for 16S rRNA gene sequencing and subsequent identification of the isolated bacteria as shown previously (Chauhan et al., 2009). Bacterial 16S rRNA gene sequences were then aligned using Greengenes2, aligned using MEGA ver. 6.0 and a phylogenetic tree was constructed using the neighbor-joining distance method with a bootstrap test of 500 replicates (Tamura et al., 2013). The evolutionary distances were computed using the Maximum Composite Likelihood method in the units of the number of base substitutions per site.

NUCLEOTIDE SEQUENCE ACCESSION NUMBERS

The partial 16S rRNA gene sequences obtained in this study are available in GenBank under accession numbers of JX501343–JX501351.

GROWTH KINETICS AND OIL BIODEGRADATION POTENTIAL OF REPRESENTATIVE ISOLATES

Nine isolates were chosen to evaluate growth and oil degradation efficiencies. These particular isolates were chosen because either (1) they were found only in a specific environment, as was the case with Pseudomonas alcaligenes, which was isolated only from the S, or (2) they were common between several environments, as was the case with P. montelii isolated from S, OT, and MF, respectively.

Briefly, single colonies of the selected isolates were inoculated into 5 mL SWYE media at 30°C overnight. Each of the cultures, in triplicate, was then centrifuged for 5 min at 5,000 × g, rinsed three times with 5 mL of BH media and OD600 was adjusted to <0.2 using BH media. A Bioscreen C honeycomb plate (Growth Curves USA, NJ, USA) was then inoculated with 350 μL of cell suspension containing 0.75% crude oil, and incubated at 30°C within the Bioscreen C system. To compare growth rates, tests were run without crude oil in BH media containing 0.75% glucose, and control ODs were subtracted from the tests to assess growth rate of each isolate. Bioscreen C was set to measure OD450-580 using the wide-band filter at 6 h intervals for 7 days and the doubling time of each isolate was calculated after the completion of the growth experiments, as shown previously (Moat and Foster, 1995).

To estimate the ability of each of the nine isolates to degrade crude oil, a gravimetric method was used (Kostka et al., 2011). Briefly, single colonies of the selected isolates were inoculated into 5 mL SWYE media at 30°C overnight. The cell cultures were centrifuged for 5 min at 5,000 × g. The cell pellet was rinsed three times with 5 mL of BH media until OD600 was approximately 0.2. Flasks containing 50 mL of BH media were inoculated with 1% (v/v) of actively growing culture, supplemented with 0.75% crude oil and incubated on a rotary shaker at 175 rpm, 30°C for 7 days; after which the residual oil was extracted twice using 50 mL of chloroform. In order to concentrate the remaining oil, the chloroform extract was transferred into pre-weighed glass vials and held in a water bath at 60°C. This caused the chloroform to evaporate leaving behind the residual oil, which was then compared to the initial weight of the amended oil. The average amount of oil lost in the controls (abiotic) was subtracted from the amount of oil lost from the flasks containing the isolates (biotic) to estimate the amount of oil biodegraded by the isolates.

RESULTS AND DISCUSSION

COMPARISON OF BACTERIAL COMMUNITY COMPOSITION IN OIL ENRICHED MICROCOSMS

Bacterial communities that could metabolize oil from OTs and MF were compared with those found in the surrounding environment- the overlaying WC and oyster bed S by ARISA of bacterial 16S rRNA genes using a NMDS (Figure 1A). The single sampling time performed for this study potentially limits extrapolation of our findings, but at the same time, provides a new perspective on the largely understudied oyster-associated microbiome and directions for future studies.

Despite that the initial comparison between the bacterial communities in the OT, MF, WC, and S was performed only after being enriched in crude oil for a month, we were still able to detect distinct differences. Specifically, the WC bacteria clustered separately and away from those present in the OTs, MF, and S, respectively (Figure 1A). This suggests that the microbiome of OT, MF and S were more similar to each other relative to the WC regardless of the period for which they were enriched in liquid media or exposed to VEs or the concentration of amended oil used in the microcosms (0.1 or 1%). Furthermore, although powerful for visualizing broad patterns, unconstrained ordination methods such as NMDS are known to mask certain patterns among groups dispersed in experimental data (Anderson and Willis, 2003; Anderson and Robinson, 2003). Therefore, a constrained ordination method – the canonical analysis of principal CAP analysis was used, and this demonstrated a significant clustering of bacterial communities selected for oil degradation based on the source environment (Figure 1B); this analysis mirrored the NMDS representation such that the WC bacterial communities clustered together and away from the OT microbiome. Furthermore, CAP demonstrated an 87.5% classification rate, and resulted in the discrimination of the MF bacteria which appeared closer to the OT than those that were present in the S.

Moreover, to assess whether the bacterial communities from each of the tested environments (OT, MF, S, and WC) shifted over the course of the enriched time in the presence of crude oil, we performed NMDS using the time of enrichment as the variable factor (E1 = 1; E2 = 2; and VV = 3) on each sampled environment separately (Figures 2A–D) or when pooled together regardless of their origin (Figure 2E). This analysis clearly showed that after 1 month of enrichment, communities were still relatively divergent (Figures 2A–E). Conversely, during the second and the third enrichment phases, the biodegradative communities became distinctly different suggesting that bacteria had become sufficiently enriched over the course of this study.
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FIGURE 2. Shown are the non-metric multidimensional scaling plot (NMDS) of ARISA data obtained from the first enrichment phase (E1; green triangle), second enrichment phase (E2; blue triangle), and the third enrichment phase (VE; turquoise square) with enrichment time as the grouping factor. Shown in (A–D) are bacterial community profiles within the samples enriched with oyster tissue (A), mantle fluid (B), sediments (C), and water (D), respectively. (E) Shows pooled ARISA data from the oyster tissue, mantle fluid, sediments, and water over the course of this study.



A pair wise comparison of data using PERMANOVA showed the same trend as shown by the NMDS analysis, i.e., the OT s (P = 0.037) and MF (P = 0.012) were more similar to S than the WC (P = 0.003 or less). Unexpectedly, MF and OTs displayed greater similarity with the S than with each other (P = 0.0093) and, this pattern of association was consistent, regardless of the concentration of crude oil or time of exposure (data not shown). These findings however, should be interpreted with the caveat that we did not assess the native bacterial communities in a “no-oil” spiked microcosm containing the OT, MF, water, and S, respectively. Despite this limitation in our experimental design, we do provide a preliminary baseline on the response of a largely understudied environment- the oyster microbiome and its response to the addition of oil hydrocarbons, upon which additional studies can be conducted.

TAXONOMIC ANALYSIS OF THE OIL-DEGRADING ISOLATES

Taxonomic affiliations of 72 pure bacterial strains isolated from the OT, MF, water, and S environments are summarized in Tables 1 and 2. We found a total of 10 different species across the oil-enriched samples with 80% of the isolated strains taxonomically affiliating to the Pseudomonas genus, as shown in Figure 3. This likely occurred because previous reports have shown that Pseudomonas predominates the oyster microbiome of both raw and retail oysters (Cao et al., 2009). Moreover, it is well-known that pseudomonads grow rapidly in the presence of high concentrations of nutrients (Greene et al., 2000; Rodríguez-Verdugo et al., 2012), such as those utilized in standard batch enrichments and hence, pseudomonads can easily outcompete other slow-growing bacteria that typically have lower Ks (Monod growth coefficient) and low maximum growth rates.


[image: image]

FIGURE 3. Taxonomic affiliations of representative isolates shown as neighbor-joining dendrograms. The optimal tree with the sum of branch length = 0.65751938 is shown. The percentage of replicate trees in which the associated taxa clustered together in the bootstrap test (500 replicates) are shown next to the branches. The evolutionary distances were computed using the Maximum Composite Likelihood method and are in the units of the number of base substitutions per site. The analysis involved 34 nucleotide sequences and positions containing gaps and missing data were eliminated. There were a total of 664 positions in the final dataset. The nine isolates obtained from oyster and its surrounding environments in this study are shown in red text; previously known biodegradative relatives are shown in green text.



TABLE 1. Summary of oil-degrading bacterial strains isolated from DWH oil-amended microcosms containing oyster tissue (OT), mantle fluid (MF), water column (WC), and sediment (S) samples obtained from Dry Bar, Apalachicola Bay, FL, USA.
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TABLE 2. Taxonomic affiliation shown of the 72 oil-degrading bacterial strains that were isolated from DWH oil-amended microcosms containing oyster tissue (OT), mantle fluid (MF), water column (WC), and sediment (S) samples obtained from Dry Bar, Apalachicola Bay, FL, USA.
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Our findings are consistent with several other studies showing that bacteria from the Pseudomonadaceae family respond to degrade the DWH oil. In fact, a group studying the succession of hydrocarbon-degrading bacteria in the aftermath of the DWH oil spill recently reported that unmitigated oil from the wellhead early on in the spill resulted in the highest proportions of n-alkanes and cycloalkanes that corresponded with the predominance of Oceanospirillaceae and Pseudomonas (Dubinsky et al., 2013). In another study, 24 bacterial strains isolated from oiled beach sands were shown to comprise of 14 genera but all belonged to Gammaproteobacteria, including the well-known oil degrading bacteria- Pseudomonas, Alcanivorax, Marinobacter, and Acinetobacter, respectively (Kostka et al., 2011). Another group investigating the impact of DWH oil spill on microbial communities in wetland S and seawater samples collected along the Gulf shore recently reported that pyrosequencing based analysis showed 17 bacterial genera with the ability to degrade hydrocarbons, including- Mycobacterium, Novosphingobium, Parvibaculum, Pseudomonas, and Sphingomonas, in the contaminated S sample (Looper et al., 2013). Thus it appears that the Pseudomonads are a dominant community of hydrocarbon degrading bacteria in the Gulf of Mexico ecosystem, including the oyster microbiome, as shown by this study.

Further taxonomic characterization of the isolated strains revealed that all of WC isolates were ≥98% similar to either the P. aeruginosa or P. otitidis group, which is a closely related clade in the Pseudomonas family (Clark et al., 2006). Isolates from the OTs included P. alcaligenes, which are best known for degrading a variety of polycyclic aromatic hydrocarbon (PAH; Peix et al., 2009). In addition, OTs also contained isolates that were ≥98% similar to P.putida, as well as two isolates, P. monteilii and P. plecoglossicida that have been placed in the P. putida group (Peix et al., 2009); Figure 3. Isolates from the MF were found to be ≥98% similar to the P. monteilii, P. plecoglossicida group, however, MF also contained several other bacteria that were not found in the other environments, for example, P. stutzeri isolate MF28, which was ≥98% similar to P. xanthomarina, a novel bacteria that was originally isolated from marine ascidians (Romanenko et al., 2005). The MF also contained isolates that were ≥98% to Stenotrophomonas maltophilia, a common aquatic bacterium (Denton and Kerr, 1998) as well as an actinomycete – Microbacterium maritypicum (Takeuchi and Hatano, 1998; Schippers et al., 2005; Table 1; Figure 3). The S samples led to the isolation of two isolates that were also found in the OT and MF; these displayed ≥98% similarity to P. plecoglossicida and P. monteilii, respectively. However, the S also contained two isolates not found in any of the other surveyed environments- P. pseudoalcaligenes, a bacterium in the P. aeruginosa group, and Sphingobium yanoikuyae; an α-proteobacteria, capable of degrading a range of PAHs (Peix et al., 2009; Schuler et al., 2009).

To compare the 72 bacterial strains isolated from the WC, MF, OT, and S, a UniFrac based analysis was performed using the 16S rRNA sequences obtained in this study (Lozupone et al., 2006). As shown in Figure 4, results showed that the oil-degrading bacteria isolated from the OT and MF clustered strongly together on the same axis, however, S and WC bacteria separated out onto different axes. PCA axis 1 accounted for 60.90% of the variability, while PCA axis 2 accounted for 23.10%; together explaining 84% of the variability. Moreover, this data is in line with the ARISA findings, as the OT and MF bacteria in both the enriched samples and the isolated representatives are more similar than those that were present in the overlaying water or the S beds, suggesting the uniqueness of the oyster microbiome. King et al. (2012) recently showed that significant differences exist between stomach and gut microbiomes of the Eastern oyster, Crassostrea virginica. However, this and previous studies on the oyster microbiome have not compared the oyster-associated bacterial communities with those of the adjacent WC or S-environments on which the oysters are entirely dependent for their nutrition. Our study, thus, is unique because it provides a comparison of the oyster microbiome to those present in the surrounding oyster reef environment.
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FIGURE 4. Shown is a principal component analysis (PCA) obtained from UniFrac analysis of the 16S rRNA sequences of 72 isolated strains from the oyster tissue (yellow triangle), mantle fluid (red circle), water column (green triangle), and sediment (blue square). The percentages on each of the axes show the percent variation explained by each axes.



GROWTH KINETICS OF THE OIL-DEGRADING BACTERIAL ISOLATES

Each of the nine isolates showed good growth over time in both, BH media containing 0.75% glucose or crude oil-spiked microcosms (Figure 5); the maximum optical density and doubling times of the isolates during the growth experiments are summarized in Table 3. Specifically, the two strains isolated from the OT and MF – P. alcaligenes OT69 and P. xanthomarina MF28, showed the fastest growth rates, with doubling times between 4.7 and 4.8 h, respectively (Table 3). This is most likely because the resident environment of these isolates provides a rich food supply, which facilitates their rapid growth and survival. Conversely, as is expected, the P. aeruginosa strain 55 isolated from the oligotrophic WC displayed the slowest doubling time (approximately 22 h), substantially longer than the other isolates (Figure 5). It appears that some of the isolated strains possess good catabolic potentials as compared with others reported previously; for example, Subathra et al. (2013) isolated 113 crude oil degrading S bacteria out of which 15 isolates were grown in BH media with 1% crude oil; gravimetric biodegradation loss was found highest at 55% by P. aeruginosa I5 isolate after 60 days of incubation. As compared to the previously isolated strain of P. aeruginosa I5, the P. aeruginosa srain WC55 isolated in this study was found to degrade 42% of Gulf crude oil in just over 7 days (see below), indicating its potent catabolic potential.
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FIGURE 5. Growth profiles of 10 selected isolated strains obtained from microcosms spiked with 0.75% DWH crude oil as the sole source of carbon and energy over the course of 7 days.



TABLE 3. Growth kinetics and oil degradation abilities of nine selected strains isolated from oyster tissue (OT), mantle fluid (MF), water column (WC), and sediment (S) samples obtained from Dry Bar, Apalachicola Bay, FL, USA.
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Moreover, the growth experiment data was analyzed by one-way ANOVA, which revealed that significant differences (P = 0.001) existed between the growth rate of water-associated bacteria and those isolated from the OT, S, and the MF. This again, most likely reflects to the rich array of nutrient sources that are typically encountered in S and the oyster biome.

OIL-DEGRADATION ABILITY OF THE ISOLATED BACTERIA

The percentage of crude oil lost abiotically and via microbially mediated mineralization processes is summarized in Table 3. P. aeruginosa strain WC55, which displayed the slowest doubling time relative to the other isolated strains, showed the highest utilization of crude oil (~42%). It seems likely that this WC -associated bacteria preferentially utilizes hydrocarbon fractions that are most abundant in Gulf crude oil, such as aliphatics C6–C35 (Kostka et al., 2011). Thus, despite of its slow growth, it preferentially and rapidly metabolized the predominant DWH oil fractions. In fact, we recently reported the whole genome sequence of P. aeruginosa WC55 compared with other four isolates, namely, P. alcaligenes OT69, P. stutzeri MF28, Stenotrophomonas maltophilia MF89, and Microbacterium maritypicum MF109, which confirmed the presence of as many as 958 putative genes for xenobiotic degradation and metabolism in strain WC55, which explains its higher (42%) biodegradation rate of DWH oil relative to other isolates. The other sequenced strains were found to contain lower numbers of putative xenobiotic and metabolism genes, which suggests that P. aeruginosa strain WC55 along with P. alcaligenes OT69, isolated from the oyster reef WC and OT possess good catabolic versatility (Chauhan et al., 2013).

P. pseudoalcaligenes, isolated from the S, achieved slightly higher degradation than P. aeruginosa at approximately 45% (Table 3). Several other isolated strains such as, P. otitidis, P. monteillii, P. alcalignes, Stenotrophomonas maltophilia, Microbacterium maritypicum, and P. xanthomarina showed almost similar biodegradation potentials within the range of 32–40%. Surprisingly, under the assay conditions, P. putida, which is a well-characterized hydrocarbon-degrader, consumed on an average 50% less oil relative to the other isolates. These oil degradation rates, however, should be interpreted with caution because it remains to be shown whether the isolated oyster-associated microbiota degraded Gulf crude oil individually or that mineralization occurs through assemblages of biodegradative consortia.

CONCLUSIONS AND ECOLOGICAL IMPACT OF THIS STUDY

Gulf of Mexico oysters are prized for their economic value. Not only are oysters a valuable commodity as seafood; but oyster reefs provide a variety of ecosystem services including critical habitats for commercial fisheries, water filtration, and removal of excess nutrients from estuarine environments (Raj, 2008; Roosi-Snook et al., 2010; Piehler and Smyth, 2011; Grabowski et al., 2012). The value of this habitat, however, can be greatly reduced by toxic oil discharges, such as those from the 2010 DWH oil spill blowout. Effective response to such large-scale contamination of the marine environments requires a rapid and precise assessment of disturbances caused to the ecosystem such that timely mitigation strategies can be implemented. In this regard, biodegradative bacteria, as those identified from this and previous studies can significantly contribute to degradation of oil contaminants and rehabilitation of the perturbed environments. For example, stimulation of biodegradative communities within an impacted oyster reef ecosystem might be a potential remediation strategy to enhance cleanup and restoration efforts. However, baseline analyses of the oyster microbiome, which remains largely under-studied, are needed to develop successful approaches to problems of contamination of oyster reefs by petroleum and other hydrocarbons.
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Coastal marine sediments, where important biological processes take place, supply essential ecosystem services. By their location, such ecosystems are particularly exposed to human activities as evidenced by the recent Deepwater Horizon disaster. This catastrophe revealed the importance to better understand the microbial processes involved on hydrocarbon degradation in marine sediments raising strong interests of the scientific community. During the last decade, several studies have shown the key role played by microorganisms in determining the fate of hydrocarbons in oil-polluted sediments but only few have taken into consideration the whole sediment’s complexity. Marine coastal sediment ecosystems are characterized by remarkable heterogeneity, owning high biodiversity and are subjected to fluctuations in environmental conditions, especially to important oxygen oscillations due to tides. Thus, for understanding the fate of hydrocarbons in such environments, it is crucial to study microbial activities, taking into account sediment characteristics, physical-chemical factors (electron acceptors, temperature), nutrients, co-metabolites availability as well as sediment’s reworking due to bioturbation activities. Key information could be collected from in situ studies, which provide an overview of microbial processes, but it is difficult to integrate all parameters involved. Microcosm experiments allow to dissect in-depth some mechanisms involved in hydrocarbon degradation but exclude environmental complexity. To overcome these lacks, strategies have been developed, by creating experiments as close as possible to environmental conditions, for studying natural microbial communities subjected to oil pollution. We present here a review of these approaches, their results and limitation, as well as the promising future of applying “omics” approaches to characterize in-depth microbial communities and metabolic networks involved in hydrocarbon degradation. In addition, we present the main conclusions of our studies in this field.
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INTRODUCTION

Since Amoco Cadiz oil spill in 1978, many other oil spills such as Exxon Valdez (1989), Erika (1999), Prestige (2002), Deepwater Horizon (DH, 2010) have occurred in marine ecosystems. Such oil spill catastrophes generate a lot of indignation among the human populations, especially in coastal areas where environmental injuries are obvious. Cleanup efforts are urgently implemented in order to mitigate the toxic impact of petroleum compounds on the environment. However, the complete recovery of the ecosystem functioning is difficult to achieve because our knowledge on microbial communities, main actors involved in biodegradation processes, is still limited. The main issues regarding marine oil pollution have been already discussed (for review, see McGenity et al., 2012), and microbial processes involved on hydrocarbon degradation extensively described (Timmis et al., 2010; McGenity, 2014). However coastal marine sediments constitute particular ecosystems, especially intertidal zones where environmental conditions are daily modified according to tide level that in turn drive microbial degradation processes (Figure 1A). Although the impact of petroleum on microbial communities resulting in ecological succession, modifications of microbial populations following the hydrocarbon degradation, has been largely demonstrated (Harayama et al., 2004; Bordenave et al., 2004, 2007; Head et al., 2006; Païssé et al., 2008; Nogales et al., 2011) several scientific ecological questions remains to be solved. Among these questions, the organization of microbial community structures facing the presence of spilled oil, the mechanisms involved in their adaptation conducting to efficient hydrocarbon degradation, the structure/function relationship and the contribution of functional redundancy to microbial community resilience are some of the current burning questions which responses, at the applied point of view, will help to conduct appropriate bioremediation strategies such as bio-augmentation and bio-stimulation. The presence of a pollutant, such as petroleum, in the environment highlights also the importance to address academic concerns in microbial ecology, contributing more generally to the ecological theory. The importance to apply theory in microbial ecology has been emphasized by Prosser et al. (2007), especially for addressing population ecology, micro-organisms interactions, community assembly and the biodiversity-function relationships. Different approaches including in situ studies and laboratory experiments have been developed in order to test ecological hypothesis, decipher the role of microbial communities in the ecosystem functioning and understand the microbial behavior in front of a pollution. Microbial experimental systems have been particularly useful to address ecological questions by simplifying microbial systems and allowing experimental controls (see reviews by Jessup et al., 2004, 2005). Combined with the recent advances in meta-omics’ technologies that provides powerful tools for analyzing microbial communities, their diversity and their functioning as a whole (for review, see Röling et al., 2010; Liu et al., 2013), such experimental microbial systems are promising approaches to gain new insights on functional networks involved in hydrocarbon degradation processes in marine coastal sediments. We review here the recent progress on the ecology of microbial communities involved on hydrocarbon degradation in marine coastal sediments, attained by both in situ and experimental approaches. We present the main conclusions on our work in this field indicating the convenience of using experimental ecology to improve our knowledge in hydrocarbon microbial ecology.
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FIGURE 1. Mimicking environmental conditions in experimental ecology. (A) Schematic overview of the main abiotic and biotic mechanisms determining the fate of hydrocarbons in coastal marine sediments according to the tide level. At the intertidal zone, where redox conditions oscillate at the sediments’ surface, microbial communities alternate aerobic and anaerobic hydrocarbon degradation processes. Bioturbation processes by macrofauna include sediments reworking, oil burying, and micro-scale oxygen oscillations into the sediments. The microbial loop is controlled by top-down (predation by grazers and viruses) and bottom-top (nutrients and carbon fluxes) processes. (B) Experimental device used to assess the effect of crude oil on bio-turbated intertidal marine sediments applying tide cycles. (C) Main results and conclusions comparing oil polluted sediments with (NEREIS+BAL) and without H. diversicolor addition (BAL) from Stauffert et al. (2013a), 2013b. Bacterial and archaeal communities structures are based on sequences data from 16S rRNA gene transcripts libraries. Colors indicate OTU diversity within each phylum.



IN SITU MICROBIAL ECOLOGY IN COASTAL MARINE POLLUTED SEDIMENTS

Opening the microbial black box involved in hydrocarbon degradation needs to take into consideration the whole ecosystem. In situ studies allow to reach the entire microbial communities in their actual context, considering (biotic and abiotic) ecological interactions. Over the past few years, field studies have been performed in marine sediments addressing the impact of oil on microbial communities, by following their organization and/or by characterizing their composition. In most cases this has been approached by spatial comparisons of contrasting contaminated and uncontaminated sites (El-Tarabily, 2002; Miralles et al., 2007, 2010); or sites with different oil contents (LaMontagne et al., 2004; Dias et al., 2011; Iannelli et al., 2012; Kimes et al., 2013). In this way, following the bacterial diversity of oil-polluted retention basin sediments from the Berre lagoon (France) through nine stations, we have demonstrated that bacterial community structure was associated with the gradient of oil contamination (Païssé et al., 2008). Nevertheless, the adaptation of the bacterial community to oil contamination was not characterized by the dominance of oil-degrading bacteria, but a predominance of bacterial populations associated to the sulfur cycle was observed. Other in situ studies have highlighted the presence or the role of sulfur cycle microorganisms in oil-polluted coastal marine sediments, with a focus on sulfate-reducing bacteria (Rosano-Hernandez et al., 2012; Acosta-González et al., 2013). Andrade et al. (2012) suggested that sulfate-reducers constitute a large fraction of the bacteria present in oil-contaminated mangrove sediment. They also demonstrated that abundance of sulfate-reducers decrease with depth and showed greater bacterial abundance and diversity in top layers (0–5 cm) than in deeper layers (below 15 cm). Similarly, Acosta-González et al. (2013), applying culture-dependent and molecular techniques to characterize the bacterial populations after the Prestige oil spill at two sampling times (2004 and 2007), reported the dominance of sulfate-reducing bacteria in oil-polluted sediments. Sulfate reduction was the predominant type of respiration connected to hydrocarbon oxidative capacities, and sulfate-reducing bacteria constituted the prevalent populations (being maximal at 12–15 cm depth). These studies emphasized the ecological importance of sulfate-reducers in oil-polluted marine sediments. Sulfate-reducing microorganisms are known to play a key role in coastal marine ecosystems by recycling the organic matter (Jorgensen, 1982), even after an oil-spill. Acosta-González et al. (2013) also demonstrated that community structure was initially dominated by Gamma and Deltaproteobacteria (2004), while 3 years late, in 2007, the phylum Bacteroidetes was a main component of the community. These results, showing the great plasticity of bacterial community structures and suggesting that they were constantly adapting to the changing environmental factors, highlight the importance to consider the impact of environmental parameters on microorganisms when studying oil degradation in coastal marine sediments. In this way Kostka et al. (2011), considering spatial-temporal variations in oil-contaminated beach ecosystems, showed the selective response of bacterial communities to oil from the DH oil spill. Microbial communities were dominated by members of the Gammaproteobacteria and Alphaproteobacteria, suggested as key players in oil-degradation. These groups are constituted by hydrocarbon-degrading members, the former contributing to the early stages of oil hydrocarbon degradation (oxidizing more reactive components such as n-alkanes), and the latter contributing to the later stages of degradation (oxidizing more recalcitrant compounds such as PAHs). In the same way, examining microbial response to DH oil spill in coastal sediments, Horel et al. (2012) showed no seasonal differences in the abundances of total hydrocarbon and alkane degraders in marsh ecosystem with high physical–chemical parameters variations.

Different molecular approaches, mainly involving 16S rRNA gene analyses such as DGGE (LaMontagne et al., 2004; Al-Thukair et al., 2007; Dias et al., 2011; Andrade et al., 2012; Isaac et al., 2013) or T-RFLP (Edlund and Jansson, 2006; Païssé et al., 2008; Iannelli et al., 2012), clone libraries (LaMontagne et al., 2004; Miralles et al., 2007, 2010), and phylo/geochip (Beazley et al., 2012), were used to describe the microbial communities established in oil-polluted coastal environments. More recently, NGS and “omics” approaches have been applied, allowing to in-depth characterization of microbial communities (Kostka et al., 2011).

These studies allowed to assess the complexity of autochthonous microbial communities related to the oil pollution, revealing in situ changes in microbial diversity and their selective response to the presence of oil. Nevertheless, in situ approaches have many drawbacks since information access on ecophysiology of oil-degrading microorganisms, their activity and degradation pathways remain still limited.

EXPERIMENTAL ECOLOGY APPROACHES IN MARINE COASTAL SEDIMENTS STUDIES

Experimental approaches have been developed to address the ecological role of microbial communities on hydrocarbon mitigation in marine sediments. These approaches have progressed as scientific questions arise with the concomitant advances of microbial molecular ecology techniques. Enrichment cultures (or slurries), similar approaches to those used for microbial strains isolation, have been used to tackle the impact of crude oil and petroleum hydrocarbon compounds on bacterial communities. Usually, sediments are mixed with a minimal medium (more often artificial sea water) containing crude oil or selected hydrocarbon compounds, and maintained at laboratory under agitation. Following the dynamic modifications of microbial communities in the slurries, fingerprinting techniques and 16S rRNA gene libraries analyses have shown the ecological succession of microbial populations in response to hydrocarbon compounds in pristine deep marine sediments (Cui et al., 2008), mangrove sediments (dos Santos et al., 2011), polluted harbor marine sediments (Wang and Tam, 2011; Dell’Anno et al., 2012; Rocchetti et al., 2012) and anoxic zone of microbial mats (Abed et al., 2011). While such approaches were useful to estimate the microbial degradation capacities of hydrocarbon compounds (Cui et al., 2008; Abed et al., 2011), the efficiency of bioremediation strategies (Dell’Anno et al., 2012) and the early functional response involved on hydrocarbon degradation (Paisse et al., 2011; Paissé et al., 2012), the simplification of the microbial systems present some limitations. Among them, the destruction of the sediments’ structure imposes a strong limit to extrapolation to complex systems where microorganisms interact each other and with surrounding organisms according to the structure and stratification of sediments. To overcome these limitations, microcosms maintaining intact the sediment structure have been developed. An elegant example is provided by studies undertaken to determine the impact of crude oil on microbial mats (Bordenave et al., 2004, 2007; Lliros et al., 2008). Microbial mats are vertically stratified structures where microbial populations take place according to micro-gradients of oxygen, sulfur and light at the water-sediment interface. Pieces of microbial mats are maintained in microcosms under diel light–dark cycle (16 h/8 h) to ensure the microbial stratification and then exposed to crude oil. Our studies with microbial mats from Camargue (France) demonstrated, by combining T-RFLP and 16S rRNA (gene and transcript) library analyses, the dynamic changes of microbial communities inhabiting microbial mats in response to Erika fuel with concomitant degradation of hydrocarbon compounds (Bordenave et al., 2004) and their resilience after 1 year exposure (Bordenave et al., 2007). Lliros et al. (2008) showed the versatility of such microbial communities by demonstrating that microbial communities had distinct behavior according to the type of crude oil using reconstituted microbial mats from the Ebro delta (Spain) maintained under tidal cycles without renewing water. Microbial mats constitute particular ecosystems relatively easy to maintain in microcosms under their initial stratification because they are ecosystems driven by phototrophic microorganisms that impose a selective pressure. In comparison, marine coastal sediments are more susceptible to the fluctuation of environmental parameters due to tide and waves. Thus, the environmental conditions in which they develop are more difficult to simulate. Experimental systems maintaining sediments with tide simulation such as sediment columns (Röling et al., 2002) and sediments maintained in aquarium (Taketani et al., 2010) allowed to determine the role of nutrients bio-stimulation treatments on hydrocarbon-degradation efficiency and the impact of crude oil addition on adapted nitrogen fixation populations, respectively. But, because sediments were homogenized prior microcosms setting, these studies simulate mainly chemical–physical environmental parameters without addressing the impact of the other benthic organisms. In order to further maintain sediments as closer as possible to environmental parameters different strategies have been developed. Katayama et al. (2003) maintaining sediments in a tidal flat simulator, with a wave generator and a tide control device, identified oil-susceptible bacteria as bio-indicator of pollution by combining culture-dependent and molecular approaches. Suárez-Suárez et al. (2011) installed mesocosms in situ to assess the role of sulfate reducing bacteria in the degradation of Prestige oil. Similarly, Coulon et al. (2012), maintaining intact cores of coastal mudflat sediments in mesocosms under tidal cycles without renewing water, observed the development of phototrophic biofilm playing a crucial role in hydrocarbon degradation. They also demonstrated the negative effect of oil on the benthic macrofauna that in turn allowed the development of phototrophic biofilm (Chronopoulou et al., 2013). This observation highlights the importance to consider sediments as a whole ecosystem where microbial activities involved on hydrocarbon degradation are driven not only by the presence of contaminant but also by biotic and abiotic factors controlling the microbial web functioning. Appropriate experimental ecology approaches would be useful to decipher the mechanisms determining the organization of microbial communities with efficient hydrocarbon degradation capacities. In the next section we present the experimental approach developed in our lab to address the effect of the reworking activity of the benthic macrofauna (bioturbation) in structuring hydrocarbon-degrading microbial communities and the main results obtained.

MIMICKING ENVIRONMENTAL CONDITIONS IN EXPERIMENTAL ECOLOGY

In intertidal zones, microbial degradation processes are driven by environmental conditions that are daily modified according to tide level (Figure 1A). An original microcosm (Figure 1B) system maintaining the structure of muddy sediments under tidal cycles was set up ensuring conditions close to those prevailing in the natural environment of coastal marine sediments (Stauffert et al., 2013a). Coastal marine sediments were sampled with a core collector, and transferred while maintaining their integrity into microcosm boxes. Tidal cycles were applied and natural seawater was renewed with each tidal cycle. The experimental design was drawn with the aim to test the hypothesis that the addition of polychaetes stimulates the bioturbation activity which in turn could select a particular microbial community with an increased biodegradation capability. The conditions applied were: (i) CTRL: control condition, (ii) BAL: oil addition, (iii) NEREIS: addition of Hediste (Nereis) diversicolor and (iv) NEREIS+BAL, addition of oil and H. diversicolor. Oil contamination was performed on the surface (2 cm top layer) after homogenization with sediments (BAL and NEREIS+BAL). H. diversicolor was added to the microcosms in order to increase sediments reworking (NEREIS and NEREIS+BAL). By following, over a 9-month period, the petroleum removal, the macrofaunal reworking activity and the microbial communities’ structures and compositions, we demonstrated that the modification of the microbial community structure in mudflat sediments after petroleum addition was dependent on the presence of the added burrowing polychaetes H. diversicolor (Stauffert et al., 2013a, b). Contrary to our initial hypothesis, despite that the addition of burrowing organisms stimulated the bioturbation activity and modified the microbial community structure, the overall oil removal capacity was not affected by the addition of polychaetes. For Bacteria (Figure 1C), although both BAL and NEREIS+BAL communities were dominated by Gamma- and Delta-proteobacteria, important differences were observed at the genus level. The BAL community showed more diversity with the presence of minor phyla and a slight increase of Alpha-proteobacteria (Stauffert et al., 2013a). For Archaea (Figure 1B), BAL community was represented only by Crenarchaeota MCG members while NEREIS+BAL community exhibited more diversity (Stauffert et al., 2013b). Thus, from an initial microbial community two distinct communities showing a similar overall oil removal capacity were obtained. By adding burrowing organisms to sediments maintained near-environmental conditions we were able to manipulate microbial community structure and composition, opening the way for the study of the mechanisms underlying microbial community restructuring after environmental perturbations which includes resistance, resilience, and functional redundancy (Allison and Martiny, 2008). Combining metagenomic and metatranscriptomic analyses with metabolite profiling will provide valuable information to understand the mechanisms underpinning the bacterial communities structuring, particularly the role of the rare microbial members in the establishment of structure/function relationship. Such approach has demonstrated the influence of hydrocarbon compounds on the microbial community inhabiting the deep-sea sediments of the Gulf of Mexico after DH oil spill (Kimes et al., 2013). The application of correlation and co-occurrence analyzes from metagenomics and 16S bar-coding profiling, that allows to forecast microbial interactions and metabolic networks (Faust and Raes, 2012), to experimental systems may offer the possibility to gain in depth information on how microbial communities behave after a disturbance (Shade et al., 2010; Knight et al., 2012) and define a “core” community ensuring the basal ecosystem functioning. Experimental systems authorize comparative metatranscriptomics approaches (Bordenave et al., 2009, 2010) that combined with high-throughput sequencing can provide the discovery of novel genes expressed during phytoplankton bloom with the possibility to explore the structure/function relationships (Gilbert et al., 2008). Another example of metatranscriptomic analysis is the identification of a set of genes, including hydrocarbon degradation, stress response and detoxification genes, induced after the environmental disturbance by phenanthrene in soil microcosms (de Menezes et al., 2012). The structure/function relationship can be further elucidated by metaproteomics, enabling the identification of proteins present in the community. The metaproteogenomic approach, that combine metagenomic and metaproteomic analyzes, allowed to describe the metabolism related to naphthalene degradation in soil by comparing four microbial communities maintained in microcosms (Guazzaroni et al., 2013). However, metaproteomics needs further development involving mass spectrometers with high sensitivity to access low abundant proteins (Zarraonaindia et al., 2013). Our microcosm system allows to propose an experimental ecology approach to determine how the fluctuation of environmental parameters, particularly oxygenation and redox oscillations resulting from the biological (bio-turbation) or mechanical (physical-turbation) reworking of the sediment, influence the coupling between bacterial functional groups and their degradation capacities.

CONCLUDING REMARKS

We reviewed here recent approaches implemented in order to assess microbial processes involved on hydrocarbon degradation in marine coastal sediments. Microbiologists have developed several approaches, including more or less sophisticated experimental systems and in situ studies to answer the scientific questions regarding the microbial mechanisms that take place in response to oil and hydrocarbon contaminations. Figure 2 summarize the main advantage and limitations for the approach considered in addressing the scientific questions. Experimental ecology using experimental systems mimicking as close as possible the environmental conditions combine the advantages of lab controlled systems with the possibility of extrapolation to the real situation found in complex ecosystems. Such approaches offer the opportunity to conduct experiments in replicates, crucial advantage for robust statistical analyses as highlighted by Prosser (2010). The advent of next generation sequencing technologies combined with high-throughput methods assessing functionality (proteomics and metabolomics) has allowed the development of systems biology, a holistic approach to understand complex biological systems. However, because the sediments’ ecology in coastal areas is extremely complex, analysis using system biology tools at different environmental scales would be useful to elucidate microbial hydrocarbon degradation processes.


[image: image]

FIGURE 2. Understanding microbial processes involved on hydrocarbon degradation in marine coastal sediments. The general scheme from scientific questions to microbial processes is presented together with the comparison of experimental approaches developed at different environmental complexity.
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Molecular ecology approaches are rapidly advancing our insights into the microorganisms involved in the degradation of marine oil spills and their metabolic potentials. Yet, many questions remain open: how do oil-degrading microbial communities assemble in terms of functional diversity, species abundances and organization and what are the drivers? How do the functional properties of microorganisms scale to processes at the ecosystem level? How does mass flow among species, and which factors and species control and regulate fluxes, stability and other ecosystem functions? Can generic rules on oil-degradation be derived, and what drivers underlie these rules? How can we engineer oil-degrading microbial communities such that toxic polycyclic aromatic hydrocarbons are degraded faster? These types of questions apply to the field of microbial ecology in general. We outline how recent advances in single-species systems biology might be extended to help answer these questions. We argue that bottom-up mechanistic modeling allows deciphering the respective roles and interactions among microorganisms. In particular constraint-based, metagenome-derived community-scale flux balance analysis appears suited for this goal as it allows calculating degradation-related fluxes based on physiological constraints and growth strategies, without needing detailed kinetic information. We subsequently discuss what is required to make these approaches successful, and identify a need to better understand microbial physiology in order to advance microbial ecology. We advocate the development of databases containing microbial physiological data. Answering the posed questions is far from trivial. Oil-degrading communities are, however, an attractive setting to start testing systems biology-derived models and hypotheses as they are relatively simple in diversity and key activities, with several key players being isolated and a high availability of experimental data and approaches.
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INTRODUCTION: KEY QUESTIONS IN MICROBIAL ECOLOGY AND OIL SPILL BIOREMEDIATION

Microbes are prime catalysts of environmentally and societally important ecosystem processes, such as the biodegradation of spilled oil. Yet, the large complexity of microbial communities and technical limitations have long prevented the accurate description of microbial communities, let alone establishing the contribution of microorganisms to ecosystem functioning (Fuhrman, 2009). Metagenomics and related microbial ecological approaches are nowadays employed, aiming to answer major questions in microbial ecology:


	How do microbial communities assemble in terms of functional diversity, species abundances and organization, and what are the drivers of community assembly?

	How do the functional properties of microorganisms scale to processes at the ecosystem level?

	How does mass flow between species, and which factors and species control and regulate fluxes, stability and other ecosystem functions?

	Can generic rules be derived in microbial ecology, what drivers underlie these rules, and do these rules resemble rules in plant and animal ecology?

	What information is needed for predicting and engineering microbial communities and their functioning?



However, while metagenomic approaches lead to large data sets, the cataloguing of genes itself provides limited insight, and may lead over time to disappointment in microbial ecology and its practitioners (Prosser, 2013). The application of theory from other research areas is needed to provide structure, mechanistic insight and, ultimately, predictive power (Prosser et al., 2007; Raes and Bork, 2008). In this paper, and in contrast to many reviews on individual approaches, we argue for a novel, bottom-up mathematical framework that combines several existing approaches to better understand microbial communities and their activities. We subsequently indicate what is required to make such framework successful, and identify a need to link microbial physiology to quantitative concepts in order to advance microbial ecology via modeling-based approaches.

We are aware that the job ahead is tremendous and far from trivial. The biodegradation of marine oil spills provides a suitable and realistic starting point to achieve our goals, and also to pose and test specific hypotheses. Many molecular microbial ecology-centered studies have appeared, especially motivated by the 2010 Deepwater Horizon oil spill in the Gulf of Mexico and a desire to know what happened to its microbial communities and their degrading activities (e.g., Camilli et al., 2010; Hazen et al., 2010; Lu et al., 2012; Mason et al., 2012). These studies have provided insights on the major contributing species and their interactions (Head et al., 2006). Upon a spill, microbial biodiversity is strongly reduced, after which oil components are sequentially degraded (Head et al., 2006). First, growth of alkane-degrading specialists occurs, with Alcanivorax species contributing up to 90% of cell counts. Next, polycyclic aromatic hydrocarbon (PAH) degrading microorganisms, like Cycloclasticus, take over. Conceptual models exist on the importance of nitrogen and phosphorus in oil-biodegradation and on the interactions between functional groups of microorganisms (e.g., Head et al., 2006; Figure 1). Several important aspects of the biodegradation of spilled oil are still not well understood: why do certain specialists become dominant during oil-degradation, why are oil compounds sequentially degraded with first the relatively harmless alkanes being removed before the more toxic PAHs are attacked? We hypothesize that multispecies metabolic network-based modeling approaches, as outlined in the next sections, will be able to provide the answers. The obtained insights may subsequently contribute to the design of more effective oil spill bioremediation approaches, and enable the faster removal of toxic PAHs.


[image: image]

FIGURE 1. Several potential interactions during oil-mineralization that may affect the rate and extent of biodegradation of marine oil spills. Alkane- and PAH-degrading specialists compete for limiting nutrients in seawater. We extrapolate findings on a benzo[a]pyrene degrading, soil-derived consortium (Kanaly et al., 2002) to marine oil spills (Head et al., 2006) to indicate potential positive mutualistic interactions. The consortium was found to contain a key member (indicated by Sp3) that was unable to degrade the PAH benzo[a]pyrene but excreted factors that aided its degradation and presumably grew on metabolites excreted by other, benzo[a]pyrene-degrading community members (indicated by Sp2).



WHY MODEL, AND HOW TO MODEL?

Biology is predominantly non-linear in character, for instance consider the biology text-book examples of Michaelis-Menten enzyme kinetics and Lotka-Volterra prey-predator interactions. The non-linearity in combination with the immense complexity of microbial communities makes it empirically extremely difficult to decipher the respective roles of each player in the provision of community-derived fluxes and community functioning in general, in dynamic environments with varying chemical and physical conditions. These aspects make it obvious that mathematical approaches are needed to ever come close to understanding microbial communities and functioning, and tackle key questions in microbial ecology. Introducing ecological theory has been suggested as one avenue to advance microbial ecology (Prosser et al., 2007), and for instance resource-ratio theory has been applied to oil spill bioremediation (Röling et al., 2002). While extending ecological theory into microbial ecology is undoubtedly very important, a key difference between plants and animals on the one hand and micro-organisms on the other hand is the enormous physiological and biochemical diversity in microorganisms. Thus, we propose to model within a microbial eco-systems biology context by extending and integrating current systems biology (explained in more detail from Section “What is Needed to Mechanistically Model Complex Communities: The Big Lines” onwards). Systems biology has considerably enhanced insight into the functioning of individual microbial species, and the employed approaches may be adapted and applied to microbial ecology to contribute to improved understanding of microbial community composition and functioning (Röling et al., 2010; Zengler and Palsson, 2012).

Systems biology comprises an iterative cycle of experimentation, data analysis and modeling, hypothesis formulation and testing. Bottom-up systems biology approaches have led to large insights in the functioning of single species by examining the mechanisms through which functional system properties arise in the interactions of components in the system. These approaches require measures on physicochemical and kinetic properties of the components to model system properties (Bruggeman and Westerhoff, 2007). Bottom-up systems biology approaches can direct medicine development (Bakker et al., 2002) and metabolic engineering of microbial strains applied in biotechnological processes (Hoefnagel et al., 2002; Izallalen et al., 2008). We envision that in a similar fashion we will be able to design environmental “medicines”, e.g., the application of process-specific inhibitors, biostimulation with limiting nutrients or bioaugmentation to resolve missing or suboptimal microbial functions.

This contrasts to top–down systems biology approaches, identifying molecular interaction networks on the basis of correlated molecular behavior derived from (meta)genome-wide “omics” studies (Bruggeman and Westerhoff, 2007). The popularity of these approaches coincides with a generally increasing popularity of multivariate statistical approaches in microbial ecology (Figure 2; Raes and Bork, 2008). Indeed, they bring the field forward and will do so for the coming time as many microbial systems are still poorly characterized. Yet, such models are phenomenological, and have limited predictive value, while frequently employing relations between properties that are assumed to be linear, even though biology is generally non-linear.
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FIGURE 2. Bottom-up (BU) vs. top–down (TD) approaches to model microbial community structure and its functioning. In this paper we advocate an approach that is strongly BU (as indicated by the thick, solid arrow) with some TD modeling, also to aid the BU modeling (as indicated by the gray arrow). The relation of BU and TD approaches to experimental microbial ecology and physiology is indicated by open arrows.



Bottom-up approaches may provide the mechanistic insights required to truly advance microbial ecology in the future. Bottom–up approaches, however, can be parameter-rich and are sensitive to undetermined factors, which are already important drawbacks for modeling single species (Bruggeman and Westerhoff, 2007). These problems are further amplified for complex microbial communities. Thus, there is a need to integrate bottom-up models with top–down approaches for better completeness, and reduce the complexity of the models (Figure 2).

WHAT IS NEEDED TO MECHANISTICALLY MODEL COMPLEX COMMUNITIES: THE BIG LINES

The abovementioned complexity of microbial communities provides considerable challenges for bottom-up modeling. Clearly, an “abstraction” of reality is needed to understand community structure and functioning. However, a balance (that is, modeling approaches not being too detailed, but also not too simple) is needed to prevent arriving at a dead end, far from the goal of answering major questions in microbial ecology.

A good modeling practice is to start with a relatively simple model, describing a relatively simple community, and then stepwise increase complexity. Modeling and experiments (see Box 1“Experimental approaches in microbial ecosystems biology”) would need to go hand in hand. Unstructured (that is, well-mixed) simple “communities” consisting of a few interacting species, in a system that is closed (in the sense that no other species can invade), provide an initial starting point. Later, structure and higher diversity can be introduced, and subsequently dynamics in community structure, by allowing species immigration both in modeling and in experimentation. Biodegradation of marine oil spill provides an excellent starting point for such practice, since often a limited number of microorganisms with specific functions appear to play key roles (e.g., Head et al., 2006; Figure 1). Important representatives of these functional groups have been cultured (Dyksterhouse et al., 1995; Yakimov et al., 1998), allowing for controlled experiments. Furthermore, laboratory experimental designs mimicking beach oil spills have already shown their utility to test hypotheses on oil spill bioremediation (Röling et al., 2002).

Box 1. Experimental approaches in microbial ecosystems biology.

Experiments will be needed to parameterize community models but also to test model-derived hypotheses (Figure 2). What one in particular would like to measure is: what activity does a certain species perform in a community, and how fast? With whom does it interact? The current experimental tool box is already quite complete to answer these questions and to reveal how interactions with other species affect a species' metabolism.

Species-specific activities can be quantified by combing Fluorescent In Situ Hybridization with the uptake of stable (Musat et al., 2008; Finzi-Hart et al., 2009) or radioactive isotope labeled (Nielsen et al., 2003) or fluorescent substrates (Muller and Nebe-Von-Caron, 2010), or by probe-based capturing of labeled DNA or RNA (Van Mooy et al., 2004; Van Mooy and Devol, 2008). Combinatorial fluorescent labeling and spectral imaging (Valm et al., 2011) can resolve up to 15 phylogenetic target groups at one time by FISH. This approach combined with high throughput flow cytometry with post-sorting analysis hold great promise for the future (Pel et al., 2004; Muller and Nebe-Von-Caron, 2010). Also antibodies can be used to separate species from microbial consortia and to determine species-specific characteristics (Pelz et al., 1999).

Isotopically labeled substrates also enable tracking substrate flow within and between cells. Metabolic flux analysis is the experimental counterpart of FBA to measure realized internal fluxes on basis of measuring external fluxes, mass balancing and reaction stoichiometry. Due to the occurrence of, e.g., cycles or multiple pathways, 13C Metabolic flux analysis is needed to resolve internal fluxes (Sauer, 2006). Generally, the positional isotope distribution of 13C in specific amino acids incorporated in cellular protein is determined and the distribution of these so-called isotopomers are fitted to a mathematical model of central metabolism that tracks the flow from 13C labeled substrate to amino acids to obtain the flux distribution of the species under study. Low internal concentrations currently hamper metabolite-based 13C flux analysis (Sauer, 2006). In contrast, extracellular products can occur in high concentrations, their isotopomeric analysis enable determining the fluxes through major pathways in human intestinal fermentation of glucose (De Graaf et al., 2010).

Combined with stable isotope probing (SIP), isotopomeric analysis provides information on cross-feeding of metabolites between species (Kovatcheva-Datchary et al., 2009). SIP can also provide information on interactions by predation (Lueders et al., 2006). In SIP an stable isotope-labeled compound is added to an environmental sample and the isotope-labeled biomarkers that are produced in the target organisms are analysed at the community scale (e.g., Pilloni et al., 2011). SIP addressing DNA, rRNA and mRNA provide complementary information on the growth and activity of microorganisms. DNA-based SIP will measure primarily newly formed cells, while RNA-based SIP will address also non-growing microorganisms and is highly dynamic, especially mRNA (Dumont et al., 2011). Jehmlich et al. (Jehmlich et al., 2009) developed a concept for analyzing carbon and nitrogen fluxes in microbial communities by employing protein-based SIP in metabolic labeling experiments with stable isotope labeled substrates.

The relatively simple modeling approaches should, however, allow for mechanistic insights. For instance, Taffs et al. (2009) constructed a metabolic network to describe community activity by considering the community as a single meta-organism. They connected genes via their inferred metabolites without specifically taking into account that connected genes may have belonged to different species (Taffs et al., 2009). Such boundary-free approaches appear attractive in the current metagenomics era, as generally the exact relationship between a gene and the cell that contained it, is lost in metagenomics. However, when comparing such cell boundary-free models with models that described individual species in a consortium, clear differences were revealed. Boundary-free models suffered from the likelihood of including infeasible reactions and the inability to obtain biomass estimates for individual species (Taffs et al., 2009). Also by simple reasoning one must conclude that some degree of compartmentalization is needed in modeling microbial communities: microbial activities depend on enzyme activities, thus on Michealis-Menten kinetics that relate metabolite concentrations to activities. The intracellular and extracellular concentration of a particular exchangeable metabolite is usually different, suggesting that top–down approaches have limited utility and cell boundaries must be included instead.

“Rules” on microbial cell and community functioning may indicate how one could compartmentalize a complex community and in which detail these compartments should be described. Compartmentalization can be at the level of the individual cell, strain, species, or at a higher level (e.g., functional group). A higher level is preferable, as it minimizes the number of compartments in the model. The observation that a number of Shewanella species and Escherichia coli were highly similar in growth characteristics (growth rate, fermentation products) and in intracellular fluxes through their major metabolic pathways, led Tang et al. (2009) to introduce the concept of the metabotype. Species with similar metabolic phenotypes are grouped into a metabotype, irrespective of possible differences in their phylogeny. This concept may pave the way to model microbial community functioning on basis of a limited number of compartments describing the different functional types. Spilled oil is degraded by marine microorganisms that are generally specialized in the degradation of either alkanes or PAHs independent of phylogeny (Head et al., 2006), and which may possibly be divided along these lines in metabotypes (Figure 1).

The detail in which each compartment is described, must be considered too. Microorganisms respond to their biotic and abiotic environment, and changes therein, by adapting their biochemistry and physiology. Thus, models should enable simulation of this kinetic flexibility of microorganisms. An empirical Monod equation describing the dependence of growth rate on a single limiting substrate, combined with a fixed-value growth yield and maintenance energy, is frequently used to model microbial growth, but is inadequate for our purpose of understanding growth and activity in environmental settings that are complex and dynamic, such as oil-polluted marine environments. Oil consists of thousands of compounds belonging to a few major classes, such as alkanes and PAHs (Head et al., 2006). While oil is degraded by specialists (Figure 1), these specialists can often degrade a range of molecules belonging to a specific class (Dyksterhouse et al., 1995; Yakimov et al., 1998; Schneiker et al., 2006). In addition, oil-degradation is strongly affected by nitrogen and phosphorus limitation (Head et al., 2006; Figure 1). Monod equations have limited ability to describe multiple substrate use or changes in type of growth limitation (Kovarova-Kovar and Egli, 1998). Growth yields and maintenance energy requirement are not constant within a single species, but depend on growth conditions (e.g., Van Verseveld et al., 1984; Van Bodegom, 2007).

The other extreme is to consider the complete genetic and metabolic make-up of a species, which seems infeasible since a microbial genome contains thousands of genes, encoding thousands of proteins that can act on thousands of metabolites. For most enzymes, quantitative information, like affinity constants and maximum activities, is limited, and measuring all these parameters is cumbersome, if even feasible. Many genes and pathways appear to be only expressed and active under a few conditions, or are largely invariant to changes in environmental conditions (e.g., Daran-Lapujade et al., 2007; Tang et al., 2007; Kelk et al., 2012). This suggests that it is possible to reduce compartment complexity in order to determine genome-based metabolic fluxes with a minimal use of kinetic parameters.

Flux-analysis approaches as initially developed in cellular systems biology, like Metabolic Control Analysis (MCA; Kacser et al., 1995) and Hierarchical Regulation Analysis (HRA; Ter Kuile and Westerhoff, 2001; Daran-Lapujade et al., 2007), can contribute to establishing the detail in which a particular compartment needs to be described. MCA and HRA quantify and identify the importance of individual cellular components (e.g., enzymes) and processes (e.g., transcription) for systems-level metabolic fluxes and have aided in establishing how biochemical systems change upon perturbation. These approaches have been extended to analyse metabolic and trophic interactions among species and between species and their abiotic environment (Allison et al., 1993; Getz et al., 2003; Röling, 2007; Röling et al., 2007). For instance, MCA is an advanced sensitivity analysis framework that reveals, computationally or experimentally, how modulation of enzyme activities affects metabolic fluxes and metabolite concentrations in a cell (Kacser et al., 1995). It generates so-called control coefficients that quantitatively indicate the importance of an enzyme for a given process. Control analysis showed that at the cellular level, flux control is often mostly with the transporter (Bakker et al., 1999), and that in anaerobic, organic matter degrading communities, flux control is dominantly with the primary fermenting microorganisms (Röling et al., 2007). These observations suggest that in describing the compartments one should especially focus on uptake kinetics, while in anaerobic organic matter degrading networks the compartment(s) representing primary fermenting microorganisms needs most detail. Also in oil spill degradation several physiological groups of species interact, and the rate of oil-degradation might, for instance, be controlled considerably by biosurfactant-producing community members that live on metabolites excreted by oil component-degrading microorganisms (Figure 1).

FLUX BALANCE ANALYSIS AND MICROBIAL ECOLOGY

Flux balance analysis (FBA) is currently the systems biology approach that appears most suited for the tasks outlined above. FBA is the stoichiometric analysis of a genome-derived metabolic network and allows calculating the possible metabolic flux distributions and other system properties (e.g., biomass yield, growth rate, ability to consume or produce certain chemicals), without requiring detailed kinetic information (Feist et al., 2009; Figure 3). To describe which fluxes are possible in a particular condition, physiological constraints (e.g., substrate uptake rates, biomass composition; Section “Deriving Microbial Physiological Parameters for Application in FBA”) and optimization principles (Section “Optimization Principles for Multispecies FBA: Microbial Growth Strategies”; Figure 3) are applied. Even when the metabolic network is solely based on gene presence, FBA can provide accurate predictions of system properties of a single species (Feist et al., 2009).
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FIGURE 3. Demonstration of flux balance analysis and objective functions. (A) Simplified representation of the metabolism of a microorganism, e.g, an alkane-degrader. The organism is assumed to consume substrate (formulated as C1-unit) at a rate of 5 mmol per gram biomass per hour. It grows, at flux c (in mmol per gram biomass per hour) by producing offspring from the substrate, which costs 0.5 ATP per C1-unit biomass produced. The ATP needed for anabolism can be derived from two catabolic pathways, pathway a produces 1 ATP per mole C1-substrate consumed, pathway b 2 ATP. Two flux balances containing three unknowns (a, b, and c) apply in steady state: 1. the carbon going into the cell, must come out: a + b + c = 5; 2. there can be no net production or consumption of ATP: a + 2b− 0.5c = 0. As a result, no unique solution is obtained for fluxes a, b, and c, an infinite number of solutions lay along the line 3a + 5b = 5. (B) Relationship between the fluxes through the two catabolic pathways, and associated biomass production. If the objective function of the microorganism is to maximize biomass production, than it should use only pathway b for ATP production (indicated by arrow); (C) Relationship between the fluxes through the two catabolic pathways, and associated CO2 production. If the objective function of the microorganism would be to maximize CO2 production, than it should use only pathway a (indicated by arrow). Thus, the objective functions allow to obtain an unique solution.



In recent years, FBA approaches have been developed that further aid in more accurately describing the physiology of individual species. These approaches utilize experimental data on gene expression (Covert et al., 2004; Becker and Palsson, 2008; Shlomi et al., 2008) or implemented theoretical considerations informed by principles from biochemistry and genomics (e.g., Beg et al., 2007; Henry et al., 2007; Chandrasekaran and Price, 2010). Generating metabolic network models, and in particular fine-tuning these models, used to be time consuming but is now considerably aided by high-throughput, internet-based resources (Henry et al., 2010; Boele et al., 2012).

While FBA was initially developed for the analysis of fluxes under steady state conditions, Mahadevan et al. (2002) extended it to dynamic environments, by inserting an FBA model into an ODE (operational differential equation) model. By considering the cell to be in pseudo-steady state at each time point, growth rate and growth yield were calculated at each time point (Mahadevan et al., 2002). Nutrient uptake was described with Michaelis-Menten kinetics to generate dynamics. This dynamic FBA (dFBA) is especially of interest to ecology, since ecosystems are generally dynamic over time and space. dFBA is particularly relevant for marine oil spill biodegradation, since for instance fast growth of Alcanivorax occurs within a few days after a spill (Head et al., 2006). dFBA models of microorganisms have been successfully introduced into reactive transport models (Scheibe et al., 2009; Zhuang et al., 2011), which are used in hydrology to describe biogeochemical processes and physical transport processes in detail. Also to describe and understand the growth of key microorganisms on oil spilled on beaches, reactive transport models integrating the supply and removal of nutrients and cells by tidal cycles would be beneficial.

Increasingly, FBA is also applied to describe ecological interactions in simple consortia consisting of two to three species, providing a basis for studying more complex communities (Section “Constructing Metabolite-Based Microbial Interaction Networks”). The first multispecies flux balance analysis was conducted by Stolyar et al. (2007). Reduced metabolic network descriptions of fermenting, hydrogen-producing Desulfovibrio vulgaris and hydrogenotrophic Methanococcus maripaludies were combined to describe their mutualistic interactions, with the medium as a third compartment through which the species interacted. Several ecologically relevant characteristics, such as flux of metabolites and ratio of the two species, were predicted accurately. It revealed that interspecies transfer of hydrogen was essential in the interaction, while format was not. Competition, and the resulting species ratios, were accurately modeled for iron-reducing Rhodoferax and Geobacter along the groundwater flow path through an uranium-polluted aquifer, by including simple Michaelis-Menten kinetics to describe nutrient uptake rates that acted as constrains in a dynamic FBA model (Zhuang et al., 2011). The type of limiting nutrient (carbon or nitrogen) determined which species won the competition. Nutrient limitation plays a key role in the degradation of marine oil spills, as do competitive and mutualistic interactions between alkane- and PAH-degraders (Head et al., 2006; Figure 1). We hypothesize that by comparing the growth of oil-degrading marine microorganisms, using multispecies, metabolic network-based based models that are integrated into reactive transport models in order to take into account nutrient availability and other relevant environmental characteristics, we will be able to decipher why Alcanivorax generally dominates and outcompetes other oil-degraders.

While the genomes of several Alcanivorax species and other marine microorganisms capable of alkane- or PAH-degradation have been sequenced (Brooijmans et al., 2009), for none of them has an FBA model on their oil-degradation yet been reported. The metabolic network of the PAH-degrading Mycobacterium vanbaalenii PYR-1 has a funnel-like topology, in which many peripheral pathways, acting on a wide range of PAHs differing in complexity, converge to a widely conserved central pathway (Kweon et al., 2011). This organization may enhance input diversity with the controlled production of limited outputs, allow for more coordinated regulation, and ensure more efficient metabolic flow with reduced metabolite dissipation (Kweon et al., 2011). The metabolic networks of other marine microorganisms that degrade alkanes or PAHs likely have a similar funnel-like topology (e.g., Schneiker et al., 2006). We expect that FBA models that also consider the costs of protein synthesis, will reveal that diauxic growth by first depleting the smallest and least complex oil compounds enables the fastest growth of an oil-degrader. A consequence might be that after an oil spill the growth of microorganisms that are capable of using a small range of relatively simple alkanes or PAHs is favored over the growth of microorganisms that degrade a wider range that also include the more complex oil compounds, as the latter have to bear the costs for the genes and proteins required for these activities. The subsequent growth of microorganisms capable of the removal of the more complex and more toxic oil components could then be hampered by the low availability of phosphorous and nitrogen, as most of these nutrients will be contained in the biomass of the pioneering species. Community-level, multispecies FBA will be useful to understand such microbial interactions during oil-degradation and to design new bioremediation strategies.

Community-level FBA reveals fluxes through species (analogous to the fluxes through enzymes within a cell in single species FBA). Conventional multispecies FBA does not provide cell numbers of individual species (again analogous to single species FBA where also the enzyme concentrations mediating the fluxes are not considered), while this is of major interest to microbial ecologists to understand and predict community structure. Recently, a few multispecies FBA approaches have been published that allow for predicting the cell numbers of individual species, for a wide range of microbial interactions (Zomorrodi and Maranas, 2012; Khandelwal et al., 2013).

CONSTRUCTING METABOLITE-BASED MICROBIAL INTERACTION NETWORKS

So far, multispecies FBA modeling has been applied for up to three species (Taffs et al., 2009) and, unfortunately, no examples are available for oil-degradation yet. This number of interacting species is still limited, certainly in light of the thousands of species that can occur in just one gram of soil, thus providing a formidable challenge to FBA. High throughput sequencing of phylogenetic marker genes, in particular 16S rRNA genes, nowadays allows to establish relations between species and to construct microbial networks based on correlations between marker-derived species abundances. However, species interrelationships do not inform directly on the nature of these interactions (Faust and Raes, 2012), let alone the type of metabolites involved.

Recently, Langille et al. (2013) described a computational approach to predict the functional composition of a metagenome using 16S rRNA marker gene sequences, under the assumption that phylogeny and function are sufficiently linked. This approach to predict genome content on basis of a 16S rRNA sequence could be integrated into 16S rRNA-gene based microbial interaction networks to predict how the species may metabolically interact. The construction of metabolic networks from experimentally or computationally derived (meta)genome data for FBA itself provides information on the potential interactions between species: the metabolites taken up and produced by a species' network can be predicted (Borenstein et al., 2008; Handorf et al., 2008), allowing for the construction of metabolite-based microbial interaction networks (Borenstein and Feldman, 2009; Röling et al., 2010). Likewise, metagenomics can contribute information on prey-predator interactions, which is challenging in multispecies FBA as predation relates to prey size and prey aggregation behavior (Matz and Kjelleberg, 2005), properties that do not appear from a metabolic network. However, single cell genomics on marine protists revealed which preys they had ingested, and also indicated phage-cell interactions (Yoon et al., 2011). Both protists and phages may affect oil spill biodegradation (Röling et al., 2002; Head et al., 2006).

Also systematic literature mining approaches can enhance our understanding on the organization of microbial interaction networks (Chaffron et al., 2010; Freilich et al., 2010). For instance, a network constructed based on published bacteria co-occurrences showed that this network clustered into species-groups that showed relations between resource competition, metabolic yield and growth rate that correspond to the r/K selection theory (Freilich et al., 2010).

Similar approaches as described above might be applied to marine oil spill degrading microbial communities, by utilizing the many descriptive and empirical studies that have appeared in recent years, especially after the 2010 Deepwater Horizon oil spill (e.g., Camilli et al., 2010; Hazen et al., 2010; Lu et al., 2012; Mason et al., 2012). By combining their data, species-species interactions during different phases of oil spill biodegradation may be inferred to subsequently construct metabolite-based microbial interaction networks which can subsequently be analyzed by multispecies FBA approaches as described in the previous section. By focusing first on key oil-degraders such as Alcanivorax and Cycloclasticus and their interaction partners (Figure 1), we hypothesize that we can identify species that are either synergetic or antagonistic to degradation of specific classes of oil components and also pinpoint the mechanisms (e.g., metabolic network characteristics) behind these interactions. These species may subsequently be stimulated or inhibited to favor the degradation of relatively more toxic PAHs over alkanes.

OPTIMIZATION PRINCIPLES FOR MULTISPECIES FBA: MICROBIAL GROWTH STRATEGIES

FBA models are in general underdetermined: the number of variables in the equations to solve is larger than the number of equations themselves, even when constraints such as maximum uptake rates of nutrients and biomass composition are included (Figure 3A). Therefore, FBA uses optimization criteria, or objective functions, to describe a species' physiology. Optimization principle(s) are based on the assumed or determined growth strategies of the organism under study, such as maximization of biomass production. Figures 3B,C demonstrate two different objective functions and their impact on flux distribution over anabolic and catabolic pathways. Often, it is assumed that cells aim to maximize their growth yield (Figure 3B), however this strategy is by no means an universal principle (Schuetz et al., 2007; Schuster et al., 2008). Even a single species can employ different strategies depending on the prevalent growth conditions, such as nutrient scarcity or excess (Schuetz et al., 2007). On basis of 13C flux analysis of nine bacteria, metabolism was shown to operate close to the so-called Pareto optimal surface of a three-dimensional space defined by competing objectives (biomass yield, ATP yield, minimum sum of absolute fluxes) (Schuetz et al., 2012). Flux states were proposed to evolve under the trade-off of two principles: optimality under one given condition and minimal adjustment between conditions (Schuetz et al., 2012).

The growth strategies of oil-degrading microorganisms, and their dependence on environmental conditions and species identity, are not known. However, we envision that knowledge on growth strategies will be key to understanding and directing the degradation of spilled oil and associated community dynamics. If for instance alkane-degrading microorganisms aim to maximize their biomass production (Figure 3B), a consequence might be that most of the often growth-limiting nitrogen and phosphorus will end up in their biomass (Figure 1). Hence, after alkanes are depleted, little nutrient will be available to enable substantial biomass production of PAH-degrading microorganisms and fast degradation of PAH. If on the other hand alkane-degrading microorganisms aim to maximize CO2 production from alkanes, for instance as a strategy to avoid that competitors can use these alkanes, less biomass will be formed per molecule alkane degraded (Figure 3C) and more nutrients will be available for growth of PAH-degraders (Figure 1). We expect that by comparing experimental growth in mono- and mixed cultures to FBA models employing different optimization criteria the growth strategies of oil degrading microorganisms will be revealed.

For what cells are optimized in complex, multispecies environments is in fact also not well known. Probabilistic cellular decisions on costs and benefits may be taken at three levels in such environments (Perkins and Swain, 2009): cells firstly have to derive from noisy signals the current and potential future states of their extracellular environment. Second, given those anticipated future states, microbes must weigh the costs and benefits (in terms of fitness and its optimization) of each potential response, at the level of the individual. Finally, the cells must decide in the presence of other (potentially competing or cooperating) decision makers, at the level of the population and the community. Competition between cells and species in communities may force strategies that appear suboptimal: a strategy with lower fitness in environments without competition, might be successful in environments with competition, an outcome well known from plant ecology too (e.g., Anten and During, 2011; Falster et al., 2012).

Game theory, which studies strategic decision making, can provide a better approach than conventional optimization to study the dynamics and outcome of the development of microbial communities, by capturing evolutionary considerations as affected by interactions between microorganisms (Pfeiffer and Schuster, 2005). The trade-off of growth yield vs. growth rate is an example of such dilemma (Pfeiffer et al., 2001; Kreft and Bonhoeffer, 2005). This trade-off is based on irreversible thermodynamics. Chemotrophic organisms obtain their energy by the degradation of substrates into products with lower free energy. The free energy difference between substrate and product is used for two purposes: ATP production for biomass growth and the thermodynamic driving force of the degradation reaction. Maximal ATP yield would be achieved if the entire free energy difference could be conserved as ATP. However, in that case the reaction would be in thermodynamic equilibrium, and thus rates of substrate degradation and ATP production would be zero. Part of the free energy difference must to be used to drive the reaction. The larger this part is, the faster the rate of ATP production but also the lower the yield. High yield is a group-beneficial trait because the economic utilization of a resource benefits all those sharing this (limiting) resource. On the other hand, high growth rate is beneficial for the individual because it allows better competition. Cooperative behavior, resulting in higher yield, was found to outweigh the interest of the individual to grow faster in spatially structured environments, such as biofilms (Pfeiffer et al., 2001).

Evolutionary trade-offs have also impacted metabolic network design, and its regulation. Species inhabiting complex, dynamic environments have metabolic networks in which enzymes have relatively more connections to other enzymes than species living in more constant environments. This makes their networks more robust, but also more costly to maintain and thus less efficient (Morine et al., 2009). Under nutrient scarcity, cheap but less efficient pathways are expressed (Carlson, 2007), in which the length and elemental content of proteins may be adapted to the nutrient limitation (Elser et al., 2011). These metabolic network characteristics appear identifiable from the genome sequence and as such may be incorporated in future multispecies FBA approaches.

The above optimization criteria put emphasis on the fitness of the individual cell and species, as goal in ecosystem development. A framework of ecological network analysis, employing community-level, thermodynamics-motivated flux optimization criteria (Kleidon et al., 2010) has been postulated as alternative theory to describe the goal of ecosystems (Fath, 2004; Ulanowicz et al., 2006; Jørgensen, 2007), and has so far mainly been applied to plant and animal ecology, e.g., to predict species distributions (Phillips et al., 2006). Maximum entropy principles have also allowed for predicting species abundances within plant communities (Shipley et al., 2006), although some of its assumptions have been criticized too (e.g., Laughlin et al., 2012). Recently, the utility of multi-level optimization was revealed for purely metabolic models of microbial consortia (Zomorrodi and Maranas, 2012). An optimization approach was formulated with maximization of the overall biomass as primary, community level-objective function and species-specific biomass maximization as secondary, cellular objective function. This approach allowed for capturing any type of positive or negative interaction, like mutualism, competition and parasitism, and demonstrated the trade-offs between forces driving species and community fitness. It would be interesting to further combine community-level and cell-based optimization approaches in microbial ecology, and oil spill biodegradation in particular, to establish what level of integration is required to describe microbial community functioning.

DERIVING MICROBIAL PHYSIOLOGICAL PARAMETERS FOR APPLICATION IN FBA

It is essential to be aware that besides information on metabolic pathways and optimization criteria, FBA models also require basic physiological data: a growth-associated maintenance (energy expenditure necessary for non-metabolic activities accompanying biomass synthesis, usually expressed in mmol ATP per gram biomass per hour), growth-rate independent maintenance (or non-growth associated maintenance, the energy needed to maintain the cell in a functional and viable state, without growing), efficiency of respiration [P/e; amount of ATP (P) produced from the movement of an electron (e) through an electron transport chain to an electron acceptor] and biomass composition. Some of these variables might be of less importance in a FBA context than generally conceived. For instance, determining the composition of biomass is tedious, in particular for species within a community, and is highly responsive to changing environmental conditions (e.g., Pramanik and Keasling, 1997, 1998). However, when biomass composition was varied in an E. coli FBA model, it had only a minor influence of its modeled growth rate and oxygen uptake rate (Feist et al., 2007). This suggests that biomass composition can be neglected, although it will affect intracellular fluxes (Pramanik and Keasling, 1997, 1998) and trophic interactions (Matz and Kjelleberg, 2005). Similarly, growth-rate independent maintenance energy requirements are tedious to determine and interpret (Van Verseveld et al., 1984). However, in situ maintenance energy is much lower than the maintenance energies determined in the laboratory (Morita, 1988), suggesting that growth-rate independent maintenance energy is also not required for modeling, while it may also be estimated from thermodynamic approaches (Tijhuis et al., 1993). The inclusion of growth-associated maintenance, on the other hand, is essential, as microbial metabolism is inefficient: the amount of biomass produced per mole ATP is much less than theoretically possible (Stouthamer, 1973). Westerhoff et al. (1983) described that low thermodynamic efficiencies are optimal for maximum growth, and established a relation between the reduction grade of substrate and efficiency.

FBA models predict growth yields. Given that thermodynamic models more directly predict yield estimates (Vanbriesen, 2002; Roden and Jin, 2011), these estimates may utilized as additional constraints in FBA. A literature compilation demonstrated a linear relationship between measured microbial growth yield and the free energy of aerobic and anaerobic respiratory and fermentative metabolism of glucose, organic acids, ethanol, and hydrogen (Roden and Jin, 2011). An initial prediction of growth yield on basis of thermodynamics may in particular aid fitting P/e ratios from FBA models for respiring microorganisms. Oxidative phosphorylation is generally the major source for ATP in respiring microorganisms, including those active in oil spill degradation, but it is experimentally challenging to quantify its P/e.

Most of the above mentioned physiological parameters would also be needed for other modeling approaches, e.g., kinetic models. Determining these parameters is time-consuming and poses a serious constraint on modeling complex microbial communities in detail, also calling for a more optimal use of the large amount of physiological data collected in the past (see Section “Concluding Remarks”). Paradoxically, top–down approaches (Figures 2, 4) may also aid in achieving bottom up-modeling of complex communities: empirical relations may be used to infer physiological parameters or first model activities, and can later on be replaced by more mechanistic descriptions when more insight is obtained. For instance, genome composition and genome-derived metabolic network structure of a microorganism inform on physiological characteristics such as growth rates (Freilich et al., 2009, 2010; Sharp et al., 2010; Vieira-Silva and Rocha, 2010), since they are shaped by the environment in which the microorganism evolved. rRNA operon copy number, tRNA copy number and a composite index of codon usage bias derived from (meta)genome sequence data correlate with maximum growth rate (Sharp et al., 2010; Vieira-Silva and Rocha, 2010). Metabolic variability and co-habitation (or competition) encountered can be derived from genome sequence data, and also correlate with growth rates (Freilich et al., 2009). Such rates, together with principles of biochemistry and genomics (e.g., Beg et al., 2007; Henry et al., 2007; Chandrasekaran and Price, 2010), may be used to constrain FBA models. A quantitative description of substrate uptake rates in multispecies FBA is in particular important for modeling competition and also requires information on substrate affinities. Recently, evidence was obtained that kinetic parameters, such as affinity constants, correlated with the amino acid composition of enzymes (Zikmanis and Kampenusa, 2012).


[image: image]

FIGURE 4. From genome to physiology and ecology of a species. The interaction with their environment over evolutionary times has shaped the physiology of microorganisms, which is contained in their genomes. We assume that, in reverse, the genome informs on a species' physiology and ecology. This figure indicates how one may derive relationships between genomic information on the one hand and physiological and ecological characteristics on the other hand. These relationships or “rules” will further aid the modeling of microbial communities and functioning by bottom-up approaches.



CONCLUDING REMARKS

The road toward understanding and predicting microbial community functioning is clearly still long and will be challenging. Achieving this goal will require a more optimal, integrative use of the enormous amount of data that is already available. Current microbial ecology is strongly dominated by molecular analyses, however the “old” microbial physiology data are still of high value to give further meaning to molecular-based community analysis. Yet, the data are spread over a large number of publications. In biochemistry, kinetic parameters for enzymes, such as turn-over rates, affinity constants, maximum rates have been compiled in the BRENDA database (Schomburg et al., 2013). We advocate establishing a similar database with kinetic parameters of microorganisms, and also containing information on their physiology and ecological characteristics.

Such a database will help to advance microbial ecology in two ways. Firstly, phylogenetic information, as derived from 16S rRNA sequencing or metagenomics, might be linked to the closest relative in such a database to automatically extract its kinetic properties and ease modeling of the ecosystem from which the community data were derived. Secondly, a database with microbial physiology data will facilitate the large-scale correlation of physiological data with genome information (Figure 4). This enables deriving “rules” on microbial physiology and ecology (Borenstein et al., 2008; Freilich et al., 2009, 2010), which may aid bottom-up approaches, e.g., to derive the mechanistic reasons behind observed patterns (Figure 2).

In addition, more microbial physiological data will be needed, particularly on the impacts of co-cultivation on the physiology of individual species and their interactions. In addition, while microorganisms of industrial and clinical relevance were well-characterized in monocultures in the 1970s to 1990s, advanced culturing methods have now allowed for isolation of species from phyla which were not even described at that time. Comparative microbial physiology studies, on novel single species or mixed species cultures, will benefit modeling.

We have provided a synthesis on how approaches currently available can be integrated and extended to computationally derive multispecies, metabolic flux networks from metagenomic data. This integration will contribute to answering key questions in microbial ecology, such as understanding the assembly of microbial communities and their functioning via metabolic interactions. Oil-degrading communities are often simple and dominated by culturable species, providing a suitable, tractable test system. In recent years, an enormous amount of largely descriptive studies on the degradation of marine oil spills has appeared (e.g., Camilli et al., 2010; Hazen et al., 2010; Lu et al., 2012; Mason et al., 2012). This wealth of data can be further analyzed to establish the co-occurrence and dynamic interactions between key microorganisms contributing to oil-degradation. The available genomic information on key isolates (Schneiker et al., 2006) and on non-culturable key players through single cell sequencing (Mason et al., 2012) can be included in the multi-species metabolic models. This modeling, in iteration with well-designed experiments, should substantially enhance our knowledge on the biodegradation of marine oil spills.
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Marine hydrocarbon seeps are ecosystems that are rich in methane, and, in some cases, short-chain (C2–C5) and longer alkanes. C2–C4 alkanes such as ethane, propane, and butane can be significant components of seeping fluids. Some sulfate-reducing microbes oxidize short-chain alkanes anaerobically, and may play an important role in both the competition for sulfate and the local carbon budget. To better understand the anaerobic oxidation of short-chain n-alkanes coupled with sulfate-reduction, hydrocarbon-rich sediments from the Gulf of Mexico (GoM) were amended with artificial, sulfate-replete seawater and one of four n-alkanes (C1–C4) then incubated under strict anaerobic conditions. Measured rates of alkane oxidation and sulfate reduction closely follow stoichiometric predictions that assume the complete oxidation of alkanes to CO2 (though other sinks for alkane carbon likely exist). Changes in the δ13C of all the alkanes in the reactors show enrichment over the course of the incubation, with the C3 and C4 incubations showing the greatest enrichment (4.4 and 4.5‰, respectively). The concurrent depletion in the δ13C of dissolved inorganic carbon (DIC) implies a transfer of carbon from the alkane to the DIC pool (−3.5 and −6.7‰ for C3 and C4 incubations, respectively). Microbial community analyses reveal that certain members of the class Deltaproteobacteria are selectively enriched as the incubations degrade C1–C4 alkanes. Phylogenetic analyses indicate that distinct phylotypes are enriched in the ethane reactors, while phylotypes in the propane and butane reactors align with previously identified C3–C4 alkane-oxidizing sulfate-reducers. These data further constrain the potential influence of alkane oxidation on sulfate reduction rates (SRRs) in cold hydrocarbon-rich sediments, provide insight into their contribution to local carbon cycling, and illustrate the extent to which short-chain alkanes can serve as electron donors and govern microbial community composition and density.
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INTRODUCTION

Marine hydrocarbon seeps are natural features that support considerable biological diversity and activity (Muyzer and Van Der Kraan, 2008 and references therein). Tectonic activity forms faults that facilitate the release of methane (CH4) and other hydrocarbons from deep subsurface oil and gas deposits, as well as gas hydrates (Muyzer and Van Der Kraan, 2008). Methane is a key constituent of the carbon cycle as it is one of the final products of the microbial degradation of organic matter (Thauer et al., 2008 and references therein), though it can also be produced abiotically through thermochemical and geogenic reactions (Horita and Berndt, 1999).

Because CH4 is a potent greenhouse gas, there is considerable interest in determining the fate of both biogenic and abiotic methane (for review see Reeburgh, 2007; Thauer et al., 2008). Consequently, microbial methane oxidation under both aerobic and anaerobic conditions has received considerable attention (Thauer et al., 2008 and references therein). The anaerobic oxidation of methane, or AOM, has been the subject of research for four decades, and much of the work has been focused on identifying the responsible microbes, their distribution, and the biochemistry of AOM. To date, five distinct mechanisms of AOM have been discovered (Callaghan, 2013 and references therein; Haroon et al., 2013). The AOM mechanism most relevant to this study is mediated by microbial consortia of archaea, related to the archaeal anaerobic methane oxidizer group ANME, and bacterial sulfate-reducers of the Desulfosarcinales/Desulfococcus (DSS) group (Knittel and Boetius, 2009 and references therein). This microbial consortium mediates coupled AOM and sulfate reduction, though the exact nature of the association is not fully understood (Knittel and Boetius, 2009; Milucka et al., 2012 and references therein).

The study of C2–C5 hydrocarbon degradation has lagged behind that of CH4 in spite of their abundance in some environments. Analogous to methane, C2–C5 gases are formed due to thermal cracking of fossilized organic deposits, and C1–C2 gases are also produced biologically (Lorant and Behar, 2002; Hinrichs et al., 2006; Jones et al., 2008; Xie et al., 2013). At some sites, including the Gulf of Cadiz, the Gulf of Mexico (GoM), the Caspian Sea, the Monterey Bay canyon (Lorenson et al., 2002), and the Norwegian continental shelf (Hovland and Thomsen, 1997), C2–C5 hydrocarbons can account for 14–38% of the total gas (see Milkov, 2005 and references therein). In these areas, the oxidation of C2–C5 hydrocarbons may be a significant contributor to the community bioenergetics of marine seeps (Lorenson et al., 2002; Formolo et al., 2004; Sassen et al., 2004; Alain et al., 2006). For example, at GoM cold seeps, sulfate reduction rates (SRRs) are higher than can be accounted for by AOM alone, indicating that sulfate reduction is linked to the oxidation of other organic compounds potentially including short-chain alkanes (Joye et al., 2004; Orcutt et al., 2010; Bowles et al., 2011). The extent of this as well as the influence of short-chain hydrocarbon oxidation on AOM is poorly constrained, but it is possible that C2–C5 hydrocarbon degradation is a significant process that co-occurs with AOM, and may compete for a common oxidant (i.e., SO2−4) (Joye et al., 2004; Orcutt et al., 2010; Bowles et al., 2011).

Recent studies of marine and terrestrial seeps, as well as marine hydrothermal vents, have observed the microbial oxidation of short-chain alkanes coupled to sulfate reduction across a range of temperatures. The microbes, as revealed by phylogenetic analyses of isolates as well as enrichments, align with sulfate reducers within the Deltaproteobacteria and the Firmicutes (Kniemeyer et al., 2007; Savage et al., 2010; Adams et al., 2013; Jaekel et al., 2013). Kniemeyer et al. isolated a bacterium, BuS5, allied to the DSS group within the Deltaproteobacteria that can anaerobically oxidize propane and n-butane while reducing sulfate (Kniemeyer et al., 2007). Savage et al. showed that propane and n-pentane degrading enrichments from a terrestrial hydrocarbon seep were also dominated by the DSS group (Savage et al., 2010). Jaekel et al. further characterized propane and butane degrading sediment-free enrichments to expand the understanding of the physiology of these microbes (Jaekel et al., 2013). Unlike these previous studies, Adams et al. observed appreciable rates of ethane degradation coupled to sulfate reduction in ex situ sediment slurry-based batch reactors with sediments from the Middle Valley hydrothermal vent field (Adams et al., 2013). Collectively, these studies have placed some constraints on the relationship between alkane oxidation and sulfate reduction, though little remains known about the stoichiometric relationship between alkane oxidation—including methane- and sulfate reduction by mixed, natural communities, and their impact on local carbon cycling.

The northern slope of the GoM is an ideal site to study the anaerobic consumption of short-chain alkanes because the sediments lie over hydrocarbon deposits including structure II and H gas hydrates rich in C1–C5 gases (Joye et al., 2004). The sites of hydrocarbon seepage in the GoM are also characterized by the presence of mats dominated by the chemoautotrophic sulfur oxidizing bacterial genus Beggiatoa (Joye et al., 2004). The presence of these microbes suggests that H2S is available in the environment, which may indicate high advection and seepage rates (Joye et al., 2004). At the northern slope of the GoM, methane is the dominant component of seeping gas (72–96%) with some contribution from short-chain alkanes. The abundance of the short-chain alkanes decreases with chain length with ethane comprising 2.4–12.4% of the total gas, followed by propane and butane (iC4 + nC4) (1.2–12.6 and 0.3–4.3%, respectively) (Sassen et al., 1998). Stable carbon isotopic properties of the starting materials (vent gas from the deep subsurface), intermediate products (in situ gas hydrate and chemosynthetic fauna), and the end products (authigenic carbonates) of their degradation are also known (Sassen et al., 2004). Anaerobic microbial oxidation of C2–C5 hydrocarbons has been inferred at the site from the enrichment in the δ13C of the residual alkane pools (Sassen et al., 2004). In particular, geochemical measurements reveal a preferential degradation of propane, butane, and pentane (Sassen et al., 2004).

To better understand the role of C2–C5 hydrocarbon degrading organisms in global geochemical cycles, we examined microbially mediated alkane consumption and SRRs, and the effect of alkane consumption on the inorganic carbon pool using sediments collected from a marine hydrocarbon-rich seep in the GoM. Specifically, we conducted a series of experiments in ex situ batch reactors to examine: (1) the rate at which microbial communities degrade C1–C4 alkanes; (2) the relationship between alkane degradation and sulfate reduction; (3) the degree to which microbially mediated alkane degradation influences the isotopic signatures of the alkanes and dissolved inorganic carbon (DIC) pools; and (4) how community composition of the GoM sediments are affected by the addition of C1–C4 alkanes. This study advances our understanding by quantifying the potential rates of C1–C4 alkane consumption, sulfate reduction and the possible effects on the local carbon pool at a well-studied marine habitat. Furthermore, we describe the microbial phylotypes that are most abundant during active C1–C4 degradation.

MATERIALS AND METHODS

STUDY SITE AND SAMPLE COLLECTION

Sediments were collected from the Garden Banks mud volcano site (GB425) in the northern GoM (27–33.140 N, 92–32.437 W) at 597 m depth, during an expedition with the R/V Atlantis and DSV Alvin (Dive 4645) in November 2010. Intact sediment cores were recovered with polyvinylchloride core sleeves (20–30 cm height, 6.35 cm ID, 0.32 cm sleeve thickness). Sediment sampling sites were selected based on the presence of chemoautotrophic Beggiatoa mats overlying the sediments and the previous detection of alkanes. Retrieved cores were sealed under Argon gas to limit gas exchange with the atmosphere and to prevent reoxidation of sulfide to sulfate, and refrigerated for transport to the laboratory. It is important to note that sulfide reoxidation is very rapid in these sediments, particularly in sediments hosting microbial mats (Bowles et al., 2011). Therefore, it is not surprising that there is no observable sulfate gradient. Hydrogen concentrations at the study site were determined using a “reduction gas analyzer” as described by Orcutt et al. (2005). The in situ SRRs were measured shipboard as described previously (Bowles et al., 2011). The bottom water temperature at this study site was 8°C.

BATCH REACTOR SET-UP AND SAMPLING

Collected sediments were transferred to an anaerobic chamber with a 5% H2/75% N2/20% CO2 atmosphere (Coy Laboratory Products, Grass Lake, MI). The sediment core used for this study was stored for 3 months at 7°C. Sediments were thoroughly mixed, and were then diluted with an equal volume of anaerobic medium with 28 mM sodium sulfate and 2 mM sodium sulfide (Widdel and Bak, 1992). No nitrate or nitrite was added to the medium. The resulting slurry was aliquoted into sterile 200 mL serum bottles and sealed with a butyl rubber stopper under strict anoxic conditions. The serum bottle headspace (100 mL) was flushed and then filled with a single gas at ~69 kPa (concentrations of 40–80 mM, Figure 1) of chemically pure (>99% purity) methane, ethane, propane, or butane (Airgas East, Waterford, CT, USA). The solubility at standard conditions (in water) of each gas is as follows: methane (0.9 mM), ethane (1.3 mM), propane (1 mM), and butane (0.8 mM) (webbook.nist.gov/) and exceeds the observed in situ concentrations of ~400, 20, 1, and 1 μ M, respectively reported below. Excess gas pressure was used to overcome potential issues in isotopic data interpretation as reported for anaerobic propane oxidation previously (Quistad and Valentine, 2011), and to avoid substrate limitation. The control bottles were flushed and filled with chemically pure (>99% purity) nitrogen (N2) gas. An initial sample of each gas (except N2) was taken for isotopic analyses. The slurry was also sub-sampled and frozen at −80°C for DNA extraction, sulfide and sulfate quantification.
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FIGURE 1. Alkane consumption as a function of time by the Gulf of Mexico (GoM) site GB425 (dive 4645 and core 22) incubations. The alkane concentration in the headspace of the sediment incubations was measured using a Hewlett Packard 5890 Series II gas chromatograph equipped with a flame ionization detector, on a Restek Rt-XL Sulfur packed column. (A) methane; (B) ethane; (C) propane; and (D) butane. Rates of alkane consumption were calculated using all available time points based on a linear regression.



To test whether alkanes could be oxidized without concomitant sulfate reduction, we use the competitive inhibitor molybdate to inhibit sulfate reduction and monitored the subsequent alkane consumption rates. Briefly, 5 mL of sediment slurry was transferred to 25 mL Balch tubes, in duplicate, per gas amendment, and sealed using a rubber butyl stopper inside an anaerobic chamber. These incubation volumes were used to maximize analyses given the limited sediment volumes. Due to the high sulfate concentration present in these incubations, the affect of changing the incubation volume should not be detrimental to sulfate reduction. Sodium molybdate was added to each tube to a final concentration of 28 mM (Orcutt et al., 2008). These tubes were then flushed and filled with the appropriate C1–C4 or N2 gas at ~69 kPa.

All the reactors were incubated at 7°C and the headspace was sampled every 15-days to monitor C1–C4 consumption. After 80 days of incubation, the final gas concentrations were measured, and gas samples were archived in gastight Exetainers (Labco International, Houston, TX, USA) for natural abundance isotopic measurements. Samples were also withdrawn for DIC, DNA, sulfide and sulfate measurement, and preserved by freezing at −80°C in appropriate vials. All sub-samples were collected and measured in triplicate.

GEOCHEMICAL MEASUREMENTS

C1–C4 alkanes were quantified from the headspace by subsampling a 50 μL aliquot and analyzing alkane concentrations on a gas chromatograph (Hewlett Packard 5890 Series II) equipped with a flame ionization detector and a packed column (RestekRt-XL). Chemically pure alkanes (>99% purity) (Airgas East, Waterford, CT, USA) were used to generate standard curves. To account for potential alkane leakage from the bottles, we set up sediment-free controls and monitored changes in alkane concentration over time. Sediment-free controls showed ~4 ± 1% variation in gas measurements, which represents both the analytical resolution of our measurements and/or modest loss of gas due to leakage or sorption into the stoppers, and is well below the rates of loss observed in the biological treatments (see below). Sulfate concentrations were determined using the QuantiChrom™ Sulfate Assay Kit (BioAssay Systems, Hayward, CA, USA). Sulfide concentrations were measured using a colorimetric assay based on the Cline method (Cline, 1969). Nitrate was measured using the resorcinol method as described previously (Zhang and Fischer, 2006). Nitrite was measured as previously described (Pai et al., 1990).

MICROBIAL SULFATE REDUCTION RATE MEASUREMENTS

SRRs were measured using a previously described radiotracer method (Fossing and Jorgensen, 1989). Briefly, the slurry incubations were opened under anaerobic conditions and 5 mL subsamples of the enrichments were transferred to a Balch tubes. The tubes were sealed and pressurized as described previously. The Balch tubes were then amended with ca. 10 μ L of Na35SO2−4 (2 μ Ci) and incubated for 1 day. Following incubation the slurries were shaken and 1 mL of slurry was drawn by syringe into 5 mL of 20% zinc acetate and shaken, effectively trapping H352S(aq) as ZnS(s). The ZnS solution was placed into a 15 mL Falcon tube, and washed three times with a 3% NaCl solution to remove any residual 35SO2−4. Sulfide was extracted using the hot chromium reduction method (Fossing and Jorgensen, 1989), ultimately trapping sulfide in 20% Zn-acetate. The activity of 35S was determined by liquid scintillation and SRR were calculated after Fossing and Jorgensen (1989) using Equation 1.
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Where [SO2−4] is the concentration (nmol mL−1) of sulfate incubation, a is the activity (dpm) of the trapped sulfide, 1.06 is the fractionation factor between the sulfide and sulfate pools, A is the activity of the sulfate pool, and t is the incubation time (days). The rates are presented in units of nmol S mL−1 day−1.

ISOTOPE ANALYSIS

All isotopic analyses were performed at the Stable Isotope Facility at University of California, Davis using a method modified from a previous publication (Atekwana and Krishnamurthy, 1998). For DIC measurements, 1 mL filtered (0.2 μm) water samples were collected and injected into evacuated 12 mL septum capped vials (Exetainers, Labco, Houston, TX, USA) containing 1 mL 85% phosphoric acid. The evolved CO2 was purged from vials through a double-needle sampler into a helium carrier stream (20 mL min−1). For high concentration samples, gases were sampled by a six-port rotary valve (Valco, Houston, TX, USA) with a 100 μL loop programmed to switch at the maximum CO2 concentration in the helium carrier. For low concentration samples, the entire CO2 content was frozen in a trapping loop then released to the GC column. The CO2 was passed to the IRMS through a Poroplot Q GC column (25 m × 0.32 mm ID, 45°C, 2.5 mL/min). A reference CO2 peak was used to calculate provisional delta values of the sample CO2 peak. Final δ13C values were obtained after adjusting the provisional values such that correct δ13C values for laboratory standards were obtained. Two laboratory standards were analyzed every 10 samples. The laboratory standards are lithium carbonate dissolved in degassed, deionized water, and a deep seawater reference material (both calibrated against NIST 8545).

For isotopic analyses of the C1–C4 gases, a ThermoScientific PreCon concentration system interfaced to a ThermoScientific Delta V Plus isotope ratio mass spectrometer (ThermoScientific, Bremen, DE) was used as described previously (Yarnes, 2013). Gas samples were purged from Exetainers through a double-needle sampler into a helium carrier stream (20 mL/min), which is passed through a H2O/CO2 scrubber [Mg(ClO4)2, Ascarite] and a cold trap cooled by liquid N2. The gas was separated from residual gases by a Rt-Q-BOND GC column (30 m × 0.32 mm × 10 μm, 30°C, 1.5 mL/min). After the gas eluted from the separation column, it was either oxidized to CO2 by reaction with nickel oxide at 1000°C (δ13C), or pyrolyzed in an empty alumina tube heated to 1350°C (δ2H) and subsequently transferred to the IRMS. A pure reference gas (CO2 or H2) was used to calculate provisional delta values of the sample peak. Final δ-values are obtained after adjusting the provisional values for changes in linearity and instrumental drift such that correct δ-values for laboratory standards were obtained. Laboratory standards were commercially prepared gases diluted in helium or air and were calibrated against NIST 8559, 8560, and 8561.

DNA EXTRACTION, MASSIVELY PARALLEL SEQUENCING, AND PHYLOGENETIC ANALYSES

Sediment was subsampled under anoxic conditions for T0 and Tf for nucleic acid extractions. These samples were flash frozen in liquid N2 and stored at −80°C until use. DNA was extracted using the PowerSoil® DNA Isolation Kit (MO BIO Laboratories, Inc., Carlsbad, CA, USA) as per the manufacturer's guidelines. The extracted DNA was subjected to massively parallel sequencing of the 16S ribosomal RNA (rRNA) gene using Roche 454 Titanium™ chemistry and the primer pairs 27F/519R and 340F/806R for the bacterial V1–V3 and archaeal V3–V4 regions, respectively (Dowd et al., 2008; Acosta-Martinez et al., 2010). The resulting sequences were analyzed as previously described, and denoised using the QIIME pipeline (Adams et al., 2013). Phylogenetic analysis was performed as previously described using FastTree(2.1.7) for tree generation with 25 representative sequences (Adams et al., 2013). All sequences generated in this study are deposited with NCBI (accession #SRP032824).

QUANTITATIVE-PCR

Quantitative PCR (qPCR) was used to determine the abundance of bacterial and archaeal 16S rRNA, dsrA, aprA, and mcrA genes. In addition, qPCR was used to enumerate the abundance of sulfate-reducing prokaryotes by amplifying the adenosine 5′-phosphosulfate [APS] reductase (aprA) gene with primers specific to sulfate-reducing bacteria and archaea (Christophersen et al., 2011). Primers specific to the bacterial dissimilatory sulfite reductase (dsrA) gene were used to quantify members of sulfate-reducing bacteria (Kondo et al., 2004). We refer to all sulfate-reducing microbes as sulfate-reducing prokaryotes or SRP throughout. Methanogenic archaea were quantified using mcrA primers directed specifically toward the methanogenic methyl Coenzyme M reductase encoding gene (Luton et al., 2002; Ver Eecke et al., 2012). Standard curves were constructed by serial dilution of linearized plasmids containing the target gene (Table 1). Quantification was performed in triplicate with the Stratagene MX3005p qPCR System (Agilent Technologies) using the Perfecta SYBR FastMix with low ROX (20 μL reactions, Quanta Biosciences, Gaitherburg, MD) and specific primers and annealing temperatures (Table 1). The temperature program for all assays was 94°C for 10 min, 35 cycles of 94°C for 1 min, the annealing temperature for 1 min (Table 1), extension at 72°C for 30 s, and fluorescence read after 10 s at 80°C. Following amplification, dissociation curves were determined across a temperature range of 55–95°C. Ct-values for each well were calculated using the manufacturer's software.

Table 1. Primers and Conditions for quantitative PCR assays.
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RESULTS

GEOCHEMICAL CHARACTERISTICS OF SITE GB425

Though the gross geochemistry of this site has been previously described (Joye et al., 2009), here we present the alkane concentrations and other geochemical attributes of the specific sediments used in these studies (Table 2). DIC ranged between 4 and 6 mM, while the observed dissolved organic carbon (DOC) is about 1–3 mM through the sediment depths surveyed. Nitrate and nitrite concentration was 5–40 μ M in the upper layers of the sediment. Sulfate, the dominant oxidant, was replete throughout the sediment profile (24–36 mM) and was higher than typical seawater values (28 mM) (Canfield and Farquhar, 2009). n-alkanes were observed only between 9 and 15 cm sediment depth. Between the depth ranges of 9–12 and 12–15 cm ethane was observed at 17.22–22.33 μ M, propane at 1.45–0.75 μ M, butane at 0.74–0.35 μ M. Pentane was not observed. Methane concentrations peaked at 425.05 μ M, at ~15–18 cm sediment depth (Table 3).

Table 2. Geochemical data from site GB425, from which sediments were collected for these analyses in November 2010 (27°33.1887N, 93°32.4449W).
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Table 3. C1–C5 alkane concentrations in sediments at site GB425, from which sediments were collected for this study in November 2010 (27°33.1887N, 93°32.4449W).
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C1−C4 ALKANE OXIDATION OCCURS IN BATCH REACTORS

n-Alkane consumption began within the first 15 days of the 80-day incubations for C1–C3 gases (defined as >10% consumption compared to T0) (Figure 1). C4 consumption was only measurable after ~45 days of incubation. The highest % consumption was observed for propane (73 ± 13%) followed by butane (45 ± 5%), ethane (31 ± 6%), and methane (25 ± 6%). The highest rate of consumption was observed for propane (354 ± 37 nmol mL−1 day−1) followed by methane (263 ± 68 nmol cm−3 day−1), ethane (168 ± 5 nmol cm−3 day−1), and butane (125 ± 16 nmol cm−3 day−1) (Figure 2, Table 4). Along with alkane oxidation we also observed a decline in sulfate concentrations and a concomitant increase in sulfide concentrations (Table 5). Importantly, the sulfide concentrations were below those observed to be inhibitory (16.1 mM) for sulfate-reducing bacteria (Reis et al., 1992).
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FIGURE 2. Potential sulfate reduction rates (SRR) were measured using the 35SO2−4 radiotracer method (Fossing and Jorgensen, 1989) and consumption rates for C1–C4 alkanes by alkane amended slurries of GoM site GB425 sediments. The SRR assays were performed for 24 h. Values represent average ± standard deviation of triplicate measurements of duplicate incubations. Alkane consumption rates were calculated from a linear regression as in Figure 1. Rates of sulfate reduction were calculated as described in the methods.



Table 4. Comparing rate of alkane oxidation and sulfate reduction, and the effect of molybdate on alkane oxidation.
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Table 5. Sulfate and sulfide concentrations measured in the initial sediment slurry and at the final time-point.
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SULFATE REDUCTION IS COUPLED TO C1−C4 ALKANE OXIDATION

The addition of each C1–C4 gas increased the SRR over the N2 control treatment by at least 2-fold (Figure 2). The rates reported from these incubations are comparable to previous reports from GoM non-seep porewaters and sediments (Arvidson et al., 2004; Joye et al., 2004) but lower than those measured shipboard on freshly collected samples (Table 2). While it is impractical to identify the precise cause of this discrepancy, there are a few likely factors that could have contributed to these differences, including (A) natural heterogeneity in the geochemistry and microbial community composition and activity; (B) the process of sediment homogenization prior to incubations, which does not represent maximal or minimal rates; and (C) changes in microbial composition and activity during the 3 months of storage. Comparison of SRR in the one-day incubations to C1–C4 alkane oxidation rates (Table 4) shows that the addition of methane or any of the four alkanes stimulates SRR over the N2 control treatment. From the predicted reaction stoichiometry (Table 6) both the methane and ethane oxidation rates correspond closely with the observed SRR. In contrast substantially higher levels of propane and butane oxidation were observed than can be supported by sulfate reduction alone. Incubation with molybdate inhibited the oxidation of C1–C4 gases by ~90–97% (Table 4), consistent with the direct involvement of sulfate-reducing prokaryotes in alkane oxidation.

Table 6. Gibbs free energy of the anaerobic oxidation of acetate, methane, and alkanes using sulfate as an electron acceptor (conditions shown are at standard temperature and pressure).
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CARBON ISOTOPIC SIGNATURE AND ANALYSES

The δ13C signature of the methane in the headspace did not appreciably change over the course of the incubation period (Table S1). This contrasts with the isotopic signatures of the other alkanes. As mentioned, ethane concentration decreased to about 10 mM over the course of the incubation, but the isotopic change in the pool was not significant. The incubations with propane showed the largest decrease in concentration (~30 mM) over the 80-day incubation period. Over this time, the propane pool was enriched by 4.4‰. Finally, incubations with butane resulted in a decrease in the pool size of ~10 mM (1 mmol) and an enrichment in the residual butane pool of 4.5‰.

MICROBIAL COMMUNITY ANALYSES

454 pyrotag sequencing

A total of 11,725, 17,003, 12,529, 16,208, and 18,015 bacterial sequences were analyzed from sediments incubated with N2, methane, ethane, propane, and butane, respectively, and 12,944 bacterial sequences from the T0 sediment. There were shifts between the Proteobacterial communities of the alkane batch reactors in comparison to the control and T0 sediment community (Figure 3A). Among sequences allied to known sulfate-reducing Deltaproteobacteria, there was an increase from the T0 sequences (~20%) in the N2, methane, ethane, propane, and butane sequence libraries (~23, 32, 23, 33, and 55%, respectively) (Figure 3A). In turn, there was a decrease in the representation of Gammaproteobacteria in the N2, methane, ethane, propane, and butane sequence libraries (~37, 17, 30, 26, and 12%, respectively) from the T0 sequences (~53%). 16S rRNA gene phylogeny revealed that the ethane reactors harbored a putative SRP community that was distinct from the propane and butane reactors (Figure 4). These sequences comprised the majority (90–95%) of the Deltaproteobacterial community (Figure 4). In the ethane reactor community, the most closely related Deltaproteobacterial 16S rRNA gene sequences (95–99% nucleotide sequence identity) included strain BuS5 (accession no. EF077225), the enrichment culture “Butane12-GMe” (accession no. EF077226), and other SRP clones from sediments retrieved from the GoM (clone GoM_DSSGM3_28, accession no. FR872064; clone GoM_DSSGM3_19, accession no. FR872059; and clone GoM161_Bac9, accession no. AM745163) (Kniemeyer et al., 2007; Orcutt et al., 2010; Kleindienst et al., 2012). In contrast, SRP sequences in the propane and butane batch reactor communities were most closely allied to uncultured Deltaproteobacteria clones from propane- and butane-oxidizing enrichments of hydrocarbon seep sediments from the GoM (Propane12-GMe clone 230, accession no. FR823371) and Hydrate Ridge (Butane12-HR clone 302, accession no. FR823375 and Butane12-HR clone 342, accession no. FR823377) (Jaekel et al., 2013).
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FIGURE 3. Relative abundance (percentage) of Proteobacteria and Euryarchaeota determined from massively parallel pyrosequencing of DNA extracted from batch reactor sediments incubated with methane, ethane, propane, butane, and nitrogen and pre-incubation (T0) sediments. Top (A) and bottom (B) panels show the taxonomic breakdown of sequences at the class and order level, respectively. Sequences sharing 97% nucleotide sequence identity are defined as operational taxonomic units (OTUs).
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FIGURE 4. Phylogenetic affiliation of 16S rRNA Deltaproteobacterial gene sequences retrieved from Gulf of Mexico batch reactor sediments. A total of 25 representative sequences from Gulf of Mexico sediments incubated in batch reactors with ethane (GOM_ETHANE), propane (GOM_PROPANE), and butane (GOM_BUTANE) are shown in bold. The phylogenetic tree was generated by maximum likelihood with FastTree Version 2.1.3. Local support values shown are based on the Shimodaira–Hasegawa (SH) test with 1000 resamples. Only values >80% are shown on the branches as black circles. The 16S rRNA sequence of Archaeoglobus profundus DSM 5631(NR_074522) was used as an outgroup. Scale = 0.1 substitutions per site.



A total of 18,667, 10,291, 18,545, 12,462, 9743, and 13,233 archaeal sequences were also analyzed from the N2, methane, ethane, propane, and butane batch reactors and T0 sediments, respectively. There were notable shifts in the sequences allied to the class Methanomicrobia from the initial sediment community and across the different alkane batch incubations (Figure 3B). Over 58% of sequences were allied to Methanomicrobia in T0 sediments, increasing to comprise ~87 and 94% of methane and butane sequences. Within the Methanomicrobia, there were also notable changes in sequences identified as phylotypes that mediate AOM. For the putative methane-oxidizing communities, ANME-1 comprised ~40% of the Methanomicrobia in the incubation with methane, but less than 5% of sequences were allied to ANME-1 in the T0, N2, ethane, propane, and butane sediments (Figure S1).

Quantitative PCR

qPCR using specific primers for 16S rRNA showed that bacterial 16S rRNA gene abundance was two orders of magnitude higher than archaeal 16S rRNA gene abundance at the start of the incubation (Figures 5IA,B). Bacterial abundance was only slightly elevated (less than an order of magnitude) over the T0 assessment in all treatments at the end of the incubation period with the greatest increase in population observed in the N2 and CH4 amendments (~3-fold increase). Addition of alkanes also stimulated bacterial population growth of about 2-fold over the initial population estimates. N2 and ethane amendments resulted in a 3-fold increase in archaeal populations while propane and butane yielded a 1.5-fold increase. These differences are consistent among treatments. However, 40% of bacterial genomes contain 1–2 copies of rRNA genes, though microbial genomes with as many as 15 copies have been reported (Acinas et al., 2004). Moreover, archaeal genomes are known to harbor between 1 and 5 rRNA gene copies per genome (Acinas et al., 2004). Thus, given these differences, as well as environmental heterogeneity and other factors, the differences presented here likely reflect relative changes in proportion, but the significance of these changes among treatments remains unconstrained.
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FIGURE 5. Abundance of microbes determined using quantitative PCR. Panel (I) represents the 16S rRNA abundances for A: Bacteria and B: Archaea. Panel (II) represents the abundance of sulfate-reducing bacteria as determined using A: aprA and B: dsrA. Panel (III) represents the abundance of methanogens as determined using A: mcrA.



Estimates of aprA gene abundance, a marker for SRP, reveal the highest abundances at the initiation of the incubation and under the N2 amendments. aprA gene abundance after incubation with methane or the tested alkanes show a decrease in abundance, perhaps indicating a shift in community due to incubation effects that is consistent with the decrease in bacterial 16S rRNA gene abundance over the same treatments. Notably, of the alkane additions, propane maintained the largest SRP population followed by ethane, methane and butane treatments (Figure 5IIA).

The 16S rRNA gene phylogeny of SRP is diverse and difficult to capture with specific primers. Accordingly, we employed primers targeting the gene encoding for dissimilatory sulfite reductase (subunit A) with primers that target both Gram-positive and Gram-negative bacterial species of SRP (Kondo et al., 2004). With the exception of the N2 treatment, the dsrA gene abundance is similar across all treatments. The dsrA gene abundance in the N2 treatment is about 3-fold higher than observed in other treatments (Figure 5IIB).

Archaeal mcrA gene abundance was highest, and had the greatest standard deviation at the initial sampling. The lowest observed mcrA gene abundance occurred in the methane amended samples and concurs with a similar observed decrease in the total archaeal 16S rRNA gene abundance described above. This suggests that the addition of methane adversely affected the natural methanogen population over the course of the incubation (Figure 5IIIA).

DISCUSSION

The anaerobic microbial degradation of short-chain alkanes has recently gained attention because microbes mediating these processes may compete for the oxidant pool (sulfate), potentially influencing the rates of AOM (Kniemeyer et al., 2007; Savage et al., 2010; Adams et al., 2013; Jaekel et al., 2013). The data herein reveal that C1–C4 alkane consumption—including anaerobic ethane oxidation—stimulated sulfate reduction. To assess the significance of the determined potential rates of sulfate reduction and n-alkane consumption, two points must be addressed: (1) the intrinsic sulfate reduction activity in the GoM sediments used, and (2) the concentrations of the substrates used relative to those measured in situ. First, bulk geochemical analyses show that the GoM sediments are rich in organic matter and hydrogen that can support the growth of heterotrophic and autotrophic SRP. At this study site, the DOC concentration was ~1–3 mM and hydrogen was in the nM range. It was therefore critical to account for sulfate reduction attributable to endogenous electron donors, which we did by maintaining the native sediments under a N2 atmosphere. Not surprisingly, these incubations exhibit intrinsic sulfate reduction activity at nearly 100 nmol SO2−4 mL−1 day−1. Importantly, the addition of n-alkanes increased this baseline sulfate reduction. Second, sulfate concentrations used in the ex situ incubations correspond with those measured at various depth ranges at this GoM marine seep (Table 2) and were not limiting (in bulk geochemistry; Table 5) over the course of the incubation. Given that these experiments were conducted at conditions that might favor anaerobic alkane oxidation, e.g., an abundance of one alkane in the gas phase, and a media replete with sulfate, these data provide insight into the relationship between alkane oxidation and sulfate reduction, and represent “potential” rates of n-alkane consumption linked to sulfate reduction.

With the aforementioned points in mind, we address the linkage between alkane consumption and sulfate reduction from a few perspectives. First, based on the stoichiometry of each alkane oxidation-sulfate reduction pathway (Table 6) we estimate the contribution of each oxidation pathway to SRR. Second, we use the change in the isotopic signatures of the alkanes and the DIC pool to estimate carbon exchange between the alkane and DIC pools, and compare this carbon mobility with the alkane-oxidation rates (Table S2). Furthermore, we examine the community composition within the enrichments in an effort to elucidate community members potentially responsible for alkane oxidation and sulfate reduction (Figures 3–5).

From the stoichiometry of the reaction pathways (Table 6), which assume the alkanes are completely oxidized to HCO−3, and that no alkane-derived carbon is assimilated, the linkage between alkane oxidation and sulfate reduction can be estimated. The methane incubation showed a potential net consumption rate of 263 nmol C mL−1 day−1 (Table 4). This coincides with a potential SRR of 297 nmol S mL−1 day−1 resulting in a carbon to sulfate ratio of (0.9), consistent with the stoichiometric prediction of C:S of 1. These estimates assume that all the sulfate reduction observed in the incubations is a result of methane oxidation, however, the N2 control treatments indicate a potential intrinsic SRR of 94 nmol mL−1 day−1. If we assume changes in the community activities between the methane addition and control treatments are negligible, aside from the oxidation of the methane, then we can use the SRR of the control treatment as a background SRR. Correcting for the intrinsic sulfate reduction results in an apparent SRR of 203 nmol mL−1 day−1 and an excess methane consumption (a C:S of 1.3, Table 4).

One way in which more carbon may be consumed than predicted from stoichiometry is if the alkane is not completely oxidized to DIC. The shifts in the isotopic composition of the DIC and alkane pools can be used to constrain how much carbon has moved from the alkane pool into the DIC pool and thus establish if another carbon sink may be important. The moles of carbon from the alkane pool needed to shift the DIC pool from its initial to final composition can be described by:
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where δ13C-DIC and δ13C-Alk represents the isotopic signature of the pool, [DICT0] is the concentration of the initial DIC pool (mol C L−1), [Alk] is the alkane carbon oxidized (mol C L−1), and V is the incubation volume (100 mL). Initial [DICT0] and δ13C-DICT0 were calculated as a 1:1 (v:v) mixture of measured values from the media and average values from the pore water (Table 2) which comprised the slurry incubations. Using these values the amount of carbon transferred from the initial alkane pool can be estimated. For the methane incubations, this calculation suggests that 2.2 mmols C are transferred from the methane to the DIC pool over the course of the incubation, indicating a rate of methane consumption of 275 nmol mL−1 day−1. This is reasonably consistent with the rate estimates derived from the change in methane concentration over time.

When ethane oxidation is coupled to sulfate reduction, it results in a carbon to sulfate ratio of 8:7 (or 0.57, Table 6). The reported oxidation rate of 168 nmol ethane mL−1 day−1 (or 336 nmol C mL−1 day−1) would lead to the consumption of 294 nmol SO2−4 mL−1 day−1. This oxidation rate accounts for the majority (89%) of the total estimated sulfate reduction (330 nmol SO2−4 mL−1 day−1) during the incubation. When SRR are corrected for the potential intrinsic rates, it results in a corrected rate of 236 nmol SO2−4 mL−1 day−1. The observed ratio of carbon oxidized to sulfate reduced is 0.7, about 25% more carbon than expected (Table 4). Unfortunately, the analytical resolution of the δ13C-ethane precludes estimation of carbon movement among pools (Table S1).

In the case of propane, the estimated SRR increased 2.6-fold over the N2 control, with an observed oxidation rate of 354 nmol propane mL−1 day−1 (or 1062 nmol C mL−1 day−1). Given the stoichiometric relationship of 6:5 (Table 6), this consumption corresponds to 885 nmol SO2−4 mL−1 day−1, a rate 3.6-fold higher than the measured potential SRR (246 nmol S mL−1 day−1) (Table 4). However, examining the change in the DIC pool, we calculate that 3.9 mmols C (1.3 mmols of propane) moved from the propane pool to the DIC pool (Table S1). This is equivalent to an oxidation rate of 487 nmol C mL−1 day−1, accounting for 46% of the total loss of propane. Thus, there must be another sink for propane (discussed below), implicating the presence of another oxidant, another source of light carbon to the DIC, or both.

Similar to the propane treatment, the butane addition also resulted in higher SRR (2.3-fold) compared to the control treatment. Over the course of the experiment, butane was consumed at a rate of 125 nmol butane mL−1 day−1 (or 500 nmol C mL−1 day−1) (Table 4). The corresponding total (220 nmol S mL−1 day−1) and corrected SRR (125 nmol S mL−1 day−1) can only account for about one-third of the butane consumption (Table 4). However, unlike propane, the majority (85%) of the butane carbon can account for the change in the DIC pool (Table S1). Again it is possible that another sink may exist but identifying such a sink is beyond the scope of these data.

The data above underscore that the rate of oxidation of ethane, propane, and butane cannot be explained solely by the estimated rates of sulfate reduction. Similar observations have been reported by Quistad et al., who noted that the propane loss they observed might be accounted for by abiotic processes such as leakage and dissolution, partial degradation to alcohols or acids, and/or inaccuracy in measurements (Quistad and Valentine, 2011). In our study, however, the observed higher rate of n-alkane oxidation may be best explained by (1) utilization of oxidants other than sulfate (e.g., NO−3, which is present at site GB425 though not measurable in our reactors; Table 2), (2) errors in the estimation of either the oxidation or reduction rates or isotopic assays due to systemic errors, (3) changes in the microbial community or activity of the community over the course of the incubation that were not observable with the sampling design, or (4) the precipitation of (authigenic) carbonate in the batch reactors as has been noted to occur in GoM sediments (Sassen et al., 2004). We address each of these possibilities in detail below.

Nitrate and/or nitrite represent potential alternative oxidants for alkane oxidation, and are present at ≤40 μ M in the upper layers of Garden Banks sediments. Their concentrations were, however, below our detection limits of 0.5 μ M in the sediment slurries at both T0 and Tf. Even if one assumes that 40 μ M NO−3 was present in sediments, it could only produce 50 μ M DIC (5 μmol C) through complete NO−3 reduction to N2. Thus, nitrate coupled alkane oxidation cannot solely explain the observed discrepancies.

To determine if alkanes were systemically lost via leakage and/or other bottle effects, sediment-free reactors were incubated in parallel, and alkane concentrations were monitored over the course of the incubations. These reactors exhibited <5% loss over the course of the incubations, which is markedly lower than our least active biological treatment (CH4). SRR is known to be sensitive to the incubation time, although sediments—including those from the GoM—are typically incubated for 24 h as was used here (Fossing and Jorgensen, 1989). Moreover, the rates shown here are comparable to previously published rates (Arvidson et al., 2004; Joye et al., 2004). In any case, shorter incubation times might result in higher SRR, and might account for some of the observed excess alkane consumption. Leakage of gas from sample vials (different than the incubation vials) could also affect the isotopic signatures of the alkane pools and could be a source of error resulting in lower precision measurements (though nothing in our data is consistent with this hypothesis).

Shifts in the microbial community could lead to enrichment of acetoclastic methanogens that can use acetate (a possible product of partial propane or butane degradation) to produce methane. Methane has been reported as a potential carbon sink during degradation of higher molecular weight hydrocarbons (Gray et al., 2010). However, in the present study we do not observe any changes in the concentration of the methane produced compared to the N2 controls (Table S2). We also do not observe an increase in the total methanogen population in the C2–C4 amended sediments by qPCR with primers specific for the methanogenic mcrA gene. Thus, methane appears unlikely to be a carbon sink in our experiments.

Finally, precipitation of carbonates may be a sink of carbon within the sediments. The inorganic precipitation of carbonate, known as authigenic carbonate, can occur at the sediment-water interface or within the sediment pore water. Authigenic carbonates are often formed in sediments where increasing alkalinity, typically from sulfate or metal reduction, increases the carbonate saturation state past a saturation threshold causing precipitation of minerals (calcite or aragonite). Sulfate-reduction increases the alkalinity of pore waters by removing hydrogen ion from the local environment in the form of H2S and generating bicarbonate concentrations by oxidizing organic carbon. Authigenic carbonates are found throughout the GoM (Roberts and Aharon, 1994; Sassen et al., 2004). Generally, environments such as the GoM with substantial amounts of organic carbon but that hinder aerobic respiration and support alkalinity-increasing processes such as sulfate reduction have the potential to harbor large carbon sinks in the form of authigenic carbonate (Higgins et al., 2009). While inorganic precipitation of carbonates is possible in our incubations, data for the total sedimentary inorganic carbon content is unavailable.

Microbial community analyses via pyrotag sequencing implicate that certain members of the class Deltaproteobacteria are enriched during the batch incubations. Further phylogenetic analyses indicate that the enriched bacteria are closely related to previously enriched/isolated C3–C4 degrading SRP (Kniemeyer et al., 2007; Jaekel et al., 2013), as well as uncultured marine SRP observed in GoM sediments (Orcutt et al., 2010; Kleindienst et al., 2012). The Deltaproteobacterial sequences most enriched in the ethane incubations were closely related to isolate BuS5, and the enrichment culture Butane12-GMe, both of which belong to the DSS cluster (Kniemeyer et al., 2007). Intriguingly, previous studies suggest that BuS5 (degrades propane and n-butane) and enrichment Butane12-GMe (degrades n-butane) do not degrade ethane (Kniemeyer et al., 2007; Jaekel et al., 2013). Other uncultured DSS cluster members were also identified in the ethane degrading incubations (Kleindienst et al., 2012). Thus, it is possible that SRP closely related to the C3–C4 degrading DSS cluster might be associated with ethane degradation in these incubations, though this hypothesis remains to be tested.

While pyrotag sequencing using 16S rRNA gene data show the phylogenetic structure of the microbial community (and is not quantitative), qPCR analysis helps us to quantitatively assess the functional potential of the microbes in the reactors. Many of the Deltaproteobaceria reduce sulfate using the dissimilatory sulfite reductase or adenosine 5′-phosphosulfate reductase enzymes (encoded by dsrA and aprA genes, respectively). The qPCR results (both dsrA and aprA gene abundance) demonstrate that the total number of SRP decrease compared to the T0 sample and the N2 control. However, C2–C4 consumption correlates stoichiometrically with SR, and SR rates were higher in the presence of the alkane gases compared to the N2 control. Collectively, these results indicate that there maybe an enrichment of a specific subset of the SRP community responsible for the consumption of C2–C4. While lower in abundance than the total SRP in the T0 sample or N2 control, this subset of the community likely exhibits higher specific SR activity.

The data presented here provide insight into alkane oxidation rates in Garden Banks sediments. Like previous studies, these data confirm that the addition of alkanes stimulates sulfate reduction (Figure 2, Table 4). Notably, the rates of C2–C4 consumption are comparable to CH4 consumption, though their stoichiometric impacts on the sulfate pool vary. For example, assuming complete oxidation, it is likely that 1, 1.75, 2.5, and 2.8 moles of sulfate are reduced per mole alkane for C1–C4, respectively. Consequently, the relative effect of C2–C4 oxidation on the sulfate pool is much greater than for methane given the observed similarity in the oxidation rates. Accordingly, alkane oxidation may represent a substantial sink for sulfate in sediments where alkanes are elevated, such as the GoM where they can constitute more than 10% of the total gas pool (Milkov, 2005). This is most likely relevant deeper in the sediments, where alkane concentrations are highest and where sulfate concentrations are lowest. In such scenarios, it is not implausible that C2–C4 oxidation might limit the availability of sulfate for methane oxidation, though this speculation requires further study. The data further constrain carbon exchange between the alkane and DIC pool, and this phenomenon should be considered when interpreting DIC isotope ratios of alkane-replete sediments.

Ethane is the next most abundant short-chain non-methane alkane at our study site (Table 3). However, previous studies have reported ethane-driven sulfate reduction at very slow rates by microbial enrichments obtained from a similar location (Kniemeyer et al., 2007). Anaerobic ethane oxidation likely involves a novel mechanism because it requires the activation of a primary carbon, in contrast to butane where secondary carbons are available (Kniemeyer et al., 2007, and references therein). Notably, we observed substantial ethane consumption over the course of these incubations [approximately two orders of magnitude higher than those reported by Kniemeyer et al. (2007), and comparable to the oxidation rates of methane, propane or butane]. The presence of ethane also stimulated sulfate reduction, which implies a relationship between these processes. Our data show anaerobic ethane utilization begins without delay, similar to other alkanes, suggesting that microorganisms are poised for ethane oxidation.

Bulk geochemical and isotopic surveys of alkanes along seeps have been used to imply microbial consumption of short-chain alkanes (Sassen et al., 2004; Orcutt et al., 2005). Our data confirm that short-chain alkanes are oxidized to DIC, likely coupled to sulfate reduction. However, both our alkane consumption rates and the isotopic shifts observed in the DIC pools suggest other sinks may exist. At thermogenic hydrocarbon seeps, these processes may have an important impact on the local carbon and sulfur cycles. The strategies used herein—namely the combination of molecular, geochemical, and isotopic assessments—was leveraged to establish the relationships between anaerobic alkane oxidation and SRRs, carbon flux, microbial activity, and microbial community composition and phylogeny. Future experiments should consider these and previous data to gain further insight into the signatures and mechanisms of these biogeochemical processes as well as organisms involved in anaerobic short-chain alkane oxidation.
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Availability of inorganic nutrients, particularly nitrogen and phosphorous, is often a primary control on crude oil hydrocarbon degradation in marine systems. Many studies have empirically determined optimum levels of inorganic N and P for stimulation of hydrocarbon degradation. Nevertheless, there is a paucity of information on fundamental kinetic parameters for nutrient enhanced crude oil biodegradation that can be used to model the fate of crude oil in bioremediation programmes that use inorganic nutrient addition to stimulate oil biodegradation. Here we report fundamental kinetic parameters (Ks and qmax) for nitrate- and phosphate-stimulated crude oil biodegradation under nutrient limited conditions and with respect to crude oil, under conditions where N and P are not limiting. In the marine sediments studied, crude oil degradation was limited by both N and P availability. In sediments treated with 12.5 mg/g of oil but with no addition of N and P, hydrocarbon degradation rates, assessed on the basis of CO2 production, were 1.10 ± 0.03 μmol CO2/g wet sediment/day which were comparable to rates of CO2 production in sediments to which no oil was added (1.05 ± 0.27 μmol CO2/g wet sediment/day). When inorganic nitrogen was added alone maximum rates of CO2 production measured were 4.25 ± 0.91 μmol CO2/g wet sediment/day. However, when the same levels of inorganic nitrogen were added in the presence of 0.5% P w/w of oil (1.6 μmol P/g wet sediment) maximum rates of measured CO2 production increased more than four-fold to 18.40 ± 1.04 μmol CO2/g wet sediment/day. Ks and qmax estimates for inorganic N (in the form of sodium nitrate) when P was not limiting were 1.99 ± 0.86 μmol/g wet sediment and 16.16 ± 1.28 μmol CO2/g wet sediment/day respectively. The corresponding values for P were 63 ± 95 nmol/g wet sediment and 12.05 ± 1.31 μmol CO2/g wet sediment/day. The qmax values with respect to N and P were not significantly different (P < 0.05). When N and P were not limiting Ks and qmax for crude oil were 4.52 ± 1.51 mg oil/g wet sediment and 16.89 ± 1.25 μmol CO2/g wet sediment/day. At concentrations of inorganic N above 45 μmol/g wet sediment inhibition of CO2 production from hydrocarbon degradation was evident. Analysis of bacterial 16S rRNA genes indicated that Alcanivorax spp. were selected in these marine sediments with increasing inorganic nutrient concentration, whereas Cycloclasticus spp. were more prevalent at lower inorganic nutrient concentrations. These data suggest that simple empirical estimates of the proportion of nutrients added relative to crude oil concentrations may not be sufficient to guarantee successful crude oil bioremediation in oxic beach sediments. The data we present also help define the maximum rates and hence timescales required for bioremediation of beach sediments.
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INTRODUCTION

Natural hydrocarbon seeps are quantitatively the largest source of petroleum in marine systems, nevertheless, anthropogenic activities involved in the production transport and use of crude oil and oil products remain important sources of oil pollution (National Research Council, 2003). As a result of the localized release of relatively large quantities of oil, anthropogenic emissions may have effects on local ecosystems that are disproportionate to their contribution to global budgets of hydrocarbons in the sea. The incidence of major oil spills has decreased by 76% from 787 to 190 during the four decades from 1970 to 2010. In terms of volume this corresponds to a 93% decrease and, excluding the Deepwater Horizon blowout, the total quantity of oil spilt during 2010–2011 (13,000 tonnes from 13 recorded spills) was the lowest so far recorded (ITOPF, 2011). Although such statistics indicate that oil spills are generally declining, major accidents like the Deepwater Horizon blowout on 20th April 2010 in the Gulf of Mexico are a stark reminder that accidental oil spills remain an important environment hazard. The Deepwater Horizon accident resulted in the world's largest accidental release of crude oil to the sea, releasing an estimated 4.9 million barrels (780,000 m3) of light crude oil (OSAT-1, 2010). In offshore regions, the Deepwater Horizon spill had substantial impact on coral communities impacted by the plume from the Macondo well (White et al., 2012). In spite of intensive cleanup efforts, a portion of the spilled Macondo oil drifted to shore and remains trapped in coastal sediments. Concentrations of total petroleum hydrocarbon as high as 510 mg g−1 sediment were recorded in the surface 2 cm of heavily polluted marsh sediments even 7 months after the spill (Lin and Mendelssohn, 2012).

Crude oils comprise a complex heterogenous mixture of organic and inorganic compounds and broadly contain four groups of compounds; saturated and aromatic hydrocarbons, resins and asphaltenes (Harayama et al., 1999). Whereas lighter fractions evaporate or are degraded microbially, the heavier and more polar crude oil fractions persist due to their slow degradation rates (Walker et al., 1976). Many hydrocarbon degrading organisms are known (Prince, 2005) and in marine environments a number of specialist hydrocarbon degrading taxa are known (Yakimov et al., 2007). Marine saturated hydrocarbon degrading specialists include Alcanivorax (Yakimov et al., 1998), Planococcus (Engelhardt et al., 2001), Oleiphilus (Golyshin et al., 2002), Oleispira (Yakimov et al., 2003), Thalassolituus (Yakimov et al., 2004). Aromatic hydrocarbon degraders include Cycloclasticus spp. which utilize biphenyl, naphthalene, anthracene, phenanthrene, toluene, and benzoate (Dyksterhouse et al., 1995), and Neptunomonas which can degrade naphthalene, 2-methylnaphthalene and phenanthrene as sole carbon sources, but are unable to use 2,6-dimethylnaphthalene, 1-methylnaphthalene, biphenyl or acenaphthene (Hedlund et al., 1999). The chemical complexity of crude oil thus limits the capacity of a single species to degrade only certain components and the combined efforts of mixed bacterial consortia improve hydrocarbon bioremediation in marine environments (Röling et al., 2002; Dell'Anno et al., 2012). However, artificial microbial consortia cannot substitute for highly complex and dynamic indigenous microbial population essential for complete and efficient hydrocarbon degradation (McKew et al., 2007a).

Marine bacteria from the genera Alcanivorax and Cycloclasticus, have been implicated as key hydrocarbonoclastic agents on a global scale (Maruyama et al., 2003; Cappello et al., 2007). Their abundances and hydrocarbon degradation activity in polluted environments often increases significantly with a concomitant reduction in overall bacterial diversity (MacNaughton et al., 1999; Kasai et al., 2001, 2002a,b; Röling et al., 2002; Cappello et al., 2007; McKew et al., 2007b). A study on bacterial community response in beach sediment impacted by the Deepwater Horizon oil spill demonstrated that Alcanivorax spp. became dominant in polluted sediments and responded rapidly in the early stages following oiling (Kostka et al., 2011; Newton et al., 2013).

A 16S rRNA gene, PCR based denaturing gradient gel electrophoresis (DGGE) analysis and qPCR analysis of microbial population in nutrient amended crude oil treated marine sediment plots revealed an increase in number of Alcanivorax spp. and simultaneous appearance of alkB genes coding for alkane hydroxylase responsible for catabolism of alkanes (Röling et al., 2004; Singh et al., 2011). The success of Alcanivorax spp. as alkane degraders in part lies in their ability to use both branched chain and straight chain alkanes efficiently as sources of carbon and energy (Hara et al., 2003). Importantly, although Alcanivorax borkumensis SK2 genome has been shown to possess high affinity permeases for nitrate and phosphorus (Schneiker et al., 2006) it has been shown that the nitrate transporter ntrB gene and nirB1 for nitrite reductase are down-regulated in the presence of hexadecane by 3.93- and 6.5-fold respectively (Sabirova et al., 2011). Aromatic hydrocarbon degraders also exhibit a strong positive response to nutrient amendments. Abundance of Cycloclasticus spp. in heat treated Arabian light crude oil polluted gravel was shown to increase by 5 orders of magnitude under inorganic nutrient treated conditions and by 2 orders of magnitude under oil contaminated conditions with no nutrients, relative to unoiled sediments without nutrient amendments (Kasai et al., 2002b).

Since Alcanivorax spp and Cycloclasticus spp. do not compete for organic compounds as carbon sources, their initial abundance, metabolic superiority, and growth rate can be very crucial for determining their emergence, activity and ultimate relative abundance in hydrocarbon polluted environments. While these taxa do not compete directly for carbon and energy sources in oil-polluted environments they do compete for electron acceptors and inorganic nutrients and this may dictate the relative degradation of saturated and aromatic hydrocarbons. Indeed nutrient supply has been shown to have differential effects on rates of aliphatic and aromatic hydrocarbon degradation which has been interpreted in the context of resource ratio theory (Smith et al., 1998). Moreover, there is some evidence that inorganic nutrient availability controls selection of different Alcanivorax genotypes (Röling et al., 2002; Head et al., 2006).

Biostimulation efficiently enhances hydrocarbon bioremediation activity (McKew et al., 2007b) and typically saturated hydrocarbon degradation is stimulated initially followed by degradation of aromatic hydrocarbons and polar components respectively (Fusey and Oudot, 1984). In some instances losses of aromatic hydrocarbons before saturated hydrocarbons have been observed (Jones et al., 1983; Cooney et al., 1985). Such differences in hydrocarbon removal patterns could be due to relative growth efficiency of aromatic and aliphatic hydrocarbon degrading organisms under prevailing environmental conditions and their initial abundance. The goal of hydrocarbon bioremediation strategies is to allow degradation activity at maximum rates by providing nutrients in quantities sufficient to support the growth of hydrocarbon degrading organisms and microbial hydrocarbon degradation activity was shown to increase up to 2.5 mg N/L (0.18 mM) beyond which nutrient level does not enhance the rate of degradation (Boufadel et al., 1999). A continuous supply of inorganic nutrient in combination with sand amendments for efficient mass transfer also has been shown to enhance kinetics of microbial growth, and hydrocarbon degradation (Beolchini et al., 2010).

Although biostimulation of hydrocarbon degradation processes has been studied extensively, there has been very limited attempt to systematically understand the kinetics of nutrient enhanced biodegradation of crude oil and to correlate this with the emergence of specific microbial population in hydrocarbon contaminated marine sediments (Röling et al., 2004; Beolchini et al., 2010). The present study therefore focusses on estimation of kinetic parameters for inorganic nutrient-enhanced hydrocarbon degradation and their effect on the microorganisms responsible.

MATERIALS AND METHODS

SAMPLE COLLECTION AND MICROCOSM SET UP

Beach sediment samples consisting of fine sand were collected on 6/11/2009 in sterilized glass bottles (Duran) from a site close to St Mary's Island near Whitley Bay, Newcastle upon Tyne, United Kingdom (N 55°04′ 18″, W 01°26′ 59″). Sediment samples were stored at 4°C for a maximum 24 h prior to the start of the experiments. Oil degrading microcosms comprising beach sediment (10 g), North Sea crude oil (125 mg) and different concentrations of inorganic nutrients (sodium nitrate and potassium dihydrogen phosphate) were prepared in triplicate in serum bottles (114 ml capacity). The oil was weighed directly into the serum bottles, the sediment was added and the nutrient solution was pipetted onto the sediment to give the appropriate levels of nutrients (see “Effect of inorganic nutrient concentration” below). The total volume of nutrient solution added was always made up to 250 μl so that all serum bottles received the same amount of liquid. The sediment, oil and nutrient solution were mixed gently with a glass rod and the microcosms were sealed with butyl rubber stoppers and incubated at 24°C in darkness. Microcosms without nutrient amendment, amended with 250 μl of water served as a control. We monitored oxygen content in the headspace simultaneously with CO2 by GC-MS (see below) and in the 6 day incubation period the headspace remained oxic. Our measurements showed that by day 6 the degree of oxygen depletion was 70.1 ± 0.1% (n = 24) of the initial levels. In long term incubations where greater oxygen consumption occurred with increasing oil degradation, the headspace was replaced with air when oxygen dropped below 15% by volume.

EFFECT OF INORGANIC NUTRIENT CONCENTRATION ON CRUDE OIL DEGRADATION

Inorganic nutrient treatments were nitrogen alone (0–5% w/w oil), different levels of phosphorus with a constant inorganic nitrogen concentration (0–0.5% P and 3% N w/w oil), or different levels of inorganic nitrogen with constant phosphorus concentration (0–5% N with 0.5% P w/w of oil) all treatments were conducted in triplicate. Control incubations with nutrients and no added oil were also conducted to determine the contribution of indigenous organic carbon to CO2 production.

EFFECT OF CRUDE OIL CONCENTRATION ON OIL DEGRADATION

Microcosms set up as described above were prepared in triplicate with different amounts of oil ranging from 10 to 500 mg of crude oil and 6.25 mg N (44.6 μmole/g sediment) and 0.625 mg P (2.02 μmole/g sediment). This gives a range of N and P levels ranging from 62.5% N and 6.25% P w/w of oil with 10 mg of oil to 1.25% N and 0.125% P w/w of oil with 500 mg of oil. With 125 mg of oil this is equivalent to 5% N and 0.5% P w/w of oil. The effect of crude oil levels on oil biodegradation was also investigated by treatment with different quantities of crude oil (10–500 mg) but a constant ratio of 5% N and 0.5% P w/w of oil. This was conducted because bioremediation treatments often recommend that a particular mass of inorganic nutrients is supplied relative to the amount of oil present (Swannell et al., 1996). In these treatments the absolute concentration of inorganic nutrients therefore increases with the amount of crude oil present Thus, experiments treated with a single level of nutrients contained approximately 45 μmol N/g wet sediment, while those that contained a constant ratio of inorganic nutrients relative to the mass of oil had N concentrations ranging from around 3.5–180 μmol N/g wet sediment. If the same amount of nutrient added to the 500 mg oil treatment was added to 125 mg of oil (as used in all other microcosms) this would equate to 20% N and 2% P w/w of oil.

ESTIMATION OF KINETIC PARAMETERS

Rate data in response to different inorganic nutrient and oil concentrations were fitted to a Monod-type kinetic model (q = qmax *[S]/Ks + [S]) using non-linear regression implemented in SPSS (IBM SPSS Statistics 19.0.0.1). This was used to derive the model parameters, Ks (half saturation constant) and qmax (maximal rates).

CARBON DIOXIDE MEASUREMENT

Carbon dioxide production as a measure of microbial activity and crude oil degradation was assessed in microcosm headspace samples daily over a period of 6 days using GC-MS. Maximal rates of CO2 production were calculated from the steepest part of the CO2 accumulation curve which typically followed a lag of 3–4 days (Figure S1). Analysis was performed on a Fisons 8060 GC linked to a Fisons MD 800 MS (electron voltage 70 eV, source temperature 200°C, interface temperature 150°C). Hundred micro liter of headspace gas was manually injected via a syringe (SGE Analytical Science) under an atmosphere of N2 gas. Injection through a manifold which is continuously flushed with N2 was used to prevent interference from any ingress of air from the atmosphere during injection. The sample was separated using a HP-PLOT-Q capillary column (30 m × 0.32 mm). Helium was used as the carrier gas (1 ml/min, 65 kPa, split at 100 ml/min; 250°C). Data acquisition, integration and quantification were controlled using Xcalibur 1.2 software. A mixture of gases with 10% CO2 was used as a standard for calibration. Different volumes of standard gas mix were used to produce a calibration curve which was linear over the range of 1–10% CO2. Percent CO2 values were converted to total molar masses for determination of cumulative CO2 production. R2 values for calibration curves ranged from 0.993 to 0.997.

RESIDUAL OIL EXTRACTION AND ANALYSIS

Petroleum hydrocarbons from the North Sea crude oil treated microcosm sediments were extracted using a mixture of dichloromethane (DCM):methanol (93:7). Prior to extraction a known quantity of squalane was added in to the sediment as surrogate extraction standard. DCM:methanol (20 ml) was added to the sediment in serum bottle microcosms and stored at room temperature overnight. Microcosms were then sonicated for 1 min and the resulting supernatant was transferred into a flask with this extraction procedure being repeated twice more. The solvent containing the extract was passed through an alumina short column (1 cm bed depth) and then rotary evaporated to dryness before being redissolved in DCM. An aliquot of the organic extract in DCM was evaporated to dryness using a stream of nitrogen gas and solvent exchanged into hexane (200 μl). The total solution was added to a 500 mg/3 ml capacity Isolute® C-18 Solid Phase Extraction (SPE) column prewashed with hexane, and eluted with hexane (5 ml). The eluate was transferred into an autosampler vial and made up to 1 ml with hexane, together with a known amount of heptadecylcyclohexane internal standard. This saturated hydrocarbon fraction was analyzed using an Agilent (HP) 5890 Series II gas chromatograph (GC) fitted with a flame-ionization detector (FID). Samples were injected via split-splitless injector (held at 300°C) using an autosampler. The GC was fitted with a 30 × 0.25 mm fused silica capillary column coated with HP-5 phase (0.25 μm). Hydrogen was used as the carrier gas at a flow rate of 2 ml/min. An initial oven temperature of 50°C was held for 2 min and was then heated to 300°C at 5°C/min., where it was held for 20 min. Data were acquired and processed using Thermo LabSystems Atlas software.

DNA EXTRACTION

DNA from 500 mg of frozen microcosm sediment was extracted using a FastDNA® SPIN Kit for Soil (MP Biomedicals™) and a ribolyser (Thermo) according to the manufacturer's instruction. The DNA was eluted in sterilized milliQ water (50 μl) and frozen at −20°C prior to further analysis. The remaining 9.5 g of sediment was used for hydrocarbon extraction and analysis.

PRIMER DESIGN

Primers for amplifying 16S rRNA gene fragments from the total bacterial population and Alcanivorax spp. were designed using the probe and PCR primer design software tool Primrose (Ashelford et al., 2002) (Table 1). For Alcanivorax, the forward primer A16SF.493 matched 1606 of 2004048 bacterial sequences in the RDP database release 11, including 1059 of 1108 Alcanivorax sequences. The reverse primer A16SR.659 matched 1144 of 2004048 bacterial sequences in the RDP release 11 including 1058 of 1108 Alcanivorax sequences. The two primers in combination target 1020 of 2004048 bacterial sequences including 1016 of the 1108 Alcanivorax spp. 16S rRNA gene sequences in the database. The inosine-containing primer pair for total bacterial 16S rRNA genes (Gray et al., 2011; Callbeck et al., 2013) targets 855621 of 944469 bacterial sequences with the relevant target region in the RDP database.

Table 1. Oligonucleotides primers used in qPCR analysis.
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PCR-AMPLIFICATION OF 16S RRNA GENES

Near full length 16S rRNA gene fragments were amplified using primer pair pA and pH (Edward et al., 1988) as described in Röling et al. (2004). For DGGE analysis, 16S rRNA gene fragments were amplified using primers 2 and 3 (Muyzer et al., 1993) as described previously (Röling et al., 2004). All PCR reactions were conducted using a PC Gene thermal cycler.

AGAROSE GEL AND DENATURING GRADIENT GEL ELECTROPHORESIS (DGGE)

Agarose gel electrophoresis of PCR-amplifed 16S rRNA gene fragments from Alcanivorax spp. was run for 45 min at 80V using a 1.5% (w/v) agarose gel in 1 x TAE buffer. DGGE was conducted at 60°C using a 0.75 mm thick 10% polyacrylamide gel (ratio of acrylamide to bisacrylamide, 37.5:1) with a concentration gradient of 30–55% of denaturant using a Bio-Rad Dcode system. Gels were stained and photographed according to Röling et al. (2004). 100% denaturant comprised 7M Urea and 40% (vol/vol) deionized formamide in TAE buffer. 1 X TAE buffer contained 40 mM Tris-acetate, 1 mM EDTA, pH 8.0). Cloned Alcanivorax sp. 16S rRNA genes amplified using primers 2 and 3 (Muyzer et al., 1993) were used as markers for qualitatively identifying DGGE bands related to Alcanivorax spp. in DGGE profiles of total bacterial population 16S rRNA genes.

16S RRNA GENE CLONING

DNA extracted from beach sediment as described above, was used to prepare a bacterial 16S rRNA gene clone library from a beach microcosm containing crude oil and treated with 1% N and 0.1% P after 5 days of incubation. The PCR-amplified 16S rRNA gene fragments were cloned with a TOPO® cloning kit (Invitrogen) as per the manufacturer's instructions. The clone libraries were screened for Alcanivorax sp 16S rRNA genes using the primer pairs listed in Table 1. Cloned Alcanivorax 16S rRNA genes were used to prepare standards for qPCR. These primer pairs were also used for detecting the presence of Alcanivorax spp. in microcosm sediments treated with different levels of inorganic nutrients.

QUANTITATIVE PCR

Quantitative PCR (qPCR) was used to determine the abundance of bacterial 16S rRNA genes using primer pair U1048f and U1371 (Gray et al., 2011; Callbeck et al., 2013), and abundance of Alcanivorax 16S rRNA genes was quantified using primer pair A16SF.493 and A16SR.659 (Table 1). qPCR was performed in 20 μl of reaction mixture using an iCycler (iQ™5 multicolor, Bio-Rad, Hemel Hempstead, UK) as described in Singh et al. (2011) with the following temperature cycles: one cycle of initial denaturation at 95°C for 7 min followed by 40 cycles of 95°C for 30 s, 61°C for 60 s and 72°C for 40 s. A standard curve for qPCR was prepared by dilution of a PCR-amplified cloned Alcanivorax 16S rRNA gene fragment. Standard curves had R2 values greater than 0.97 and calculated amplification efficiencies ranged from 101 to 113%. The PCR-amplified 16S rRNA gene was gel purified using QIAquick PCR purification kit (Qiagen) and quantified using a nanodrop® ND-1000 spectrophotometer. The number of 16S rRNA gene copies in the undiluted sample was calculated using the formula described by McKew et al. (2007b) and used to prepare a dilution series ranging from 108 to 100 target genes per μl.

STATISTICAL ANALYSIS

Two sample t-tests assuming unequal variances, and single factor ANOVA were performed using Microsoft Excel and non-linear regression for estimation of kinetic parameters was conducted using IBM SPSS Statistics 19.0.0.1.

RESULTS

EFFECT OF INORGANIC NUTRIENT CONCENTRATION ON CRUDE OIL DEGRADATION

Microcosms treated with N but without P amendment exhibited stimulation of microbial activity. The activity at 0% N and 0% P (1.18 ± 0.15 μmol CO2 produced/g wet sediment/day) was not significantly different from rates of CO2 production in sediments treated with no added oil (1.05 ± 0.27 μmol CO2/g wet sediment/day). Activity when inorganic N alone and oil were present was significantly higher. At 0.1% N and 0% P the rate of CO2 production was 2.01 ± 0.06 μmol CO2/g wet sediment/day (t-test; P = 0.0095) or with 0.5% N and 0% P 3.66 ± 0.05 μmol CO2/g wet sediment/day (t-test; P = 0.000041). Without P treatment, measured oil degrading activity reached a maximum level at 4% N w/w of oil (4.25 ± 0.91 μmol CO2 produced/g wet sediment/day) and at levels of N of 0.5% w/w of oil and above there was no significant difference in the rate of crude oil biodegradation (ANOVA; P = 0.750; Figure 1). These data indicated that crude oil degradation was nitrogen limited, but at levels of nitrogen 0.5% w/w of oil and above another factor became limiting.
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FIGURE 1. Effect of inorganic N treatment alone (0–5% N w/w of oil—open circles) or inorganic N (0–5% w/w of oil) with constant P (0.5% w/w of oil) treatment (filled circles) on the rate of CO2 production in microcosms containing 10 g beach sediments and 125 mg North Sea crude oil. Data are plotted as micromoles N/g sediment with the equivalent %N w/w of oil annotated next to each data point. Sodium nitrate and potassium dihydrogen phosphate were used as N and P sources. Each data point represents the average value of three replicates. Where error bars are not seen they are smaller than the symbols. Control incubations with nutrients and no added oil were also conducted to determine the contribution of indigenous organic carbon to CO2 production. These typically gave values of 1.05 ± 0.27 μmol CO2/g wet sediment/day (see Figure S1).



Microcosms treated with both inorganic N and P showed an enhancement of oil degradation over and above that seen with nitrogen alone (Figure 1). For example CO2 production in 0.5% N and 0.5% P treated microcosms (9.77 ± 1.54 μmol CO2 produced/g wet sediment/day) was significantly higher than the activity observed with 0.5% N and 0% P (3.66 ± 0.05 μmol CO2 produced/g wet sediment/day) (t-test; P = 0.029). Activity ranged from 3.41 ± 0.25 μmol CO2 produced/g wet sediment/day at 0% N/0.5% P concentration to 18.40 ± 1.04 μmol CO2 produced/g wet sediment/day at 5% N/0.5% P but no significant stimulation of oil degradation was seen at N levels greater than 0.5% w/w of oil when P was not limiting (ANOVA; P = 0.207, Figure 1).

These data were used to estimate half saturation constants and maximal rates using non-linear regression to a Monod-type kinetic model (q = qmax × [S]/Ks + [S]). In sediments with no added P, Ks and qmax for inorganic nitrogen was 0.72 ± 0.32 μmol N/g sediment and 3.93 ± 0.22 μmol CO2 produced/g wet sediment/day. The Ks and qmax for hydrocarbon degradation activity when P was not limiting were 1.99 ± 0.87 μmol N/g wet sediment and 16.16 ± 1.28 μmol CO2/g wet sediment/day respectively (Figure 1). The Ks values for N, with and without P addition, were not statistically significantly different (P > 0.05) whereas qmax when both N and P were provided was significantly (over four times) greater than qmax when only N was provided (P < 0.05).

To systematically determine the level at which P became limiting, microcosms amended with 3% N w/w of oils and different P concentrations were analyzed. With 3% N and 0% P the oil degradation rate was 3.63 ± 0.28 μmol CO2 produced/g wet sediment/day. This was significantly lower (P = 0.04) than rates of CO2 production with 3% N and 0.1% P (14.37 ± 3.24 μmol CO2 produced/g wet sediment/day; Figure 2). With P ranging from 0.1 to 0.5% rates of CO2 production ranged from 10.56 ± 1.21 μmol CO2 produced/g wet sediment/day to 13.05 ± 1.51 μmol CO2 produced/g wet sediment/day and there was no significant difference between the 0.1 and 0.5% P treatments (ANOVA; P = 0.340).
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FIGURE 2. Effect of inorganic phosphorus (0–0.5% P w/w of oil) with constant nitrogen concentration (3% N w/w of oil) on the rate of CO2 production in microcosms containing 10 g beach sediments and 125 mg North Sea crude oil. Data are plotted as micromoles P/g sediment with the equivalent %P w/w of oil annotated next to each data point. Sodium nitrate and potassium dihydrogen phosphate were used as N and P sources. Each data point represents the average value of three replicates. Where error bars are not seen they are smaller than the symbols.



It was thus clear that P limitation of oil degradation was alleviated above 0.1% P w/w of oil. The Ks and qmax values estimated for P were 63 ± 95 nmol/g wet sediment and 12.05 ± 1.31 μmol CO2/g wet sediment/day. The qmax values determined with respect to N (Figure 1) and P (Figure 2) were not statistically significantly different (P > 0.05).

EFFECT OF OIL CONCENTRATION ON CRUDE OIL BIODEGRADATION

Effect of crude oil concentration ranging from 1 mg/g wet sediment to 50 mg/g wet sediment on oil degrading microbial activity was investigated. The microcosms were amended either with a single level of inorganic nutrients irrespective of the amount of oil added (0.625 mg N and 0.0625 mg of P per gram of sediment (equivalent to 5% N and 0.5% P w/w of 125 mg of crude oil) or with a constant ratio of 5% N and 0.5% P w/w of crude oil leading to a range of nutrient levels ranging from 0.05 mg N/0.005 mg P to 2.5 mg N/0.25 mg P per gram of sediment equivalent to 20% N/2% P if in total 125 mg of oil rather than 500 mg of oil was present in the microcosms.

Where a single level of inorganic nutrients was provided, the rate of CO2 evolution increased with increasing quantity of oil between 1 and 20 mg/g sediment (t-test: P = 0.000003; Figure 3). At crude oil concentrations ranging from 20 to 50 mg/g sediment there was no significant difference in the rate of CO2 production with increasing oil concentration (ANOVA: P = 0.08; Figure 3). Thus, up to these levels, equivalent to 5% oil by weight of sediment, crude oil was not auto-inhibitory.
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FIGURE 3. Effect of oil concentration on the rate of CO2 production in microcosm comprising 10 g beach sediments, 6.25 mg N (44.6 μmole/g sediment) and 0.625 mg P (2.02 μmole/g sediment) and 10–500 mg of North Sea crude oil. This gives a range of N and P levels ranging from 62.5% N and 6.25% P w/w of oil with 10 mg of oil to 1.25% N and 0.125% P w/w of oil with 500 mg of oil. With 125 mg of oil this is equivalent to 5% N and 0.5% P w/w of oil. Sodium nitrate and potassium dihydrogen phosphate were used as N and P sources. Each data point represents the average value of three replicates. Where error bars are not seen they are smaller than the symbols.



When a constant ratio of inorganic nutrients was provided with increasing oil concentration, CO2 production rate decreased when oil levels were greater than 12.5 mg oil/g sediment (Figure 4). The CO2 production rate at 20 mg oil/g sediment (10.40 ± 1.35 μmol CO2 produced/g wet sediment/day) was less than the rate at 12.5 mg oil/g sediment (15.59 ± 2.08 μmol CO2 produced/g wet sediment/day) and with 50 mg oil/g sediment the rates dropped further to 0.46 ± 0.04 μmol CO2 produced/g wet sediment/day, equivalent to almost a 97% decrease compared to rate at 12.5 mg oil/g sediment. Differences in CO2 production rates with 12.5 mg oil/g sediment and higher oil concentrations were statistically significant (ANOVA: P = 0.00012). The inhibition of oil degrading activity at a lower oil concentration than that seen when inorganic nutrients were added at a single concentration was most likely due to toxicity of the higher absolute amounts of nutrients present in microcosms containing higher levels of oil. If the microcosm containing 50 mg of oil per gram of sediment is considered, the level of nutrients applied would be equivalent to 20% N and 2% P w/w of oil in a treatment containing 12.5 mg oil/g sediment. Indeed a systematic evaluation of the effect of nutrient concentration ranging from 0 to 20% N with 1/10th the P concentration w/w of 125 mg of oil showed that nutrient levels greater than 7% N/ 0.7% P w/w of oil (equivalent to 62.5 micromoles N and 2.83 micromoles P/g sediment or 226 mM N/10.2 mM P) resulted in a reduction in CO2 production rate from oil degradation (Figure 5).
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FIGURE 4. Effect of oil concentration on the rate of CO2 production in microcosm comprising 10 g beach sediment and 10–500 mg North Sea crude oil amended with a constant ratio of 5% N and 0.5% P w/w of oil. Sodium nitrate and potassium dihydrogen phosphate were used as N and P sources. Each point is annotated with the concentration of N and P in millimolar terms, based on the water content of the sediments. Each data point represents the average value of three replicates. Where error bars are not seen they are smaller than the symbols.
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FIGURE 5. Effect of inorganic N treatment (0–20% w/w of oil) with 1/10th P treatment on the rate of CO2 production in microcosm comprising 10 g beach sediment and 125 mg North Sea crude oil. Sodium nitrate and potassium dihydrogen phosphate were used as N and P sources. For easy cross referencing to Figure 4, each point is annotated with the concentration of N and P in millimolar terms, based on the water content of the sediments. Each data point represents average value of three replicates. One percent N by weight of oil is equivalent to approximately 9 micromoles of N per g sediment and 20% N is equivalent to 178 micromoles of N per g sediment.



ALKANE DEGRADATION IN MICROCOSM INCUBATIONS

At the end of the 6 day incubation period residual crude oil was extracted from the microcosms treated with 125 mg crude oil and a range of inorganic nutrient concentrations (0%N/0.5%P to 5%N/0.5%P w/w of oil). The saturated hydrocarbon fractions were isolated and the resolved n-alkanes, pristane and phytane were quantified. The nC12 to nC32 alkanes present in the oil comprise approximately 10% by weight of the oil and thus the amount of resolved alkanes at the start of the experiment was about 12,500 μg per microcosm in addition volatile hydrocarbons (nC5 to nC10 and benzene and toluene) comprise around 7000 μg per microcosm. Across all treatments the total amount of alkanes measured (the sum of nC12–nC32) ranged from 9833 ± 1623 to 12168 ± 628 μg per microcosm. This suggests that a moderate amount of alkane degradation occurred over the 6 day incubation. Indeed, there was no statistically significant difference in the total mass of alkanes recovered, irrespective of the inorganic nutrient amendment (ANOVA: P = 0.244). This suggested that the degree of hydrocarbon degradation had been moderate. In addition to losses due to biodegradation some lower molecular weight alkanes may have been lost due to evaporation. Even though the incubations were conducted in sealed serum bottles some evaporative losses may have occurred during sampling the headspace for CO2. A systematic analysis of evaporative loss of volatile alkanes in the headspace demonstrated that flushing the headspace with up to 1800 ml of air removed alkanes up to nC9 to varying degrees, but nC10 was unaffected (Figure S2). Alkanes with lower molecular weight than nC12 were lost during the procedure for purification of the saturated hydrocarbon fraction and are not accounted for in our figures.

A more sensitive way to determine n-alkane degradation is by measuring the ratio of n-alkanes (typically nC17) relative to the concentration of the more slowly degraded branched alkane, pristane. To assess the degree of degradation of alkanes of different molecular weight we determined nC13:pristane, nC17:pristane and nC25:pristane ratios for all of the treatments (Figure 6).
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FIGURE 6. Effect of inorganic N (0–5%) with constant P (0.5%) treatment w/w of oil on the degradation on n-alkane (nC17, nC13, and nC25) to pristane ratios in microcosm comprising 10 g beach sediment and 125 mg North Sea crude oil. Each data point represents average value of three replicates. nC17:pristane black bars, nC13:pristane gray bars, nC25:pristane white bars.



The nC17:pristane ratio of the starting oil was 1.99 ± 0.01. The range of nC17:pristane ratios across treatments was relatively small with a maximum value in the 0%N/0.05%P treatment of 1.86 ± 0.04 and the lowest value measured in the 4%N/0.5%P treatment (1.35 ± 0.23). There were significant differences in the nC17:pristane ratios across all treatments (ANOVA: P = 0.036) resulting from lower values measured in treatments from 0.3% N/0.5%P to 5%N/0.5% (1.35 ± 0.23 to 1.64 ± 0.18) compared to the 0%N/0.5%P and 0.1%N/0.5%P treatments (1.86 ± 0.04 and 1.84 ± 0.04). There were no significant differences in the nC17:pristane ratios between the 0.3%N/0.5%P to 5%N/0.5% treatments (ANOVA: P = 0.589). If nC18:phytane ratios were used the results were essentially the same as obtained with nC17:pristane ratios. A similar pattern was seen with nC13:pristane ratios except that all nutrient treatments greater than 0%N/0.5%P gave nC13:pristane ratios which were statistically indistinguishable (ANOVA: P = 0.815) but were significantly different from the 0%N/0.5%P treatment (P = 0.018). There was no difference in nC25:pristane ratios across all treatments (ANOVA: P = 0.834). Taken together these data indicate that there was a small degree of degradation of n-alkanes and that lower molecular weight alkanes were degraded to a greater degree than higher molecular weight alkanes over the short 6 day time course of the experiments (Figure 6). Estimation of the extent of oil degradation based on a mass balance from the CO2 produced over the 6 day incubation period, indicated that the CO2 generated could account for degradation of 6.19 ± 0.02 to 37.28 ± 2.06% of the total mass of nC5–nC32 alkanes and volatile low molecular weight aromatics (benzene and toluene) initially present, in the 0%N/0.5%P and 5%N/0.5%P treatments respectively. Estimates based on the nC17:pristane ratio were generally similar and ranged from 6.49 to 32.08%. Notwithstanding differences in the volatility of nC13 and pristane, estimates of degradation based on the nC13:pristane ratio indicated a greater degree of degradation with a maximum estimated extent of degradation of 49.85%. Discrepancies in these estimates likely reflect the fact that the CO2 produced integrates degradation of all components of the oil that are being removed whereas the alkane:pristane ratio data provide information on selected compounds which, as a comparison of the nC13:pristane and nC17:pristane suggests, are degraded to different degrees over the time course of the experiment.

EFFECT OF INORGANIC NUTRIENT AMENDMENT ON BACTERIAL COMMUNITY COMPOSITION

Bacterial communities in microcosms treated with crude oil and different levels of inorganic nutrients were characterized by DGGE analysis of PCR-amplified 16S rRNA genes (Figure 7). Following 6 days of incubation a differential response in the bacterial communities to nutrient amendment was observed with bands corresponding to Cycloclasticus sp. being detected at lower nutrient concentrations (0–1% N w/w of oil) and Alcanivorax spp. becoming much more prevalent at higher nutrient concentrations (Figure 7). End-point PCR using Alcanivorax specific primers demonstrated that only 20% of samples (3 out of 15) treated with 0.8%N/0.5%P or less harbored detectable Alcanivorax whereas in samples treated with 1–5%N/0.5%P, 100% of samples (12 out of 12) harbored detectable Alcanivorax 16S rRNA genes. Interestingly all three microcosms treated with 0.5%N/0.5%P contained Alcanivorax 16S rRNA genes detectable by end-point PCR while no samples from 0.8%N/0.5% P-treated microcosms contained detectable Alcanivorax 16S rRNA genes. The selection of Alcanivorax at higher inorganic nutrient concentrations was consistent with the greater alkane degradation observed in these samples.
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FIGURE 7. Denaturing gradient gel electrophoresis of 16S rRNA gene fragments from crude oil and nutrient treated beach microcosms incubated for 6 days. Fragments corresponding to Cycloclasticus spp and Alcanivorax spp, are indicated. All microcosms were treated with 0.5%P w/w of oil and the values above the lanes indicate the percentage of inorganic N added relative to the mass of oil.



Quantification of bacterial 16S rRNA genes by qPCR showed a small, but significant increase in total bacterial abundance relative to nutrient levels (ANOVA: P = 0.008). The log bacterial gene abundance was 8.93 ± 0.09/g in sediments treated with 0%N/0.5%P with a maximum value of 10.17 ± 0.18/g sediment treated with 3%N/0.5%P (Figure 8A). The differences were due to higher bacterial 16S rRNA gene abundance in microcosms treated with nutrient concentrations greater than 0.3%N/0.5%P and at all nutrient treatments greater than this, there was no significant difference in total bacterial 16S rRNA gene abundance (ANOVA: P = 0.14).
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FIGURE 8. qPCR analysis of total bacterial 16S rRNA genes (A) and Alcanivorax spp. 16S rRNA genes (B) from crude oil and nutrient treated beach microcosms incubated for 6 days. All microcosms were treated with 0.5% P w/w of oil and the values below the columns indicate the percentage of inorganic N added relative to the mass of oil. Each data point represents average value of three replicates.



Log 16S rRNA gene abundance determined using Alcanivorax specific primers ranged from 6.28 ± 0.08/g in sediments treated with 0%N/0.5% P to 8.82 ± 0.52/g, in sediments that received 3% N/0.5% P (Figure 8B). There were significant differences in Alcanivorax 16S rRNA gene abundance (ANOVA: P = 0.014). Alcanivorax 16S rRNA gene abundance in microcosms treated with 0.8% N/0.5% P had anomalously low 16S rRNA gene abundance (log abundance, 6.41 ± 0.02/g sediment) and excluding this value which was not significantly different from Alcanivorax 16S rRNA gene abundance at all nutrient concentrations less than 0.5% N/0.5% P (ANOVA: P = 0.275), showed that at all other nutrient concentrations greater than 0.3% N/0.5% P Alcanivorax genes were significantly more abundant than at lower nutrient levels, while there was no difference in abundance in all treatments greater than 0.3% N/0.5% P (ANOVA: P = 0.671).

DISCUSSION

KINETICS OF INORGANIC NUTRIENT-STIMULATED CRUDE OIL BIODEGRADATION

Biostimulation with N and P is an effective method for enhancing the rate of oil bioremediation (Atlas and Bartha, 1972, 1973; Bragg et al., 1994; Venosa et al., 1996; Röling et al., 2002; McKew et al., 2007b; Coulon et al., 2007). Early studies of Atlas and Bartha (1972) were the first to demonstrate inorganic N and P-mediated stimulation of crude oil biodegradation and that both N and P amendment were required for oil degradation. Subsequently the feasibility of using oleophilic fertilizer as biostimulating agents was demonstrated (Atlas and Bartha, 1973). The enhancement of hydrocarbon degradation rate with increasing nitrate concentration (Boufadel et al., 1999), and nitrate plus sand amendments (Beolchini et al., 2010) has also been demonstrated. In the study of Beolchini et al. (2010) the sand enhanced biodegradation of high molecular weight aliphatic hydrocarbons and it was suggested that this was effective because it increased the surface area of the solid/liquid interface in the sediment and increased oxygen diffusion and mass transfer. However, these studies did not attempt to systematically analyze the nutrient enhanced kinetic parameters of crude oil biodegradation. Therefore, the focus of the present study was to evaluate the kinetic parameters for crude oil degradation in relation to N and P treatments.

Oil-stimulated CO2 production rate was used as a proxy for hydrocarbon degradation to determine initial rates in relation to nutrient levels and oil concentration to estimate kinetic parameters that may be useful for modeling crude oil bioremediation programmes for marine beach sediments. N amendment with no added P led to a small but significant stimulation of oil degradation (Figure 1), however when P-limitation was alleviated there was a greater enhancement in the rate of oil degradation up to around 0.8 to 1% N w/w of oil (Figure 1). While qmax values were four-fold higher when both N and P limitation were alleviated compared to alleviation of N limitation alone, Ks values for N were similar irrespective of P provision (0.72 ± 0.32 μmol N/g sediment and 1.99 ± 0.87 μmol N/g wet sediment). The water content of the sediments was determined to be 25.16 ± 0.09% (n = 3) and 250 μl of nutrient solution was added to each sample (i.e., water content of 2.766 ml per microcosm) and on this basis the Ks values were converted to molar concentrations. This gave a Ks value of 2.60 ± 1.16 mM with no P amendment and 7.19 ± 3.14 mM with N and P amendment. This is several orders of magnitude higher than the range of 6.9–122.4 μM reported for heterotrophic bacteria (Reay et al., 1999) and may reflect the fact that the key alkane degraders in the microcosms are Alcanivorax sp. which are known to be stimulated during bioremediation treatments and thus may be better adapted to relatively high inorganic nutrient concentrations. The Ks value for P was much lower at 63 ± 95 nmol/g wet sediment which translates to 227.77 ± 343.46 μM. The mean value obtained is much (orders of magnitude) higher than Ks values typically reported for phosphate utilization by bacteria and aquatic microbial communities which are usually sub micromolar (Vadstein and Olsen, 1989, 0.013–0.247 μM; Schowanek and Verstraete, 1990, 0.17 μM; Cotner and Wetzel, 1992, 0.019–0.225 μM). This may reflect adaptation of these specialist hydrocarbon-degrading taxa to high nutrient concentrations typical of conditions that are used to promote hydrocarbon bioremediation. Many pure cultures of Alcanivorax spp. are available and kinetic analysis with respect to N and P utilization would be highly informative in this regard. It should however, be noted that the error on the estimate of Ks for phosphate is large (±151%) and indicates that there is a statistical probability that Ks has a negative value. This is clearly not possible and one would have to conclude that the lower bound must be a small non-zero value. Putting this statistical incongruity to one side the important point is that it is difficult to draw reliable conclusions about the specific kinetic characteristics of the hydrocarbon degrading organisms with respect to inorganic phosphate from these data. Future studies should focus on analysing the response of hydrocarbon degraders to P at sub micromolar levels.

The occurrence of high affinity permeases for inorganic N and P in the genome of Alcanivorax borkumensis SK2 (Schneiker et al., 2006) seems to contradict the findings of the present study, however, as far as we are aware these have been annotated largely on the basis of sequences from known permeases and there is no direct evidence available regarding the kinetic of these permeases. Moreover organisms may have different sets of permeases with different affinity for inorganic nutrients allowing them to adapt rapidly to a change from nutrient limited to nutrient replete conditions. However, such conclusions would need, to be supported by detailed proteomic analysis of the response of Alcanivorax to growth at different nutrient levels (Sabirova et al., 2006).

KINETIC RESPONSE OF CRUDE OIL DEGRADING MICROBIAL COMMUNITIES TO OIL LOADING

Microbial activity generally increases in proportion to an accessible carbon and energy source. However, high concentrations of hydrocarbons have been shown to inhibit oil biodegradation either by causing nutrient or oxygen limitation or through direct toxicity of volatile hydrocarbons (Fusey and Oudot, 1984; Leahy and Colwell, 1990). Therefore, in addition to assessing the kinetics of hydrocarbon degradation in relation to inorganic nutrient availability we determined the effect of sediment oil loading on biodegradation rates when N and P were not limiting. CO2 evolution rates increased with increasing oil content from 1 to 50 mg crude oil/g sediment (5% oil by weight; Figure 3). This encompasses the range of contamination levels observed following the Exxon Valdez Spill in Prince William Sound, Alaska. The levels of oil in surface sediments in Prince William Sound were highly variable with an average value of 12.2 ± 18.6 mg/g sediment (Bragg et al., 1992). This suggests that effective biodegradation of the labile components of crude oil is likely achievable at oiling levels typically seen in oil spill-affected sediments in the field. Nevertheless, much higher levels of oil contamination (up to 510 mg/g) have been reported following the Deepwater Horizon blow out (Lin and Mendelssohn, 2012). The marsh sediments studied by Lin and Mendelssohn (2012) were from Bay Jimmy within Barataria Bay. Sediments in Barataria bay range from fine sand to coarse silts (most sediment particles in the range 2–5 in the phi scale of Krumbein and Aberdeen, 1937) and Bay Jimmy sediments specifically are organic rich (4.0–16.2% TOC by weight of sediment; Natter et al., 2012). This suggests that oxygen depletion in these sediments may contribute to the relative persistence in these sediments and indeed evidence has been presented that suggests that oiling of these sediments promoted sulfate-reduction (Natter et al., 2012).

The half saturation constant for crude oil in our sediments was estimated to be 5.83 ± 1.46 mg oil/g wet sediment. While this provides a practically useful Ks value for modeling the kinetics of field scale bioremediation it is not straightforward to compare this with literature values for pure compound and/or pure cultures of microorganisms due to the complexity of the mixture of carbon sources and their low water solubility. If the oil masses are converted to moles of carbon (crude oil is typically 84% carbon by weight) this translates into a Ks value of 388 ± 97 μmol C/g sediment. We know from oil chemistry data that only a fraction of the alkanes (nC13–nC17) were being degraded in the system and in the freshly added oil the mass of nC13–nC17 was equivalent to about 3% of the total oil mass, giving a Ks value for the alkanes which were actually being degraded of 11.64 μmol C/g sediment. The low aqueous solubility of alkanes also needs to be considered in this context (e.g., 1.7 nM for hexadecane in seawater at 25°C; Verschueren, 1983). Moreover, aqueous solubility defined under standard physical and chemical conditions may not be truly representative of the situation in situ, where biosurfactants may substantially increase the effective aqueous solubility. Nevertheless, the Ks values reported in terms of mass of sediment would be equivalent to orders of magnitude greater than Ks values reported for hydrocarbon degradation by pure cultures of bacteria which are in the micromolar or even sub-micromolar range. The toluene degrader Cycloclasticus oligotrophicus for example has the lowest known Ks for an organic substrate (0.014 μM; Button et al., 1998).

While the kinetic parameters we have estimated will be useful for modeling the fate of the more labile components of crude oil, as these become degraded more persistent fractions of the oil will be degraded more slowly. To address this, studies of partially degraded and heavier oils will be required. Interestingly, it has been reported that nominally labile crude oil hydrocarbons have persisted in subsurface sediments from Prince William Sound, Alaska, even 16 years after the Exxon Valdez oil spill (Short et al., 2007). This persistence could be explained by anoxia reducing the rates of hydrocarbon degradation, though this was discounted by Short et al. (2007) due to high levels of tidal flushing in the sediments. It was however suggested that nutrient availability may have been a factor in the persistence of these hydrocarbons, and perhaps more importantly the formation of water in oil emulsions (mousse), which reduce the surface area of oil available for microbial attack (Short et al., 2007). Subsequent studies however demonstrated that the long term residual oil was biodegradable and that inorganic nutrients and oxygen stimulated its biodegradation (Venosa et al., 2010). These studies emphasize the need to consider more than just microbiological factors when assessing the fate of spilled oil in the field.

SUPPRESSION OF BIOREMEDIATION BY HIGH LEVELS OF INORGANIC NUTRIENTS

Recommendations for nutrient levels required for crude oil bioremediation are often given in terms of the mass of nutrients required relative to the mass of oil (Röling et al., 2004). Moreover arguments surrounding addition of excessive amounts of nutrients normally relate to avoiding eutrophication of neighboring water bodies (Swannell et al., 1996; Röling et al., 2004). For this reason we determined the response of oil degrading microorganisms to increasing levels of oil in the presence of a constant proportion, but increasing absolute amounts of nutrients. In experiments with increasing oil concentration above 12.5 mg oil/g sediment, marked inhibition of oil degradation was noted (Figure 4). This was shown to be a consequence of toxicity of high levels of nutrients rather than an effect of higher levels of oil (Figure 5). Converting the added nutrients into an aqueous concentration based on the water content of the sediments indicated that inhibition of oil degradation occurred at sodium nitrate and potassium orthophosphate concentrations of 238 mM nitrate and 10.8 mM phosphate or greater. These absolute concentrations are very high (almost 3 orders of magnitude greater than the Ks values determined here), but serve to underline the importance of designing treatment strategies on more than a simple mass balance of oil carbon relative to inorganic nutrient levels. It is possible that a similar effect might result from oxygen depletion at higher oil loadings however in the sediment containing 50 mg oil/g of sediment and 5%/0.5% N/P by mass, oxygen was depleted by only 24.0 ± 2.8% over the incubation period relative to oxygen levels at the start of the experiment. This compares with the treatment with 12.5 mg oil/g of sediment and 5%/0.5% N/P by mass where oxygen was depleted by 31.3 ± 2.8% from the levels at the start of the experiment. Moreover inhibition of oil degradation at 50 mg oil/g of sediment did not occur when lower absolute concentrations of nutrients were provided (Figure 3).

ALKANE DEGRADATION AND GROWTH OF ALCANIVORAX IN SHORT TERM INCUBATIONS

Biodegradation of saturated and aromatic hydrocarbons in crude oil contaminated environments has been previously demonstrated (Kasai et al., 2002a,b; Röling et al., 2002; Singh et al., 2011). The lack of detectable degradation of total resolved alkanes in our experiments is consistent with the short incubation period of the experiments which were designed to determine initial rates of hydrocarbon degradation, not the full extent of degradation possible. Similar experiments conducted over much longer timescales (30–90 days) typically show complete removal of the resolved alkanes. More detailed analysis of hydrocarbon degradation based on ratios of n-alkanes to pristane demonstrated that there was modest degradation of lower molecular weight alkanes with increasing inorganic nutrient concentrations (Figure 6). This is consistent with the increased rates of CO2 production and increase in abundance of Alcanivorax observed at higher nutrient levels (Figures 1, 8)

Alcanivorax spp. have been found to be globally significant for in situ degradation of straight and branched chain alkanes in marine environments (Dyksterhouse et al., 1995; Yakimov et al., 2005; Head et al., 2006; McKew et al., 2007a,b). A greater decrease in the ratio of nC13: pristane as compared to nC17: pristane and nC25: pristane ratios suggest a preference for degradation of low molecular weight alkanes by the Alcanivorax sp. detected in our experiments.

It is also interesting to note that at low nutrient concentrations Cycloclasticus-like bacteria were prevalent. These are known aromatic hydrocarbon-degrading bacteria with particularly high substrate affinities which contrasts with Alcanivorax which was strongly selected at higher nutrient concentrations (Figure 7) consistent with the high Ks values determined in these experiments. Interestingly despite the significance of inorganic nutrient provision for stimulation of crude oil biodegradation, and the fact that this has been known for several decades, there are relatively few data in the literature on the kinetic parameters for oil degradation with respect to inorganic N or P. This is an important gap in our knowledge of the ecology of hydrocarbon-degrading bacteria and has practical implications for understanding the fate of crude oil in the environment. The present day focus on omics- enabled studies of hydrocarbon-degrading communities would be perfectly complemented by more studies to determine fundamental kinetic and physiological properties of both pure cultures and natural communities of hydrocarbon-degrading bacteria. It will be interesting to note if the high Ks/low affinity kinetics noted in this study are reflected in the kinetic properties of pure cultures and how they are affected by environmental conditions such as temperature. This kind of information will be essential for incorporation of ecological principles such as resource ratio theory into modeling approaches to better understand the fate of spilled oil (Smith et al., 1998). Both theoretical and experimental approaches to understanding the competitiveness of different hydrocarbon-degrading bacteria under different scenarios would be facilitated by such basic knowledge of the physiology of hydrocarbon degrading bacteria (McKew et al., 2007b). This is an attractive proposition given that many of the key players in marine hydrocarbon degradation are available in culture (Yakimov et al., 2007). In addition genome sequences have been determined for a number of these taxa and it is only a matter of time before many more marine obligate hydrocarbon degrading bacterial genomes are sequenced (Schneiker et al., 2006).

CONCLUSIONS

The data presented here provide a systematic assessment of key factors that control the biodegradation of crude oil in beach sediments and provide kinetic parameters that can be used in kinetic modeling of beach oil spill bioremediation. Our results not only confirm that crude oil biodegradation in marine beach sediments is sensitive to the level of inorganic N and P nutrient treatments but that the maximum rates of crude oil biodegradation achievable are approximately 16 μmol C/g sediment/day at the incubation temperature of our experiments (24°C). Half saturation constants for N and P in the form of nitrate and phosphate are high compared to values typically seen in pure cultures of heterotrophic bacteria and underline the importance of maintaining high inorganic nutrient concentrations to accelerate hydrocarbon degradation. The half saturation constants also provide fundamental parameters for future kinetic modeling of bioremediation of beached oil spills. The high nutrient levels that promote crude oil biodegradation also select for specialized alkane degrading bacteria from the genus Alcanivorax while selecting against aromatic hydrocarbon degrading bacteria such as Cycloclasticus sp. This suggest that by manipulation of nutrient amendments it may be possible to balance aromatic and aliphatic hydrocarbon degradation, albeit at the expense of lower overall rates of biodegradation due to the lower levels of nutrients required to stimulate aromatic hydrocarbon degrading Cycloclasticus spp. We also demonstrated that nutrient-enhanced bioremediation is effective only up to a point and care should be taken in oil spill bioremediation, not only to protect against eutrophication by avoiding excessive nutrient loading, but also to avoid inhibition of hydrocarbon degradation at high nutrient levels. Similar analyses on a wider range of sediments will establish if the observations we have made in one beach sediment apply broadly across a range of environments and geographical locations.

AUTHOR CONTRIBUTIONS

Ian M. Head, Arvind K. Singh, and Neil D. Gray developed the concept and designed experiments; Arvind K. Singh prepared and analyzed microcosm experiments. Arvind K. Singh, Neil D. Gray, and Angela Sherry conducted headspace gas analysis and microbial community analysis. Arvind K. Singh, Bernard F. J. Bowler, and D. Martin Jones were responsible for and conducted crude oil analysis. Data analysis and interpretation was conducted by Arvind K. Singh, Ian M. Head, Angela Sherry, and Neil D. Gray, Arvind K. Singh, and Ian M. Head wrote the manuscript with critical input from Angela Sherry, Neil D. Gray, and D. Martin Jones.

ACKNOWLEDGMENTS

The financial support from European Commission as Marie Curie Fellowship award to Arvind Singh via the Project BACTOIL (MC–IIF-39431) is gratefully acknowledged. We are also grateful for financial support from the Natural Environment Research Council (Grant NE/E01657X/1 to Ian M. Head, Neil D. Gray, and D. Martin Jones). James Todd is thanked for the supplementary data.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: http://www.frontiersin.org/journal/10.3389/fmicb.2014.00160/abstract

Figure S1. Cumulative CO2 production in beach sediment microcosms. Data from microcosms treated with crude oil plus inorganic nitrogen and phosphorus (black circles), inorganic nitrogen and phosphorus but no oil (gray circles) and killed control microcosms treated with formaldehyde (2% final concentration) and crude oil plus inorganic nitrogen and phosphorus (white circles). Oil treated microcosms contained 10 mg crude oil/g sediment and inorganic nutrient amendments equated to 5% N and 0.5% P by weight of the oil.

Figure S2. Effect of headspace flushing on physical removal of volatile saturated hydrocarbons from beach sediment microcosms. Concentrations of the individual compounds (C) after flushing the headspace with different volumes of air are presented relative to initial headspace concentration (C0) of the volatile hydrocarbons.
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Methanogenic degradation of crude oil in subsurface sediments occurs slowly, but without the need for exogenous electron acceptors, is sustained for long periods and has enormous economic and environmental consequences. Here we show that volatile hydrocarbons are inhibitory to methanogenic oil biodegradation by comparing degradation of an artificially weathered crude oil with volatile hydrocarbons removed, with the same oil that was not weathered. Volatile hydrocarbons (nC5–nC10, methylcyclohexane, benzene, toluene, and xylenes) were quantified in the headspace of microcosms. Aliphatic (n-alkanes nC12–nC34) and aromatic hydrocarbons (4-methylbiphenyl, 3-methylbiphenyl, 2-methylnaphthalene, 1-methylnaphthalene) were quantified in the total hydrocarbon fraction extracted from the microcosms. 16S rRNA genes from key microorganisms known to play an important role in methanogenic alkane degradation (Smithella and Methanomicrobiales) were quantified by quantitative PCR. Methane production from degradation of weathered oil in microcosms was rapid (1.1 ± 0.1 μmol CH4/g sediment/day) with stoichiometric yields consistent with degradation of heavier n-alkanes (nC12–nC34). For non-weathered oil, degradation rates in microcosms were significantly lower (0.4 ± 0.3 μmol CH4/g sediment/day). This indicated that volatile hydrocarbons present in the non-weathered oil inhibit, but do not completely halt, methanogenic alkane biodegradation. These findings are significant with respect to rates of biodegradation of crude oils with abundant volatile hydrocarbons in anoxic, sulphate-depleted subsurface environments, such as contaminated marine sediments which have been entrained below the sulfate-reduction zone, as well as crude oil biodegradation in petroleum reservoirs and contaminated aquifers.
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INTRODUCTION

Hydrocarbons are common in many subsurface environments (Gray et al., 2010) where their degradation to methane by methanogenic microbial consortia is known to occur (Zengler et al., 1999; Anderson and Lovley, 2000; Townsend et al., 2003; Siddique et al., 2006; Gieg et al., 2008, 2010; Jones et al., 2008; Wang et al., 2011). Rates of hydrocarbon degradation are generally lower under anoxic conditions than under oxic conditions (Grishchenkova et al., 2000), and methanogenic hydrocarbon degradation demonstrably supports the lowest rates (Townsend et al., 2003; Jones et al., 2008). For example, during hydrocarbon degradation linked to sulfate reduction lag times are shorter and degradation rates faster in comparison to analogous methanogenic systems (Townsend et al., 2003; Jones et al., 2008; Sherry et al., 2013). This difference is related to the free energy yield of different terminal anaerobic processes. Hexadecane oxidation coupled to sulfate reduction yields −556.9 kJ/mol hexadecane, whereas, methanogenic degradation yields −371.8 kJ/mol. Nevertheless, anaerobic respiratory processes require exogenous electron sinks whereas methanogenesis continues in their absence (Townsend et al., 2003; Gray et al., 2010). Even in hydrocarbon contaminated marine and estuarine sediments initial concentrations of sulfate are likely to be rapidly depleted (Teske, 2010). Accordingly, understanding the controls on methanogenic hydrocarbon degradation is important for assessing the fate of hydrocarbons in anoxic environments. Methanogenic oil degradation is, for instance, most likely responsible for the formation of a large proportion of the world's vast deposits of heavy oil (Head et al., 2003; Townsend et al., 2003; Jones et al., 2008; Gray et al., 2010) and, is an important factor in the natural attenuation of hydrocarbon plumes in contaminated aquifers (Amos et al., 2005; Baedecker et al., 2011). Further, stimulation of methanogenic oil degradation in petroleum reservoirs reaching the end of their normal production lifetime has been proposed as a means to re-pressurize spent reservoirs and recover otherwise stranded residual oil. This process may also offer the opportunity to recover energy from such oils as methane in future unconventional energy recovery strategies (Grishchenkova et al., 2000; Larter et al., 2005; Gieg et al., 2008, 2010; Jones et al., 2008; Mbadinga et al., 2011).

The composition of the crude oil itself may play a critical role in dictating the extent of degradation of oil. For example, in aerobic seawater microcosms the period before the onset of biodegradation for a fresh crude oil was longer than that observed for the same oil that had been pre-weathered (Atlas and Bartha, 1972). Furthermore, when low molecular weight components were prevented from volatilizing, no biodegradation was observed, suggesting an inhibitory effect of low molecular weight compounds on aerobic oil-degrading microbial consortia (Atlas and Bartha, 1972). Critically, the influence of oil composition on anaerobic oil degradation processes in oil-impacted subsurface systems is currently unknown.

In the present study, anaerobic oil degrading microcosms were either amended with a North Sea crude oil that was artificially weathered to remove volatile aliphatic and aromatic hydrocarbons or amended with the non-weathered oil containing the volatile hydrocarbons. This was done to investigate the inhibitory effects of low molecular weight volatile components of crude oil on the rate and extent of methanogenic oil biodegradation.

METHODS

PREPARATION OF METHANOGENIC OIL-DEGRADING MICROCOSMS

Methanogenic microcosms were prepared in glass Wheaton serum bottles (120 ml, VWR Ltd.) and comprised sediment slurry (7 g sediment made up to 100 ml) leaving a headspace of 20 ml. For each microcosm, sediments slurries were prepared with sulfate free carbonate-buffered brackish (7 g/l NaCl) medium (Widdel and Bak, 1992) under anoxic conditions using River Tyne sediment (7 g) as previously described (Jones et al., 2008; Sherry et al., 2009). Subsequently, microcosms were each amended with 250 mg of oil, crimp-sealed and shaken by hand to disperse the oil. Addition of oil was either North Sea crude oil (non-weathered) or North Sea crude oil that was artificially weathered. Weathering was done by incubating non-weathered oil in a glass Petri dish in the air stream of a fume hood at room temperature (0.4 m/s; ~21°C) for 72 h to remove volatile hydrocarbons. Microcosms without oil were prepared to determine the extent of methanogenesis in the absence of crude oil. Control microcosms containing weathered and non-weathered oil were also prepared. The control treatments comprised: 1. addition of bromoethanesulphonic acid (BES, 10 mM final concentration), an inhibitor of methanogenesis and; 2. microcosms which were subjected to three cycles of autoclaving at 121°C, 20 min followed by incubation at 37°C, for ~17 h. This triple autoclaving approach was adopted to promote germination of bacterial spores present in the sediment. Vegetative cells arising from this treatment were then killed by subsequent autoclaving. All the experimental treatments were prepared in biological triplicate and were incubated statically at room temperature (ca. 21°C), in the dark for a total of 1058 days.

METHANE PRODUCTION IN MICROCOSMS

Methane in the headspace of microcosms was sampled (0.1 ml) using a nitrogen-flushed, gas-tight, push lock syringe (SGE, Australia). Methane concentrations in samples and standards were determined by gas chromatography with flame ionization detection (GC-FID) using a Carlo Erba 5160 GC fitted with a Chrompak Pora plot Q coated fused silica capillary column (30 m × 0.32 mm) with hydrogen as a carrier gas. The oven (35°C) and injection port (250°C) temperatures were fixed. Methane concentrations were determined periodically with reference to external standard calibrations with a standard gas (Scientific & Technical Gases Ltd, Newcastle—under—Lyme, UK). After 345 days, prior to headspace gas analysis, a measured volume of gas were removed from the microcosms using a sterile needle and syringe, to release excess pressure produced by gas production during crude oil biodegradation. The volume of gas removed and the concentration of methane was accounted for when calculating the total mass of methane produced in the microcosms.

QUANTIFICATION OF VOLATILE HYDROCARBONS IN MICROCOSM HEADSPACE

After incubation for 1058 days all microcosms were sacrificed for microbiological and oil chemistry analysis. Prior to sacrificial sampling, volatile hydrocarbons were quantified in headspaces with reference to freshly prepared microcosms comprising North Sea crude oil (250 mg non-weathered oil), distiled water, River Tyne sediment and added deuterated standards (nC5D12–nC10D22 alkanes, methylcyclohexane-D-14, benzene-D-6, toluene-D8, and o-xylene-D-10; Cambridge Isotope Laboratories Inc). All microcosms were equilibrated at 20°C in a heated water bath before headspace sampling. Gas chromatography-mass spectrometry (GC-MS) analysis of the headspace gases/vapors was performed on an Agilent 7890A GC split/split less injector (280°C) linked to an Agilent 5975C MSD. Data acquisition was controlled using Chemstation software, in full scan or in selected ion mode for greater sensitivity. The headspace gas sample (100 μl) was injected manually using an SGE gas tight valve syringe. Separation was performed on an Agilent fused silica capillary column (60 m × 0.25 mm i.d.) HP1-MS phase. The GC temperature programme was 30°C for 5 min, ramped to 80°C at 5°C/min and then to 320°C at 25°C/min. The final temperature was held for 5 min. The carrier gas was helium (flow rate of 1 ml/min, initial pressure of 50 kPa, open split at 50 ml/min). Peaks were identified after comparison of their mass spectra with those from the NIST05 library and from their relative retention times.

EXTRACTION AND ANALYSIS OF OIL

Aliquots of sediment slurry (90 ml) were used for oil analysis. Quantification standards (squalane and 1,1′-binaphthyl) were added to the sediment slurry which was saponified (refluxed for 1 h with 1 M KOH in methanol) to allow recovery and analysis of the acid metabolite fraction if required for further analysis. The saponified slurry was acidified to pH ~1 using concentrated HCl. The sediment was then removed by Buchner filtration and liquid-liquid solvent extraction with dichloromethane (DCM) was used to obtain the organic solvent soluble fractions. The hydrocarbon fractions from the sediment slurries and from samples of non-weathered and weathered oils were analyzed by GC. Analytical reproducibility for replicate analyses (n = 3) of the C12–C34 n-alkanes in the oil was <1% relative standard error. To quantify n-alkanes, aliquots of the organic extracts were separated using a solid phase extraction (SPE) method to provide a total hydrocarbon fraction (Bennett et al., 1996). Alkanes (nC12–nC34) and aromatics were quantified from GC analysis of the total hydrocarbon fractions by measuring peak areas relative to the peak area of the added standards.

THEORETICAL METHANE YIELD FROM ALKANE DEGRADATION

Theoretical methane yields from the alkanes degraded in the microcosms were derived from the quantity of individual resolved alkanes which were degraded. This was determined by GC analysis of headspace volatile hydrocarbons and solvent extracts from microcosms incubated for 1058 days compared to the oil added at the start of the experiment. The theoretical methane yield was calculated using stoichiometric equations for the methanogenic degradation of each of the alkanes individually. These values were summed to give the total theoretical methane yield from the degraded alkanes (for detailed calculation see Supplementary Methods S1).

QUANTIFICATION OF SMITHELLA AND METHANOMICROBIALES 16S RRNA GENES IN METHANOGENIC OIL-DEGRADING MICROCOSMS

DNA extraction from sediment slurry samples (1 ml) was done using a FastDNA Spin Kit for Soil (Q-BIOgene, California, USA) according to the manufacturer's instructions. qPCR assays were performed as previously described using specific primer sets to quantify 16S rRNA gene abundance of total bacteria, Smithella spp, hydrogenotrophic methanogens from the order Methanomicrobiales, facultative acetoclastic methanogens from family Methanosarcinaceae, and obligate acetoclastic methanogens from family Methanosaetaceae (Gray et al., 2011; Callbeck et al., 2013). All qPCR assays were performed using a CFX96 real-time PCR detection system (Bio-Rad Laboratories Ltd, Hertfordshire, UK). Typically, DNA template (3 μ l) and appropriate primers (1 μl at a concentration of 10 pmol μl−1) were combined with SsoFast EvaGreen Supermix (Bio-Rad). Reaction conditions included an initial denaturation step at 98°C for 3 min, and 40 subsequent reaction cycles which included denaturation (98°C for 5 s), annealing and elongation (58.5°C for 5 s). Standards containing known amounts of target 16S rRNA genes were prepared by serial 10-fold dilution of PCR amplified 16S rRNA genes which were prepared from cloned genes of known sequence, using vector-specific primers (Gray et al., 2011). DNA template-free negative controls were always conducted. PCR efficiencies for all assays were between 70 and 110% and R2 values for calibration curves were >0.99. Log gene-abundance values for samples all fell within the linear range of the standard calibration.

STATISTICAL ANALYSIS

Biological and chemical data from experimental microcosms were analyzed by One Way analysis of variance (ANOVA) followed by pairwise comparisons of treatments (Tukey HSD), IBM SPSS statistics 19.

RESULTS

METHANE PRODUCTION IN METHANOGENIC OIL DEGRADING MICROCOSMS

Methane production was monitored periodically in microcosms amended with weathered oil and non-weathered oil in comparison with unamended controls, as a proxy for methanogenic biodegradation of the crude oil (Figure 1). For the first 90 days, cumulative methane production was not significantly different in the oil-amended and unamended microcosms (p > 0.21). By day 345, all oil amended microcosms had higher methane levels than no oil control microcosms (Figure 1). However, from 345 to 751 days, the cumulative methane produced in weathered oil-amended microcosms was significantly higher than in microcosms amended with non-weathered oil (p < 0.02). By 1058 days the total amount of methane generated in microcosms with weathered and non-weathered oil was similar (p = 0.29). In weathered oil microcosms most methane production had occurred by day 345 after which there was little further accumulation of methane which reached a maximum of 2.7 ± 0.3 mmol (Figure 1; p > 0.81). Between 90 and 345 days, the rate of methane production was 1.1 ± 0.1 μmol CH4/g wet sediment/day. By contrast methane accumulation in the non-weathered oil microcosms occurred at a much lower rate, reaching a maximum of 2.1 ± 0.4 mmol CH4 after 1058 days of incubation (Figure 1). In this case the rate of methane production between 90 and 345 days was 0.4 ± 0.3 μmol CH4/g wet sediment/day. The total amount of methane produced in the no-oil control microcosms reached a maximum of 0.29 ± 0.01 mmol by 345 days equating to a rate of 0.12 ± 0.01 μmol CH4/g wet sediment/day. In BES-inhibited microcosms the maximum amount of methane produced was 0.06 ± 0.003 mmol CH4 in microcosms treated with non-weathered oil and prior to 751 days was 0.05 ± 0.01 mmol CH4 in microcosms treated with weathered oil. After 751 days CH4 began to accumulate in two of the BES inhibited weathered oil replicates reaching an average of 0.78 ± 0.09 mmol CH4 (Supplementary Figure S2). In heat-killed microcosms methane production was consistently very low (0.01 ± 0.001 mmol CH4 with non-weathered oil and 0.01± 0.0002 mmol CH4 with weathered oil).


[image: image]

FIGURE 1. Methane production from anaerobic microcosms amended with weathered oil (•), non-weathered oil (◦) or prepared without oil (■). Error bars indicate ±1 × standard error (n = 3 oil amended; n = 6 without oil).



VOLATILE HYDROCARBONS IN METHANOGENIC OIL DEGRADING MICROCOSMS

The weathering process significantly (p < 0.001) depleted the volatile saturated hydrocarbons compared to the non-weathered oil (nC5–C10, Supplementary Figures S1A,B). By 1058 days, volatile saturated hydrocarbons were present at much higher levels in heat-killed and BES-treated microcosms containing non-weathered oil, compared to methanogenic oil-degrading microcosms that were not heat killed or inhibited (Figure 2A, gray and white bars). In the methanogenic oil degrading microcosms containing non-weathered oil, incubated for 1058 days, the volatile saturated hydrocarbons, with the exception of methylcyclohexane, were present at low concentrations (<1.9 mg/g oil) (Figure 2A, black bars; p < 0.001). This indicated that the nC5–nC10 alkanes had been microbially degraded during the incubation period. In microcosms treated with weathered oil and incubated for 1058 days, headspace volatile n-alkanes were largely absent in the BES-inhibited and heat-killed microcosms (Figure 2B) consistent with the composition of this oil at the start of the experiment (Supplementary Figure S1). Nevertheless all the volatile n-alkanes were completely absent in the uninhibited microcosms by 1058 days suggesting that the residual light alkanes i.e., nC9 and nC10, not removed by the weathering treatment were most likely degraded to methane (Figure 2B).
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FIGURE 2. Headspace volatile hydrocarbons in methanogenic oil-degrading microcosms after 1058 days of incubation. Headspace saturated hydrocarbons in (A) non-weathered oil and (B) weathered oil treated microcosms. Headspace aromatic hydrocarbons in (C) non-weathered oil and (D) weathered oil treated microcosms. Data from oil-amended microcosms are represented by black bars, data from oil-amended and BES-inhibited microcosms are shown as gray bars and data from autoclaved, oil-amended microcosms are shown as white bars. Error bars indicate ±1 × standard error (n = 3). Me-cy-hex = methylcyclohexane.



By contrast with the n-alkanes, the volatile aromatic hydrocarbons (benzene, toluene and xylenes) were present at similar levels in the uninhibited microcosms and in inhibited and heat-killed control microcosms (benzene and toluene p ≤ 1.00; xylenes p ≤ 0.99; Figure 2C) indicating that none of these aromatic hydrocarbons were degraded under methanogenic conditions. Volatile aromatic hydrocarbons were not present at the end of the incubation period (1058 days) in microcosms treated with weathered oil (Figure 2D) consistent with their absence from the weathered oil (Supplementary Figure S1).

BIODEGRADATION OF MODERATELY VOLATILE ALKANES (NC8–NC11) TO METHANE

The moderately-volatile alkanes (nC8–nC11; vapor pressure 1.5–0.05 kPa at 20°C) present in the non-weathered oil and weathered oil treated microcosms were quantified at the beginning and end of the incubation period (0 days and 1058 days; Figure 3). At the end of the incubation period, most n-alkanes in the non-weathered oil microcosms were severely depleted, with nC8–nC11 alkanes completely absent (Figure 3B). Given their initial high abundance relative to many of the higher molecular weight alkanes this suggests preferential removal of the lighter n-alkanes. n-alkanes were completely removed in the weathered oil treated microcosms (Figure 3D) leaving only the branched chain alkanes pristane and phytane, which are more resistant to biodegradation. The ratio of nC17:pristane in oil treated microcosms relative to autoclaved controls after 1058 days incubation and oils added at the start of the experiment (Day 0), also indicated that biodegradation of n-alkanes had occurred in oil-treated microcosms (nC17:pristane–Non-weathered oil Day 0, 1.95 ± 0.15; heat-killed 1058 days, 1.98 ± 0.05; live microcosms 1058 days, 0.32 ± 0.32; Weathered oil heat-killed 1058 days, 1.75 ± 0.06; live microcosms 1058 days, <0.01 ± 0.00). The nC17:pristane ratio in the heat-killed control amended with weathered oil was slightly reduced during the incubation period (1.75 ± 0.06 compared to 1.95 ± 0.15, p = 0.03) suggesting that the heat-treatment may not have been completely effective in inactivating all of the n-alkane degrading bacteria present in the sediment.
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FIGURE 3. Saturated hydrocarbons in methanogenic oil-degrading microcosms. (A) Alkanes in extracts from non-weathered oil treated microcosms at 0 days. (B) Alkanes in extracts from non-weathered oil treated microcosms after 1058 days of incubation. (C) Alkanes in extracts from weathered oil treated microcosms at 0 days. (D) Alkanes in extracts from weathered oil treated microcosms after 1058 days of incubation.



STOICHIOMETRY OF METHANE PRODUCTION FROM ALKANE DEGRADATION

The theoretical methane yields derived from the observed degradation of the n-alkanes in the weathered oil was 1.6 mmoles. This is somewhat less than the average measured methane (2.4 ± 0.3 mmoles) which was attributable to oil degradation i.e., after subtraction of the methane yield of the no oil controls. However, the n-alkanes resolved and quantified by GC and included in this yield estimate, do not constitute the entire complement of degradable alkanes present in the oil (Larter et al., 2012). The theoretical methane yield from n-alkanes degraded in the non-weathered oil was 2.2 mmoles which did match with measured maximum methane concentrations in these microcosms (2.1 ± 0.4 mmol). By contrast, aromatic hydrocarbons such as methylnaphthalenes and methylbiphenyls were not significantly biodegraded in the experimental microcosms relative to the controls. Typically 4-methylbiphenyl (4-MB) is degraded preferentially to 3-methylbiphenyl (3-MB) and 2-methylnaphthalene (2-MN) is degraded preferentially to 1-methylnaphthalene (1-MN), but the 4-MB/3-MB and 2-MN/1-MN ratios changed little over the period of incubation (Supplementary Table S1).

QPCR ANALYSIS OF 16S RRNA GENES (SMITHELLA AND METHANOMICROBIALES)

Smithella spp. and methanogens from the order Methanomicrobiales are known to be important in methanogenic crude oil biodegradation in systems similar to those studied here (Jones et al., 2008; Gray et al., 2011). The abundance of 16S rRNA genes from these groups of organisms was therefore quantified in the methanogenic oil degrading microcosms following 1058 days of incubation (Figure 4). Bacteria from the genus Smithella, implicated in syntrophic alkane degradation were significantly enriched in both the weathered oil and non-weathered oil amended microcosms relative to no oil controls (p < 0.005). 16S rRNA genes from Smithella spp. were enriched by 1.4 ± 0.3 and 2.0 ± 0.3 log units in weathered and non-weathered oil containing microcosms respectively, compared with control microcosms with no added oil. Nevertheless, there was not a significant difference between the abundance of 16S rRNA genes in microcosms amended with weathered and non-weathered oil (p = 0.197). This is consistent with the observation that similar amounts of methane were produced in both the non-weathered and weathered oil microcosms (p = 0.29). In addition, 16S rRNA genes from hydrogenotrophic methanogens of the order Methanomicrobiales were significantly enriched in the non-weathered oil and weathered oil amended systems relative to unamended controls (1.2 ± 0.2 and 0.9 ± 0.2 log units respectively; p < 0.006). Again there was not a significant difference between the weathered and non-weathered oil microcosms (p = 0.373), consistent with the similar amount of methane produced in both the non-weathered and weathered oil microcosms (p = 0.29). Total bacteria, facultative acetoclastic methanogens (Family Methanosarcinaceae) and obligate acetoclastic methanogens (Family Methanosaetaceae) were also quantified by qPCR. No significant differences were observed between pairwise comparisons of 16S rRNA gene abundances from DNA extracts from microcosms prepared with weathered oil, non-weathered oil or prepared without oil for total bacteria (p ≥ 0.548), family Methanosarcinaceae (p ≥ 0.697) or family Methanosaetaceae (p ≥ 0.051) (Supplementary Figure S3).
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FIGURE 4. Log abundance of 16S rRNA genes from Smithella spp. and methanogens from the order Methanomicrobiales in microcosms amended with weathered oil (gray bars), non-weathered oil (white bars) or prepared without oil (black bars). All data are from microcosms incubated for 1058 days. The abundance of 16S rRNA genes from Smithella spp. and methanogens from the order Methanomicrobiales at the start of the incubation was 7.00 ± 0.1 and 6.91 ± 0.24 log 16S rRNA genes/microcosm respectively. Error bars indicate ±1 × standard error (n = 3).



DISCUSSION

The inhibitory effect of volatile compounds in crude oil on aerobic hydrocarbon degradation has been known for some time (Atlas and Bartha, 1972; Atlas, 1975). More recent studies suggest that low molecular weight n-alkanes, alicyclic alkanes and monoaromatic hydrocarbons may also inhibit anaerobic processes (Chen et al., 2008). Fermentative growth of Acetobacterium woodii was completely inhibited by short chain alkanes (<C9), whereas, with increasing chain length, above C9, inhibition decreased (Rodriguez Martinez et al., 2008). Toluene has also been shown to inhibit acetoclastic methanogenic activity in anaerobic reactor sludge (Ince et al., 2009) and, BTEX compounds are known to inhibit the anaerobic biodegradation of each other (Dou et al., 2008). Their inhibitory properties are thought to be due to their water solubility which renders them both bioavailable for degradation but at the same time more toxic because the accumulation of such compounds causes the cell membrane to swell and leak causing lysis (Chen et al., 2008; Rodriguez Martinez et al., 2008).

Many laboratory studies have documented methane production from the degradation of crude oil and individual or mixtures of hydrocarbons (Muller, 1957; Zengler et al., 1999; Townsend et al., 2003; Siddique et al., 2006, 2007; Gieg et al., 2008, 2010; Jones et al., 2008; Wang et al., 2011; Zhou et al., 2012). Methane production profiles from many of these studies share common characteristics including an initial lag phase varying between 3 and 6 months followed by extensive hydrocarbon-driven methane production on time scales of 100's of days. It should be noted that in the first of these studies in the 1950s (Muller, 1957) it was suggested that only “higher alkanes” above C16 were degradable. In fact a very broad range of n-alkanes are now known to be utilized by methanogenic consortia (Townsend et al., 2003; Siddique et al., 2006; Jones et al., 2008; Zhou et al., 2012) including those below C16, and all these n-alkanes are removed at faster rates than aromatic oil components (Townsend et al., 2003; Jones et al., 2008). In the current study nC5–nC34 alkanes were removed without alteration of volatile aromatic hydrocarbons and methylcyclohexane within the time frame of the experiment (Figures 2, 3). Moreover there was no evidence for the removal of higher molecular weight aromatic hydrocarbons such as methylated naphthalenes and methylbiphenyls (Supplementary Table S1). These findings are consistent with patterns observed in subsurface environments such as oil reservoirs where alkane degradation is typically considered to precede the degradation of aromatic compounds (Larter et al., 2012). In in-reservoir degraded oils, removal of nC6–15 n-alkanes before C15+ n-alkanes is observed (Larter et al., 2012). This is supported by our study of the degradation of the non-weathered oil where the most abundant residual n-alkanes were nC11+, despite higher initial abundance of lighter alkanes (Figure 3B). For these lighter alkanes though, the size defined order of degradation is likely reversed (nC10 > nC8 > nC7 > nC6) (Siddique et al., 2006) an observation either attributable to the water solubility/hydrophobicity of the compounds whose octanol/water partition coefficients (Pow) decrease with decreasing chain length, or due to selective uptake of the more hydrophobic alkanes across cell membranes of n-alkane-degrading microorganisms (Siddique et al., 2006).

The persistence of benzene, methylcyclohexane, toluene, and xylene (vapor pressure range from 9.9 to 0.8 kPa at 20°C) but loss of the nC7–nC10 alkanes (vapor pressure range from 5.3 to 0.1 kPa at 20°C) in the methanogenic non-weathered oil treated microcosms further demonstrates that volatile hydrocarbon removal was biological and not due to evaporation during sampling of headspace. A direct comparison of heptane and methylcyclohexane, for instance, indicates that while they have almost identical vapor pressures (5.3 and 4.9 kPa at 20°C respectively) methylcyclohexane persists while heptane was removed in triplicate microcosms subjected to the same headspace sampling regimen (Figure 2A).

It has been previously suggested that the composition of an oil controls its susceptibility to methanogenic degradation (Muller, 1957) and, specifically, based on a comparison of the degradation of a weathered and unaltered “light paraffinous oil” it was inferred that volatile aromatics are likely inhibitory. In the present study we have now quantified the initial abundances and fates of individual compounds in such oils and clearly shown that methanogenic removal of alkanes proceeded more rapidly when volatile hydrocarbons are absent. Based on our data, light n-alkanes, methyl-cyclohexane or aromatic hydrocarbons present in the non-weathered oil but absent in the weathered oil, can all be implicated in the inhibition, although, it is clear that the light n-alkanes were utilized by the methanogenic consortia in our experiments while the light aromatic hydrocarbons were not. This contrasts with the observation that BTEX are effectively degraded under methanogenic conditions in mature fine tailings from oil sands processing facilities where naphtha containing high levels of low molecular weight alkanes and aromatic hydrocarbons are used in upgrading of heavy oil (Siddique et al., 2007). Degradation of aromatics (13C-labeled 2-methylnapthalene) at a rate greater than that for degradation of n-alkanes (13C-labeled hexadecane) was reported in enrichments prepared with production waters from the Dagang oil field (Jiménez et al., 2012). Interestingly, the study reports that most of the oil from Dagang is heavy oil which was almost completely depleted of n-alkanes (92–100% alkane degradation in 8 Dagang oils), therefore the microorganisms in production waters from the Dagang oil field which were used as inoculum in microcosm experiments may already have been pre-enriched for aromatic hydrocarbon degraders in the reservoir and therefore show a more rapid degradation of aromatic hydrocarbons (2-methylnaphthalene) than alkanes (n-hexadecane). Furthermore, some of the enrichments were reported to have received additions of 2 mM sulfate (Jiménez et al., 2012), and it has been shown previously that under sulfate-reducing conditions the extent of aromatic hydrocarbon degradation (3-methylbiphenyl) is greater when sulfate is present, than under methanogenic conditions (Jones et al., 2008).

Smithella and Methanomicrobiales were significantly enriched in both the weathered oil and non-weathered oil amended microcosms relative to controls with no oil addition after 1058 days (Figure 4), supporting previous research that they play an important role in alkane biodegradation (Jones et al., 2008; Gray et al., 2011). No differences were observed between the abundance of Smithella and Methanomicrobiales in weathered oil amended microcosms compared to non-weathered oil amended microcosms suggesting that weathering of the oil does not adversely affect the microbiology of oil biodegradation after prolonged periods of >1000 days. In agreement with data from (Jones et al., 2008), the 16S rRNA gene abundances of facultative (Methanosarcinaceae) and obligate acetoclastic methanogens (Methanosaetaceae) were lower than hydrogenotrophic methanogens (Methanomicrobiales) in the oil-amended microcosms.

IMPLICATIONS FOR ANAEROBIC BIOREMEDIATION AND ENERGY RECOVERY TECHNOLOGIES

In surface oil spills which are common throughout the world, knowledge of the composition of an oil, its distribution in the environment and, the specific local environmental risks associated with a spill can inform remediation strategies (Atlas and Bragg, 2009; Atlas and Hazen, 2011). Monitored natural attenuation (MNA) is a risk based approach where the likelihood that a sensitive receptor will be impacted by a contaminant spill is assessed on the basis of natural biodegradation rates and other factors such as contaminant transport. Under oxic conditions rates of crude oil degradation in marine sediments can be enhanced by the application of fertilizers and dispersants, strategies that have been used for large oil spills such as the Exxon Valdez and the Deepwater Horizon (Atlas and Hazen, 2011). The release of petroleum components into anaerobic subsurface environments is also common throughout the world arising from natural releases, leaks, or deliberate disposal to soils, marine and freshwater sediments and aquifers. MNA is an accepted option for management of such contaminated environments (Parisi et al., 2009; Feisthauer et al., 2012; Naidu et al., 2012); indeed microbially mediated natural attenuation is likely even more important in the subsurface because processes such as evaporative loss and photooxidation are respectively either limited or entirely absent. It has been shown that methanogenic degradation of crude oil hydrocarbons can be significant in polluted subsurface environments (e.g., the Weißandt-Gölzau and Bemidji aquifers) and further that release of methane from this process leads to the depletion of other electron acceptors as a result of anaerobic and aerobic methane oxidation (Amos et al., 2005; Feisthauer et al., 2010, 2012). Indeed the wide distribution of methanogenic petroleum hydrocarbon degradation capacity in both shallow and deep subsurface environments suggests that this process will be important after the depletion of other electron acceptors, especially if, as has been suggested, methanogenic consortia are more tolerant to higher concentrations of hydrocarbon contaminants compared to microorganisms using other electron acceptors, such as the sulphate-reducing bacteria (Baker et al., 2012).

Despite the documented importance of methanogenic oil degradation in subsurface environments we have shown that hydrocarbon degradation in methanogenic crude oil impacted environments may be impeded by some components of the crude oil. Oils with higher levels of volatile hydrocarbons will be more inhibitory to oil-degrading microbial consortia than weathered oils with little or no volatiles and this inhibition will consequently reduce the rate of contaminant biodegradation. It is therefore important that the presence of volatile hydrocarbons is taken into account when MNA is applied for the management of contaminant plumes in anoxic environments.

In addition to remediation, methanogenic petroleum hydrocarbon degradation offers the potential to enhance energy recovery from stranded oil in petroleum reservoirs as methane (Grishchenkova et al., 2000; Gieg et al., 2008, 2010; Jones et al., 2008). This might be achieved by stimulation of indigenous methanogenic oil-degrading communities or specific methanogenic oil-degrading consortia. Based on the data presented here it appears that the chemical composition of a crude oil or other hydrocarbon mixtures may have marked effects on oil degradation to methane. Thus oils with higher levels of volatile hydrocarbons in environments where no alternative mechanisms of volatile hydrocarbon loss are possible, may be less amenable to rapid anaerobic conversion to methane. Determination of the isotopic composition of methane in the incubations would potentially have been valuable to this study, as used previously in a hydrocarbon-degrading methanogenic enrichment culture (Morris et al., 2012) and in the assessment of in situ processes in hydrocarbon contaminated aquifers (Feisthauer et al., 2010, 2012). Future work should quantitatively determine the absolute and relative inhibitory effects of individual light hydrocarbons or defined mixtures to allow accurate prediction of timescales of subsurface methanogenic oil biodegradation under natural and engineered conditions.

IMPLICATIONS FOR THE DYNAMICS OF PETROLEUM RESERVOIR DEGRADATION AND HEAVY OIL FORMATION

In petroleum reservoirs, oil composition is controlled by a complex interplay of geological factors i.e., source rock variation, thermal maturity, oil expulsion and migration and the balance between oil degradation and fresh oil charge (Larter et al., 2005, 2012; Adams et al., 2006). This complexity gives rise to oils which have different absolute amounts and relative distributions of saturated and aromatic hydrocarbons, resins and asphaltenes. For deep subsurface petroleum accumulations putatively inhibitory volatile compounds can often only be removed by water washing or biodegradation and thus conditions conducive to petroleum biodegradation and water washing (reservoir temperatures less than 80–90°C; presence of nutrients and an extensive oil-water contact zone Head et al., 2003) may enhance the removal of potentially inhibitory compounds and thus accelerate biodegradation. In the context of water washing it is also worth noting that the volatile hydrocarbons have lower octanol water partition coefficients than higher molecular weight hydrocarbons.

From the current study, it can be inferred that the onset and subsequent rates of methanogenic hydrocarbon degradation will be dependent in part on the initial concentration of volatile hydrocarbons in reservoired oil, as well as on the availability of nutrients, water, and transport/diffusion rates. Oils with high concentrations of light n-alkanes and aromatic hydrocarbons would retard degradation of all other compound classes. In this study it seems that much of the volatile hydrocarbon component is eventually degraded in the non-weathered oil (Figure 2A) and this is likely to occur much more slowly under reservoir conditions. Indeed in situ rates of oil degradation inferred from reservoir field data indicate that in reservoir degradation rates are substantially lower (first order rate constants of 10−6–10−7 year−1) than the rates measured in laboratory incubations (Larter et al., 2003). Thus if all rates are scaled to in-reservoir degradation timescales, then a difference in lag phase between a weathered and a non-weathered oil may well be significant. Furthermore, in-reservoir oil degradation typically occurs on similar time-scales to oil charging and mixing (Larter et al., 2012) thus inhibitory compounds may be constantly replenished during continuous charging and mixing resulting in a subtle control on the rate of in-reservoir oil biodegradation.

The discovery of the inhibitory effects of volatile hydrocarbons on methanogenic crude oil biodegradation is also relevant to the “biostatic hypothesis” (Sunde and Torsvik, 2005). The biostatic hypothesis is based on the observation that, despite being replete with appropriate electron donors, electron acceptors and nutrients, samples from petroleum reservoirs do not exhibit souring attributable to the activity of sulfate-reducing bacteria unless they have been degassed or diluted (Sunde and Torsvik, 2005). It is possible that the inhibition of microbial activity by volatile hydrocarbons that we observed in this study may at least, in part, explain the apparent biostatic nature of some petroleum reservoirs.

To our knowledge this is the first systematic evaluation of the inhibition of methanogenic biodegradation of crude oil by volatile hydrocarbons. The geochemical and microbiological findings have implications for understanding rates of in-reservoir oil biodegradation and the formation of heavy oil. The presence of volatile hydrocarbons should also be considered when monitored natural attenuation or biostimulation is applied for the management of hydrocarbon plumes in contaminated anoxic environments. Furthermore, knowledge of the chemical composition of a crude oil may serve to enhance energy recovery from stranded oil as methane, in petroleum reservoirs.
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The purpose of present study was the simulation of an oil spill accompanied by burial of significant amount of petroleum hydrocarbons (PHs) in coastal sediments. Approximately 1000 kg of sediments collected in Messina harbor were spiked with Bunker C furnace fuel oil (6500 ppm). The rapid consumption of oxygen by aerobic heterotrophs created highly reduced conditions in the sediments with subsequent recession of biodegradation rates. As follows, after 3 months of ageing, the anaerobic sediments did not exhibit any significant levels of biodegradation and more than 80% of added Bunker C fuel oil remained buried. Anaerobic microbial community exhibited a strong enrichment in sulfate-reducing PHs-degrading and PHs-associated Deltaproteobacteria. As an effective bioremediation strategy to clean up these contaminated sediments, we applied a Modular Slurry System (MSS) allowing the containment of sediments and their physical–chemical treatment, e.g., aeration. Aeration for 3 months has increased the removal of main PHs contaminants up to 98%. As revealed by CARD-FISH, qPCR, and 16S rRNA gene clone library analyses, addition of Bunker C fuel oil initially affected the activity of autochthonous aerobic obligate marine hydrocarbonoclastic bacteria (OMHCB), and after 1 month more than the third of microbial population was represented by Alcanivorax-, Cycloclasticus-, and Marinobacter-related organisms. In the end of the experiment, the microbial community composition has returned to a status typically observed in pristine marine ecosystems with no detectable OMHCB present. Eco-toxicological bioassay revealed that the toxicity of sediments after treatment was substantially decreased. Thus, our studies demonstrated that petroleum-contaminated anaerobic marine sediments could efficiently be cleaned through an in situ oxygenation which stimulates their self-cleaning potential due to reawakening of allochtonous aerobic OMHCB.

Keywords: marine anoxic sediments, crude oil pollution, hydrocarbonoclastic bacteria, in situ bioremediation, aerated slurry system

INTRODUCTION

The worldwide production of crude oil and natural gas is at the peak, with an estimated worldwide production of 89 million barrels per day in 2011 (International Energy Agency, http://omrpublic.iea.org/). Approximately, a half of this amount is transported by the sea (Gertler et al., 2010). As follows, worldwide marine coastal areas are exposed to the oil spills occurring as a result of accidents or illegal practices (Psarros et al., 2010). The release of thousands of tons of petroleum hydrocarbons (PHs) affects the marine environment and causes severe ecological and economical damage. For example, only the pollution resulting from the tanker washing or ballast water has been estimated to contribute about 2 million tons per year worldwide (Ferraro et al., 2007; Gertler et al., 2010). The recent spillage of 780,000 m3 of oil into the Gulf of Mexico proved again that human activities might cause a contamination without precedents. This accident presented a huge challenge to existing oil spill treatment methods, and current technologies were not able to cope with the size and nature of the Deepwater Horizon oil spill. Therefore, there is an urgent demand for development and optimization of bioremediation techniques that can play a central role in marine oil spill response contingency plans.

One of the most important issues in bioremediation is the application (or stimulation) of autochthonous hydrocarbon-degrading microbial populations. Some marine gammaproteobacteria have a high affinity toward PHs. Species such as Alcanivorax borkumensis (Yakimov et al., 1998), Cycloclasticus pugetii (Dyksterhouse et al., 1995), Oleispira antarctica (Yakimov et al., 2003), Oleiphilus messinensis (Golyshin et al., 2002), and Thalassolituus oleivorans (Yakimov et al., 2004) constitute a distinct group of obligate marine hydrocarbon-degrading bacteria (OMHCB). Following a sudden oil spill event, these organisms outcompete most of the naturally occurring oligotrophic marine microorganisms (Hara et al., 2003; Yakimov et al., 2007). Growing on PHs, aerobic OMHCB use oxygen not only as the terminal electron acceptor for respiratory energy conservation, but also as an indispensable reactant in the PHs activation mechanism. Thus, the stimulation of the OMHCBs degradation activity in the contaminated site can significantly improve the self-cleaning potential. Unfortunately, due to metabolic requirements of the OMHCBs, this type of bioremediation is restricted to either seawater column or superficial sediments. Due to a high biological oxygen demand and its slow diffusion into marine sediments, these compartments below the surface are typically highly reduced (Engelen and Cypionka, 2009). The realization that activated oxygen is used to overcome the chemical sluggishness of hydrocarbons has for some decades favored the view that hydrocarbons are not biodegradable under anoxic conditions (Widdel and Rabus, 2001). Although recently, a number of strictly anaerobic microorganisms have been shown to utilize PHs as growth substrates, this process is extremely slow compared to aerobic degradation and can not be considered as rapid bioremediation scenario.

The aim of this study was to monitor both immediate and long-term responses of indigenous microbial consortia to a simulated oil spill and during bioremediation treatment. Keeping in mind that the decontamination of PHs-polluted anoxic sediments is a very sluggish process, the stimulation of indigenous aerobic OMHCBs was performed by the in situ aeration of sediments within a modular slurry system (MSS) to avoid the contamination of the surrounding aquifer. The succession of microbial community and efficacy of petroleum biodegradation in both untreated (anoxic) external and aerated internal sediments was monitored during 3 months after contamination. Additionally, the toxicity of sediments was controlled by application of Microtox® and amphipods Corophium orientale eco-toxicological bioassays.

MATERIALS AND METHODS

EXPERIMENTAL MESOCOSM

The experiment was carried out in rectangular tank of 3.75 m3 capacity (166 cm long, 150 cm deep, 150 cm wide). This reservoir was filled with ca. 2000 l of seawater taken directly from the harbor of Messina (38°11′42.58″N 15°34′25.19″E). Prior to use, the seawater was filtered through a 200 μm nylon mesh to remove large metazoans and detritus. Approximately 1000 kg of sandy sediments were collected at the same place and artificially contaminated with Bunker C furnace fuel oil (6500 ppm) to simulate the oil spill accident. Temperature inside the mesocosm was maintained about 20 ± 1°C for all experimental period. Mesocosm has continuously received seawater at the flow rate of 1 l min−1. The MSS used in mesocosm experiment is shown on Figure 1. The MSS was developed especially for in situ aeration (20 l min−1) of polluted sediments without their removal from contaminated side to avoid the re-contamination of adjacent aquifer. The reactor was inserted into the sediment. Sediment directly beneath the MSS were treated by the reactor, and those sediments outside of it were undisturbed and served as a control. All experimentations have been conducted for 3 months. To monitor the succession of microbial population and the efficiency of petroleum degradation, 1.5–2.0 kg of sediments (up to 10 kg in total) were sampled on fixed days (T0, T1, T29, and T90) at six different points inside and outside the MSS. Additionally, measurements of the biochemical oxygen demand (BOD5), reduction potential (Eh), and eco-toxicological assays (Microtox® and Corophium orientale mortality test) were monitored. The Eh of sediment was measured by a Waterproof CyberScan PCD 650 multiparameter (Eutech Instruments) according to the manufacturer's instructions at aforementioned time intervals. BOD5 was measured using a BOD sensor (VELP Scientifica) after 5 days of incubation in accordance with the manufacturer's instructions.
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FIGURE 1. (A,B) Schematic representation (A) and detail (B) of “Modular Slurry System” used throughout this study. Abbreviation used: A, Modular Slurry System; B, temperature controller; C, external air pump; D, steel plate with needles to supply an oxygen into deep sediments; E, exhaust tube; F, seawater inlet; G, seawater outlet; H, contaminated sediments; I, overflow regulation system.



ANALYSIS OF PETROLEUM HYDROCARBONS

Efficiency of petroleum degradation was estimated by the analysis of total extracted and resolved hydrocarbons (TERHC). At the fixed time points, TERCH were extracted from sediments following the 3550C EPA (Environmental Protection Agency) procedure. Briefly, 500 ml mixture of CH2Cl2: CH3COCH3 (1: 1, vol/vol) was added to 1000 g of pooled and dried either internal or external sediments, collected from six different sites (see above). Mixture was sonicated for 2 min in ultrasound bath (Branson 1200 Ultrasonic Cleaner, Branson USA). Samples were further shaken at 150 rpm for 30 min, centrifuged for 10 min at 5000× g and supernatant was passed through a ceramic column filled with anhydrous Na2SO4 (Sigma-Aldrich, Milan). Same treatment of pooled and dried sediments was repeated with 500 ml of CH2Cl2 and the obtained extracts were combined and volatilized to the dryness. Residues were re-suspended in CH2Cl2 prior the gas chromatography (GC) analysis (Rocchetti et al., 2011). All measures were performed using a Master GC DANI Instruments (Development ANalytical Instruments), equipped with SSL injector and FID detector. Sample (1 μl) was injected in splitless mode at 330°C. The analytical column was a Restek Rxi-5 Sil MS with Integra-Guard, 30 m × 0.25 mm (ID × 0.25 μm film thickness). Helium carrier gas was maintained at a constant flow of 1.5 ml min−1. TERCH were calculated using the mean response factors of n-alkanes, i.e., individual n-alkane concentrations from n-C15 to n-C40, pristane and phytane were calculated for each sample. To estimate the biodegradation of aliphatic fraction, the evaluation indices n-C17/pristane and n-C18/phytane were selected for this study. The amount of analyzed TERCH was expressed as ppm (part per million) or mg kg−1.

ECOTOXICOLOGICAL ASSAYS

The Microtox® luminescence assay was performed on sediment pore water. Sub-samples of sediment were centrifuged (5000× g for 45 min, 4°C) and filtered (0.45 μm nitrate cellulose membrane) to remove the fine suspended particles and maintained at 4°C until used in assays. Microtox® toxicity tests were conducted according to the standard procedures EN12457 with the following modifications. As far as the Solid Phase Test deals with fine particles that affected the bioluminescence of bacteria (Bulich et al., 1992; Benton et al., 1995; Ringwood et al., 1997), each experimental sediment sample was compared with a reference sediment sample with the same granulometry, collected from a pristine site. Toxicities were reported as effective concentration of toxicant resulting in a 50% decrease in bioluminescence (EC50). EC50 with 95% of confidence intervals were calculated following the procedures outlined in the Microtox® System Operating Manual (Microtox, 1982). Amphipods Corophium orientale were delivered from CIBM (Livorno, Italy). The animals were used following the procedure reported by Onorati et al. (1999). Briefly, the juveniles and young adults, which passed through 1000 μm and retained by 710 μm mesh sieve, were selected for ecotoxicology experiments. The test was carried out inside 2.5-l glass flasks containing approximately 2 cm layer of sediments and filled with 1000 ml of filtered seawater. The seawater was aerated and kept at a constant temperature (16 ± 2°C). Flasks were illuminated during 12 h daily by a lamp system consisted of six tubes (36W, 120 cm). One hundred amphipods were randomly selected and introduced into each flask. No food was added to the test and control chambers. At the end of exposition (10 days), amount of survived organisms were counted. Missing amphipods were assumed as dead animals. The sensitivity of the populations was estimated as a fraction of dead organisms to the initial amount of added amphipods. All the experiments were replicated twice.

TOTAL RNA EXTRACTION, REVERSE TRANSCRIPTION-PCR (RT-PCR) AND 16S RRNA CLONE LIBRARIES

Total RNA was extracted from sediment sample (5 g) using the FastRNA® Pro soil direct Kit (MP Biomedicals™) as previously described (Roussel et al., 2009). Extracted RNA from three different samples was pooled and further converted to cDNA using First-Strand cDNA Synthesis SuperScript™ II Reverse Transcriptase (Life Technologies). RT reaction mixtures (20 μl) contained 1 μl the random hexamer primer mix (Bioline), 30 ng of RNA, 1 μl 10 mM dNTPs (Gibco, Invitrogen Co., Carlsbad, CA) and sterile distilled water (14 μl). After heating to 65°C for 5 min, and incubate on ice for 1 min, the mixture was supplemented with 4 μl of 5 × First-Strand Buffer, 1 μl of DTT and 1 μl of SuperScript™. The mixture was shaken and incubated at 50°C for 30 min. Finally, SuperScript™ enzyme was inactivated by heating at 70°C for 15 min. 16S rRNA genes were amplified from total cDNA using the universal primes (530F [5′-GTGCCAGCMGCCGCGG-3′] and 1492R [5′-TACGGYTACCTTGTTACGACT-3′]) (Lane, 1991). The PCR was performed in 50 μ l mixture (total volume) containing 1× solution Q (Qiagen), 1× Qiagen reaction buffer, 1 μM of each forward and reverse primer, 10 μM dNTPs (Gibco, Invitrogen Co.), 2.0 ml (50–100 ng) of template and 2.0 U of Qiagen Taq Polymerase (Qiagen). The reaction (3 min hot-start at 95°C; 1 min at 94°C, 1 min at 50°C, 2 min at 72°C, 30 cycles; final extension 10 min at 72°C) was performed with GeneAmp 5700 (PE Applied Biosystems). The quality of amplification products was checked by agarose electrophoresis and purified using Qiaquick Gel Extraction kit (Qiagen). Purified 16S crDNA amplicons were further cloned into the pGEM T-easy Vector II (Promega), transformed into E. coli DH10β cells and subsequently amplified with primers, specific for the pGEM T-easy vector (M13F (5′-TGTAAAACGACGGCCAGT-3′) and M13R (5′-TCACACAGGAAACAGCTATGAC-3′). Positive products were purified and sequenced by Macrogen (Amsterdam, The Netherlands). Sequences were checked for possible chimeric origin using Pintail 1.1 software (Ashelford et al., 2005). For the 16S rRNA gene sequences, initial alignment of amplified sequences and close relatives identified with BLAST (Altschul et al., 1997) were performed using the SILVA alignment tool (Pruesse et al., 2007) and manually aligned with ARB (Ludwig et al., 2004). After alignment, the neighbor-joining algorithm of ARB package was used to generate the phylogenetic trees based on distance analysis for 16S rRNA genes. The robustness of inferred topologies was verified by bootstrap re-sampling analysis, using the same distance model (1000 replicates).

ENUMERATION OF CELLS BY CARD-FISH

The catalyzed reporter deposition fluorescence in situ hybridization (CARD-FISH) was performed using the protocol of Pernthaler et al. (2002) with some modifications. Briefly, 5 g of pooled sediments samples were fixed with formaldehyde (2% v/v final concentrations) and left for 12 h at 4°C. Fixed sediment samples were further incubated for at least 15 min with Tween 80 (final concentration, 1 mg l−1) and than sonicated during 20 min in an Ultrasonic cleaner (Branson 1200, Milan) for the bacterial dispersion (Kuwae and Hosokawa, 1999). Supernatant samples were then filtered onto polycarbonate membrane filters (type GTTP; pore size, 0.2 μm; diameter, 2.5 cm; Sartorius, Göttingen, Germany). Filters for CARD-FISH counts were embedded in low-melting point agarose (0.1% wt/vol, Sigma-Aldrich, Milan), dried at 37°C for 20 min, and dehydrated with 95% ethanol. Embedded cells were permeabilized by 1 h of exposition with solution A (10 mg ml−1 of lysozyme (Sigma-Aldrich, Milan); 0.5 M EDTA, 0.1 M Tris-HCl [pH 8.0]) followed by the 30 min-long incubation with achromopeptidase (60 U ml−1; 0.01 M NaCl, 0.01 M Tris-HCl [pH 8.0]) at 37°C. Filters were cut in sections and hybridized with 5′-horseradish peroxydase (HRP)-labeled oligonucleotide probes as described by Pernthaler et al. (2002). Probes used in this work are listed in Table 1. After the hybridization and amplification steps, slides were examined using a epifluorescence with Axioplan 2 Imaging (Zeiss; Carl Zeiss Inc., Thornwood, NY) microscope. All results were expressed as number of cells per gram of sediment.

Table 1. CARD-FISH specific probes used in the present study.
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DETERMINATION OF CELL NUMBERS BY QUANTITATIVE PCR (QPCR)

qPCR method was employed to determine the relative cell densities of Alcanivorax, Marinobacter, and Cycloclasticus in the sediment samples. Primers used through this study are listed in the Table 2. Primers were based on the sequences of Alcanivorax alkane hydroxylase gene (alkB2), Marinobacter alkane hydroxylase gene (alkB), and Cycloclasticus aromatic ring-hydroxylating dioxygenase (phnA) gene. Primers for alKB2 and phnA genes were previously designed and validated for qPCR elsewhere (McKew et al., 2007; Gray et al., 2011). The primers specific for the alkB gene of Marinobacter were designed through this study using Primer Express software Primer Express software, version 2.0 (Applied Biosystems, Foster City, Calif.) with reference to the Marinobacter hydrocarbonoclasticus (FO203363).

Table 2. qPCR primers used in the present study.
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Total DNA was extracted from 2.0 g of sediment samples collected at selected time scales from three different points inside the MSS by using a Bio101 FastDNA SPIN kit as described by the manufacturer (Bio101, Inc., Vista, Calif.). Extracted DNA was dissolved in 50 μ l of TE buffer (10 mM Tris-HCl, 1 mM EDTA [pH 7.5]) and quantified using a NanoDrop ND-1000 spectrophotometer (Celbio). The quality of the extracted DNA was analyzed by electrophoresis on a 1.0% agarose gel. The qPCR was performed with absolute quantification method in an ABI Prism 7300 Real-time PCR System (Applied Biosystems) in a total volume of 25 μ l, consisting 12.5 μ l of SYBR green master mix, 200 nM of each primers, and 50 ng of template DNA. The volume of each reaction was adjusted to 25 μ l by adding DNase-free water. The cycling parameters for the qPCR amplification were as follows: an initial denaturation step at 95°C for 10 min, followed by 45 cycles of denaturation at 95°C for 15 s and annealing/elongation at 60°C for 60 s. A dissociation step was added to check for primer-dimer formation. A tenfold serial dilution series of genomic DNA ranging from 10 to 108 copies per reaction was used in triplicate to create the standard curve for quantification. Serial dilutions were prepared once for each target and used for real-time quantification. From the slope of each curve, PCR amplification efficiency was calculated as it described elsewhere (Rasmussen, 2001). Obtained slope values, (−3.17 for alkB2, −3.29 for alkB, and −3.37 for phnA) fell within the optimal range corresponding to an efficiency of 99.6, 97.3, and 96.2%, respectively. Amplicon numbers were quantified against the standard curve using automatic analysis settings for the Ct values and baseline settings. Detected target genes were converted to cell density in sediments (cells gram−1) assuming that all three genes present as a single copy per genome.

STATISTICAL ANALYSIS

For statistical analyses, clones from each 16S crDNA library were separately considered to define phylotypes, or operational taxonomic units (OTUs) at cutoff of either 95 or 97% of sequence identity (Kemp and Aller, 2004). Clustering of sequences was performed using Dotur program (Schloss and Handelsman, 2005). Various parameters for each clone library, such as diversity index, rarefaction analysis, taxa, total clones, singletons, Shannon dominance, equitability, Simpson and chao2 were calculated by PAST version 2.17c (http://folk.uio.no/ohammer/past; Hammer et al., 2001). Coverage values given as C = 1 − (n1/N), where n1 is the number of clones which occurred only once in the library of N clones (Good, 1953), were calculated to determine how efficient clone libraries described the complexity of original bacterial community. The Primer 6 ecological software package developed by the Plymouth Marine Laboratory (Clarke and Gorley, 2006) was employed to perform the Hierarchical Cluster Analysis (HCA) (Clarke, 1993). We applied HCA on microbial biodiversity and Bray-Curtis similarity on relative abundance matrix of the OTUs detected at different sampling time. Significant difference of the microbial assemblages derived from both treated and control samples at the different sampling times was detected via the P-test significance and principal coordinates analysis (PCoA) using UniFrac program (http://bmf.colorado.edu/unifrac/index.psp, last access: 24 July 2008) (Lozupone et al., 2007). Differences in cell number per gram of sediment detected by DAPI, CARD, and qPCR between different samples was examined by analysis of variance (ANOVA) on ranks (Holm_Sindak method). Relative importance of each treatment group was investigated by Multiple Comparisons vs. Control Group comparison test. Calculations were carried out using SigmaStat software for Windows, ver. 3.1 (Copyright 1992–1995; Jandel Corporation). Differences were considered significant at P < 0.05.

NUCLEOTIDE SEQUENCE ACCESSION NUMBERS

To avoid the submission of identical sequences obtained among 411 analyzed clones, only 98 distinguishing 16S rRNA gene sequences have been deposited in the DDBJ/EMBL/GenBank databases under accession numbers KF896304-KF896401.

RESULTS

GEOCHEMICAL PROPERTIES OF THE SEDIMENTS

Oxygen consumption in the external superficial sediments (0–5 cm) was monitored during all 3 months of experimentation. These values were compared with BOD in the internal MSS sediments taken at the beginning (T0), after 1 day (T1), 1 month (T29), and after 3 months (T90) of experimentation (Figure 2). Sediments outside of the MSS exhibited constant BOD rates of approximately 2.5 mg O2 day−1 kg−1 during all period of experimentation, whereas the aerated sediments inside of the MSS demonstrated a progressive increment of oxygen consumption. Maximum of oxygen demand (16.0 mg O2 day−1 kg−1) was obtained at T29 and afterwards the BOD values trended to diminish, reaching 10.0 mg O2 day−1 kg−1 at the end of experiment. Outside the MSS, the amendment of the Bunker C furnace fuel oil turned initially oxygenated (T0, Eh = 77 ± 4 mV) sediments into highly reduced ones (Figure 3). The external sediments below 5 cm became oxygen-depleted already within 1 day after spiking, obviously due to the active respiration of aerobic heterotrophic microorganisms. The reduction potential of external sediments decreased continuously during the experiment and after 3 months reached the Eh values of −345 mV in the deepest layers. In contrary, inside the MSS the sediments remained aerobic during all period of bioremediation effort.
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FIGURE 2. Dynamic of oxygen consumption (BOD values) measured in MSS external (untreated) superficial sediments (white bars) and internal sediments (gray bars). Error bar indicates the standard deviation of triplicate measurements.
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FIGURE 3. Reduction potential (Eh) measured in external anaerobic sediments (AN) and in internal aerated sediments (OX) during 3 months of experimentation.



HYDROCARBON ANALYSIS

Before the addition of 6500 ppm of Bunker C fuel oil into the mesocosm, the total hydrocarbon concentration in the original Messina harbor sediments was estimated at the level of 120 ppm. The PHs fingerprint analysis showed a clear dominance of alkyl-aromatic derivatives (97%) over aliphatic hydrocarbons (3%) (data not shown). Once Bunker C fuel oil was added to the sediments, the TERHC fraction mass balance was shifted toward the dominance of aliphatic and naphthenic hydrocarbons (70%) over aromatics (30%). The degree of the Bunker C fuel oil degradation in both, aerated MSS and in the untreated anoxic sediments was examined at the end of experiment (T90). The concentration of PHs, especially aliphatic hydrocarbons was normalized using the pristane/phytane ratio, and the values obtained in triplicate subsamples were averaged. In the aerated internal MSS sediments, the total degradation of Bunker C fuel oil TERHC fraction was 97.7 ± 0.9%. In contrast, external anoxic sediments contained more than 81.8 ± 1.2% of initially added Bunker C fuel oil. Additionally, we performed the gravimetrical analysis of total extracted hydrophobic fraction (TEHF) in the sediments. The TEHF values inside the MSS accounted for 780 ± 80 mg kg−1 dry sediment weight, whereas in concordance with extremely slow biodegradation rates under anaerobic conditions, the external sediments contained more than 5400 ± 120 mg kg−1 of hydrophobic material. As shown in subsequent section, TEH fraction seems be primarily responsible for the observed toxicity of Bunker C fuel oil.

ECOTOXICOLOGICAL ANALYSIS

According to standard guidelines of Italian Institute for Environmental Protection and Research (ISPRA, 2013), eco-toxicological analysis of hydrocarbon-contaminated sediments were carried out using the Microtox® luminescence and amphipod Corophium orientale bioassays. Eventual decrease in Microtox® bioluminescence was measured on sediment pore water, whereas the rate of amphipods mortality was tested by direct exposition of C. orientale with the petroleum-contaminated sediments during 10 days. Following the EN12457 protocol, we combined the sediment pore water with sterile seawater in both 1:2 and 1:10 ratios (vol/vol) and no significant level of bioluminescence decay has been observed. As it reported in EN12457 protocol, Microtox® bioluminescent assay tested on sediment pore water typically exhibits an underestimated sensitivity against highly hydrophobic contaminants, such as PHs. This is mainly due to both extremely low solubility of these compounds in water and an almost irreversible adsorption to a sedimentary matrix. Corresponding to the standardized protocol described by Onorati et al. (1999), the toxicological analysis of the sediments was performed with amphipods C. orientale. Addition of Bunker C fuel oil to the sediments (T0) caused the mortality in almost all organisms (98 ± 2%). The petroleum-contaminated external sediments remained highly toxic during all 3 months of experimentation with mortality indices exceeding 90% (Figure 4). At the same time, the toxicity of polluted internal MSS sediments dropped almost twice after 1 month of aeration (T29) and continued to decrease till the end of bioremediation treatment, approaching the vitality of 62% of amphipods exposed to T90 sediments. This indicated that the internal MSS sediment at T90 was significantly less toxic than their external counterpart.
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FIGURE 4. Mortality of Corophium orientale organisms in polluted (AN), treated (OX), and control (native) sediments. Error bar indicates the standard deviation of duplicate measurements.



DIVERSITY AND SUCCESSION OF BACTERIAL COMMUNITIES DURING BIOREMEDIATION AND NATURAL SEDIMENT AGEING

To monitor the succession of metabolically active microbial communities during the bioremediation treatment, five 16S rRNA transcript libraries were established. 450 clones from these libraries were randomly selected and analyzed. Among those, 411 sequences were included into phygenetic analysis (T0, 96 clones; T1, 83 clones; T29, 80 clones; T90, 90 clones and T90OUT, 62 clones). The majority of native T0 clones were affiliated with the Gammaproteobacteria (51%), followed by the Alphaproteobacteria (22%). Other proteobacteria, belonging to microaerophilic and anaerobic Epsilon- and Deltaproteobacteria were also present, although in significantly lower numbers (6 and 2% of all clones analyzed, respectively). Remaining fraction of T0 microbial community consisted of the members of Cyanobacteria (7%), Chloroflexi (5%), Verrucomicrobia (3%), and Bacteroidetes (2%) (Figure 5). At the level of the Class, the derived from members of Gammaproteobacteria were predominant in all analyzed MSS internal sediments, with percentage ranging from 73 to 88%. There was a 50%-reduction of Alphaproteobacteria observed during first month of sediment treatment (decrease from 22 to 11%). Further on, their numbers returned to the initial (T0) values by the end of experiment. No Deltaproteobacteria–related organisms were detected in the internal MSS sediments throughout the experiment. A completely different scenario was observed regarding the succession of microbial community thriving in the external anoxic sediments. As we mentioned above, after loading the Bunker C fuel oil, the sediments became highly reduced within a short period of time and were inhabited mainly by the members of Deltaproteobacteria (96.8%). The analysis of 16S rRNA transcripts from T90OUT clone library revealed a notable prevalence of hydrocarbon-degrading or hydrocarbon contamination-associated Deltaproteobacteria (90.3%). In particular, almost two-thirds of all clones (40 out of 62 clones analyzed) were closely related to the uncultured bacterium RII-AN044 found in anoxic polluted sediments after the Prestige oil spill (Acosta González et al., 2013). More than 16% of clones revealed >98% of similarity to the deltaproteobacterium NaphS6, capable of naphthalene and 2-methylnaphthalene degradation (Wilkes et al., 2008). Almost 10% of T90OUT clones were closely related to the n-alkanes- and n-alkenes-degrading strain Desulfatibacillum aliphaticivorans (Cravo-Laureau et al., 2004) (Figure 6).
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FIGURE 5. Dendrogram representation of taxonomic analysis of 16S crDNA clones retrieved from five libraries. The numbers at the base of columns represent the percentage of clones in corresponding libraries. Abbreviations used: PB, Proteobacteria divisions; UC, Unaffiliated cluster. Bacterial groups involved in, or associated to, hydrocarbon degradation are marked in bold and red.
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FIGURE 6. Phylogenetic affiliation of the Eubacteria clones retrieved in Messina harbor native sediments and during mesocosm experiment. Neighbor-joining analysis using 1000 bootstrap replicates was used to infer tree topology. The scale bar represents 10% of sequence divergence. Bootstrap values ≥50 are shown as open circles. Cenarcheum symbiosum was used as the outgroup. The scale bar represents the expected number of changes pet nucleotide position. Sequences from this study are indicated in bold.



In accordance with the type of the contaminant load, the majority of analyzed clones had highest Blastn homologies with sequences related to PH-degrading or petroleum contamination-associated organisms belonging to the Gamma-, Alpha- and Deltaproteobacteria (Figures 6–8). At the genus and species level, more than 10% of initial microbial population was attributed to obligate marine hydrocarbonoclastic bacteria Thalassolituus oleivorans (Yakimov et al., 2004). This organism seemed to be sensitive to Bunker C fuel oil, since its abundance decreased to 2% after 1 day of oil exposition and disappeared afterwards. Three other OMHCB belonging to genera Alcanivorax, Cycloclasticus, and Marinobacter demonstrated similar dynamics, i.e., being in relative minority in the beginning of the experiment, they became predominant in T29 microbial community and disappeared in the T90 library (Figure 5). Noteworthy, the addition of Bunker C fuel oil to sediments drastically changed the structure of T1 microbial community and the proportion of aforementioned Gammaproteobacteria-related OMHCB decreased threefold compared with the initial population. In contrast, previously undetected organisms related to dinoflagellate-associated Rugeria sp. and to three deep-branching clusters of Gammaproteobacteria accounted for 77% of all analyzed T1 clones. Having only 16S rRNA gene sequences at our disposal, we cannot state that these uncultured organisms were involved in biodegradation activity, but they definitely possessed a remarkable resilience to the toxicity of Bunker C fuel oil (Païssé et al., 2008, 2010).
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FIGURE 7. Phylogenetic affiliation of the Gammaproteobacteria clones retrieved in Messina harbor sediments and in mesocosm experimentation. Neighbor-joining analysis using 1000 bootstrap replicates was used to infer tree topology. The scale bar represents 10% of sequence divergence Bootstrap values ≥50 are shown as open circles. Cenarcheum symbiosum was used as the out-group. Sequences obtained in this study are indicated in bold.
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FIGURE 8. Phylogenetic affiliation of the Alphaproteobacteria clones retrieved in Messina harbor sediments and in mesocosm experimentation. Neighbor-joining analysis using 1000 bootstrap replicates was used to infer tree topology. The scale bar represents 10% of sequence divergence. Bootstrap values ≥50 are shown as open circles. Cenarcheum symbiosum was used as the outgroup. Sequences obtained in this study are indicated in bold.



Additionally to 16S rRNA-based analysis, the diversity and succession of both, total bacterial population and hydrocarbon-degrading bacteria, was assessed through the combined application of CARD-FISH and qPCR. Using the Eubacteria-specific probe Eub338, the concentration of CARD-positive cells at the beginning of experiment was estimated at 2.98 ± 0.17 × 106 cells gram−1 (Table 3). Their numbers decreased by 20% within 1 day after the oil spill simulation (P < 0.001, n = 10) and reached initial values at the end of experiment (2.79 ± 0.12 × 106 cells gram−1). Noteworthy, a tenfold increase in the number of CARD-positive cells (2.95 ± 0.11 × 107 cells gram−1) was detected after 29 days of oil spill, which fully corresponded to the observed dynamics of the BOD and clone libraries' values (Figure 2). Before the oil spill simulation (T0), the fraction of Alcanivorax-related cells, detected with the CARD-FISH genus-specific probe, accounted for 7.7% of all Eub338-positive cells. After the addition of Bunker C fuel oil, their abundance increased within 1 month up to 27.5%. According to the analysis of 16S crDNA clone libraries, Alcanivorax became extinct in microbial community thriving in the MSS internal sediments at the end of experiment. Dynamics of the Marinobacter-related bacteria was comparable with that of Alcanivorax population, with the only exception that the Marinobacter cells decreased their abundance by 44% at T1, likely due to the higher sensitivity to the load of fuel oil. Compared to an initial density, their population increased twofold at T29, from 4.5 ± 0.2 to 9.0 ± 0.1 × 105 cells g−1. Although due to the overwhelming growth of Alcanivorax, the relative abundance of Marinobacter during bioremediation experiment has never exceeded its initial values (15.2% of all Eub338-stained cells at T0) and at T29 (corresponding to the maximum of cell density in MSS) accounted for only 3% of total microbial community. Bacteria stained with Cycloclasticus-specific CARD-FISH probe, initially present in mesocosm sediments at concentration of 1.14 ± 0.15 × 105 cells gram−1, were not detected at T1, whereas their concentration increased four times after 1 month of the oil spill simulation. Similarly to the dynamics of Alcanivorax, neither Marinobacter, nor Cycloclasticus were present in the MSS microbial community at the end of experiment.

Table 3. CARD-FISH and qPCR cell number quantification in the MSS internal sediment during the bioremediation treatment.
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Succession of hydrocarbon-degrading bacteria during the sediment bioremediation was additionally quantified by qPCR. Based on the a priori higher sensitivity of qPCR approach, obtained numbers were slightly higher than those from taxon-specific CARD-FISH data. Nevertheless, obtained results remarkably corroborated with CARD-FISH counts and the general trend in Alcanivorax, Marinobacter, and Cycloclasticus dynamics was identical (Table 3). None of these hydrocarbon-degrading bacteria were detected by qPCR at the end of experiment.

STATISTICAL ANALYSIS OF BACTERIAL DIVERSITY

As it shown in Table 4, the diversity index and coverage values have been calculated for each 16S rRNA transcript library. Based on sequence similarity threshold for OTU definition ≥97% (Rosselló-Mora and Amann, 2001), a total of 93 different OTUs were discerned. The rarefaction analysis did not demonstrate the saturation in any library (data not shown), however, the coverage values varying between 0.64 (T0 library) and 0.92 (T9 0OUT library) indicated that a satisfactory overview on bacterial community was obtained. As reflected by the high values of Simpson, Shannon and the number of missing species provided by Chao-2, the highest bacterial diversity was observed in original sediments (T0). Bacterial biodiversity was drastically affected by Bunker C fuel oil addition, decreasing the Simpson, Shannon and Equitability values, due to strong selection for both petroleum contamination-resilient and hydrocarbon-degrading bacteria (Harayama et al., 1999; Kasai et al., 2001, 2002; Syutsubo et al., 2001). Dominance index reached the highest value at T29 and T90. After 1 month of aeration, the microbial population of the internal MSS sediments was dominated by OMHCBs, whereas at the end of experiment, the dominant Cluster 9 of the Gammaproteobacteria accounted for 42% of all T90 clones. This cluster consists of organisms recovered from pristine seawater and marine sediments. As mentioned above, the microbial community of anaerobic external sediments T90OUT was totally different compared with aerated internal sediments. Both fuel oil contamination and rapid development of anaerobiosis have selected a very specialized and poorly diverse microbial population (5 OTUs; Dominance 0.44; Coverage 91%). These data were confirmed by the HCA and UniFrac PCoA analyses. At the end of the experiment, the microbial communities thriving in the MSS external (T90OUT) and the internal (T90) sediments were significantly different from each other (P1 = 50.85% and P2 = 31.39%). Noteworthy, both applied statistical analyses confirmed that comparing with OMHCB-enriched T29 population, the T90 microbial community was more similar to those recovered from early stages of the experiment (T0 and T1 libraries) (Figure 9). This finding indirectly hints at the process of self-recovery of petroleum-contaminated sediments, which was confirmed by GC analysis of the contaminated sediments in and outside the MSS.

Table 4. Diversity indices calculated for the five clone libraries created at different time of aeration and sediment ageing.
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FIGURE 9. Dendrogram of microbial biodiveristy and similarity analysis of the 16S rRNA transcripts detected at different sampling time and treatment. The UPGMA cluster analysis was obtained by using group average clustering from Euclidean distance on relative abundance matrix of OTUs detected in the analyzed libraries.



DISCUSSION

The influence of the massive Bunker C fuel oil load upon the microbial population of coastal sediments collected in Messina harbor and their recovery was investigated during 3 months in the mesocosms experiment. These sediments chronically polluted with alkylnaphthalenes were chosen since the autochthonous microbial community is likely adapted to the steady presence of PHs and consequently may exhibit a higher biodegradation ability than those from pristine environments (Païssé et al., 2008, 2010). Accordingly, the fraction of the OMHCB genera Alcanivorax Cycloclasticus Marinobacter and Thalassolituus, usually imperceptible in pristine marine environments (Yakimov et al., 2007), accounted for a fifth part of the native microbial community of Messina harbor sediments. To simulate accidental oil spill we spiked 1000 kg sandy sediments with Bunker C fuel oil (6500 mg kg−1). This type of heavy fuel oil is frequently used by the cargo and tanker ships and is generally more complex in composition and impurities than distilled fuels. Bunker C fuel oil includes about 25% polyaromatic, 15% aliphatic, 45% naphthenic and 15% non-hydrocarbon compounds (Clark et al., 1990) As it generally observed, after the oil spill reaches a shoreline, the oil burial is the main mechanism of the pollution dispersal. This results in intense oiling of subsurface sediments and consequent reduction in oxygen concentration due to initial activation of aerobic hydrocarbon-degrading microorganisms (Albaigés et al., 2006; Acosta González et al., 2013). Once O2 concentration drops to zero, the degradation rates of both aliphatic and aromatic PHs decrease significantly. According with this observation, the oil cleanup was very marginal, and >80% of initially added Bunker C fuel oil was extracted from the anaerobic external sediments after 3 months of oil spill simulation. At the end of experiment, analysis of microbial community of the MSS external sediments revealed the overwhelming dominance of the Deltaproteobacteria.

The stimulation of autochthonous bacteria to tackle the pollution in contaminated environment is widely used in the remediation of aerobic sites (Harayama et al., 2004). However, this technology is hardly applicable to oxygen-depleted marine sediments. Additionally, due to high probability of contaminant spreading while removing, the application of ex-situ remediation technologies is severely limited. To initiate the self-cleaning process in sediments driven by indigenous aerobic OMHCB, we used in situ aeration of polluted anoxic sediments in specially designed MSS. It is generally assumed, that petroleum contamination induced drastic changes in the bacterial community structure associated with a decrease of diversity (Grötzschel et al., 2002; Röling et al., 2002; Yakimov et al., 2005, 2007; Head et al., 2006; Bordenave et al., 2007). These changes were referred to both toxic effect of PHs and a strong selection toward highly specialized hydrocarbon-degrading microorganisms (Harayama et al., 1999; Kasai et al., 2001; Grötzschel et al., 2002; Yakimov et al., 2005, 2007). Accordingly, the most drastic shifts in the MSS bacterial community dynamic was observed at the beginning and after 1 month of the oil spill. As revealed by 16S crDNA clone library analysis, more than a half of MSS microbial population at T29, belonged to Alcanivorax (43%), Cycloclasticus (7%) and Marinobacter (5%), the genera of OMHCB, known to play a pivotal role in petroleum degradation in marine environments (Harayama et al., 1999; Röling et al., 2002, 2004; Yakimov et al., 2007). Noteworthy, the dominance of these OMHCB genera was confirmed by both CARD-FISH and qPCR analyses. At the end of the treatment, the level of TERHC degradation in the MSS internal sediments was almost 98%, and the resulting microbial community was characterized by an almost complete extinction of OMHCBs. Both HCA and UniFrac PCoA statistic analyses of the OTUs abundance matrix indicated that the structure of T90 microbial community was more similar to initial microbial community structures. As a consequence of successful bioremediation, the Corophium orientale eco-toxicological bioassay revealed that toxicity of the MSS internal sediments was substantially lower compared with the untreated external sediments. Thus, to the best of our knowledge, our studies for the first time demonstrated that petroleum-contaminated anaerobic marine sediments could be efficiently recovered by their capping and in situ aeration, thus stimulating the self-cleaning potential due to reawakening of residing aerobic OMHCBs.
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The microbial metabolism of hydrocarbons is increasingly associated with the corrosion of carbon steel in sulfate-rich marine waters. However, how such transformations influence metal biocorrosion in the absence of an electron acceptor is not fully recognized. We grew a marine alkane-utilizing, sulfate-reducing bacterium, Desulfoglaeba alkanexedens, with either sulfate or Methanospirillum hungatei as electron acceptors, and tested the ability of the cultures to catalyze metal corrosion. Axenically, D. alkanexedens had a higher instantaneous corrosion rate and produced more pits in carbon steel coupons than when the same organism was grown in syntrophic co-culture with the methanogen. Since anaerobic hydrocarbon biodegradation pathways converge on fatty acid intermediates, the corrosive ability of a known fatty acid-oxidizing syntrophic bacterium, Syntrophus aciditrophicus was compared when grown in pure culture or in co-culture with a H2-utilizing sulfate-reducing bacterium (Desulfovibrio sp., strain G11) or a methanogen (M. hungatei). The instantaneous corrosion rates in the cultures were not substantially different, but the syntrophic, sulfate-reducing co-culture produced more pits in coupons than other combinations of microorganisms. Lactate-grown cultures of strain G11 had higher instantaneous corrosion rates and coupon pitting compared to the same organism cultured with hydrogen as an electron donor. Thus, if sulfate is available as an electron acceptor, the same microbial assemblages produce sulfide and low molecular weight organic acids that exacerbated biocorrosion. Despite these trends, a surprisingly high degree of variation was encountered with the corrosion assessments. Differences in biomass, initial substrate concentration, rates of microbial activity or the degree of end product formation did not account for the variations. We are forced to ascribe such differences to the metallurgical properties of the coupons.
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INTRODUCTION

Anaerobic hydrocarbon biodegradation is metabolically coupled with the consumption of a variety of terminal electron acceptors (for recent reviews see, Callaghan, 2013; Heider and Schühle, 2013). It is essential to understand the underlying geochemical settings for such bioconversions in order to reliably assess the attendant environmental consequences. Arguably, the greatest impact of this metabolism is manifest in sulfate-laden environments where petroleum metabolism may be coupled with sulfide production. Aside from the destruction of the hydrocarbons per se, the formation of sulfide has several important consequences including health and safety concerns (Reiffenstein et al., 1992), reservoir souring (Jenneman et al., 1986; McInerney et al., 1996; Nemati et al., 2001; Hubert and Voordouw, 2007), and metal biocorrosion (Hamilton, 1985). Not surprisingly, these problems are most acute in marine environments where sulfate-reducing bacterial communities thrive in petroleum deposits, hydrocarbon seeps, petroleum hydrothermal sediments, methane hydrates, oil field equipment, and in hydrocarbon-contaminated sediments (Teske, 2010). Moreover, in offshore and near coastal drilling operations where seawater is injected into petroleum reservoirs to maintain oil field formation pressures, efforts are regularly made to remove sulfate from seawater in order to control the deleterious consequences of scale deposits as well as to minimize microbial sulfate reduction, reservoir souring, and sulfide-induced metal corrosion (Bader, 2007). When exogenous electron acceptors are limiting, anaerobic hydrocarbon mineralization can still proceed and result in the formation of methane (Dolfing et al., 2008; Gieg et al., 2008; Jones et al., 2008; Heider and Schühle, 2013). In fact, methanogenic enrichments and isolates are regularly obtained from hydrocarbon-rich marine ecosystems (Teske, 2010), even though these organisms are not known to directly utilize petroleum components. Rather, acetoclastic and hydrogenotrophic methanogens catalyze the terminal mineralization steps as members of thermodynamically-based hydrocarbonoclastic syntrophic microbial assemblages of varying complexity (Dolfing et al., 2008; Gieg et al., 2008; Jones et al., 2008). The consequences of methanogenic hydrocarbon metabolism minimally include the overall diminution in the quality of petroleum reserves (Head et al., 2010), and the formation of methane a powerful greenhouse gas (Blake and Rowland, 1988). The other end product of this bioconversion, carbon dioxide, can potentially alter the in situ mineralization pathways in petroliferous reservoirs. If carbon dioxide is in a high enough concentration, acetoclastic methanogenesis may become a dominant process and increase the rate of methane production and sequestration of carbon dioxide (Mayumi et al., 2013).

Thus, the complete mineralization of hydrocarbons under anaerobic conditions, like the biodegradation of other complex forms of organic matter, can be initiated or accomplished by specialized microbial isolates that can couple this metabolism to the consumption of exogenous electron acceptors or enter into complex syntrophic partnerships. Such bioconversions often result in the transient formation of fatty acid metabolites (e.g., acetate, propionate, butyrate, and benzoate) that have been postulated as intermediates of anaerobic hydrocarbon metabolism under both methanogenic and sulfate-reducing conditions (Cozzarelli et al., 1994; Van Stempvoort et al., 2007, 2009; Struchtemeyer et al., 2011). In syntrophic partnerships, it is well known that non-methanogens, such as hydrogen/formate-utilizing, sulfate-reducing bacteria (SRB), can fulfill the role of the terminal electron-accepting microorganism (Hopkins et al., 1995; Warikoo et al., 1996; Jackson et al., 1999). Conversely, a syntrophic association with methanogens can also be realized even in environments with high sulfate concentrations (Struchtemeyer et al., 2011).

The role of SRB and methanogens as agents of metal corrosion, when grown as pure cultures or as members of syntrophic consortia, is not fully appreciated. These organisms have been implicated in the corrosion of metal via direct electron transfer from zero-valent iron under electron donor-limited conditions (Dinh et al., 2004; Uchiyama et al., 2010; Enning et al., 2012; Enning and Garrelfs, 2014). Additionally, when electron donors are sufficient, the inorganic and organic compounds produced during metabolism (e.g., hydrogen, fatty acids, carbon dioxide, and sulfides) have frequently been associated with metal biocorrosion (King and Miller, 1971; King and Wakerley, 1972; King et al., 1973a,b; Crolet et al., 1999; Hedges and McVeigh, 1999; Garsany et al., 2003; Kermani and Morshed, 2003; Suflita et al., 2008).

Given the diverse modes of existence for the requisite microorganisms, we used defined incubations of both pure and co-culture syntrophic bacteria to examine their impact on carbon steel biocorrosion. More specifically, we evaluated a known hydrocarbon-degrading bacterium, Desulfoglaeba alkanexedens strain ALDC (Davidova et al., 2006), grown with sulfate or syntrophically in co-culture with a methanogen as the electron acceptor. D. alkanexedens strain ALDC is a marine alkane-degrading, sulfate-reducing bacterium, that can completely oxidize C6–C12 n-alkanes via the fumarate addition pathway. The bacterium can also syntrophically degrade the same suite of aliphatic hydrocarbons in a sulfate-free medium when co-cultured with the hydrogen/formate-consuming methanogen, Methanospirillum hungatei strain JF-1 (Ferry et al., 1974). We also evaluated biocorrosion with a known fatty acid-oxidizing syntrophic bacterium, Syntrophus aciditrophicus strain SB (Hopkins et al., 1995; Jackson et al., 1999), grown as a pure culture or with either a hydrogen/formate-utilizing methanogen or SRB as the electron-accepting microorganism. S. aciditrophicus strain SB, metabolizes various saturated and unsaturated fatty acids, methyl esters of butyrate and hexanoate, benzoate, and alicyclic acids when grown in co-culture with a hydrogen/formate-consuming microorganism (Mouttaki et al., 2007) including the methanogen M. hungatei strain JF-1 or the SRB Desulfovibrio sp. strain G11 (McInerney et al., 1979). Its use of a primary sodium pump to create a chemostatic potential and to synthesize ATP using a sodium gradient mimics the bioenergetic scheme of many marine microorganisms (McInerney et al., 2007). Similarly, M. hungatei strain JF-1 also has the capacity to produce and use sodium gradients (Anderson et al., 2009). S. aciditrophicus strain SB can also be grown as a pure culture on crotonate whereupon it produces acetate, cyclohexane carboxylate, and benzoate as metabolic end products (Mouttaki et al., 2007). Lastly, all pure cultures were individually evaluated for their ability to corrode metal coupons. Our results suggest that the corrosion of carbon steel was generally more evident when anaerobic microbial metabolism was linked to sulfate reduction rather than methanogenesis. However, a greater than expected standard deviation in corrosivity was measured in replicate incubations. After controlling and monitoring the biological and chemical characteristics of the incubations, we are forced to attribute the variability to presumed compositional differences in the metal used for the construction of the coupons.

MATERIALS AND METHODS

ELECTROCHEMICAL CELL CONSTRUCTION

Electrochemical cells were made from culture bottles (100 ml; Figure S1) fitted with rubber stoppers that were modified to hold a graphite counter electrode and a Luggin probe filled with 1 M potassium chloride (KCl) solution containing a saturated calomel reference electrode (Gamry Instruments, Warminster, PA; Figure S2). The working electrode was a 1020 carbon steel coupon (Alabama Specialty Products, Munford, AL) with dimensions of 0.95 cm diameter × 1.27 cm and a surface area of 4.5 cm2. The metal was prepared using the specifications detailed in ASTM Standard A576-90b (2006), and consisted of the elemental components listed in Table S1 according to the manufacturer (above). A wire was attached to the coupon using rosin core solder and the entire assembly was sealed with epoxy resin (Figure S3). The working electrode assembly was then washed with acetone and methanol, before being sterilized by immersion for 30 min in a 70% ethanol bath. The ethanol was evaporated with an open flame, and the coupon was dried under nitrogen and handled aseptically. Sterile electrochemical probes (Figure S2) were placed in the incubations (Figure S4) while inside a well-working anaerobic chamber (N2:H2 95:5%), and linear polarization resistance (LPR) curves were recorded every 5 min for a 30 min period using computer controlled potentiostats (model 600, Gamry Instruments, Warminster, PA). The potential was swept ± 10 mV above and below the corrosion potential (Ecorr) at a rate of 0.125 mV/s. Tafel slope regions were used to extrapolate resistance polarization (Rp) values within ± 5 mV of the Ecorr. The instantaneous corrosion rate is derived by taking the inverse of the resistance polarization (1/Rp; ohms−1 cm−2). The LPR measurement was taken intermittently based on the metabolic activity measured within anaerobic incubations (below). Thus, the 1/Rp curves reflect various points along the curve shown in Figure 1. A 1/Rp value for each time point was selected based on the mean distribution of six LPR curves within the 30 min measurement period. Finally, instantaneous corrosion rates were generalized as low [<0.0254 millimeter per year (mmpy)], moderate (0.0254–0.127 mmpy), or high (0.127–0.508 mmpy) based on the 1/Rp logarithmic value (Figure 1).
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FIGURE 1. An instantaneous corrosion rate (1/Rp) curve adapted from Aktas et al. (2010). The basic shape of the curve represents the corrosion of C1020 metal over time. 1/Rp = ([image: yes]) 10−5 ohms−1 cm−2, <0.0254 mmpy; ([image: yes]) 10−4 ohms−1 cm−2, 0.0254–0.127 mmpy; ([image: yes]) 10−3 ohms−1 cm−2, 0.127–0.508 mmpy.



CULTIVATION OF THE HYDROCARBON-DEGRADING BACTERIUM

The mineral medium was prepared as previously described (McInerney et al., 1979), except rumen fluid and sulfate were omitted. The medium was amended with 10 ml/L of a trace metal and vitamin solution (Tanner, 2002), 0.0001% solution of resazurin as a redox indicator, sodium bicarbonate (24 mM), and 10 ml/L of a 2.5% solution of cysteine sulfide used as a reductant. The medium was dispensed into the electrochemical cells (50 ml) and inoculated with 20% transfers for the D. alkanexedens strain ALDC or M. hungatei strain JF-1 pure culture incubations or 10% transfers of each microorganism for the co-culture incubations. The mineral medium was the same for all axenic cultures or co-cultures, but the substrate, sulfate concentration, and headspace gas composition were adjusted for different incubation conditions (Table 1). The headspace for the axenic cultures of M. hungatei strain JF-1 was monitored and exchanged every 14 days to resupply H2/CO2 to support the hydrogenotrophic growth of the methanogen. Strict anaerobic conditions were maintained throughout the 44 days incubation period. Triplicate cultures were incubated at 32°C and monitored for corrosion with the potentiostats every 26 days after moving the cultures inside the anaerobic chamber. After each LPR measurement, the culture bottles were resealed and the headspace exchanged to the appropriate atmosphere.

Table 1. Substrate, sulfate, and headspace amendments for hydrocarbon degrading incubations.
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CULTIVATION OF THE FATTY ACID-OXIDIZING SYNTROPH

A basal medium was prepared as previously described (Tanner, 2002), and was amended with 10 ml/L trace metal and vitamin solution (Tanner, 2002), a 0.0001% solution of resazurin as a redox indicator, sodium bicarbonate (24 mM), and 20 ml/L of a 2.5% solution of cysteine sulfide used as a reductant. The medium was dispensed into the electrochemical cells (50 ml) and inoculated with 20% transfers of S. aciditrophicus strain SB or Desulfovibrio sp. strain G11 pure cultures, or 10% transfers of each of the microorganisms for the syntrophic co-culture incubations. The basal medium was the same for all cultures and co-cultures, but the substrate, sulfate concentration, and headspace atmosphere were adjusted depending on the desired incubation condition (Table 2). The headspace in autotrophically grown Desulfovibrio sp. strain G11 incubations was exchanged daily to resupply H2/CO2 to support the growth of this microorganism. Cultures were incubated in triplicate while medium controls were in duplicate. Incubations were held at 32°C and monitored electrochemically for the instantaneous corrosion rate as described above, every 7 days (experiment 1) or 28 days (experiment 2) after placing the cultures inside the anaerobic chamber. After each LPR measurement, the culture bottles were resealed and the headspace exchanged to the original atmosphere.

Table 2. Substrate, sulfate, and headspace amendments for fatty acid oxidizing incubations.
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SPENT MEDIUM EXPERIMENTS

The corrositivity of the basal medium (Tanner, 2002) was assessed after amendment with various fatty acids with concentrations of crotonate and lactate ranging from 0 to 20 mM, as well as acetate ranging from 0 to 40 mM. These compounds were exogenously amended to mimic the concentration of substrates and end products produced by a crotonate grown co-culture of S. aciditrophicus strain SB and Desulfovibrio sp. strain G11 and lactate metabolism by a pure culture of Desulfovibrio sp. strain G11. Acetate was amended at a ratio of 2:1 for crotonate metabolism and 1:1 for lactate metabolism. To represent sulfide production within the uninocultated incubations, sodium sulfide was amended at 10 and 20 mM concentrations. The pH for all incubations was ~7.0. The incubation conditions are described in Table 3. Duplicate uninoculated incubations were held at 32°C and monitored electrochemically every 17 days inside the anaerobic chamber as described above.

Table 3. Uninoculated medium controls containing various concentrations of fatty acids and sulfide amended to represent crotonate metabolism by S. aciditrophicus strain SB or lactate metabolism by Desulfovibrio sp. strain G11.
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PROFILOMETRY

At the end of the incubation, the coupons were recovered and localized corrosion damage was assessed with light profilometry (PS50 profilometer, Nanovea, Irvine, CA). The coupons were acid-cleaned to remove corrosion deposits according to ASTM Standard A576-90b (2006). The initial surface profiling of coupons was conducted by a cooperating external laboratory (Phillips 66, Bartlesville, OK, USA). However, a model PS50 profilometer (Nanovea, Irvine, CA) was eventually acquired for this purpose. Only the flat surface of the cylindrical coupons were analyzed for localized pitting evaluations. Line scans were run at a data acquisition rate of 2000 Hz using a 300 μm optical pen at a 3.0 μm step size. All surface analysis was performed using 3D analysis software (Ultra v6.2 Nanovea, Irvine, CA). Pitting was defined as damage that was 20 μm below the mean surface plane and at least a 20 μm in diameter. These experimental parameters were chosen based on the distribution of collected points across all coupons analyzed. Surface damage was also assessed by comparing histograms for each coupon. Each histogram consists of 2501 points collected from the profilometer. The y value indicates the depth (μm) of the points while the x value is the percentage of points at that particular depth.

STATISTICAL METHODS

All statistical analyses were done using R (The R Foundation for statistical computing). Treatment means were estimated by a Bayesian multilevel model that accounted for the dependencies among the 2501 points from each coupon. Using the MCMCglmm package (Hadfield, 2010) and vauge priors, eight parallel MCMC chains were run for 10,000 iterations after burn-in; the largest R was less than 1.001. Our primary model produced point and error estimates consistent with a frequentist multilevel model (using the lme4 package; Bates, 2010) and with a frequentist ANOVA (that considered only the mean of each coupon). Coupons not scanned at the University of Oklahoma were excluded from the analysis since a different profilometry protocol was employed and the resulting histograms were not comparable. In addition, a medium control coupon was similarly excluded since it had a damaged area on its surface (but no pits matching the experimental parameters were evident). To be entirely transparent, a comparison of the datasets with and without the outliers is depicted in the supplemental information (see Figure S21). To facilitate reproducibility, the code and profilometry data are available at https://github.com/LiveOak/LylesCarbonSteelCorrosion.

ANALYTICAL METHODS

Crotonate loss was measured by HPLC (Dionex model IC-3000, Sunnyvale, CA) using an Alltech Prevail™ organic acid column (250 × 4.6 mm, particle size 5 μM; Grace, Deerfield, IL) and UV absorbance dector (Dionex model AD25, Sunnyvale, CA). The gradient pump was operated at a flow rate of 1.0 ml/min and mixed a mobile phase consisting of 60% (vol/vol) KH2PO4 (25 mM, pH 2.5) and 40% acetonitrile. The UV absorbance detector was set to 254 nm. Sulfate depletion was analyzed by ion chromatography (Dionex model IC-1000, Sunnyvale, CA) and has been previously described in Lyles et al. (2013). Methane production was monitored by gas chromatography (Packard model 427, Downers Grove, Ill.) and has been previously described in Gieg et al. (2008).

RESULTS

ANAEROBIC HYDROCARBON BIODEGRADATION AND THE CORROSION OF CARBON STEEL

There are many important ecological consequences associated with anaerobic hydrocarbon biodegradation in the environment. We used pure cultures and defined co-cultures to investigate the impact of this metabolism on one of the most important ecological consequences, the biocorrosion of carbon steel. D. alkanexedens strain ALDC and M. hungatei strain JF-1 were cultured axenically and as a syntrophic partner in the presence of carbon steel coupons. Coupon damage was assessed by periodically measuring the instantaneous corrosion rate during the course of the experiment and by surface profilometry at the end of the incubation period (Table 4).

Table 4. The number of pits and the instantaneous corrosion rates for replicates of the hydrocarbon and fatty acid oxidizing cultures as well as the spent medium incubations.

[image: image]

After 44 days of incubation, D. alkanexedens strain ALDC cultured on n-decane reduced sulfate at a rate of 0.060 ± 0.014 mM SO4•day−1 (Figure S5) and produced an instantaneous corrosion rate of 7.8 × 10−3 ± 8.3 × 10−4 ohms−1 cm−2 (~0.381 mmpy; Figure 2). Approximately 18% of the n-decane was oxidized during the incubation period based on the amount of sulfate reduced within the incubation (data not shown). When D. alkanexedens strain ALDC and M. hungatei strain JF-1 were co-cultured on the same hydrocarbon, an average of 62.0 ± 22.5 μmole methane (Figure S6) was produced, suggesting that ~0.2% of the parent hydrocarbon was utilized by the co-culture. The instantaneous corrosion rate for the co-culture was 7.0 × 10−4 ± 4.3 × 10−4 ohms−1 cm−2 (~0.0508 mmpy; Figure 2). Pure cultures of M. hungatei strain JF-1 cultured hydrogenotrophically (H2/CO2) produced ~1500 ± 700 μmole methane over the initial 24 days incubation but the rate decreased with each headspace exchange over the entire incubation (Figure S7). The pure methanogen exhibited an instantaneous corrosion rate of 6.56 × 10−5 ± 4.4 × 10−5 ohms−1 cm−2 (<0.0254 mmpy); a value that was even lower than the comparable rate determination in the uninoculated control (1.01 × 10−4 ± 4.48 × 10−5 ohms−1 cm−2; <0.0254 mmpy).
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FIGURE 2. Instantaneous corrosion rates (1/Rp) for pure cultures of D. alkanexedens strain ALDC ([image: yes]) and M. hungatei strain JF-1 ([image: yes]) as well as the syntrophic co-culture ([image: yes]) of the two microorganisms (standard deviation incubations n = 3, axenic D. alkanexedens strain ALDC incubations n = 2).



When profilometry was used to assess localized corrosion in the coupons, differences between replicate incubations were evident (Table 4; Figure S8). One coupon replicate in the D. alkanexedens strain ALDC incubation exhibited substantial pitting (259 pits) while pits were not evident on the other replicate coupon despite similar sulfate reduction (Figure S5) and instantaneous corrosion rates (Figure 2). Pitting was not as severe for coupon replicates incubated in the syntrophic co-culture. That is, 66 pits were counted on replicate one, 3 pits on replicate two, and 0 pits on replicate three. The pure culture incubation of M. hungatei strain JF-1 and the uninoculated control had 2 and 50 pits, respectively.

ANAEROBIC FATTY ACID BIODEGRADATION AND THE CORROSION OF CARBON STEEL

The corrosion potential of the fatty acid-oxidizing syntroph, S. aciditrophicus strain SB, was evaluated in a similar manner by growing the bacterium, as a pure culture or in defined co-culture with M. hungatei strain JF-1 or Desulfovibrio sp. strain G11 (Table 4; Figure 3). The instantaneous corrosion rates were not substantially different between the pure culture of S. aciditrophicus strain SB and co-cultures M. hungatei strain JF-1 or Desulfovibrio sp. strain G11. However, localized corrosion increased when S. aciditrophicus strain SB was co-cultured with Desulfovibrio sp. strain G11 compared to when the syntroph was grown as a pure culture or when it was coupled with the methanogen (Table 4). Additionally, localized corrosion was also evident when coupons were exposed to pure cultures of Desulfovibrio sp. strain G11 grown in lactate-amended incubations with sulfate as the electron acceptor.


[image: image]

FIGURE 3. Instantaneous corrosion rates (1/Rp) for pure cultures of S. aciditrophicus strain SB ([image: yes]) and syntrophic co-cultures with M. hungatei strain JF-1 ([image: yes]) and Desulfovibrio sp. strain G11 ([image: yes]) as well as an uninoculated basal medium controls amended with 20 mM of crotonate ([image: yes]) (standard deviation incubations n = 3, medium controls n = 2).



The instantaneous corrosion rates for pure cultures of S. aciditrophicus strain SB and related co-cultures are compared in Figure 3. Incubations containing axenic cultures of S. aciditrophicus strain SB were found to produce an instantaneous corrosion rate of 1.12 × 10−3 ± 9.65 × 10−4 ohms−1 cm−2 (~0.0762 mmpy). In co-culture with M. hungatei strain JF-1, 15.65 ± 7.16 μmole methane was produced over the 16 days incubation period (Figure S9), and the instantaneous corrosion rate was 2.64 × 10−3 ± 2.91 × 10−3 ohms−1 cm−2 (~0.178 mmpy). When co-cultured with Desulfovibrio sp. strain G11, the sulfate reduction rate was 0.34 ± 0.08 mM SO4•day−1 (Figure S10), and the instantaneous corrosion rate was 2.6 × 10−3 ± 1.19 × 10−3 ohms−1 cm−2 (~0.1524 mmpy). Uninoculated basal medium controls amended with 20 mM of crotonate had an instantaneous corrosion rate of 7.33 × 10−3 ± 2.01 × 10−3 ohms−1 cm−2 (~0.4318 mmpy). In all incubations containing S. aciditrophicus strain SB, crotonate was not detected by HPLC after 14 days of incubation (Figure S11). Additionally, the large standard deviations observed between 1/Rp values (Figure 3) associated with incubations of S. aciditrophicus strain SB and related co-cultures suggest that there is no difference in instantaneous corrosion rates, despite the formation of different metabolic end products (i.e., sulfide, methane, acetate) within each of the various incubation conditions.

Axenic incubations of Desulfovibrio sp. strain G11 cultured in the same media but amended with 20 mM of lactate produced an instantaneous corrosion rate of 1.5 × 10−3 ± 6.0 × 10−4 ohms−1 cm−2 (~0.089 mmpy; Figure 4). These incubations reduced sulfate at a rate of 2.00 ± 0.1 mM SO4•day−1 (Figure S10). The uninoculated media control containing 20 mM of lactate produced an instantaneous corrosion rate of 3.2 × 10−3 ± 6.0 × 10−4 ohms−1 cm−2 (~0.1778 mmpy; Figure 4). Thus, there is no significant difference for the instantaneous corrosion rates between Desulfovibrio sp. strain G11 and uninoculated control incubations. Additionally, when Desulfovibrio sp. strain G11 was cultured autotrophically with 138 kPa overpressure of H2/CO2 in the headspace as well as from hydrogen emanating from the metal surface, the sulfate reduction rate was 0.79 ± 0.04 mM SO4•day−1 and 0.35 ± 0.10 mM SO4•day−1, respectively (Figure S10). In all replicates of autotrophically-grown cultures of this microorganism, the instantaneous corrosion rates (Figure 5) ranged between 5.17 × 10−5 ± 4.70 × 10−5 and 5.51 × 10−5 ± 3.51 × 10−5 ohms−1 cm−2 (<0.0208 mmpy), which is lower than the uninoculated controls containing either 138 kPa of H2/CO2 or N2/CO2 in the headspace (1.02 × 10−4 ± 1.13 × 10−4 ohms−1 cm−2).
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FIGURE 4. Instantaneous corrosion rates (1/Rp) for lactate-amended pure cultures of Desulfovibrio sp. strain G11 ([image: yes]) and uninoculated basal medium controls amended with 20 mM lactate ([image: yes]) (standard deviation incubations n = 3, medium controls n = 2).
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FIGURE 5. Instantaneous corrosion rates (1/Rp) for axenic incubations of Desulfovibrio sp. strain G11 cultured autotrophically on 138 kPa of H2/CO2 ([image: yes]) and hydrogen from the metal surface ([image: yes]), as well as an uninoculated basal medium controls ([image: yes]) amended with 138 kPa of H2/CO2 or N2/CO2 (standard deviation incubations n = 3, medium controls n = 2).



Carbon steel coupons were assessed for localized corrosion using profilometry, and the numbers of pits counted from surface profiles (Figure S12) are compared in Table 4 (experiment 1). Even though pure cultures of S. aciditrophicus strain SB produced instantaneous corrosion rates of 10−3 and 10−4, only 2 pits were identified on the metal surface. When S. aciditrophicus strain SB was co-cultured with Desulfovibrio sp. strain G11, an average of 35 ± 2.6 pits were identified across the three replicates. Finally, when S. aciditrophicus strain SB was co-cultured with M. hungatei strain JF-1, one replicate produced 88 pits, while the other replicates had no detectable pits. When coupons were exposed to pure cultures of Desulfovibrio sp. strain G11 grown on lactate, replicate one had no pits, but replicates two and three had 23 and 12 pits, respectively. No pits were detected on coupons analyzed from incubations containing Desulfovibrio sp. strain G11 cultured under autotrophic conditions. Additionally, exposure to uninoculated medium amended with 20 mM crotonate caused one out of two metal samples to produce 45 pits.

Given the unexpectedly high level of variability encountered, the same experiments were repeated with the same degree of replication. With few exceptions, the instantaneous corrosion rates were largely in the 10−5 ohms−1 cm−2 range (Table 4 experiment 2; Figure S13), and pitting was mainly associated with the S. aciditrophicus strain SB and Desulfovibrio sp. strain G11 co-cultures (Table 4 experiment 2; Figure S14). S. aciditrophicus strain SB alone or in co-culture with Desulfovibrio sp. strain G11 metabolized ~2 mM crotonate over the 30 days incubation (Figure S15), and the co-culture incubation reduced sulfate at 0.30 ± 0.08 mM SO4•day−1 (Figure S16). For comparison, Desulfovibrio sp. strain G11 cultured with lactate, H2/CO2 overpressure, or hydrogen emanating from the coupon reduced sulfate at 1.08 ± 0.006, 0.36 ± 0.06, and 0.16 ± 0.09 mM SO4•day−1, respectively (Figure S15). Thus, even though similar sulfate reduction rates were measured between cultures and co-cultures from experiment 1, the instantaneous corrosion rates as well as localized corrosion were substantially less within these repeat incubations (Table 4).

CORROSIVITY OF SPENT MEDIA

The apparent corrosivity of uninoculated controls (Table 4) caused us to question the role of parent substrates and metabolic end products in exacerbating coupon damage. This prompted an experiment wherein acetate and sulfide were exogenously added to the sterile basal medium to simulate the concentration of these substances following the metabolism of crotonate by a co-culture of S. aciditrophicus strain SB and Desulfovibrio sp. strain G11. The same thing was done to simulate the products acetate and sulfide associated with lactate metabolism by Desulfovibrio sp. strain G11. These incubation conditions were chosen because localized corrosion was consistently associated with the production of acetate and sulfide. The results indicated that instantaneous corrosion rates typically ranged between 10−4 and 10−5 ohms−1 cm−2, and pitting was not detected on any of the metal surfaces (Table 4; Figures S17–S20).

STATISTICAL TESTS

In order to determine whether statistical differences existed between the various experimental treatments, incubations were grouped according to end product production. These treatment groups included: sulfide only, sulfide and acetate, acetate only, methane, and uninoculated media controls. The treatment groups were then assessed by plotting the number of pits vs. the instantaneous corrosion rates for the individual microbial incubations (Figure 6A), and then compared to the uninoculated media controls (Figure 6B). The results suggested that when sulfide and acetate were produced as end products, corrosion was elevated relative to other microbial incubations as well as to the media controls (Figure 6). To further examine these differences, the surface damage for each coupon was compared using a Bayesian multilevel model. Figure 7 displays the 63 histograms of points collected from the profilometer (i.e., one histogram for each coupon) separated into the five treatment groups. A histogram that is concentrated near the top of a panel (e.g., −5 μm) indicates less surface damage than a histogram concentrated closer to the bottom (e.g., −20 μm). A value of 0 μm represents the highest point on the coupon's surface. The histograms are skewed down, indicating that the depth of the (numerous) points are greater than the height of the (infrequent) peaks. The results indicated that incubations producing both sulfide and acetate as end products was the only treatment group that corroded significantly more than the media controls (p = 0.016); typically the mean surface damage for these coupons was 2.2 μm deeper than the uninoculated media controls.
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FIGURE 6. The impact of (A) microbial cultures producing sulfide and acetate ([image: yes]), sulfide only ([image: yes]), acetate only ([image: yes]), and methane ([image: yes]) on localized corrosion. Compared to (B) uninoculated medium controls amended with crotonate ([image: yes]), lactate ([image: yes]), or no VFA ([image: yes]).
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FIGURE 7. A Bayesian multilevel model comparing the mean surface damage for treatment groups as well as individual coupons. The diamonds indicate a treatment group's mean depth, and the tick marks on the right side of the columns indicate an individual coupon's mean depth. The error bars mark the 16 and 84% percentiles of each treatment's posterior distribution, which corresponds to the asymptotic 68% coverage of a ±1 standard error band, but is allowed to be asymmetric.



DISSCUSSION

Anaerobic hydrocarbon degradation is an important ecological process within petroleum-laden environments, and one potential consequence of this metabolic activity is the sulfide-induced corrosion of carbon steel. However, the inherent complexity of the natural environment often makes it difficult to ascertain the biotic and abiotic factors that substantially influence biocorrosion. Our approach was to investigate this process in a more defined manner. That is, biocorrosion can be viewed as the interaction between electron donors of interest, a specific inoculum, the prevailing environmental conditions, and the composition of the metal (Suflita et al., 2013). Thus, we used defined microbial systems wherein the biological interactions with the electron donors were known and the metabolic end products could be reasonably anticipated. More specifically, we explored the impact of sulfate as an electron acceptor on metal biocorrosion in defined microbial assemblages and compared the damage to coupons when the same organisms were cultivated as syntrophic partnerships.

The corrosivity of the alkane-degrading, sulfate-reducing bacterium D. alkanexedens strain ALDC was previously assessed and was found to produce higher instantaneous corrosion rates and more pits compared to an uninoculated medium control containing 20 mM sulfide (Suflita et al., 2013). Presumably, the production of sulfide by D. alkanexedens strain ALDC from n-decane oxidation was responsible for the increase in instantaneous corrosion rate and localized corrosion. In this study, when axenic incubations of D. alkanexedens strain ALDC were cultured on n-decane under sulfate-reducing conditions, instantaneous corrosion rates were ~10 times higher than comparable pure cultures of M. hungatei strain JF-1 grown on H2/CO2 or in a co-culture of the two microorganisms (Figure 2). Pitting also decreased when coupons were incubated with M. hungatei strain JF-1 alone or with the co-culture (Table 4; Figure S8). The biological replicates of D. alkanexedens strain ALDC pure culture incubations had similar sulfate reduction and instantaneous corrosion rates (Figure 2; Figure S5); however, despite these similarities, the replicate incubations had a high variability in the number of pits observed on the individual coupons (Table 4). This result suggests that the coupons were differentially pitting even though the replicate incubations were biologically and chemically similar. Variability in localized corrosion was also observed in both the co-culture and the uninoculated control incubations, in which a single replicate produced pits under the respective incubation conditions (Table 4). This result suggested that pitting was not specifically a function of sulfide production, as this end product was not produced in either incubation. Nevertheless, coupon pitting under methanogenic conditions as well as with uninoculated controls was a relatively rare occurrence compared to incubations under sulfate-reducing conditions (Figures 6, 7; Figure S21).

Previous research has suggested that the acetate concentration can exacerbate carbon steel corrosion by multiple mechanisms (Crolet et al., 1999; Hedges and McVeigh, 1999; Garsany et al., 2003; Suflita et al., 2008). At less than circumneutral pH values, at least some fraction of the acetate will exist as acetic acid and cause direct damage to metal surfaces. Therefore, it may be that S. aciditrophicus strain SB can contribute to corrosion through the production of acetate from the metabolism of fatty acids as a pure culture or when in syntrophic partnership. However, the instantaneous corrosion rates were not significantly different between axenic cultures of S. aciditrophicus strain SB and co-culture incubations with M. hungatei strain JF-1 or Desulfovibrio sp. strain G11 (Figure 3). However, when the coupons were subject to profilometric analysis, pitting was largely restricted to co-culture incubations of S. aciditrophicus strain SB and Desulfovibrio sp. strain G11 (Table 4 experiment 1; Figure S12). When S. aciditrophicus strain SB and Desulfovibrio sp. strain G11 co-culture incubations were repeated, instantaneous corrosion rates were substantially slower (Table 4 experiment 2; Figure S13), but pits were identified on all metal samples from the incubations (Table 4 experiment 2; Figure S14). Despite the 18 mM difference in crotonate metabolism between the experiments (Figures S11, S15), the S. aciditrophicus strain SB and Desulfovibrio sp. strain G11 co-culture was the only incubation condition that produced localized corrosion in all six replicates. The results suggest that corrosion is likely increased due to the production of both acetate and sulfide during the metabolism of crotonate under sulfate-reducing conditions.

The impact of lactate-grown Desulfovibrio sp. strain G11 on metal corrosion was similarly evaluated. This organism incompletely oxidizes lactate to acetate and uses sulfate as an external electron acceptor. Thus, if localized corrosion is at least a function of both acetate and sulfide production, pitting would be expected on the metal coupons. In fact, the results are largely consistent with this contention in that pitting occurred on metal surfaces in two of three replicate incubations (Table 4 experiment 1; Figure S12). Nevertheless, when these incubations were repeated, the instantaneous corrosion rates were substantially lower and no pits were evident by profilometry (Table 4 experiment 2; Figure S14) even though similar rates of sulfate reduction were measured between the two experiments (Figures S10, S16). The variability in pitting behavior between replicate incubations and repeat experiments that exhibited similar rates of substrate utilization and metabolic end product formation is enigmatic. Since the biological activity and the resulting chemistry is both defined and controlled, we are forced to attribute the variability to incubation components we could not adjust. More specifically, we presume the variations can somehow be attributed to differences in the composition of the carbon steel coupons. However, according to the bulk analysis by the manufacturer, the coupons were compositionally similar (Table S1).

To exemplify, autotrophically cultured Desulfovibrio sp. strain G11 cultures are able to reduce sulfate at different rates depending on whether the coupon itself served as a hydrogen source or if the electron donor was supplied exogenously. In the latter case, the sulfate reduction rate was comparable to the co-culture of this organism with S. aciditrophicus strain SB (Figures S10, S16). However, corrosion measures were substantially less with the pure culture relative to the co-culture, thus implicating acetate as a confounding factor in sulfide-induced corrosion. (Table 4 experiments 1 and 2). The only exception is one replicate from experiment two (Table 4), which produced an instantaneous corrosion rate of 10−3 ohms−1 cm−2 and had pitting on the side of the coupon (data not shown). Thus, only one metal coupon out of twelve substantially corroded upon exposure to autotrophically-grown Desulfovibrio sp. strain G11. Considering the relatively small amount of sulfide produced in these incubations (~2 mM), the lack of acetate production, and the relatively consistent levels of coupon corrosion, differences in the corrosion behavior of a single replicate also point to potential differences in the coupons themselves.

Methanogens such as Methanobacterium thermoautotrophicum (Lorowitz et al., 1992) and Methanococcus maripaludis strain KA1 (Uchiyama et al., 2010) have been previously described to stimulate corrosion by either scavenging hydrogen or direct electron utilization from the surface of the metal coupons, respectively. M. hungatei strain JF-1 has not been reported to utilize either of these corrosion mechanisms, and when the metal was the only source of hydrogen in the incubation, methane production, instantaneous corrosion rates, and pitting were all negligible (data not shown) over the incubation period. Additionally, incubations of M. hungatei strain JF-1 amended with 138 kPa of H2/CO2 did not exacerbate corrosion on any metal sample (Table 4). However, M. hungatei strain JF-1 was associated with corrosion within two incubations. The first was in co-culture with D. alkanexedens strain ALDC (Table 4, replicate 1, 64 pits; Figure S8), and the second was in co-culture with S. aciditrophicus strain SB (Table 4 experiment 1, replicate 1, 88 pits; Figure S12). Considering methane production was similar between replicate incubations (Figures S6, S9), the lack of sulfide production, and that pits were not detected on any other metal samples, the corrosion of these particular coupons are also attributed to the variability in the elemental composition of the metal sample.

Uninoculated media controls containing crotonate and lactate occasionally produced higher instantaneous corrosion rates (Figures 2, 3) than the corresponding inoculated incubations, and one replicate of a crotonate exposed coupon was found to have 45 pits at the end of the incubation (Table 4 experiment 1; Figure S12). Thus, we concluded that the potential for metal corrosion due to exposure to various fatty acids could be important considering that formate, acetate, propionate, butyrate, and benzoate have all been detected in oil reservoirs with concentrations exceeding 20 mM (Magot et al., 2000). However, when comparable uninoculated controls were specifically evaluated, corrosion was found to be negligible (Table 4 experiment 2). Additionally, corrosion was not stimulated on metal samples that were exposed to uninoculated incubations amended with crotonate, lactate, acetate and sulfide to represent the spent medium of S. aciditrophicus strain SB and Desulfovibrio sp. strain G11 co-cultures as well as lactate-amended Desulfovibrio sp. strain G11 pure cultures (Table 4; Figures S17–S20). Thus, the differences between our initial observations and subsequent experimentation (Table 4) also seem to be a function of the variable nature of the coupons, despite identical manufacturer bulk analyses.

Biocorrosion experiments exhibited high standard deviations for instantaneous corrosion rates and pitting for metal samples that was independent of inoculum type, biomass levels, initial substrate concentration, rates of microbial activity, or the degree of end product formation. Eliminating these factors as major contributors to the measured variability, forces us to attribute the large standard deviations to inconsistencies in the individual metal coupon samples. The bulk analysis of the metal from the manufacturer does not lend credence to this suggestion. However, low grade carbon steel is known to contain manganese sulfide inclusions (MnS) that are sites for pitting initiation and pit propagation (Vuillemin et al., 2003; Avci et al., 2013). The density of these submicron sized inclusions on carbon steel is typically thousands per square millimeter (Avci et al., 2013). It is unknown if the inclusions are evenly (randomly) distributed in metal or if they are clustered (heterogeneous) to any degree. It also seems clear that some inclusions are more susceptible as sites of pit initiation than others (Wranglen, 1974; Davis, 2013). Thus, both the distribution and the reactivity of inclusion bodies within a metal sample could substantially influence corrosion processes and help explain why seemingly similar metal samples may behave differently in corrosion experiments.

There was generally no agreement between instantaneous corrosion rates and the number of pits; that is localized corrosion did not always occur on coupons with higher (10−3 ohms−1 cm−2) 1/Rp values (Table 4; Figure 6). Electrochemical measurements, such as LPR, are considered highly sensitive and accurate (<0.5% error; Jones, 1996) for monitoring generalized corrosion, and profilometry can detect and quantify pits on a micron-scale. However, considering these methods were not always in agreement, other corrosion analyses would seem pertinent (e.g., weight loss, total iron determinations, manganese loss). Additionally, by differentially focusing our analysis on bulk fluids, the findings may not reflect reactions occurring in a biofilm on the metal surface. Localized metabolic activities in microbial biofilms, particularly the production of organic acids, can cause the pH to substantially decrease at the metal surface (Vroom et al., 1999). These points notwithstanding, our results generally show that localized corrosion was elevated when coupons were exposed to sulfide-producing cultures relative to methanogenic cultures or to uninoculated controls (Figures 6, 7; Figure S21).

The major implications of this work are that the anaerobic biodegradation of hydrocarbons or associated fatty acid intermediates linked to sulfate reduction can have important consequences with respect to the biocorrosion of carbon steel. That is, when sulfate is available as an electron acceptor, microbial assemblages will produce sulfide and low molecular weight organic acids that generally increase the corrosion of carbon steel. However, when the same organisms are in sulfate-limited environments and forced to live a syntrophic existence with a methanogen, biocorrosion is substantially reduced. These trends must be considered fairly general with more specific inferences being somewhat masked by the surprisingly high degree of variability associated with the corrosion assessments. Since the biological and chemical characteristics of the incubations were controlled, we were forced to attribute the high variability to differences with the metal samples themselves.
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Marine hydrocarbon-degrading bacteria perform a fundamental role in the oxidation and ultimate removal of crude oil and its petrochemical derivatives in coastal and open ocean environments. Those with an almost exclusive ability to utilize hydrocarbons as a sole carbon and energy source have been found confined to just a few genera. Here we used stable isotope probing (SIP), a valuable tool to link the phylogeny and function of targeted microbial groups, to investigate hydrocarbon-degrading bacteria in coastal North Carolina sea water (Beaufort Inlet, USA) with uniformly labeled [13C]n-hexadecane. The dominant sequences in clone libraries constructed from 13C-enriched bacterial DNA (from n-hexadecane enrichments) were identified to belong to the genus Alcanivorax, with ≤98% sequence identity to the closest type strain—thus representing a putative novel phylogenetic taxon within this genus. Unexpectedly, we also identified 13C-enriched sequences in heavy DNA fractions that were affiliated to the genus Methylophaga. This is a contentious group since, though some of its members have been proposed to degrade hydrocarbons, substantive evidence has not previously confirmed this. We used quantitative PCR primers targeting the 16S rRNA gene of the SIP-identified Alcanivorax and Methylophaga to determine their abundance in incubations amended with unlabeled n-hexadecane. Both showed substantial increases in gene copy number during the experiments. Subsequently, we isolated a strain representing the SIP-identified Methylophaga sequences (99.9% 16S rRNA gene sequence identity) and used it to show, for the first time, direct evidence of hydrocarbon degradation by a cultured Methylophaga sp. This study demonstrates the value of coupling SIP with cultivation methods to identify and expand on the known diversity of hydrocarbon-degrading bacteria in the marine environment.
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INTRODUCTION

Hydrocarbon-degrading bacteria comprise an important component to the total microbial diversity in the marine environment, contributing significantly to the degradation and ultimate removal of hydrocarbons from the marine water column and sediment. Considering the enormous volumes of hydrocarbons that enter the oceans each year through natural seepage, anthropogenic activities and other sources, the fact that the sea surface is not covered in a layer of oil is largely due to the presence and activities of these types of bacteria. Species of hydrocarbon-degrading bacteria, belonging to over 20 genera and distributed across some of the major bacterial Classes (Alpha-, Beta- and Gammaproteobacteria; Actinomycetes; Flexibacter-Cytophaga-Bacteroides), have been isolated and described (Floodgate, 1995; Head and Swannell, 1999; Head et al., 2006; Yakimov et al., 2007). To our knowledge, the marine environment is the only place where we find bacteria with the ability to utilize hydrocarbons almost exclusively as a sole source of carbon and energy. So-called “hydrocarbon specialists”, or “obligate oil-degraders”, these organisms are ubiquitous in the ocean, often found at <0.1% abundance of the total microbial community in seawater, and becoming strongly selected for and increasing to levels constituting up to 90% of the total microbial community upon exposure to crude oil or its refined petrochemical products (Röling et al., 2002, 2004; Teira et al., 2007). This hydrocarbon-elicited bloom in microbial-expressed hydrocarbon catabolizing potential is one of the ocean's inherent mechanisms to keeping the total load of hydrocarbons to background levels, in-turn helping to mitigate the potential detrimental effects that these chemical pollutants can pose to marine life.

Whilst our knowledge on the diversity of hydrocarbon-degrading bacteria in the ocean has progressed, it is far from complete, and novel taxa continue to be discovered. One bacterial genus that has proven contentious with respect to whether any of its members might be capable of degrading hydrocarbons is Methylophaga. Members of this genus are strictly aerobic and moderately halophilic, belonging to the Piscirickettsiaceae family in the Gammaproteobacteria, and exhibit an exclusive requirement for C1 sources (methanol, methylamine, dimethylsulfide) as sole growth substrates, with the exception of some species that are also capable of utilizing fructose (Janvier and Grimont, 1995). A few studies have reported the enrichment of Methylophaga spp. in oil-contaminated field samples and in laboratory experiments with oil (Röling et al., 2002; Yakimov et al., 2005; Coulon et al., 2007), but whether those organisms could degrade hydrocarbons was not addressed in those studies. Recently, Vila et al. (2010) isolated a Methylophaga species, designated strain AF3, from a beach impacted by the Prestige oil spill and showed it to grow in a synthetic seawater medium amended with high molecular weight polycyclic aromatic hydrocarbons (PAHs). However, since the medium was also amended with nutritionally-rich Luria-Bertani medium, the assumption that strain AF3 could grow on PAHs was unsubstantiated. Hence, compelling evidence showing a Methylophaga species to degrade hydrocarbons remains lacking.

One method that circumvents the requirement to isolate microorganisms in order to assess their metabolic and physiological characteristics is stable isotope probing (SIP). This method has been used successfully on environmental samples to identify a target microbial group(s) based on their ability to perform a specific metabolic process, thereby being able to link the phylogenetic identity of an organism to its function (Dumont and Murrell, 2005). An added advantage of this technique is its ability to identify target members of a microbial community that are not amenable to cultivation in the laboratory. In this study, we investigated hydrocarbon-degrading bacteria in surface seawater on the North Carolina coast using DNA-based SIP with uniformly labeled [13C]n-hexadecane and identified Alcanivorax and several other taxa, including Methylophaga, in the isolated 13C-labeled “heavy” DNA. We subsequently isolated a strain representing this SIP-identified Methylophaga, designated strain SM14, which was found capable of growing on n-hexadecane as a sole source of carbon and energy. This work, which couples DNA-SIP with cultivation-based methods, for the first time reveals direct evidence implicating a Methylophaga species with the ability to utilize a hydrocarbon as a growth substrate.

MATERIALS AND METHODS

FIELD SAMPLE

During a field trip 1 mile offshore from the Beaufort Inlet (34° 33.42′ N, 76° 51.06′ W), North Carolina, USA on 27 August 2010, ca. 20 L of surface seawater was collected into pre-autoclaved polypropylene (Nalgene) bottles and stored at 4°C. On the following day, ca. 18 L of the water sample was filtered through 0.2-μm Nucleopore filters and the retained biomass resuspended in ONR7a medium (Dyksterhouse et al., 1995) to a total volume of ca. 100 ml to act as the inoculum for use in enrichment, mineralization, degradation and SIP experiments (described below).

SIP INCUBATIONS

SIP incubations were performed as described previously (Gutierrez et al., 2013). Briefly, 16 125-ml autoclaved glass screw-top Erlenmeyer flasks with caps lined with aluminum foil to prevent the adsorption of hydrocarbons were prepared. Each flask contained 15 ml of ONR7a medium, 1mg of labeled (14C or 13C) and/or unlabeled n-hexadecane, and 5 ml of inoculum. [U-13C] n-hexadecane was obtained from Sigma-Aldrich (United States). For SIP, duplicate flasks were prepared with 1 mg of [U-13C] n-hexadecane, and a second set of duplicates was prepared with 1mg of the unlabeled counterpart. To determine the endpoint of each SIP experiment, the mineralization of [U-14C] n-hexadecane was measured in triplicate flasks by liquid scintillation counting of 14CO2 trapped in KOH-soaked filter paper over time, as described below. An additional set of triplicate flasks was used to monitor the disappearance of unlabeled n-hexadecane by gas chromatography–mass spectrometry (GC–MS). Samples were taken periodically from these flasks for DNA extraction and subsequent measurement of the abundance of target organisms (by qPCR as described below) identified through SIP. Triplicate flasks of acid-killed controls (pH ≤ 2) containing unlabeled n-hexadecane were prepared by adding 85% phosphoric acid (ca. 0.7 ml per flask). All flasks were incubated on an orbital shaker (250 rpm; 21°C) in the dark. At the endpoint of each SIP incubation—defined as the time when the extent of mineralization of the 14C-labeled n-hexadecane began to approach an asymptote—whole DNA from the total volume in the paired flasks amended with the [U-13C] n-hexadecane and the corresponding paired set with unlabeled n-hexadecane was extracted using the method of Tillet and Neilan (2000).

To monitor the mineralization of [U-14C] n-hexadecane, each triplicate flask contained the 14C-labeled compound to 20,000 dpm and 2.5 mg of unlabeled n-hexadecane. Killed controls (in triplicate) were also prepared by adding 85% phosphoric acid to pH ≤ 2 prior to inoculation. For the CO2 trap, a sterile glass test tube (12 × 75 mm) containing a piece of filter paper saturated with 60 μl of 2 M KOH was inserted into each flask. The filter paper from each flask was removed daily and the captured 14C from any 14CO2 respired was counted on a Packard (Meriden, CT, USA) Tri-Carb liquid scintillation analyser (model 1900TR). The KOH-saturated filter paper from each flask was replaced at each sampling point for the course of the experiment. The percentage of 14C mineralized for [U-14C] n-hexadecane was calculated by subtracting the triplicate values for the acidified controls from those of the experimental and then dividing by the total dpm of 14C added.

CSCL GRADIENT ULTRACENTRIFUGATION AND IDENTIFICATION OF 13C-ENRICHED DNA

To separate 13C-enriched and unenriched DNA, total extracted DNA from each sample was added to cesium chloride (CsCl) solutions (1.72 g ml−1) for isopycnic ultracentrifugation and gradient fractionation, as previously described (Jones et al., 2011). As an internal standard for unlabeled DNA, 5 μl of purified Escherichia coli DNA (ca. 40 ng ml−1) was added and mixed into each tube prior to ultracentrifugation. Each fraction was then analyzed by denaturing gradient gel electrophoresis (DGGE) to visualize the separation of DNA. For this, PCR amplification of each fraction was carried out with primers 63f-GC (Marchesi et al., 1998) and 517r (Muyzer et al., 1993) using a PCR program as described by Yu and Morrison (2004). PCR products were confirmed on a 1.5% (w/v) agarose gel alongside a HindIII DNA ladder (Invitrogen, Carlsbad, CA, USA). DGGE was performed using 6.5% acrylamide gels containing a denaturant range of 30–60%. After electrophoresis for 16 h at 60°C and 60 V, gels were stained with ethidium bromide (1:25,000 dilution; 15 min). Gel images were captured and visualized using the GNU Image Manipulation Program (GIMP; version 2.6.8).

16S RRNA GENE LIBRARIES OF 13C-ENRICHED DNA

16S rRNA clone libraries, each comprising 96 clones, were prepared from combined fractions containing the 13C-enriched DNA from each of the duplicate SIP incubations. For this, the general eubacterial primers 27f and 1492r were used for amplification of the 16S rRNA gene and then partially sequenced using primer 27f (Wilmotte et al., 1993) at the Beckman Coulter Genomics sequencing facility (Danvers, MA, USA). The 13C-enriched heavy DNA fractions were selected based on the DGGE evidence, as discussed below. After excluding vector sequences, poor-quality reads and chimeras, clone sequences were grouped into operational taxonomic units (OTUs) based on applying a 97% sequence identity cutoff. The complete linkage clustering and dereplicate tools available at the Pyrosequencing Pipeline tool of RDP-II (Cole et al., 2009) were used to select representative sequences for dominant OTUs identified in each of the libraries. Near-complete 16S rRNA gene sequences for the represented sequences were obtained at the University of North Carolina-Chapel Hill Genome Analysis Facility. Sequencher 4.8 (Gene Codes Corp., Ann Arbor, MI, USA) was used to edit and assemble these sequences, and the BLASTn search program and RDP-II (Maidak et al., 1999) were used to check for close relatives and phylogenetic affiliation.

REAL-TIME QUANTITATIVE PCR

To quantify sequences in the dominant OTUs, primers for real-time quantitative PCR (qPCR) were developed using the Probe Design and Probe Match tools of ARB, as previously described (Gutierrez et al., 2011). The Probe Check tool of RDP-II was used to confirm primer specificity, and the optimal annealing temperature of each primer pair was determined using an Eppendorf (Hauppauge, NY, USA) or Applied Biosystems (Foster City, CA. USA) Mastercycler gradient thermal cycler. The template for these reactions, and for the construction of respective standard curves for qPCR, was either a plasmid containing a representative sequence that had been linearized using PstI (New England BioLabs, Ipswich, MA, USA), or a PCR amplicon of the 16S rRNA gene, and purified using the QIAquick nucleotide removal kit (Qiagen, Valencia, CA, USA). The primer pairs, their optimal annealing temperature, amplification efficiency (Pfaffl, 2001), detection limit and RDP hits are shown in Table 1. To confirm the fractions from the DGGE profiles that corresponded to unlabeled DNA, E. coli primers ECP79f (5′-GAAGCTTGCTTCTTTGCT-3′) and ECR620r (5′-GAGCCCGGGGATTTCACA-3′) were used to quantify the abundance of the E. coli 16S rRNA genes in each fraction. An annealing temperature of 55°C was used for the qPCR program employing these primers (Sabat et al., 2000).

Table 1. Quantitative PCR primers developed and used in this study.
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Purified DNA from time-series incubations with unlabeled hydrocarbon was quantified using a NanoDrop ND-3300 fluorospectrometer (Thermo, Waltham, MA, USA) and the Quant-iT Picogreen double-stranded DNA (dsDNA) kit (Invitrogen). As duplicates of the separated 12C- and 13C-labeled incubations for each of the three SIP incubations displayed similar distributions of DNA in the fractions, as well as similar DGGE profiles, only the replicate incubation whose fractions contained the highest total amount of DNA was used for further analyses. SIP-identified sequences were quantified in each separated SIP fraction using at least duplicate reactions by qPCR, as described previously (Singleton et al., 2006). Single reactions were performed on each triplicate DNA extraction (from triplicate samples) from the time series containing unlabeled hydrocarbon.

ISOLATION AND DEGRADATION EXPERIMENTS

The detection of Methylophaga sequences in the heavy DNA clone library from SIP prompted us to isolate these organisms in order to further verify their potential to degrade hydrocarbons. For this, a fresh inoculum was prepared (as described above) from the same batch of North Carolina surface seawater and used to inoculate three 250-ml Erlenmeyer flasks, each containing 50 ml of ONR7a medium amended with methanol supplied via the vapor phase, as previously described (Paje et al., 1997). Methanol, as the sole carbon and energy source, was used in order to preferentially enrich for methylotrophs. After 1-week incubation (250 rpm; 21°C) in the dark, samples (50 μl) from each flask were streaked directly onto ONR7a agar plates and stored in a desiccator containing a small beaker containing ca. 50 ml of methanol. Colonies displaying distinct colonial morphologies were picked and subcultured onto fresh ONR7a agar medium (amended with methanol via the vapor phase) until pure cultures were obtained and stored in glycerol (30% v/v) at −80°C. One isolate, designated strain SM14, was selected for further study.

The potential of strain SM14 to grow on n-hexadecane as the sole carbon and energy source was determined in acid-washed (0.1 N HCl) 250-ml autoclaved glass screw-top Schott bottles with caps lined with aluminium foil to prevent the adsorption of hydrocarbons. Each bottle contained 50 ml of ONR7a medium and 1mg of unlabeled n-hexadecane (>99% purity). One set of triplicate bottles was inoculated with strain SM14 cells that had been washed several times with sterile ONR7a broth. Uninoculated controls, acid-killed controls and bottles that were inoculated, but without any added n-hexadecane, were also prepared. All incubations were conducted in triplicate and incubated in the dark with shaking (150 rpm) at 25°C. Growth was monitored spectrophotometrically by taking triplicate measurements of the culture medium periodically at an optical density of 600 nm. Concentrations of n-hexadecane were measured by gas chromatography (GC). For this, triplicate samples (1 ml) were taken at each time point and extracted with 2 ml of ethyl acetate (EA). Heptanone, as internal standard, was added to each of the non-aqueous EA extracts prior to injection (3 μl) into a Hewlett Packard 5890 series II GC equipped with an Equity 1 (Supelco) column (60 m × 0.32 mm i.d.) and a flame ionization detector. The operating conditions were as follows: column temperature initially 60°C for 1 min, then 60–250°C at 18°C/min, followed by holding at 250°C for 18.5 min; injector temperature at 300°C; detector temperature at 310°C; and carrier gas He (1.0 ml min−1).

PHYLOGENETIC TREE

The 16S rRNA sequences of the isolated strain and SIP-identified representative sequences were aligned using CLUSTAL_X (Thompson et al., 1994) with close relatives as determined by RDP and BLASTn searches of GenBank. A neighbor-joining tree was constructed with bootstrapped replication (1000 times) and Escherichia coli 0157:H7 (AY513502) was used as an outgroup.

NUCLEOTIDE SEQUENCE ACCESSION NUMBERS

The following accession numbers were submitted to GenBank for 13C-enriched DNA from SIP experiment with n-hexadecane: Alcanivorax sp. clone HEX19 (KF875698) and Methylophaga sp. clone HEX76 (KF790924). The accession number for Methylophaga sp. strain SM14 is KF790925.

RESULTS

INCUBATIONS WITH LABELED AND UNLABELED N-HEXADECANE

During the SIP experiment, incubations containing unlabeled or 14C-labeled n-hexadecane were run in parallel to measure, respectively, for the disappearance and mineralization of this hydrocarbon. As shown in Figure 1, complete removal of n-hexadecane occurred by day 5, whereas mineralization of 14C associated with n-hexadecane continued up until day 7. The endpoint selected for the extraction of DNA from the 13C incubations was 7 days, which corresponded to slowing of the mineralization rate for the n-hexadecane. The DNA extracts (from each of the duplicate 13C incubations) was subjected to isopycnic ultracentrifugation to isolate the 13C-enriched “heavy” DNA for subsequent analysis.
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FIGURE 1. Cumulative 14CO2 recovered from incubations with [14C]n-hexadecane (circles) and disappearance of n-hexadecane as measured by GC-MS (squares) by the North Carolina surface seawater field sample. The endpoint for this SIP incubation was determined to be 7 days. Each data point is the mean ± standard deviation from triplicate incubations. Filled symbols represent live cultures (non-acid treated); open symbols represent acid-inhibited controls. Some error bars are smaller than the symbol.



DNA GRADIENT ULTRACENTRIFUGATION AND IDENTIFICATION OF LABELED 16S RRNA GENES

DGGE analysis of the fractions from the SIP incubations showed clear evidence of isotopic enrichment of DNA in [13C]n-hexadecane incubations, separation of 13C-labeled and unlabeled DNA, and different banding patterns between the 13C-enriched and unenriched DNA fractions (Figure 2). For the 13C incubations shown in Figure 2, fractions 7–10 were combined and used to construct the 16S rRNA gene clone library. Fractions from the duplicate gradient (i.e., of the duplicate 13C incubation) were combined and similarly manipulated (data not shown). After excluding vector sequences, poor sequence reads, chimeras, and singleton sequences, the clone library constructed from pooled 13C-enriched DNA comprised 85 sequences. Table 2 shows the OTU representation in the clone library together with the phylogenetic affiliation based on a BLASTn search in GenBank. Of the 85 sequences, 5 OTUs were identified based on a >97% sequence identity cutoff. OTU-1 (71 sequences) comprised the majority (84%) of the 85 sequences and was found affiliated to the genus Alcanivorax. OTU-2 (4 sequences) and OTU-5 (4 sequences) were affiliated to the genus Marinobacter and shared 95% sequence identity. OTU-3 (3 sequences) and OTU-4 (3 sequences) were, respectively, affiliated to Oleibacter and Methylophaga. All other OTUs in the clone library were represented by single sequences and are presented in Supplementary Table 1.
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FIGURE 2. Distribution of the “heavy” and “light” DNA in separated SIP fractions. (Top) DGGE image of bacterial PCR products from separated [13C]n-hexadecane fractions, with decreasing densities from left to right. The position of unlabeled E. coli DNA, which was used as an internal control in the isopycnic centrifugation, is shown on the right. (Bottom) Distribution of qPCR-quantified 16S rRNA gene sequences is shown below the DGGE image for Alcanivorax (triangles) and Methylophaga (solid circles) in fractions from the [13C]n-hexadecane incubations. The distribution of qPCR-quantified 16S rRNA gene sequences for E. coli is also shown (open circles) in fractions from the 13C incubation. Gene copies in a fraction are presented as a percentage of the total genes quantified in the displayed range of fractions. Data points are aligned with equivalent fractions of the DGGE image.



Table 2. SIP-identified sequences in the clone library constructed from 13C-enriched DNAa.
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Primers for qPCR were designed targeting the 16S rRNA gene of the most dominant SIP-identified group, Alcanivorax OTU-1 (Table 1), in order to quantify this group in the “heavy” DNA from the SIP incubations (Figure 2) and in incubations with unlabeled n-hexadecane to confirm its enrichment (Figure 3). As shown in Figure 2, qPCR detection of this group was largely confined to the “heavy” DNA (fractions 7–10), thus confirming its enrichment of the 13C label from [13C]n-hexadecane. By day 5 in the unlabeled incubations (Figure 3), the gene copy number of this group increased by ca. 5 orders of magnitude, coinciding with the disappearance and mineralization of the n-hexadecane (Figure 1). This increase in gene copy number also coincided with an increase in the total concentration of DNA as indicator of cell growth. The observed significant increase in the 16S rRNA gene copy number of this organism by day 5 coupled with its growth (total DNA as proxy), the disappearance and mineralization of the n-hexadecane, and appearance of respective 16S rRNA genes in only the most heavily 13C-enriched DNA fractions (Figure 2) of incubations containing the 13C-labeled substrate, strongly supports the enrichment of this Alcanivorax on the n-hexadecane as a growth substrate.
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FIGURE 3. Abundance of Alcanivorax and Methylophaga 16S rRNA genes during incubation with unlabeled n-hexadecane. Bars are the mean ± standard deviations of results from triplicate qPCRs measuring the abundance of group-specific 16S rRNA genes. Circles are the mean ± standard deviations of triplicate measurements of the total mass of DNA per sample. Bars or data points with asterisks represent numbers with one or more readings below the quantification limit of the assay and are presented as the largest possible value for that point.



A similar approach was used to confirm the apparent enrichment of Methylophaga OTU-4 in the clone library constructed from 13C-enriched DNA (Table 2) and link this organism to the degradation of n-hexadecane. As shown in Figure 2, 13% of total Methylophaga genes were confined to the “heavy” DNA (fractions 7–10) compared to 56% in the “light” DNA (fractions 16–19), thus indicating partial enrichment of this organism in the 13C-enriched DNA. Figure 3 shows that the gene copy number of this group increased by ca. 3 orders of magnitude by day 3, which coincided with ca. 80% disappearance of the n-hexadecane, 6% of 14C mineralized (as 14CO2) of initial 14C (as 14C-labeled n-hexadecane) and increase in total DNA concentration (as indicator of growth). At days 5 and 7, the gene copy number of this organism declined to reflect initial numbers (<0.5 Log genes per mL of culture).

GROWTH ON AND DEGRADATION OF N-HEXADECANE BY METHYLOPHAGA SP. STRAIN SM14

Enrichment experiments using the North Carolina field sample as inoculum and with methanol as the sole carbon and energy source yielded two isolates, designated strain SM13 and strain SM14. Both strains were found affiliated to the genus Methylophaga based on sequencing of their 16S rRNA gene—they shared 94% sequence identity between them. Strain SM13 proved difficult to maintain in laboratory culture as it eventually ceased to grow upon subsequent subculturing and was therefore no longer used for further experimentation. On the other hand, strain SM14 yielded small (0.05–0.15 mm) off-white colonies after 2 weeks incubation on ONR7a agar amended with Na-pyruvate as the sole carbon and energy source (not shown). The strain also grew well in ONR7a broth amended with Na-pyruvate or methanol. Evidence of the strain's ability to grow on n-hexadecane as a sole carbon and energy source is shown in Figure 4. At an initial n-hexadecane concentration of 0.002% (v/v), the strain reached a low cell density of ca. 0.015 at 600 nm. However, growth coincided with the disappearance of the n-hexadecane, which was indicative that the hydrocarbon was being degraded by the strain and utilized as a carbon source for growth. No growth was measured in uninoculated controls, or in inoculated incubations in the absence of any added n-hexadecane. Cultures amended with higher concentrations of n-hexadecane yielded higher cell densities (results not shown). Evidence that this was a pure culture of Methylophaga strain SM14 was confirmed by 16S rRNA gene sequencing of DNA isolated from cell pellets collected toward the end of these growth experiments.
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FIGURE 4. Growth of Methylophaga sp. strain SM14 on n-hexadecane (0.002% v/v) as the sole carbon and energy source and disappearance of the n-hexadecane as measured by GC. Each data point is the mean ± standard deviation from triplicate incubations. Open symbols represent live cultures (non-acid treated); filled symbols represent acid-inhibited controls. Circles and squares are cell density and GC measurements, respectively. Some error bars are smaller than the symbol.



PHYLOGENETIC ANALYSIS

The near-complete 16S rRNA gene sequence of the major SIP-identified OTUs and Methylophaga strain SM14 were used to construct a phylogenetic tree with related sequences from GenBank (Figure 5). The representative sequence for Alcanivorax identified from incubations with 13C-hexadecane (HEX19; OTU-1) shared highest 16S rRNA sequence identity (98%) with Alcanivorax jadensis T9T (Fernandez-Martinez et al., 2003)—previously (Fundibacter) jadensis that had been isolated from intertidal sediment collected from the German North Sea coast (Bruns and Berthe-Corti, 1999); second highest sequence identity (97%) was with Alcanivorax borkumensis SK2T that was isolated from seawater/sediment samples collected near the Isle of Borkum in the North Sea (Yakimov et al., 1998).


[image: image]

FIGURE 5. Phylogenetic tree of SIP clones and the isolated strain from the North Carolina surface seawater sample. GenBank accession numbers are in parentheses. The tree was constructed using the neighbor-joining algorithm. Nodes with bootstrap support of at least 65% ([image: yes]) and 90% ([image: yes]) are marked (1000 replications). The scale bar indicates the difference of number of substitutions per site.



The 16S rRNA sequence of Methylophaga strain SM14 shared 99.9% identity with SIP clone HEX76 (Methylophaga OTU-4). Highest sequence identity for both SM14 and clone HEX76 was found with two uncultured Methylophaga clones, DOM03 and DOM14 (97.5% similarity), identified associated with marine dissolved organic matter (DOM) (McCarren et al., 2010). Highest sequence identity of SM14 and HEX76 to type strains was with M. thiooxydans DMS010T (97.1%) isolated from an enrichment culture of the coccolithophorid Emiliana huxleyi with dimethylsulfide (Schäfer, 2007; Boden et al., 2010), whereas they shared ≤95% to other Methylophaga type strains. To further clarify the phylogenetic identity of strain SM14, tree construction was also performed with the neighbor-joining, maximum parsimony, and maximum likelihood methods. In all cases, the position of strain SM14 always grouped to the genus Methylophaga.

DISCUSSION

SIP has proven useful for linking the phylogenetic identity of microorganisms with a metabolic function. However, careful attention must be employed in its design and execution in order for it to yield interpretable, unambiguous results. One of the main challenges in SIP is obtaining sufficient incorporation of the 13C into biomass, which in the case for DNA-SIP, its enrichment into DNA. Whilst the extent of labeling can be increased with longer incubation times, this can lead to the 13C becoming distributed among other members of the microbial community—i.e., that are not necessarily directly capable of metabolizing the isotopically-labeled substrate—by cross-feeding on 13C-labeled metabolic byproducts, intermediates, or dead cells (Leuders et al., 2004). To avert this, we had set up several 12C and 14C incubations that ran in parallel to the 13C incubations in order to tractably measure for the degradation (by GC-MS) and mineralization (by scintillation counts) of the n-hexadecane to help guide our selection of the point at which to terminate the 13C incubations (endpoint of experiment) whereby sufficient 13C incorporation had been achieved with minimal cross-feeding. The absence of a heavy DNA band in the 12C controls (not shown) and the distinct bimodal distribution between 13C and 12C DNA bands on DGGE confirmed the incorporation of the label from [13C]n-hexadecane by a subgroup of the total microbial community.

Based on the clone libraries constructed from 13C-enriched DNA, the main consumers of the [13C]n-hexadecane were affiliated with Alcanivorax—a group of cosmopolitan bacteria that utilize petroleum oil hydrocarbons almost exclusively as a preferred carbon and energy source. Since this SIP-identified Alcanivorax, represented by OTU-1 (clone HEX19), was found with ≥2% 16S rRNA sequence difference to closely related type strains, it is likely to represent a new phylogenetic taxon within this genus. Further confirmation for the enrichment of this Alcanivorax OTU and its dominant role in the degradation of the n-hexadecane was provided by qPCR which revealed a dramatic increase in the abundance of the 16S rRNA gene copy number for these organisms in the unlabeled incubations (Figure 3). In addition, since growth of these organisms coincided with disappearance of the n-hexadecane, and appearance of their 16S rRNA genes in only the most heavily enriched 13C-DNA fractions, suggests that their presence in the clone libraries constructed from heavy DNA was unlikely due to cross-feeding. Other possible contributors to the consumption of the [13C]n-hexadecane during SIP were Marinobacter and Oleibacter, as several sequences (3–9% of the total clone library) were found affiliated with these genera in the libraries constructed from heavy DNA—members of these genera are commonly found enriched during oil spills in marine waters and can play a major role in the degradation of aliphatic hydrocarbons, such as n-hexadecane.

Intriguingly, several sequences affiliated to Methylophaga were also identified in the heavy DNA clone libraries (ca. 4% of the total clone library), and since this SIP-identified Methylophaga (represented by OTU-4) was found with ≥3% 16S rRNA sequence difference to closely related type strains, it is likely to represent a new phylogenetic taxon within this genus. To our knowledge, this represents the first identification of Methylophaga by SIP targeting hydrocarbon degraders using a 13C-labeled hydrocarbon. Based on the presence of these organisms in the heavy DNA fractions (Figure 2) and increased abundance of their 16S rRNA gene copy number by day 3 in the unlabeled incubations—which coincided with the disappearance and mineralization of the n-hexadecane—these results supported the contribution of the respective newly identified Methylophaga (OTU-4) to the degradation of the hydrocarbon. We are unable at the present time to explain why the initial increase in their gene copy number was, by day 5, subsequently followed by a regression in their abundance to below detection limits. We observed similar results during a crude oil enrichment experiment in which pyrosequencing was used to analyse the bacterial community response associated with the marine diatom Skeletonema costatum to reveal an initial and distinctive bloom in Methylophaga (unpublished results). As the SIP experiment was designed to minimize the possibility of cross-feeding, and the various analyses performed (i.e., DNA quantification, qPCR of target genes, etc) support the enrichment of Methylophaga on the n-hexadecane as a growth substrate within at least the first 3 days of the experiment, it is highly unlikely that any Methylophaga DNA had migrated into the heavy fractions during isopycnic ultracentrifugation unless it was enriched with 13C. This is further supported by the fact that no single sequence of the internal standard (unlabeled E. coli DNA) was detected in the heavy fractions and clone libraries constructed from the heavy DNA. It is more likely, in fact, that Methylophaga sequences were underrepresented in 13C-enriched DNA clone libraries because the SIP experiment was terminated (day 7) after the apparent peak in growth of Methylophaga occurred (day 3; Figure 3).

In order to further validate whether the SIP-identified Methylophaga (OTU-4) were capable of utilizing n-hexadecane as a sole carbon and energy source, we isolated a member of this genus, Methylophaga strain SM14, that shared 99.9% 16S rRNA gene sequence identity to the representative sequence for this OTU (i.e., SIP clone HEX76) and directly demonstrated its ability to grow on and degrade n-hexadecane as a sole carbon and energy source (Figure 4). Collectively, our results present compelling evidence to implicate, for this first time, a novel member of the genus Methylophaga in hydrocarbon degradation, hence expanding the substrate spectrum for certain members of this genus beyond solely utilizing C1 carbon sources—with the exception of a few species able to also utilize fructose.

The discovery of hydrocarbon-degrading Methylophaga has important implications to assessing their role in the fate of the oil that entered the Gulf of Mexico during the Deepwater Horizon spill. During the active phase of the spill (April 20 to July 15), methylotrophic bacteria (incl. Methylophaga) were not detected near the leaky wellhead (Hazen et al., 2010; Valentine et al., 2010; Yang et al., 2014), whereas these organisms were reported to account for at least 5% of the total bacterial community after the spill—i.e., Kessler et al. (2011) reported 5–36% in Sep. 2010; Yang et al. (2014) report 0.23–6% and 2% in Sep. 2010 and Oct. 2010, respectively. However, a recent report by Dubinsky et al. (2013) which analyzed the microbial community composition of plume waters during June and August 2010—a time period not covered in these earlier reports—describes the start of a Methylophaga enrichment in plume waters during late June that appeared to be sustained until late August. Furthermore, transcriptional analysis by Rivers et al. (2013) of water column samples collected during the active phase of the spill (May 26 to June 3, 2010) revealed that Methylophaga were in a heightened state of metabolic activity within the plume relative to non-plume waters. Kessler et al. (2011) postulated that methylotrophs, such as Methylophaga, had contributed to the consumption of the methane released during the spill. However, such organisms are not recognized for carrying out the oxidation, or being capable of growing on, methane as a carbon and energy source. Hence, their potential to have consumed the methane remains contentious in the absence of substantive evidence to support this. Our results from SIP and with strain SM14 herein provide evidence to reassess the possibility that a subset of the Methylophaga community in the Gulf of Mexico, specifically those with hydrocarbon-degrading potential, may have contributed to the degradation of some components of the oil (e.g., saturated hydrocarbons). Dubinsky et al. (2013) measured higher-than-background levels of BTEX, cyclo-alkanes and n-alkanes in plume waters during the Methylophaga-enrichment phase in late June that, hence, might have acted as potential carbon and energy sources for these organisms. We hypothesize that the apparent enrichment of these organisms, albeit ephemerally, during the latter phase of the spill may have been in part associated with the potential for some members of this genus to degrade hydrocarbons.
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We present the details of a numerical model, BIOB that is capable of simulating the biodegradation of oil entrapped in the sediment. The model uses Monod kinetics to simulate the growth of bacteria in the presence of nutrients and the subsequent consumption of hydrocarbons. The model was used to simulate experimental results of Exxon Valdez oil biodegradation in laboratory columns (Venosa et al., 2010). In that study, samples were collected from three different islands: Eleanor Island (EL107), Knight Island (KN114A), and Smith Island (SM006B), and placed in laboratory microcosms for a duration of 168 days to investigate oil bioremediation through natural attenuation and nutrient amendment. The kinetic parameters of the BIOB model were estimated by fitting to the experimental data using a parameter estimation tool based on Genetic Algorithms (GA). The parameter values of EL107 and KN114A were similar whereas those of SM006B were different from the two other sites; in particular biomass growth at SM006B was four times slower than at the other two islands. Grain size analysis from each site revealed that the specific surface area per unit mass of sediment was considerably lower at SM006B, which suggest that the surface area of sediments is a key control parameter for microbial growth in sediments. Comparison of the BIOB results with exponential decay curves fitted to the data indicated that BIOB provided better fit for KN114A and SM006B in nutrient amended treatments, and for EL107 and KN114A in natural attenuation. In particular, BIOB was able to capture the initial slow biodegradation due to the lag phase in microbial growth. Sensitivity analyses revealed that oil biodegradation at all three locations were sensitive to nutrient concentration whereas SM006B was sensitive to initial biomass concentration due to its slow growth rate. Analyses were also performed to compare the half-lives of individual compounds with that of the overall polycyclic aromatic hydrocarbons (PAHs).
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INTRODUCTION

The Exxon Valdez oil spill (EVOS) of 1989 in Prince William Sound (PWS) resulted in the contamination of approximately 2000 km of shoreline within the Gulf of Alaska (Bragg et al., 1994). The more recent Deepwater Horizon oil spill contaminated over 1600 km of shoreline within the Gulf of Mexico (Barron, 2012; Lubchenco et al., 2012). Removal of oil spilled in the environment requires approaches that are both effective and environmentally safe, and one of the techniques is bioremediation, which relies on augmenting the natural biodegradation rate of oil (Atlas, 1995; Vogel, 1996; Xu and Obbard, 2004; Cunliffe and Kertesz, 2006; Karamalidis et al., 2010).

Bioremediation can be studied by conducting laboratory scale experiments (Boufadel et al., 1999; Sabaté et al., 2004; Chen et al., 2008; Tian et al., 2008; Beolchini et al., 2010; Lors et al., 2012) or field scale experiments. Boufadel et al. (1999) evaluated the nitrate concentration required for maximum biodegradation of n-heptadecane in sand columns with monitored oxygen consumption and carbon dioxide production. They reported that the maximum biodegradation occurs at a concentration of 2.5 mg nitrate-N/L. They also speculated nitrogen recycling by biomass when the influent nitrate concentration was zero. This occurred by lysing (break apart) of cells to provide nutrients that other cells could use for growth and biodegradation. Wrenn et al. (2006) studied the effects of nutrient source and supply in crude oil biodegradation. They observed that the extent and rate of oil biodegradation remain unchanged regardless of whether the nutrient supply was intermittent or continuous. Desai et al. (2008) investigated the biodegradation kinetics of individual components and PAHs and their studies indicated that the prediction of natural or enhanced biodegradation of PAHs cannot be based on single compound kinetics as this assumption would overestimate the rate of disappearance, and does not account for the inhibition due to competitive interactions between the compounds.

Venosa et al. (2010) conducted laboratory experiments to study the biodegradation of 19 year old lingering weathered oil in PWS due to EVOS at three different islands. They observed that the most weathered oil was the most biodegradable. The experimental results obtained from laboratory scale experiments could be used to gain a better understanding of the kinetic processes involved in biodegradation by the use of numerical models.

Numerical models have been routinely used by researchers to predict the results. Essaid et al. (2003) used the US Geological Survey (USGS) solute transport and biodegradation code BIOMOC coupled with the USGS universal inverse modeling code UCODE to quantify the BTEX dissolution and biodegradation at a site located in Bemidji, MN. Vilcáez et al. (2013) developed a numerical model for the biodegradation of oil droplets as opposed to dissolved oil, and it was applied to estimate the time scale of biodegradation of Deepwater Horizon oil spill in Gulf of Mexico. The model revealed that small oil droplets biodegraded faster due to their larger surface area per unit mass. Herold et al. (2011) modeled the enhanced bioremediation of groundwater contaminated by acenaphthene, methylbenzofurans, and dimethylbenzofurans. The calibrated model was used to explore the feasibility and efficiency of remediation scenarios. It was observed from their simulations that even with several simplifications made in conceptualization, they were able to demonstrate the ability of their model to detect key processes needed for an effective remediation scheme. Geng et al. (2013) developed a mathematical model to simulate the biodegradation of residual hydrocarbon in a variably-saturated sand column. They estimated the biodegradation kinetic parameters by fitting the model to experimental data of oxygen, CO2 and residual mass of heptadecane obtained from two columns. They were also able to predict accurately the biodegradation for three other columns using the same parameters.

The goal of this study is to present a numerical model, BIOB which is capable of simulating the biodegradation of oil entrapped in the sediments, and to estimate its parameters using the experimental results from Venosa et al. (2010). The estimated parameters will be used to predict biodegradation under different environmental conditions. A parameter estimation tool based on Genetic Algorithm (GA) is employed to automatically conducting the fitting. Finally, the sensitivity of the model prediction to the kinetic parameters of the BIOB model is evaluated.

BIODEGRADATION OF EXXON VALDEZ OIL IN MICROCOSMS

Venosa et al. (2010) conducted laboratory experiments to test the biodegradability of 19 year old lingering oil due to the 1989 EVOS in Alaska, USA. They assessed whether or not oil weathered more than 70% could undergo further biodegradation. Oil weathering could occur as a result of its physical (e.g., evaporation, dissolution, washout), chemical (e.g., photooxidation), or microbial (e.g., biodegradation) processes. Oil weathering by biodegradation can be distinguished from the other processes by using biomarkers (e.g., hopane) to normalize the measured oil concentration. Biomarkers are compounds that biodegrade very slowly within the time frame of interest and have been used to evaluate the effectiveness of biodegradation (Bragg et al., 1994; Venosa et al., 1996). In Venosa et al. (2010), the PAH concentrations were normalized using hopane. The degree of weathering is calculated by comparing the constitution of the weathered oil with the fresh oil. Samples were collected from three different sites of Eleanor Island (EL107), Knight Island (KN114A), and Smith Island (SM006B) whose respective mass weathering indices (MWI) were 30, 76, and 60%. These samples of oil-contaminated sediment were collected from each site by digging up to 10–40 cm below the surface. The volume of each sample was about 50 L and the collected samples were used for microcosm experiments at the University of Cincinnati. Seawater samples from each island were also collected for natural attenuation experiments.

The collected samples were then used for experiments to study (a) natural attenuation, the biodegradation due to the nutrients naturally present in seawater/sediment and (b) nutrient-amended treatment, where nutrients were added to the samples and the concentrations of the nutrients were maintained by adding 10 mg/L of KNO3 to ensure no nutrient limitation occurs (Venosa et al., 1996; Boufadel et al., 1999; Du et al., 1999). Each microcosm contained 800 mL volume of mixed sediment weighing approximately 1.5 kg with glass beads of diameter 2 and 3 mm at the top and bottom of the sediment to prevent sediment fines from exiting the unit. A peristaltic pump was used to withdraw seawater from the bottom of the microcosms at a flow rate of 2 mL/min to an overhead reservoir. The overhead reservoir worked by a siphon mechanism and the seawater is released to the natural attenuation microcosms every 4 h. Samples were collected at 0, 14, 28, 56, 112, and 168 days and the temperature during the experimental study was similar to the conditions in PWS which was 15°C.

The sediments from each microcosm were analyzed for hydrocarbons using gas chromatography/mass spectrometry (GC/MS). The Total Kjeldahl Nitrogen (TKN) was measured using the Hach method (Hach et al., 1985). The results obtained from these experimental analyses indicated that there was significant biodegradation in the nutrient-amended samples, even when the MWI was high. The experimental results were fitted by Venosa et al. (2010) using a first-order decay model. Their model showed that the highest biodegradation rate occurred in the most weathered oil (KN114A). The experimental results also showed that natural attenuation (non-nutrient amended microcosms) resulted in significant oil biodegradation although the biodegradation rates were lower compared to the nutrient-amended microcosms. This shows that supplying nutrients to the contaminated sediment increased the biodegradation potential in the microcosms and thereby this could be used to significantly increase the biodegradation rates of PAHs at the contaminated sites.

METHODS

NUMERICAL MODEL

The numerical model, BIOB, uses Monod kinetics to simulate the biodegradation of hydrocarbon entrapped between the sediments. It also simulates the growth of bacterial biomass in the presence of nutrients. The decay of hydrocarbon can be mathematically expressed as follows (Geng et al., 2014):

[image: image]

Where S is the concentration of the polycyclic aromatic hydrocarbons (PAHs) (mg S/kg sediment), X is the concentration of the biomass (mg X/kg sediment), Yx is the biomass yield coefficient for growth on the hydrocarbon (mg X/mg S) and μ is the growth rate of the biomass (day−1) given by Geng et al. (2014):
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Where μmax is the maximum growth rate (day−1), Xmax is the maximum allowable microbial concentration (mg X/kg sediment), Ks is the half saturation concentration of PAH (mg S/kg sediment), N is the nitrogen-based nutrient concentration (nitrate+nitrite+ammonia) (mg-N/L of pore water), and KN is the half-saturation concentration for nitrogen consumption (mg-N/L of pore water). The term [image: image] was introduced by Geng et al. (2014) to account for the decrease in biomass accumulation when the microbial concentration approaches its maximum value. Geng et al. (2014) also included an expression for hopane removal due to physical processes in Equation 1. However, it was noted in Venosa et al. (2010) study that hopane concentration remained constant throughout the experiment and hence this term was made equal to zero for the purpose of this study. This suggests that the hydrocarbon decay in the microcosms occurred due to the biodegradation process and not due to abiotic processes such as leaching or washout. BIOB also includes equations to solve for the consumption of nutrients, O2 and the production of CO2 levels. Typically, O2 consumption and CO2 production could be used to evaluate the microbial growth. Experimentally, the microbial concentration can be estimated using MPN (most probable number) (Alexander, 1965) or qPCR (quantitative polymerase chain reaction) which is used to quantify a specific targeted DNA (Heid et al., 1996; Smith and Osborn, 2009). In the Venosa et al. (2010) study, the nutrients, O2 and CO2 levels were not measured in the experiments and they were always present in excess, and hence these equations were not considered in the current model. The complete set of equations used in the BIOB model is presented in Supplementary Material (Appendix A1).

The biomass growth can be expressed mathematically as follows (Geng et al., 2014):

[image: image]

Where kd is the endogenous biomass decay rate (day−1).

The model can be solved for the concentration of biomass and PAH at different times by numerically solving the Equations (1) through (3) using an ordinary differential equation (ODE) solver. BIOB uses a Runge–Kutta Felhberg adaptive time-stepping scheme to solve the equations (Chapra and Canale, 1998).

INVERSE PROBLEM—PARAMETER ESTIMATION

The Monod kinetic model requires several parameters that define the system. Therefore, we need to estimate these model parameters before it were modeled using BIOB. Since no microbial concentration was presented in the study, the maximum microbial concentration (Xmax) and the initial microbial concentration (X) were also estimated. Therefore, a total of seven parameters were estimated using a parameter estimation tool based on a mathematical tool known as GA (Torlapati, 2013). It should be noted that the GA is only used for estimating the different parameters that are being used in BIOB (Equations 1–3). Table 1 shows the seven parameters that were estimated along with their higher and lower bounds. The general procedure of a GA is described below.

Table 1. Parameters estimated by the model using individual datasets.

[image: image]

The six key steps involved in a traditional GA are: encoding, population generation, selection, crossover, mutation, and termination (Holland, 1975). The GA starts with a randomly-generated initial set of solutions (also known as chromosomes) between the higher and lower bounds set by the user and this is called the initial population. A solution is a randomly generated parameter between the higher and lower bound set by the user that will used to calculate the objective function. These randomly generated solutions or chromosomes are used to calculate the fitness of the population using the objective function. The objective function value is assigned as the fitness for each chromosome and it is used to assess its ability to survive the current generation. For a minimization problem, a lower value of fitness is desirable. Based on this fitness value, two parents are selected using a selection process. The selected parents undergo a crossover, where the genetic information is exchanged between the parents using a crossover function. Since the genetic information is transferred to the subsequent generation of children, it is always preferable to choose individuals with better fitness in the selection process. It is also possible that an offspring generated from the crossover of the parents could undergo a mutation operation governed by a mutation probability. The fitness of the offspring is calculated and is combined with the entire population. The individuals with poor fitness are removed from the population (death) at the end of the generation. There are several strategies available for the discarding bad solutions, and for implementing the process of encoding, selection, crossover, and mutation. Further details about the GA are available in Torlapati (2013). The specific methods used in this study are discussed in section Results.

PARAMETER SENSITIVITY

The sensitivity of the model output to the parameter estimates were evaluated using the following approach. The covariance matrix, Vx, of the parameters was evaluated according to the equation (Bard, 1974):
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Where H is the Hessian matrix whose terms are the second derivative of the objective function with respect to the parameters. The variance of errors, σ2, can be estimated by Bard (1974):

[image: image]

Where F is the value of the objective function at the optimum, n is the number of observations and p is number of estimated parameters.

RESULTS

Bioavailability of oil to the degrading microbial communities is an important phenomenon since the biodegradation occurs at the oil-water interface for hydrocarbons with low solubility (Johnsen et al., 2005). Since experimental data was used to calibrate the parameters for the model, the rate of biodegradation for oil with low bioavailability will be lower compared to a location with higher bioavailability. The experimental dataset from the nutrient amended experiments was used to estimate the kinetic parameters required for BIOB. For the inverse problem, an initial population size of 48 was used. This means that 48 random solutions were generated for each parameter between the higher and lower bound given in Table 1. This is to ensure that the estimated parameters do not exceed values observed in the literature. The initial population size determines the solution space in which the GA searches for the parameters. A low initial population might not provide a wide range of solutions and we might be stuck in a local minimum whereas a higher population increases the computational time. It was observed from our simulations that the results did not improve beyond the population size of 48 and hence a population size of 48 was used for all parameter estimation simulations. The number of generations used in our parameter estimation model was 300. The initial hopane-normalized PAH concentrations were (Venosa et al., 2010) 72.65, 44.68, and 58.68 mg/mg hopane for EL107, KN114A, and SM006B, respectively. The concentration of nitrogen (N) in Equation 2 was set to 10 mg/L for the complete duration of 168 days since Venosa et al. (2010) study ensured that there was sufficient nutrient concentration available for nutrient-amended experiments. The input data for the parameter estimation model was experimental data obtained from the study. Since the experiments were performed in triplicates, the average value was obtained at each sample measurement and was provided as an input to the GA. The “fitness” of each solution was then evaluated by calculating the error (difference) between the model concentration and the observed (input) experimental concentration that was provided. This error was normalized by the observed concentration at the corresponding time, and the normalized error was squared, added for all the experimental data, and assigned as fitness for that population. The objective of the GA was to minimize this weighted least squares (WLS) by genetic recombination of the solutions generated in the initial population. This was continued for 300 generations and the solution with the best fitness at the end of the simulation was used for the final parameters. All the simulations were performed on Intel Core i7 desktop computer with 8 cores and a total clock speed of 3.40 GHz. The time step used for all the simulations was 3 h.

Initially, the parameter estimation tool was run with the nutrient amended experimental data for all three islands provided as simultaneous input. The estimated parameters over-predicted the biodegradation for the SM006B dataset. Therefore, the parameters were estimated for each island dataset separately, and the fit improved greatly. The parameters estimated for individual island datasets are presented in Table 1. The estimated parameters that were obtained for each island dataset were compared against each other and it was observed that the EL107 and KN114A datasets had similar parameters. Hence, the parameter estimation tool was run again with the experimental data from the both the islands provided as input to obtain the common solution for these two datasets. The estimated parameters are provided in Table 2 along with the parameters estimated for SM006B. Note that the best fit parameters presented in Table 2 also include the standard deviation for each parameter and the details of these calculations are presented in section Sensitivity Analysis. Subsequently, the best-fit parameters obtained for the nutrient amended experiments (Table 2) were used to estimate the nutrient concentration in the natural attenuation experiments. The natural attenuation microcosms were supplied with seawater collected from each site every 4 h to provide reaeration of the seawater and gentle mixing. The purpose of the parameter estimation tool was to estimate the naturally present nutrients (N) in the seawater that were utilized for biodegradation. The concentrations of nitrogen for natural attenuation estimated by the parameter estimation tool were 0.56, 0.79, and 2.21 mg/L for EL107, KN114A, and SM006B, respectively. The concentration of nutrients in SM006B location was about three to four times higher than the other two locations.

Table 2. Parameters estimated in the model and their best-fit value.
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The time-varying hopane-normalized PAH concentrations for three islands (both nutrient amended experiments and natural attenuation) of EL107, KN114A, and SM006B with the parameters obtained from the GA for the nutrient amended treatments are shown in Figures 1–3, respectively. Details about the performance of parameter estimation tool with increasing generations are presented in Supplementary Material (Appendix A2). Comparisons in these Figures were made against the experimental data collected at different days and the exponential fit. The comparisons were also made against the individually estimated parameters for EL107 (Figure 1A) and KN114A (Figure 2A) locations. It can be observed from these Figures that the results from the model simulations predicted the experimental results well. It can also be observed from the Figures that the results from the combined data parameter estimates and the individual island data parameter estimates are similar.
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FIGURE 1. Comparison of different model results and the experimental results for Eleanor Island (EL107) (A) Nutrient amended experiments (B) Natural attenuation.
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FIGURE 2. Comparison of model results and the experimental results for Knight Island (KN114A) (A) Nutrient amended experiments (B) Natural attenuation.
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FIGURE 3. Comparison of model results and the experimental results for Smith Island (SM006B) (A) Nutrient amended experiments (B) Natural attenuation.



It can be observed from Table 2 that the biomass growth rate (μmax) for SM006B location is four times lower compared to the other two islands. However, the values of biomass decay rate (kd) and half saturation constant for nitrogen consumption (KN) are similar for all three locations. This suggests that the biodegradation kinetics was different at the SM006B location. The differences in biodegradation kinetics could be due to the fact that the interfacial area between the oil and water may have been a limiting factor in SM006B (Geng et al., 2013). The composition of the oil could also be different as the presence of heavier PAH compounds could reduce the overall biodegradation rate. To check for the possible limitation of interfacial area, the specific surface area per unit mass was evaluated for each of the islands by using the grain size distribution obtained from the literature. The average diameter of the sediment was 4.2 mm (Li and Boufadel, 2010), 7 mm (Xia et al., 2010), and 9.4 mm (Xia and Boufadel, 2011) for Eleanor Island (EL056C), Knight Island (KN114A), and Smith Island (SM006B), respectively. The grain size distribution of Eleanor Island presented in this study is not from a same beach as was used in the Venosa et al. (2010) study. The value was used as a representative sample for this study as a qualitative analysis. The grain size distribution can be used to calculate the specific surface area per mass of sediment (AS) as follows (Geng et al., 2013):
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Where ϕ is the shape factor, davg is the average grain size, and ρsediment is the density of sediment.

It can be observed from Equation 6 that the specific surface area per unit mass is inversely proportional to average grain size. It was assumed that all the particles are spherical for simplicity and the value of shape factor was taken equal to 1.0. The specific surface area calculated using the above equation for EL107, KN114A, and SM006B was 0.86, 0.52, and 0.39 m2/kg, respectively. This indicates that the specific surface area per mass of sediment was lower in the SM006B location than the other two locations and could be one of the reasons for low interfacial area between oil and water and hence low biodegradation rates. This is reflected in the low values of growth rate (μmax) and maximum biomass accumulation values (as observed in Table 2) for the SM006B location.

In order to compare the goodness of fit for the exponential fit and BIOB, the objective function (WLS) was evaluated. The comparison of objective function values for BIOB and exponential fit are presented in Table 3. A lower value of the objective function indicates that the model results are closer to the experimental data. Therefore, for nutrient amended experiments, BIOB provided a better fit than the exponential fit for KN114A and SM006B datasets and the exponential fit is marginally better for EL107 dataset. For the natural attenuation experiments, BIOB provided a better fit for EL107 and KN114A whereas the exponential fit provided a marginally better fit for SM006B. BIOB's prediction for SM006B in the nutrient amended experiments is also more intuitive as there is a slight lag before the actual biodegradation begins whereas the exponential fit indicates an immediate biodegradation. This is not accurate because the biomass requires some time to grow before they are able to biodegrade the PAHs and this observation is consistent with the experimental data and hence a better fit than the exponential model as shown by the objective function values.

Table 3. Comparison of the objective function values between the BIOB and Exponential models.
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SENSITIVITY ANALYSIS

The sensitivity analyses were performed only for the nutrient amended experiments as the only parameter that was estimated in natural attenuation experiments was nutrient concentration and we present the sensitivity to nutrient concentration in a section Sensitivity to Nutrient Concentration. Based on the Equation 5, the variance of errors (σ2) at the optimum was 0.038 for EL107 and KN114A, and 0.0017 for SM006B for the nutrient amended experiments.

The sensitivity of the parameter estimates was checked by varying each parameter between −20 and +50% of its original value while the other parameters were kept the same and the fitness was re-evaluated with the deviated parameters. Figures 4A,B show the results from analyses for EL107 and KN114A, and SM006B, respectively. It can be observed from Figure 4A (EL107 and KN114A) that the model is not sensitive to parameters KN and the initial biomass concentration (X). The model is sensitive to yield coefficient (YX), biomass decay rate (kd), half saturation constant (KS), maximum allowable biomass concentration (Xmax) and biomass growth rate (μmax). In Figure 4B (SM006B), the model is not sensitive to the initial biomass concentration (X), slightly sensitive to half saturation constant of nitrogen (KN), moderately sensitive to the parameter Xmax, and YX, and highly sensitive to the parameters KS, μmax, and kd. The difference in sensitivities for the two systems as shown in Figures 4A,B indicates that the biodegradation kinetics of SM006B is indeed different from the remaining datasets. The sensitive parameters are different for each system and one needs to pay attention to these differences when employing a field scale bioremediation process. Researchers who use parameter estimation tools to estimate bioremediation parameters should pay attention to the highly sensitive parameters as small variations can change the fitness values significantly. Finally, it can be observed that the minimum value of the fitness function was obtained at 0% deviation and this shows the robustness of the search algorithm.
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FIGURE 4. Sensitivity analysis for kinetic parameter estimates for (A) EL107 and KN114A (B) SM006B. Note that the minimum value of the variance of errors is at 0% deviation (i.e., estimated parameters).



To quantify the findings from Figures 4A,B, the covariance matrix, Vx, of the parameters was evaluated according to the Equation 4. To estimate the values of the Hessian matrix (H in Equation 5), a quadratic function can be fitted to the objective function vs. deviation from the best fit parameter (as shown in Figures 4A,B) and the second derivative of this fitted quadratic function was calculated. For the sake of simplicity, only the diagonal values of the Hessian matrix were evaluated for this study. The standard deviation values evaluated from the covariance matrix for each parameter are presented in Table 2 along with the best fit parameters. The value of standard deviation is large for some parameters like initial biomass concentration and half saturation constant for nitrogen consumption. This is due to low curvature of the objective function for these parameters and this indicates the low sensitivity to these parameters. Also the standard deviation values were quite small for the rest of the parameters and there was no overlap between the two systems except for KN and kd values. This further validates the hypothesis that the biodegradation kinetics of SM006B was indeed different from the other two islands.

SENSITIVITY TO NUTRIENT CONCENTRATION

Nutrient concentration is an important parameter in biodegradation, as it has been observed by several researchers that the nitrate concentration should be about 2–10 mg/L for near maximum biodegradation rate (Atlas and Bartha, 1972; Atlas, 1981; Boufadel et al., 1999; Du et al., 1999; Wrenn et al., 2006). The nutrient concentration for the base case scenario was 10 mg/L. Simulations were performed with different nutrient concentrations between 0.1 and 10 mg/L for EL107 and KN114A locations whereas for the SM006B location, the nutrient concentration was varied between 1 and 10 mg/L. The results are presented in Figures 5A–C for EL107, KN114A, and SM006B datasets, respectively. It can be observed from the Figures that for all datasets that, as the nutrient concentration decreases, the biodegradation rate continues to decrease. Table 4 reports the predicted PAH concentrations as a percentage of the initial concentration at 168 days for various nutrient concentrations for all sites. As the nutrient concentration increases, the PAH concentration at 168 days becomes smaller. For EL107 and KN117, the concentration was affected by small increase in the nutrient concentrations for values less than 1.0 mg-N/L. Such was not the case for SM006B, where nutrient concentrations less than 1.0 mg-N/L had no effect on oil biodegradation. For this reason, the lowest nutrient value for SM006B in Table 4 was 1.0 mg-N/L, and such a value resulted in 99.2% of the initial PAH concentration remaining at 168 days. This might provide a partial explanation of the slow biodegradation of oil in the beaches of Smith Island, including SM006B.
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FIGURE 5. Sensitivity of the numerical model to nutrient concentration for (A) EL107, (B) KN114A, (C) SM006B. Note that SM006B location has slower biomass growth rate and hence it is more sensitive to nutrient concentration.



Table 4. PAH concentrations as percentage of the initial concentrations for different nutrient concentrations at t = 168 days.
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SENSITIVITY TO INITIAL BIOMASS CONCENTRATION

Different scenarios were chosen in addition to the base case scenario to study the sensitivity of the system to the initial biomass concentration. The initial biomass concentrations for the base case were 1.5E-3, 4.34E-03, and 2.46E-03 mg X/kg of sediments for EL107, KN114A, and SM006B, respectively. The order of magnitude of the initial biomass concentration was increased 10-fold and decreased 100, 10,000-fold for EL107, KN114A, and SM006B datasets. The results from these simulations are presented in Figures 6A–C for EL107, KN114A, and SM006B locations, respectively. It can be observed from the Figure 6A (EL107) and Figure 6B (KN114A) that the model is not very sensitive to the initial biomass concentration after the first few days. This may be due to a high nutrient concentration and a relatively high growth rate of the bacteria in EL107 and KN114A locations. This allows the bacteria to grow rapidly and reach the maximum allowable concentration in the system. As a result, the oil biodegradation is not adversely impacted after the initial phase in EL107 and KN114A locations. The final hydrocarbon concentration after the 168 day experiment was similar for all initial biomass concentrations for both these locations. However, for the SM006B location (Figure 6C), the initial lag before biodegradation continued to increase as the initial biomass concentration was decreased. This is due to the fact that biomass growth rate is slower and hence the biomass takes longer to grow. There was a decrease in the PAH biodegradation by 14 and 20% when the biomass concentration was decreased by 100 and 10,000-fold. There was no difference in the final PAH concentration when the biomass concentration was increased 10-fold. Therefore, a low initial biomass concentration does not affect the overall biodegradation rate in EL107 and KN114A case due to its faster biomass growth rate whereas the initial biomass concentration seems to play a significant role in the SM006B case when it was decreased. This suggests that the biodegradation kinetics was not limited by the initial biomass concentration as the biodegradation happens almost immediately in the case of EL107 and KN114A (Figure 3A). This further supports the hypothesis that the interfacial area between oil and water plays a significant role in bioremediation than initial biomass concentration.
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FIGURE 6. Sensitivity of the numerical model to biomass concentration for (A) EL107, (B) KN114A, (C) SM006B. Note that X represents the initial biomass concentration. * in the legend indicates the base case scenario.



DISCUSSION

To compare the biodegradation rate of the polycyclic aromatic compounds (PAHs) with the biodegradation rate of individual compounds, we identified the compound with first-order decay rate similar to that of the PAHs for each location as reported by Venosa et al. (2010). This compound was designated as the representative compound which means that the rate of biodegradation of PAH is representative of the biodegradation rate of the identified compound. The first-order biodegradation rates were 0.017, 0.0294, and 0.0099 day−1 for nutrient amended experiments and 0.0072, 0.0138, and 0.0043 day−1 for natural attenuation experiments of EL107, KN114A, and SM006B, respectively. Half-life (t1/2) was evaluated from the first order decay rates (k) as follows:

[image: image]

Table 5 shows the names of the representative compounds and their respective half-life values for nutrient amended experiments. The first-order decay rates for the hopane-normalized individual compounds are available in the supplementary information of Venosa et al. (2010) and Equation 7 was used to evaluate the half-life values. These values are reported in Table 5 for nutrient-amended experiments. In addition to the representative compound, the slowest and fastest biodegradable compounds are also identified for each island. Table 5 also shows the fastest and slowest biodegradable compounds for each island along with their half-life values. Table 6 provides the names and half-life values of the representative compounds as well the fastest and slowest compound for the natural attenuation experiments.

Table 5. Comparison of biodegradation rates for nutrient-amended experiments.
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Table 6. Comparison of biodegradation rates for natural attenuation experiments.
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The parameters in Tables 5, 6 are used to plot the temporal variation of the concentration of hydrocarbon for each island. It was assumed that the respective compounds have the same concentration as the initial PAH concentration at that island to allow for easy comparison. The results from the simulations are shown in Figures 7A–C for EL107, KN114A, and SM006B, respectively, for the nutrients amended experiments and Figures 8A–C show simulation results for natural attenuation experiments for EL107, KN114A, and SM006B, respectively. It can be observed from the Figures that the biodegradation rates vary vastly between different compounds.
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FIGURE 7. Comparison of the temporal variation for different compounds in nutrient-amended experiments for (A) EL107, (B) KN114A, and (C) SM006B.
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FIGURE 8. Comparison of the temporal variation for different compounds in natural attenuation experiments for (A) EL107, (B) KN114A, and (C) SM006B.



We have also compared the number of compounds with biodegradation rate higher and lower than the representative compound for that island. For the nutrient-amended experiments, there were 10 compounds biodegrading at higher rate than the representative compound for all islands whereas there were 17, 11, and 13 compounds biodegrading at lower rate than the representative compound for EL107, KN114A, and SM006B Islands, respectively. Similarly, for the natural attenuation experiments there were 11, 9, and 9 compounds biodegrading at higher rate than the representative compound for EL107, KN114A, and SM006B, respectively, whereas there were 16, 12, and 15 compounds biodegrading at lower rate than the representative compound for EL107, KN114A, and SM006B Islands, respectively.

The weighted rates at each site were evaluated by multiplying the initial concentration of the compound with its rate and this summation was divided by the concentration of the PAH at the site. These weighted rates were used to compute the half-life using Equation 7 and comparison between the half-life computed using exponential curve fitted data and weighted half-lives are shown in Table 7. It can be observed from the Table that the weighted half-lives for each site are lower than the half-lives computed from the exponential curve fitted data. It should also be noted that BIOB is capable of estimating the biodegradation of individual hydrocarbons where information about these compounds such as the concentrations of the hydrocarbon and the microbes capable of biodegrading that hydrocarbon are available. In Equations 1 and 2, the term S will represent the concentration of the hydrocarbon instead of the PAH concentration if we use BIOB to estimate the biodegradation of individual compounds.

Table 7. Comparison of the half-lives between the weighted and fitted decay rates.
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Figures 9A, B report the concentration of total extractable hydrocarbon (TEH) as function of time in the microcosms of EL107 and KN114A, respectively. Simple exponential decays were fitted to illustrate the decreasing behavior. The Natural Attenuation data for EL107 (Figure 9) show a lag in the decrease of TEH with time, similar to that observed for the hopane-normalized PAH concentration for EL107 (Figure 2B), which suggests that the lag is due to biotic factors, namely the initial phase of microbial growth (or microbial acclimation period). For KN114A, the decrease is more or less immediate for both data sets (Figure 10), but a sudden drop in the TEH concentration occurs at 120 days for all microcosms. We have considered and ruled out any possibility for this decrease, which occurred for both Natural attenuation and nutrient amended microcosms. We believe these data points do not represent correct results, but they don't invalidate the overall trend of decrease with time.
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FIGURE 9. Decrease of TEH (total extractable hydrocarbon) as function of time in (A) the EL107 and (B) KN114A microcosms along with fitted exponential decay curves. Diamond symbols = Natural attenuation, and square symbols = Nutrient amended.
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FIGURE 10. Hopane concentration normalized by the concentration of TEH (total extractable hydrocarbon) for (A) the EL107 and (B) the KN114A microcosms. The overall increase with time reflects biodegradation.



Figure 10 reports the concentration of hopane normalized by the total mass of TEH for EL107 and KN114A. The increase with time reflects the biodegradation of compounds less resistant to biodegradation than hopane. For KN114A, the decrease between 120 and 180 days reflect the low TEH values at 112 days (Figure 9B). The sudden decrease cannot be due to the biodegradation of hopane, because although hopane does biodegrade, its time scale of biodegradation is longer than a few weeks, more on the order of years (Atlas and Bragg, 2007).

Figures 11A, B report the PAH concentration normalized by the concentration of TEH as function of time for (A) EL107 and (B) KN114A. Fitted straight lines were obtained to determine if there is a correlation between the biodegradation of PAH and that of TEH. For EL107, a low R2 was noted along with a small slope, which suggests that the biodegradation of PAH is not directly related to the biodegradation of TEH. We think this has to do also with the variability of the TEH at 112 days. However, the high R2 for KN114A suggests a strong linear relation between the biodegradation of PAH and that of TEH. At face value, Figure 11 suggests that tracking the biodegradation of PAHs is not sufficient to infer the biodegradation of the rest of the compounds (i.e., TEH).
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FIGURE 11. PAH concentration normalized by the concentration of total extractable hydrocarbon (TEH) as function of time for (A) EL107 and (B) KN114A. Fitted straight lines were obtained to determine if there is a correlation between the biodegradation of PAH and that of TEH.



It should also be noted that the seawater that was renewed to the microcosms was recirculated to the reservoir that supplies the seawater to the microcosms. Therefore, in case of oil leeching, it would probably be replenished to the microcosms when the seawater is renewed. The leaching of oil is also not mentioned in Venosa et al. (2010) and the hopane concentration remains fairly constant throughout the length of the experiment which means the removal of oil due to physical processes was limited. Therefore, we did not account for leaching in the model.

CONCLUSIONS

In this study, the biodegradation model BIOB was used to simulate the experimental data from nutrient amended and the natural attenuation treatments from Venosa et al. (2010) study. The kinetic parameters required for the BIOB were estimated using a parameter estimation tool based on GA. It was observed from the estimated parameters that the SM006B location had relatively slower biodegradation rate compared to the other two locations. Grain size analysis from each site revealed that the specific surface area per unit mass of sediment was considerably lower at SM006B, which suggests that the surface area of sediments is a key control parameter for microbial growth in sediments. Subsequently, the best-fit parameters obtained from the nutrient amended experiments were used to estimate the nutrient concentration for the natural attenuation experiments. The estimated parameters were able to predict the experimental results well for all the datasets. In comparison with the exponential decay model, the results from BIOB showed better goodness of fit for KN114A and SM006B datasets while the fit for EL107 dataset for nutrient amended experiments was relatively similar for both exponential decay and BIOB. For natural attenuation treatment, the exponential fit provided a better fit for the SM006B dataset whereas BIOB provided a better fit for EL107 and KN114A datasets. In particular, BIOB was able to capture the initial slow biodegradation due to the lag phase in microbial growth. In addition, the exponential fit does not account for the limitation of nutrients and has no predictive capabilities whereas the parameters estimated for BIOB are still valid at different nutrient concentrations. Therefore, BIOB can be used to predict the bioremediation scenarios at the site.

It was observed from our sensitivity analyses that the initial biomass concentration and the half saturation coefficient of nitrate were not sensitive parameters for EL107 and KN114A locations whereas the biomass growth rate, biomass decay rate, yield coefficient, half-saturation constant for hopane-normalized PAH, maximum allowable biomass were the most sensitive parameters. For the SM006B location, the system was highly sensitive to biomass decay rate, biomass growth rate, half saturation constant for hopane-normalized PAH, yield coefficient and slightly sensitive to maximum allowable biomass concentration and half-saturation constant for nitrogen, and insensitive to small changes in initial biomass concentration. In addition, when the sensitivity analyses were performed on the nutrient concentration, SM006B location was more sensitive to small changes than EL107 and KN114A locations due to the slow biomass growth rate. Even though the nutrient concentration was a sensitive parameter, there was no significant difference in concentration trends for the nutrient concentrations of 5 and 10 mg of N/L in EL107 and KN114A locations. Also, the initial biomass concentration had much lower effects on the final PAH concentration after 168 days in EL107 and KN114A locations than in the SM006B location. The high nutrient concentration allowed for a rapid biomass growth and thus, the PAH biodegradation was not substantially affected after the initial few days in the EL107 and KN114A location whereas in the SM006B location, when the initial biomass concentration was decreased by several orders of magnitude, the biomass required several days before the biomass concentration was sufficient enough to cause hydrocarbon decay. Therefore, it can be concluded that the initial biomass concentration affects oil biodegradation significantly during the initial phase of the biodegradation process. Comparisons were also made to study the biodegradation decay rates of individual compounds against the decay rate of the PAH. It was observed that the weighted average of the individual decay rates was greater than the decay rate of the PAH. In conclusion, we determine that the Monod kinetic model, BIOB is a useful tool that can be used to predict the extent of biodegradation in laboratory scale experiments and in marine environments such as beaches where the oil is entrapped within sediments with no significant transport or dissolution.
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Primerset  Sequence (5'-3')

AIBSF493  CACCGGCTAATTTCGTGC
AI6SR659  ACCGGAAATTCCACCTCC
U 1048f GTGITGCAIGGIGTCGTCA
v1371 ACGTCITCCICICCTTCCTC

Alcanivorax
Alcanivorax
Bacteria
Bacteria

Primer
location

481-498*
647-664*
1048-1068"*
1352-1371°*

“Site on 165 rRNA gene of Alcanivorax borkumensis SK2 (SO00018396); **Site

on E.coli 16S rRNA gene.
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Experiment GOE POE

Day 4 2 4 0 3

Fraction ssw ssw Agg ssw Agg ssw ssw

Bact. cells sw 40 141 - n7 - 64 106
SWoil 35 99 - 25 - nd. 16.0
SWeparticles 56 34 5 74 1 No exp. No exp.
SW+particles +oil 25 18 14 12 39 No exp. No exp.

B-glu sw 52£2,C  13610;A - 744258 - 6+0%8 8£1:8
SWeroil NE1:C 422£2,8 - 13846 A - nd. 53+ 14 A
SWaparticles 55+1;D  165£21;8  21220:A 451D 10246, C No exp. No exp.
SW+particles +oil 2742,C M358 257+7:A 9%£26,8  119£17;8 No exp. No exp.

pep sw 177468 788+200; A - 995+£34; A - 26402 C 5541, 8
SW+oil 102428 150158 - 174973 A - nd. 164 +4; A
SWparticles 147412 3051462 C 100931258 1374:£19;D 12872:£40;A  Noexp No exp.
SWparticles-+oil 173410;0  149+35,C  2112450;8 2465+10;A  1140£17:C No exp. No exp.

Bacterial cells (x 10° tank~"), p-glucosidase (B-glu, amol cell" hr"), peptidase (pep, amol cell~ hr!).

n.d. means not determined, no exp. means no experiment.

*number <0.1.
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Experiment GOE POE
Day 0 2 4 0 3
Fraction ssw ssw Agg ssw Agg ssw ssw
TEP sw 32843978 1181£170; A - 5224274: 8 - 4784428 137 & 116; A
SWiail 180428 2871518 - 1043:385; A - nd. 1444 £ 151; A
SWiparticles 1541£21;A  1006+112:8  982£79;8  980+150;8 41755 C No exp. No exp.
SWiparticles+oil  944£68;A 397423 679+ 114;AB 387+154;8 523+275; 8 No exp. No exp.
poC sw 150747:C  4518+36:A - 1896+ 109; 8 - 3548 + 716, A 17764 19; B
SWoil 1148:466; 8 2039459 - 2630:+524; A - nd. 1315 59; B
SWiparticles 220346288 1818£100;A8 - 30064 109; A - No exp. No exp.
SWiparticles+oil  1433+30; 8 1906+130;48 - 2816429, A - No exp. No exp.
POC sw N7£6:8  247£6:A - 281511 A - 121% 193+ 18
SWeoil 8674154  595:116:A8 - 356458 B - nd. 312:£25
SWiparticles 310+3;A8  1724£2;D0 38353 A  227£0.1;CD 29748 BC No exp. No exp.
SWaparticles+oil ~ 1032£83;A  305£111;8 401£31:8  249+7:8 2874328 No exp. No exp.
CN sw 83+06:ns 89+0%ns - 62+04:ns. - 10.5* 72404
SWiail 4094254 162+£138 - 1214178 - nd. 1064 0.4
SWiparticles 77403;BC 66+0.1;C 95+0.1;8  9+08&8 14308 A No exp. No exp.
SWiparticles+oil ~ 34.2+33;A 137£288 14.1x048 132£068 122+0%8 No exp. No exp.

TEP 19 GXeq tank~"), DOC g tank~"), POC g tank™").
SSW, surrounding seawater; Agg, macro-aggregates.
Letters indicate the results of the post-hoc analysis following ANOVA (p < 0.05); Concentrations with the same letters are statistically indistinguishable from one

another.

n.d. means not determined, no exp. means no experiment,
*single measurement; *number <0.1.
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Experiment ID (date; days of Treatment ID Treatment description Treatment ratios No of tanks
incubation)
Green Canyon oil experiment: sw Visually uncontaminated unaltered 3
GOE (September 2012; 4 days) surface seawater
SW-toil SW amended with Green 25mL ol slick: 1075 mL SW 3
canyon il slick (GCS-oil
SW-tparticles SW amended with particles 10mL particle slurry: 1090 mL 3
from marine snow camera sw
trap
SW-tparticles+oil  SW amended with particles 25mL ol slick: 10mL particle 3
from marine snow camera slurry: 1065 mL SW
trap and GCS-oil
SW control UV radiated SW Unaltered 3
Pristine ol experiment: POE sw Visually uncontaminated Unaltered 2
(June 2012; 3 days) surface seawater
SW-oil SW amended with Louisiana 1mL oil: 1099 mL SW 1
crude oil (LAl
SW control Autoclaved SW Unaltered 2
SW control-+oil Autoclaved SW with LA-oil 1mL oil: 1099 mL control SW 2
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Gene

alkB2

alk

phnA

Forward Reverse

CGCCGTGTGAATGACAAGGG
CGACGCTTGGCGTAAGCATG
TCCTTTGGTATGGCGCAGTT
ACGATCCTGTTCAAGCCGAG
CGTTGTGCGCATAAAGGTGCGG
CTTGCCCTTTCATACCCCGCC

Organism

Alcanivorax

Marinobacter

Cycloclasticus.

Amplification
efficiency (E)

99.6%
973%

96.2%

Source

McKew et a

This study

McKew et a

2007

2007
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Method Cell numbers, 10° x g sediments~" = SD

Probe/primers To
CARD-FISH Eubacteria 298417
Alcanivorax sp. 23£01
Marinobacter sp. 45£02
Cycloclastious sp. 12402
aPCR® alkB2 5.17£0.17
alkB. 7.90+£023
phnA 210£0.16

e NS FAT R BVRGE PUFTINR G el N Ny ApUCs e s eV Al SUGEATANS o SuEkr S CONSGEsE i AN BTRat PRTE S

T

236215
31202
26401
ND

4732018
3504020
3782012 x 1072

T

295.0411.0
81.0£13
90401
49+0.1

94.60::3.80
15.302.00
7.13£028

Too

279 .12
ND
ND
ND

ND
ND
ND
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Probe Sequence (5' to 3') of probe

EUb338 GCTGCCTCCCGTAGGAGT
Marinobacter sp. ATGCTTAGGAATCTGCCCAGTAGTG
Cycloclasticus sp. GGAAACCCGCCCAACAGT
Alcanivorax sp. CGACGCGAGCTCATCCATCA

FA: percentage of formamide in hybridization buffer.

FA (%)

35
2
2
20

Source

Amann et al, 1990
Karner and Fuhrman, 1997
Karner and Fuhrman, 1997
Karner and Fuhrman, 1997
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Diversity index

Taxa/(OTUS)_S
Number of clones
Dominance_D
Simpson_1-D
Shannon_H
Equitability_J
Chao2
Singletons
Doubletones
Coverage

16

015
085
231
084
16

10
0m

14
80
022
078
208
078
14

077

2
90
024
076
189
078
12

087

044
055
109
068

092
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Crotonate metabolism

20mM crotonate

10mM crotonate + 20mM
acetate + 10mM sulfide

OmM crotonate + 40mM acetate
+20mM sulfide

No amendment medium control

Lactate metabolism

20mM lactate.

10mM lactate + 10mM acetate
+10mM sulfide

OmM lactate + 20mM acetate +
20mM sulfide

No amendment medium control
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Incubation condition (substrate amendment)

HYDROCARBON DEGRADING CULTURES

D, alkanexedens ALDC (n-decane)

D alkanexedens ALDC + M. hungatei JF-1 (n-decane]
M. hungatei JF1 (Hy/CO,)

Uninoculated basal medium (n-decane)

FATTY ACID OXIDIZING CULTURES

S. aciditrophicus SB (crotonate)

S. aciditrophicus S8 + M. hungatei JF1 (crotonate)
S. aciditrophicus S8 + Desulfovibrio sp. G11 (crotonate)
Desulfoibrio sp. G (lactate)

Desulfovibrio sp. GT1 (H/COz)

Desulfovibrio sp. G11 (H, from metal surface)
Uninoculated basal medium (crotonate)
Uninoculated basal medium (lactate)

Uninoculated basal medium (H2/CO,)

‘SPENT MEDIUM INCUBATIONS

20mM crotonate

10mM crotonate + 20 mM acetate + 10mM sulfide
OmM crotonate + 40mM acetate + 20mM sulfide
20mM lactate

10mM lactate + 10mM acetate + 10mM sulfide
OmM lactate + 20mM acetate + 20mM sulfide
Unamended basal medium control

ND, Not detectable.
" Replicate not done or data not available.

Replicate 1

ND
ND
ND
ND
ND
ND
ND

Number of pit
Experiment 1

Replicate 2

259

ND
ND
a7
23
ND
ND
5

ND

ND.
ND
ND
ND
ND
ND
ND

*The metal had pilting on the side but could not be quantified by the profilometer.

1R,

Replicate 3

ND
ND

ND
3
12
ND
ND

Replicate 1

ND

158
ND
ND

ND
ND
ND

+ instantaneous corrosion rate (1/R,)

Experiment 2

Replicate 2

ND

ND
ND
ND
ND

ND

W10-% ohms~" cm~2, <0.0254mmpy; W 10-4 ohms~" cm~2, 0.0254-0.127 mmpy; M 10-3 ohms~" em~2, 0.127-0.508 mmpy.

Replicate 3

ND

22
ND
ND

ND*
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Axenic or Substrate Sulfate  Headspace

co-culture (mM)  atmosphere
cubations

D, alkanexedens 1 ml ndecane 20 138kPaN;/CO,

ALDC (80:20)

M. hungatei JF1  Hz/CO5(138 kPa in - 138kP

~40mis of headspace) Ha/CO,(5:95)

D alkanexedens 1 mi ndecane - 13KPa

ALDC + M. N2/CO(80:20)

hungtei JR1

Uninoculated 1 mi ndecane 20 138kPa

medium control Ha/CO2(80:20)

“_* No amendment.
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S. aciditrophicus S8

S. aciditrophicus SB +
Desulfovibrio sp. G11
S. aciditrophicus SB +
M. hungatei JF1
Desuffovibrio sp. G11
(heterotrophic)
Desulfovibrio sp. G11
(autotrophic)

Desulfovibrio sp. G11
(autotrophic)
Uninoculated medium
control

Uninoculated medium
control

Uninoculated medium
control

“_*No amendment.

Substrate

20mM
crotonate
20mM
crotonate
20mM
crotonate
20mM

lactate
H2/C02(138 kPa
in ~40 mis of
headspace)

Hy from metal
surface

20mM
crotonate
20mM

lactate

Sulfate
(mM)

20

20

20

20

20

20

Headspace
atmosphere

138 kPa No/COz
80:20)

138 kPa N2/CO;
(80:20)

138 kPa No/COz
(80:20)

138 kPa N2/CO;
80:20)

138 kPa
H/CO,(5:95)

138 kPa No/COz
(80:20)

138 kPa N>/CO;
80:20)

138 kPa N,/CO;
(80:20)

138 kPa
Ha/CO0r

138 kPa N2/COz
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63 Pseudomonas putida strain F1- (EF204236) - Several aromatic Hydrocarbons
7| Pseudomonas putida strain KT2440- (NR_074596) - Metabolically versatile
Pseadomonas monteii strain MF17- (JXS01346)
"Pseudomonas putida strain OT107- (JX501344)
Pseudomonas monteilii strain CIP 104883 (KC136341)
Pseudomonas plecoglossicida strain FPC951- (NR_024662)
l Pseudomonas oseudoalcalioenes strain $52- (TXS01345)
Pseudomonas mendocina strain ymp- (NR_074727) - Several organic compounds
0|~ Pseudomonas mendocina strain NCIB 10541 (NR_043421)
"\ pseudomonas psendoalcaligenes strain Stanier- (NR_037000)
"— Pseudomonas alcaligenes strain OT69- (IX501351)
67\~ Psendomonas xanthomarina strain KMM 1447- (NR_041044)
! Pseudomonas xanthomarina strain MF28- (JX501347)
100 Pseudomonas stutzerd sirain A1S01- (NR. 074829)
190! pSeudomonas stutzeri strain ATCC 17588- (NR 103934) - Benzoate/catechol degrad:
[— Pseudomonas aeruginosa strain DSM 50071- (NR 026078)
L 100 Pseudomonas aeruginosa strain PAO1- (DQ777865) - Several organic compounds

s

. pseudomonas aeruginosa strain WCSS- (JX501343)
Stenotrophomonas rhizophila strain e-p10- (NR_028930)

Stenotrophomonas koreensis strain TR6-01- (NR_041019)

73] [ Stenotrophomonas maltophilia strain RSS1-3- (NR_074875)
78 Stenotrophomonas maltophilia strain ATCC 19861- (NR 040804)

Stenotrophomonas maltophilia sirain TAM 12423- (NR_041577)
Stenotrophomonas maltophilia strain MFS9- (TX501348)
1001~ Sphingobium aniense strain Y- (NR 028622) - Nonvphenol degradation
= Sphingobium linmeticum strain 301- (NR 109484)

700)

75|

73|~ Sphingobium yanoikuyae strain IFO 15102- (NR. 036767)
O Sphingobium yanoikupae strain $94- (TX501349)
Microbacterium paraoxvdans strain CE36- (NR 025548)

00} ‘?Spfunzobium ‘boeckii strain 469- (NR 109436)

005

To0| | Microbacterium maritypicum strain MF109- (JX501350)
5[ Microbacterium oxydans strain DSM 20578- (NR_044931)
“Microbacterium liguefaciens strain DSM 20638- (NR_026162)
Microbacterium maritypicum strain DSM 12512- (NR_042351)
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P2 - Percent variation explained 23.10%

-0.6

PCA -P1vs P2

Oyster Tissue

>

Mantle Fluid

-0.4 -0.2 0.0 0.2
P1 - Percent variation explained 60.90%
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Parameter  Units Lower  Upper Estimated value Estimated value Literature values
bound  bound  (EL107 and KN114A) (SM006B)
Xinax mg Xkg sediment 0 2 0.40  0.0601° 104 4 0.033 0.63 (Geng et al., 2014)
1.18 4 0.0601°
X mg Xkg sediment 0 05 145E-03 & 187 246034076  4.8E-7-4.8E-3 (Kopke et al, 2005)
4.34E-03 + 1.87°
Wmax day! 0.01 10 512+ 0.063 1354 0.013 16-6.4 (Nicol et al,, 1994)
kg day~! 0.05 05 032+0072 02940018 0.05-0.76 (Essaid et al,, 1995)
Yx mgX/img S 0.001 4 0.28 +0.058 0.19 4 0.029 0.01-1.33 (Essaid et al., 1995)
Ks mg S/mg hopane 05 500 569+ 0076 402+0023
Kn mg of N/L of solution 0.02 5 163048 177 £0.094 0.1 (Essaid and Bekins, 1997)
2EL107
PKNT14A.

Xo is the initial biomass concentration.
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BIOB Exponential

EL107° 03 015
KN114A? 0.28 0.97
SM0068° 0.014 0.06
EL107° 0.002 0.013
KN114AY 0.1 0.63
SM0068° 0.029 0.012

“Nutrient amended treatment.

©Natural attenuation.

Lower value of objective function is preferred because it indicates that the model
results are closer to the experimental results.
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PAH concentration (mg/mg hopane)

EL107 KN114A
Initial PAH concentration 72.65 44.68
Nutrient concentration  Percent of initial concentration
(mg-N/L)
0.1 100 99.9
0.2 82 99.8
03 66 91
0.4 44 59
05 32 44
10 13 21
50 5 8
10.0 4 6

Percentages are rounded.

Initial PAH concentration

Nutrient concentration (mg-N/L)

1.00
1.25
1.50
1.75
2.00
3.00
5.00
10.00

PAH concentration (mg/mg hopane)
SM006B
58.68

Percent of initial concentration

99.2
86
69
58
50
35
25
19
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Island  PAHhalf Representative compound  Half life (Venosa  Fastest Half life (Venosa ~ Slowest Half life (Venosa

life (Venosa et al., 2010) etal., 2010) compound etal,2010)  compound etal,, 2010)
EL107 408 C2-Fluorene 389 Phenanthrene 43 C4-Chrysene 888.7
KNT14A 244 NBT 229 Cl-Fluorene 19 C4-Chrysene 330.1
SM006B 700  C2-Nap/C3-DBT 715 DBT 24.8 C4-Chrysene 462.1

(C2-Nap represents C2-Naphthalenes, NBT—Naphthobenzo-thiophenes, and DBT represents Dibenzothiophene. Al units for half-life values are in days.
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Parameter  Units Lower Upper Estimated value Estimated value Estimated value Literature values

bound  bound (EL107) (KN114A) (SM006B)
Xenax mg X/kg sediment 0 2 034 127 104 063 (Geng et al,, 2014)
X mg X/kg sediment 0 05 14E03 3.00E3 246E3 4.8E-7-4.8E3 (Kopke et al., 2005)
Wmax day~"! 001 10 341 334 135 1.8-9.6 (Nicol et al., 1994)
Ky day~"! 005 05 038 028 029 0.05-0.76 (Essaid et al., 1995)
Yx mgX/mg S 0001 4 028 027 0.19 0.01-1.33 (Essaid et al., 1995)
Ks mg $/mg hopane 05 500 518 438 402
Kn mg of N/L of solution  0.02 5 156 155 177 0.1 (Essaid and Bekins, 1997)

Xo is the initial biomass concentration.
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Island PAH half life Representative compound  Half life (Venosa Fastest Half life (Venosa
(Venosa  (Venosa et al., 2010) etal,2010)  compound etal., 2010)
etal, 2010)
EL107 96.3 C1-Naphthalene 976 Phenanthrene 103
KNT14A 50.2 NBT 510 C4-Naphthalene 19.6
SMO0068 161.2 C2-DBT 165.0 DBT 230

NBT—Naphthobenzo-thiophenes and DBT represents Dibenzothiophene. All units for half-life values are in days.

Slowest
compound

C4-Chrysene
C3-NBT
Ca-Chrysene

Half life (Venosa
etal., 2010)

69315
1980.4
1386.3
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Weight hal
EL107—Nutrients 25.26
KN114A—Nutrients 20.06
SM006B—nNutrients 60.93
EL107—NA 57.81
KN114A—NA 36.64
SMO06B—NA 140.26

NA represents natural attenuation.

(days)

Fitted half-life (days)

40.77
2.1
70.01
96.27
50.23
161.20
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OUT no. Rep. seq.” Closest BLASTn match® Accessioin no. Clones in library (%)

1 HEX19 Alcanivorax jadensis (98%) AJ001150 71
2 HEX85 Mearinobacter lipolyticus (97%) AY147906 4
3 HEX49 Oleibacter marinus (39%) /AB435650 3
4 HEX76 Methylophaga thiooxydans (97 %) DQB60915 3
5 HEX17 Merinobacter flavimaris (100%) AY517632 4

?HEX, SIP with [U-"*Cln-hexadecane.

®Representative sequence for each OTU. Singleton sequences are listed in Supplementary Table 1

“Results are to the closest type strain; percentage similarity shown in parentheses.

9Total number of sequences in '*C-enriched DNA clone library from the n-hexadecane SIP incubation was 85. A 97% cut-off was used to classify sequences to an
oTU.
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Target OTU Primer name Primer sequence (5—3) Ty (°C)* QPCR standard® Amplicon length Amp. Eff Detect. limit? RDP hits®

1 Ale-411 CSKTGGAGTACTTGACGT 58 HEX19 195 182 5 2
Ale-604r CTGCACTCTAGCYTGCCA 448(6)

4 Met-126f GGGATCTGCCTGACAGTGGG 60 HEX76 90 163 1 88
Met-214r GGTTCATCTGTCAGCGTGAG 96(83)

oEmpirically determined PCR annealing temperature.

bRepresentative clone sequences used to generate standard curves. Names are as in Figures 3, 5.

cAmp. Eft, amplification efficiency (Pfaffl, 2001) with OTU-specific primers.

9Detection limit of each GPCR assay expressed as number of 165 rANA gene copies per milliter of culture.

“Number of sequences retumned by the Ribosomal Database Project Il release 10.18 (Cole et al, 2009)(excluding sequences from this study) with no mismatches
10 primer pairs. Values in parentheses are the total hits that each pair of primers target.
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Value References.

0.35 (SRBs) OSATII, 2011;
0.07 (SOM) Urbano et al., 2013
Mass 14543.00;56+239(SRBs  Urbano et al,, 2013

from 2 locations)
313 +2.69 (SOM)

Moisture <0.5% (SRBS) Urbano etal, 2013

Projected area 106.4 + 134mm?; 56.2 £ Lemelle et al., 2014
113 mm? (SRBs from 2
locations)

% Ol 4.2-12.8% (SRBs) OSATI, 2011
9.4-16.8% (SOMSs)

N 14-2.0mghkg (SRBS) NH])  OSATII, 2011;
75 mglkg (SOM) (NHJ) Urbano et al, 2013
2mglL total N (Grand Isle beach
porewater]

P (orthophosphate) 0.5-0.66 mg/kg (SRBS) Urbano etal, 2013
0.29mg/kg (SOM)

Salinity 13-15 ppt (SRBS) 59.8ppt  Urbano et al., 2013
(SOM)

Sulfate 148-4.3mg/kg (SRBS) Urbano etal, 2013

(waterextractable) 6.1 mg/kg (SOM)

Oxygen ~220mM (7 mg/L) after wetting OSATII, 2011;
0-180mM (0-5.76mg/L) after 4 Urbano et al., 2013
days in aerobic seawater
0.4mg/L in Grand Isle,

LA beach porewater

Microbial Known PAH degraders: Urbano et al,, 2013
populations Mycobacterium sp. (SRBs)
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Sample

FB-SRBs.
SOM

Oil snare.
EI-SRB

Date

10/126/10
oM
Bim
1072011

YPAH/  C2-PHEN/
hopane  hopane

724084 22403
19458 48415
1.0£0.17 0.11£0.04
174031 0.0840.03

C1-CHRYS/
hopane.

0.19:£005
0.490.12
0.15:£003
0.39:0.08

>-Alkane/
hopane

13011

199427
4088
13496
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Sample  Date Location ~ Moisture  %C %N C/N
sampled content (%) (molar)

A31 ga201 78 099 544 004 159
A32  ga20m 8 081 554 004 162
2985 3120m 8 035 554 002 323
B1412s 519201 FB 035 478 003 186
EMS 2972012 €l 026 225 002 131
EM18B  2/9/2012 €l 031 272 002 159
SUBMERGEDOILMATS
MAT1 96011 FB 102 1419 004 414
BC2 1215201 FB 180 815 003 317
812 9/B20m F8 092 1218 003 47

520 9812011 FB 175 668 007 11
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PAH Rate (1/year) Alkanes Rate (1/year)

CIPHEN 8.0£24° ci7 64024
C2-PHEN 3813 cig 34068
C3-PHEN 20£078 c 63038
C4-PHEN 31059 c22 6.0+1.4
C1-DIBENZ 4625 c24 564058
C2-DIBENZ 22£068 c26 2612
C3-DIBENZE 382079 c28 384048
CHRYS 028033 c30 23£0.15
CI-CHRYS 0.76:+0.19 c32 384025
Total PAHs 305049 c36 0.46:£039

Total alkanes 36+0.15

Bl et
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SampleID  Date N C26/C15 C26/C16  C26/C17
FBZoned  10/26/2010 7 26079 86£52 9871
FB Zone 4 11/42010 20 120452 170£100 4728
FB Zone 4 1112000 24 150431 93450 56£31
FBZone3  12/152010 20 67410 41421 454057
FBZone3 122172000 17 5741 851  38£099
FBZone3 5182011 17 4030 75457  12%17
FBZone2 080411 2 bdf bal bal

€I SRB 1022011 9 bal bal bal

€I SRB 02/09/2012 9 bal bal bal

€I SRB 05312012 15 bdl bal bal
MC252° 5/2010 161 085 056
BM057104°¢  5/2010 34 18 1
BM058104°¢  5/2010 284 148 08

*bal = samples below detection for C15, C16, or C17

bHazen et a, 2010
BMO57104 and BMO58104 are samples collected 10 km away from wellhead.
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Allantoin utilzation
Ammonia
assimilation
Denitiification
Dissimilatory nitrite.
reductase*

Nitrate and nitite
ammonification*
Nitrogen fixation*

*p-value < 0.05.

seep

0034 (0.008)
0.44(0.007)

0.107 (0.031)
0059 (0.005)

0206 (0.021)

0.055 (0.025)

Oil spill

0,082 (0.024)
0313 (0.029)

0122 (0.010)
0.019 (0.006)

0299 (0.016)

0.136 (0.013)

Uncontaminated

0232 (0.123)
0272(0227)

0.111(0.034)
0.016 (0.010)

0215 (0.074)

0.153 (0.056)





OPS/images/fmicb-05-00108/fmicb-05-00108-t003.jpg
NHy
Nitrite
Carbamoyl phosphate
Nitrate
Formarmide
Nitric oxide
Nitrogen

Nitrile

Nitrous oxide
alpha-Amino acid
Laspartate
Lglutamine

co,

Lglutamate
Glycine

Formate
Lasparagine
Hydroxylamine
Amide

Amine

Cyclic amidines

“*p-value < 0.05, **p-value < 0.01,

Total
hydrocarbons

-002
-045
~0.001
042
047
—045
~0.19
043
044
019
053
-040
0.10
036
047
017
-008
-037
043
029
005

Total
sulfur

-001
~066""
004

064"
041
—047
-021
046
044
024
039
-006
013
019
051
-008
-0.15
005
071
007
~0.19

*p-value < 0.001.

Total
carbon

021
_os8*
-0.42

055*

078"
~067*
-046

072+

057

005

066"
-0.13
-042

049

0.56*

037
-024
-0.15

032

048
-033

Total
nitrogen

-045
007
041
002

—0.45
034
055"

-046

~0.41
028

-0.16

~0008
050

~046
008
004
028
on
042
~0.04
039

Dissolved
nitrate

o1
-048
-037

045

057
—049
—o11

049

051
-009

052"
-021
-029

045

058

058"
-007

033

033

022
—0.14

Total
ammonium

010
-049
~019

048

044
—0.42
~045

052

049
-009

023

004
-035

038

028

0001
-0.15

033

030

007
-033

008
-052
~022

050

049
—047
—0.41

054

051
~009

029

0002
—0.40

045

033

o1
—01

039

034

009
—031

Dissolved
phosphate

0002
-028
~029

026

045
-032
-034

045

057+
-007

029
-033
-028

044

037

029
—o1

015

019

018
-005

Sum of
PAH

-004
-037
007
039
033
-037
-020
030
033
016
047
-039
013
021
045
023
0.002
-0.56
041
043
014
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Metabolite

NH

Nitrite**
Carbamoy!
phosphate”
Nitrate**
Formamide®*
Nitric oxide®*
Nitrogen**
Nitrile***
Nitrous oxide*

alpha-amino
acid
Laspartate* *
Lglutamine*
Coz*
Lglutamate
Glycine”
Formate
Lasparagine
Hydroxylamine
Amide

Amine.

Cyclic
amidines

Ol Seep
(N=3)

041 0.08)
-3.28 (0.64)
0047 (0:32)

5173
259 (06)
-230.20)
042 @.11)
211 (059)
~0.86 (1.57)
039 (0.12)

1.36 (052)
057 ©.07)
-04(021)
-0.38 ©.11)
023 0.13)
~1.26 (0.66)
~0.65 (0.64)
061 @21)
028 054)
1.93 (035)
039 (0.36)

“pvalue < 0.05, **pvalue < 0.01,
Positive values denote consumption and negative values denote accumulation

of the metabolite.

‘D-value < 0.001

ol Spill
=6

~0.11(031)
~199(167)
~1.28 (0.36)

2.98 3.41)
1.84 (052)
~1.11031)
-0.75 (0.62)
0.72 0.14)
029 ©.17)
0.45 (0.33)

046 ©.71)
0.07 (0.08)
~0.08 (0.46)
-039 0:21)
0.8(041)
-031 057
~026 (0.59)
~066 (1.99)
088 (0.74)
1.76 (1.24)
0.29 (0.06)

Uncontaminated
(N=8)

-027 (0.67)
037 (0.58)
~1.1043)

~0.75 0.73)
-0.69 (0.79)
0.45 (0.61)
3.88(2.88)
~034 (0.33)
~0.13 0.14)
033 (0.54)

~0.76 (0.44)
~0.11(0.07)
0.45 (0.54)
~0.11 (0.51)
~0.001 (0.56)
~0.45 (0.94)
058 (2.38)
-032 (1.20)
0.45 (0.62)
023 (1.35)
1.03 (1.63)
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Site OPU

o 02 03 04 05 06 09 1
A6-2m 7 1 0 0 0 0 0 0
AG-80m 20 0 3 0 1 0 0 0
A6-160m 18 0 1 3 1 0 0 0
AG350m 26 0 0 0 4 0 0 0
A6700m 0 23 1 0 0 2 0 0
B4-530m 28 1 0 0 0 0 0 0
B5-450m 3 7 6 0 0 1 0 0
D3-68m 9 0 5 0 7 0 0 0
D5-50m " 0 1 0 8 0 2 1
D5100m 10 0 0 0 0 0 1 0
D5450m 1 0 1 n 0 0 0 1
D5900m 24 7 1 0 0 0 0 0
E26m 20 0 0 0 0 0 0 0
F6-2m 2 0 0 0 0 0 0 0
HE-45m 10 0 9 0 0 0 1 0
H6-280m 4 3 9 1 0 4 0 1
MR1-2m 27 0 0 0 0 0 0 0
Pooled 230 42 37 25 21 7 4 3

OPUs 1and 3 included reference sequences from Alcanivorax and Marinobacter
(see text). OPUs 2, 6, 9 and 11 were associated with Proteobacteria, and OPUs
4 and 5 were unclassified.
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Isolate number  Sample source  Phylogenetic order  Closest relative in greengenes 16S rRNA gene database  Similarity (%)
(accession no)

2 Sand Vibrionales Vibrio sp. str. QY102 (AY174868.1) 9986
3 Sand Pseudomonadales Pseudomonas sp. MOLA 68 (AM380833.1) 9964
a Sand Vibrionales Vibrio sp. str. QY102 (AY174868.1) 9979
8 Sand Vibrionales Vibrio sp. str. QY102 (AY174868.1) 9979
n Sand Alteromondales Marinobacter sp. str. Libra (AY734434.1) or Marinobacter 9993
hydrocarbonoclasticus str. JL795 (EF512720.1)
2 Sand Pseudomonadales Pseudomonas pachastrellae str. PTGA-14 (EUB03457.1) 9714
14 Sand Pseudomonadales Pseudomonas sp. Da2 (AY570696.1) 9043
16 Sand Pseudomonadales Pseudomonas stutzer str. A501 (NC_009434.1) 100
18 Sand Bacillales, Bacillus sp. str. NRRL B-14911 (AAOX01000059.1) 9972
19 Sand Pseudomonadales Pseudomonas pseudoalcaligenes str. 14 (AB276371.1) 9986
3 Sand Chromatiales. Fheinheimera sp. 97(2010) str. 97 (HMO059656.1) 9964
2 Sand Alteromondales Marinobacter sp. str. Libra (AY734434.1) or Marinobacter 9979
hydrocarbonocasticus str. JL796 (EF612720.1)
2% Sand Pseudomonadales Pseudomonas pseudoalcaligenes str. 14 (AB276371.1) 9858
31 Beached oil Oceanospirilales Alcanivorax sp. str. Abu-1 (AB053129.1) 9964
32 Beached oil Pseudomonadales Pseudomonas sp. str. BJQ-B3 (FJ600357.1) 9452
33 Beached oil Alteromondales Marinobacter sp. Str. NT N31 (AB166980.1) 9832
35 Beached oil Rhodobacterales. Citreicella thiooxidans str. 2PR7-8 (EU440958.1) 9977

36 Beached oil Rhodobacterales. Roseobacter sp. str. 49Xb1 (EU090129.1) 9993
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Function Relative Relative
abundance June 3* abundance June 21°

Cyclohexanone 0382 014

monooxygenase

Naphthyl-2-methylsuccinyh- 0318 0795

CoA

dehydrogenase

Glutathione S-transferase 0255 0.000

3-hydroxyacy-CoA 0191 0568

dehydrogenase / enoyl-CoA

hydratase

Succinate dehydrogenase 0085 0455

OVERALL

CheA signal transduction 0806 0450
stidine kinase

Flagellar hook-associated 2 0467 0340

domain-containing protein

Elongation factor Tu 0042 1023

Tetratricopeptide TPR_4 0361 0909

“Relative abundances are percentages of total reads mapping to Marinobacter
aquaelei.
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Process Target gene Forward primer (nM) Reverse primer ("M) Positive control  Annealing
temp in °C
(References)
Sulfate reduction  Dissimilatory DSR1-F+(400) DSF-R (600) Desulfovibrio 8°C (Kondo
sulfite ATCGGNCARGCNTTYCCNTT  GTGGMRCCGTGCAKRTTGG wulgaris etal, 2004)
reductase
Sulfate reduction  Adenosine 5'- 8ps3F (400) aps2R (400) Desulfovibrio 55°C
phosphosulfate TGGCAGATCATGWTYAAYGG GCGCCGTAACCRTCYTTRAA vulgaris (Christophersen
reductase etal, 2011)
Methanogenesis  Methyl CoM gmerAFalt (150) GAR GAC MILR (200) Methanosarcina ~ 59°C (Luton
reductase CACTTY GGH GGT TC TTCATTGCRTAGTTWGGRTAGTT acetivorans, etal,, 2002;
Methanococcus  Ver Eecke
jannaschii etal, 2012)
Bacteria 165 rRNA Bact1369F (1000) GTT GGG Prok1541R (1000) Arcobacter 59°C (Suzuki
GCC RCC WCK KCK NAC CGGTGAATATGCCCCTGC nitrofigulis etal., 2001)
Archaea 16S rRNA Arch349F (500) Arch806R (500) Ferroplasma 54°C (Takai
GYGCASCAGKCGMGAAW GGACTACVSGGGTATCTAAT acidarmonas and Horikoshi,
Ferl 2000)
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Depth DIC  d'C- Hydrogen DOC Sulfate Sulfide Nitrate Methane pH Sulfate Anaerobic

range (mM) DIC  (nM) (mM) (mM)  (mM)  and Nitrite (uM) reduction rate methane oxidation
(em) (o) (mM) (nmol mL™" day™') (nmol mL~" day™")
Overlying water ns. ns.  ns. 98 ns ns 231 ns 75 na na.

0-3 39 100 374 2477 242 08 362 1223 75 86+5 0803

36 44 105 2424 1203 323 0.1 52 630 76 3444216 1603

6-9 42 -126 21 1702 323 06 bdl 378.1 79 182 6801

9-12 51 -195 298 1s. 279 02 bl 3719 v 135+22 50425

12-15 47 -152 519 1. ns 08 bdl 4131 iv. ns ns.

15-18 49 -201 314 1s. 299 06 bdl 425.1 80 596+38 30376

18-21% 58  -286 389 2618 201 ns 406 2002 iv. 1854216 7805

21-24 60  -237 396 2082 250 01 bdl 377 v M3I£340 1824100
2-27 53  -233 507 1420 358 1 bdl. 2688  iv. 2874120 1894 0.4

27-30 53  -244 315 1. ns 12 bdl. 2032 iv. ns, ns.

DIC, Dissolved inorganic carbon; DOC, Dissolved organic carbon, n.s., No sample; |.s., Lost sample; i.v., Insufficient volume; b.d.1., Below detection limit; n.a., Not
applicable. Rate measurements are mean + standard error (n = 2). *Data at this depth range appears unreliable.
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Rate of alkane
consumption
(nmol mL-"
day™")

Methane 263 + 68
Ethane 168+5

Propane 354 £37
Butane 126+ 16

Rate of alkane
consumption
with
molybdate
addition (nmol
mL" day™) (%
inhibition)

29+ 1(89)
12+4(93)
1045 (97)
1442 (89)

Total sulfate
reduction rate
(nmol mL"
day™)

297 £33
330+ 121
246 £ 44
220+£38

Observed
ratio using
total SRR
alkane:S03~

09
0.51
14
0.57

Corrected sulfate
reduction rates
above the nitrogen
control (nmol mL~"
day™')

203 + 53
236 + 127
152 £ 60
125 4 56

Observed ratio
using
corrected SRR
alkane:S03~

13
07
23
1

Predicted
ratio of
alkane: SO~
from Table 6

1
0.57
0.4
0.34

Rates of alkane consumption were calculated using all available time points based on a inear regression. Rates of sulfate reduction calculated as described in the

methods.
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Sulfate reduction process Reaction AGP(kJ/mol SO )* Carbon source: SO} C:S07

1 Heterotrophic (acetate) O3~ + CHyCOO™ — 2HCO; + HS~ —a77 1 21
2 Heterotrophic (methane)  SO3™ + CHg — HCO; + HS™ + H,0 -33 1 1
3 Heterotrophic (ethane) 4SO} + 8CoHg — 14HS™ + 16HCO3 + 8H;0 + 2H* -39.81 814 16:14
4 Heterotrophic (propane)  5S03~ + 2C3Hg — BHCO3 + 5HS™ + H* + 2H,0 -33.06 25 65
5 Heterotrophic (butane) 26503~ + 9CsHho + 4Ho0 — 36HCO; + 36H* +26HS~  —14 926 18:13
6 Autotrophic (with Hy) O3~ + 2HCO3 + 8H, + 2H* —»CH;COO™ + HS~ + 8H,0 3365 21 21

Autotrophic sulfate reduction, in which hydrogen is used to reduce inorganic carbon, is shown for reference.
“AGO Values reported are those calculated under standard conditions of 1M concentrations for soluble reactants, 1 atmosphere pressure for gases, 298.15 K
temperature at pH 70 and are calculated using values from the CRC Handbook for Chemistry and Physics (http://www.hbcpnetbase.com).
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Depthrange Methane Ethane Propane n-butane Pentane
(cm) (M) (M) (M) (M) (M)

9-12 371.94 1722 145 074 0.00
12-15 413.12 2233 075 0.35 0.00
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Sulfate concentration  Sulfide concentration

(mMm) (mMm)
Sediment slurry (Initial) 31.6 +1.2 23402
N control (Final) 264418 82401
Methane (Final) 26.146.1 91404
Ethane (Final) 221440 10411
Propane (Final) 15.6+4.1 95+14

Butane (Final) 133+1.2 15.4 £32
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Group Enzyme EC  Numbe Number Sum of ratio for gene group on array for June®
detected  amay

Orange beach St George beach

Average® + SD Average£SD  P-value

Aromatics akbADF? 65 175 32424144 25.44£0.73 0025

(including PAH

and BTEX)
Arylesterase 3112 13 353 119.68+2.49 106.891.39
Catechol-2,3-dioxygenase 113.112 336 650 335.48+9.89 297.024.17 0036
2-halobenzoate dioxygenase 114.12.13 33 165 27.97+139 19.22+2.46 0048
6-hydroxy-D-nicotine oxide 1536 13 37 7.04:051 3.91£020 0015
Nitrile hydratase 42184 143 263 136.82:+5.36 18.70+2.37 0048
4,5-dihydroxyphthalate 41155 19 3 8.93+006 693028 0.010
decarboxylase
4-hydroxybenzoate-3- 114.132 79 197 73.50+0.00 70.16+0.96 0038
monooxygenase
Catechol-1,2-dioxygenase 113,111 82 164 6321064 5374186 0.020
Toulene monooxygenase 114.137 3 16 1.07+0.03 031000 0.010
Phenol 2-monoxygenase 114.137 7 9 10.100.43 782013 0.018
3phenylpropanoate dioxygenase 1141219 32 77 19.83+0.25 15.1520.60 0009

Chloroalkane Quinoprotein methanol 1128 109 199 123.28+2.38 116.65+0.77 0.049
dehydrogenase

Chioroalkene Tetrachlorethene reductive 19718 58 259 3418039 28.371.66 0040
dehalogenase

Methane Methylamine dehydrogenase 1491 53 77 57.97+0.45 54.38+037 0.013

Carboncycling  Endochitinase 32114 30 796 137.11+0.45 182.88+2.20 0.010
Phosphoenolpyruvate carboxylase  4.1131 381 792 41834534 367.70£11.29 0,030
Ribulose-bisphosphate 41139 138 393 99.08+2.17 87.19+2.48 0.040
carboxylase

Metal Zinc (ZitB/ZntA) - 21 637 189.27+2.38 168.63+1.23 0.008

Resistance

Stress Nitrogen (ginA/gin) - 491 1454 416.13+3.44 38147421 0012
Osmotic (pUE/prOW/V/X) - 150 457 114.85£057 100.91:1.83 0009
General (Obgf) - 364 1264 288124393 2652743564 0026

2Average of the sum of the ratio between the gene variant spot fluorescence and average spot fluorescence on the microarray.
®Totel number of gene variants detected (regardess of site) and used to generate the sum.

©Average of sum from two independent microarrays from samples 100m apart at same beach.

d Average of the sum of the ratios of gene groups akbA, akbD, and akbF (shaded in gray).
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Microarray analysis Orange- Orange- Orange- St. George- St. George- St. George-
site and month June August November June September November
Orange-June 7854 75.08 .22 65.56
Orange-August 73 68.09 6799
Orange-November 6719
St. George-June 65.06

St. George-September
St. George-November

S 23337 20831 22737 20793

H 9.63+0.02 9.50+:0.04 9.59+0.02 9.5440.01

1D 8976.7+4233 7854245044  8872.6+86 8404.0+119.4
J 0.957+0.002  0.955+0.004 0.956+0.002 0.959+0.001
Eno 0.385+0.018 0.377+0.024 0.390+0.001 0.404 +0.006

60.84

20992 19150
9.53+0.03 9.45£0.02
8167.4+674.7 7733.1+193.9
0.957+0.003 0.959:+0.002
0.389+0.032 0.404+0.010

S, Number of genes detected; H; Shannon-Weaver diversity index; 1/D, Inverse Simpson diversity index; J Pielou (Shannon) evenness index; Eyo, Simpson

evenness index.
2Numbers in shading indicate the percentage of gene variants detected at that site and time (S) that are unique.
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Isolated strains

Maximum ODgso-sgo

Average doubling time (h)

Oil loss (g)

Bacterial oil consumption (%)

Control

P monteilii (MF17)

P xanthomarina (MF28)

P, pseudoalcaligenes (S52)

P aeruginosa (W55)

P alcaligenes (OT69)
Stenotrophomonas maltophilia (MF89)
Sphingobium yanoikuyae (S94)

P, putida (OT107)

Microbacterium maritypicum (MF109)

NA

1.2 +£0.02
1.0 £0.01
1.0£0.01
0.9 +£0.04
0.9 +£0.03
0.9 £ 0.05
11£0.01
1.1 +0.06
0.9 +0.07

NA

80+13
47+08
87+05
219+ 04
48401
55+3.7
46+£17
95+ 11
78+08

268+06
59416
64.1£4.0
64.9 £10.9
69.6 £2.7
58.1 £10.6
64.7 £3.1
38.9+86
40.2+9.6
64615

NA
322417
372 +£4.07
38+£10.9
42.7 2.7
312+10.7
378+32
120+£86
133+96
378+ 16
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Isolated strain affiliation Oyster tissue Mantle fluid Water column Sediment Total isolated strains
Pseudomonas monteilii 2 22 - 6 30
P, xanthomarina = 1 = = 1
P, pseudoalcaligenes - - - 3 3
P aeruginosa 2 - 23 - 25
P, alcaligenes 3 - - - 3
Stenotrophomonas maltophilia - 6 - - 6
Sphingobium yanoikuyae = - - 1 1
P putida 2 - - - 2
Microbacterium maritypicum - 1 - - 1
Total sequences analyzed 9 30 23 10 72
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Isolated strains along with their original

environment

NCBI match (% identity with nearest
neighbor)

Bacterial division of the
isolated strains

Accession number of strains

chosen for oil degradation assay

Water column: 10, 26%, 29%, 40% 41, 44%,
45%, 55, 57*, 58, 64*, 67", 68, 73, 74*,
75%, 76%, 82*, 92%, 99%, 100%, 110%, 115*
Oyster tissue: 48*, 59*

Sediment: 1, 3Y, 46, 47¥, 107¥, 108¥
Oyster tissue: 21%, 88¥

Mantle fluid: 4, 5%, 6%, 8¥, 9¥, 11¥, 15,
16¥, 17, 18¥, 19¥, 20, 27¥, 54, 56¥, 77,
78¥, 79, 87,101%, 105, 106

Opyster tissue: 69, 104, 116

Sediment: 51, 52, 53

Mantle fluid: 28

Opyster tissue: 63, 107
Mantle fluid: 89, 91, 111, 113, 114

Sediment: 94

Mantle fluid: 109

Pseudomonas aeruginosa strain PAOT
(99%/P otitidis strain MCC10330
(98%)

P monteilii strain CIP 104883 (99%)/P
plecoglossicida strain FPC951 (99%)

P alcaligenes

P, pseudoalcaligenes strain Stanier 63
(98%)

P xanthomarina strain KMM 1447
(99%)/R. stutzeri strain A1501 (99%)
P putida strain F1 (99%)
Stenotrophomonas maltophilia strain
1AM 12423 (99%)

Sphingobium yanoikuyae strain IFO
15102 (99%)

Microbacterium maritypicum strain
MFCO1 (100%)

y-Proteobacteria

y-Proteobacteria

y-Proteobacteria
y-Proteobacteria

y-Proteobacteria

y-Proteobacteria
y-Proteobacteria

a-Proteobacteria

Actinobacteria

JX501343

JX501346

JX501351
JX501345

JX501347

JX501344
JX501348

JX501349

JX501350

*Denotes strains that taxonomically affiliated with P otitidis.
¥ Denotes strains that taxonomically affiliated with P plecoglossicida, respectively.
Strains that appear in bold and underlined text were the ones that were selected for comparing their crude oil degradation propensities. Accession numbers of these

nine strains appear in the last column.
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