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Editorial on the Research Topic 
Computational modeling for the assessment of the biomechanical properties of the healthy, diseased and treated spine

The human spine has been optimised through the evolutionary process resulting in a unique structural combination of hard (i.e., bone) and soft tissues (i.e., intervertebral disc, tendons, ligaments, cartilage). The spine and surrounding musculature provide flexibility and structural stability while subjected to loads of varying magnitudes and directions during daily activities and protect the spinal cord and nerve roots from excessive strain. These biological tissues have complex heterogeneous, anisotropic, nonlinear, and hierarchical properties, making their biomechanical characterization challenging. Moreover, aging, diseases, and injuries may affect biomechanical stability, leading to vertebral fractures and/or intervertebral disc (IVD) degeneration, which may induce pain and disability. Different interventions are available to fix or slow the damage progression of the affected tissues, from pharmacological and conservative treatments to surgeries. However, due to the complexity of the microstructure and material properties of the tissues that compose the spine, assessing disease progression or treatment effects on the spine’s biomechanical properties are not trivial.
Experimental assessments such as motion capture, complex mechanical loading using dedicated multi-axial rigs, strain analyses with strain gauges, and digital image or volume correlation have been used to characterize biomechanical properties of the spine at different dimensional levels, but they lack the flexibility of testing the same structure in different loading conditions until failure. Moreover, the intrinsic variability of the geometrical, structural, and material properties due to sex, age, size, disease progression, treatments, etc. makes it difficult to test all possible scenarios experimentally. In particular, it is very challenging to measure the influence of the properties of the microstructural components (e.g., remodelled bone, fibers in the annulus fibrosus) on bulk tissue material properties. Moreover, damage accumulation of these viscoelastic and poroelastic tissues with age or disease also contributes to experimental challenges in the characterisation of their material behaviour. Therefore, computational models of spine segments and entire lumbar, thoracolumbar, and cervical spines have been developed to evaluate the biomechanical properties of healthy and diseased spines (e.g., patients with osteoporosis, osteoarthritis, bone metastases, traumatic fractures), and to optimize spinal treatment. While generic or subject-specific computational models can be parameterized, efficiently test several loading conditions and comprehensively study the spine biomechanics, the experimental studies remain invaluable to inform, calibrate and validate the models. In fact, increasing the model credibility, based on model verification, validation, sensitivity analyses, and uncertainty quantification is fundamental for developing tools that can be used to support clinical decisions (The American Society of Mechanical Engineers (ASME), 2018).
The current Research Topic presents a unique collection of studies that increase our knowledge about spine biomechanics and stimulate discussions for the improvement of techniques used for computational model development and validation.
Four studies have used multi-body dynamics (MDB) models for evaluation of ROM, load distribution, muscle forces, and activation on both thoracolumbar and cervical spine. Müller et al. have used MBD models with subject-specific geometry to predict the load distribution in a healthy lumbar spine as function of the lordosis angle. They confirm earlier assumptions by Roussouly and Pinheiro-Franco (Roussouly and Pinheiro-Franco, 2011) that large lordosis angles generate more stress on the facet joints but less stress on the vertebral bodies and intervertebral discs. This result is important both for optimising therapeutic measures and for identifying boundary conditions for computational models at lower dimensional scales (e.g., Finite Element (FE) models). Alemi et al. have used inverse kinematics, informed from motion analyses of seven healthy participants, to evaluate the effect of different kinematic constraints on the performance of thoracolumbar spine MBD models. They concluded that kinematic constraints with 5 degrees of freedom was the best compromise to track measurements and produce smooth spine motion. Arshad et al. have developed an inverse dynamic model of the head-neck complex, including the head, C1-T1 vertebrae, and detailed soft tissues (517 nonlinear ligament fibers and 258 muscle fascicles). A comprehensive sensitivity analysis showed that increased segment mass led to increased disc loads and muscle activity, that disc stiffness affected only disc translation, and that by increasing muscle strength, the muscle activity largely decreased. These results show that these models can be used to study the effect of diseases and treatments, after appropriate model validation. Firouzabadi et al. have compared spine loads during static manual material handling activities for males and female subjects, using a whole body MBD model. Female subjects had larger compressive and shear loads when normalized to the body weight and larger forces in the oblique abdominal muscles, while male subjects had larger back extensor muscle forces. The study highlights the importance of considering sex-specific parameters.
Ten manuscripts have used detailed structural FE models to evaluate the mechanical properties of the IVD, single vertebra, or spine segments. While many FE models have been utilized to characterize biomechanical properties of vertebral bodies and spine segments, there are still challenges to accurately model of the IVD material, create efficient spinal segment models, and to using FE models predictions to optimise treatment strategies. Pickering et al. have developed a pipeline to create models of paediatric IVDs and performed a sensitivity analysis on the material model inputs. They found that IVD collagen fiber bundles are the main contributors of IVD mechanical behaviour and should therefore be integrated in patient specific FE models of the paediatric spine. In another study, Du et al. have created FE models of the IVD based on magnetic resonance imaging (MRI) data from bovine spine and evaluated the model sensitivity to different geometrical and material input parameters, highlighting that it is fundamental to model well the geometry of the vertebral endplates. It should be noted that while FE models have great potential in assessing the biomechanical behaviour of spine segments, process automation is needed to improve the efficiency and reduce operator dependency for clinical application. Caprara et al. have developed an automatic pipeline to create subject-specific FE models of the lumbar spine from CT images by using deep learning techniques to segment the geometries, statistical shape models to create the meshes, and FE models to simulate different loading conditions and predict ROM of the segments. This automatic tool, the results of which agreed with literature data, has the potential of improving the clinical applicability of biomechanical simulations. FE models have been widely used to test the effect of spine fixation for treating vertebral fractures, IVD degeneration, spine deformities and other diseases as well. Sensale et al. have performed a verification and sensitivity analysis for subject-specific FE models of a single vertebra implanted with two pedicle screws. They have reported that the diameter of the screw is more important than its length for minimising screw and bone deformations. Moreover, they highlighted the importance of modelling realistic screw geometry. Bereczki et al. have developed an L2-L4 spine segment FE model to study the stability of different implants for oblique lumbar interbody fusion when implanted in healthy or osteoporotic bone. They showed that spine segment stability was affected by the used implant and that osteoporosis increases the ROM for all tested constructs. Gierig et al. have used a large FE model of the lumbar spine that also included the pelvis and spinopelvic devices to study the best configuration in fixing spinopelvic fractures and to show its superiority compared to non-surgical treatment. Ke et al. have used an FE model of C2-T1 spine segments to evaluate different surgical treatments of adjacent diseased segment (ADS) after a primary anterior cervical discectomy and fusion (ACDF). The model suggests that a second ACDF leads to better outcomes compared to laminoplasty in the tested case. In another study, Wo et al. have used a combination of an FE model of C2-C7 cervical segment, wear tests and animal study on non-human primate, to study the biomechanics of cervical subtotal discectomy prosthesis (CSDP) as an alternative for ACDF. The FE models showed the influence of the implant position on the CSDP performance including ROM, bone-implant stress, and forces at the facet joints. Nikkhoo et al. have used poro-elastic FE models to study the biomechanical stability of rigid (Ti rods) or semi-rigid (PEEK) posterolateral fixation for ADS. They showed that, compared with Ti constructs, the PEEK prosthesis may be preferable as it is associated with a slightly higher ROM at the instrumented level and lower IVD height loss, fluid loss, axial stress, and collagen fiber strain in the adjacent disc. Tachi et al. have used an FE model of the spine of patients with adolescent idiopathic scoliosis to pre-plan the surgical correction procedure with pre-bent spinal rods. This preplanning system can be used to optimize which spine levels to instrument and the rod shape.
The above-mentioned studies showed how FE models can assist surgeons in identifying the best prosthesis in cases of different spine diseases. However, there are still challenges in creating more realistic computational models accounting for the hierarchical properties of the spine with multi-scale approaches, that for example, better estimate the loading scenarios or the effect of bone remodelling over time, and in validating the outputs of the models to improve their credibility and their future clinical applicability. Favier et al. coupled L1-L5 spine FE model with lower strain-driven algorithm to predict local bone changes induced by physiological loading conditions calculated from a previously developed full-body MBD model. They showed that in order to maintain trabecular and cortical bone health, a combination of moderate and more demanding activities (large spine movement and lifting tasks) are needed. In fact, moderate intensity activities alone were not found to be sufficient to maintain bone health in the vertebrae. Panico et al. have tested the effect of simulating realistic muscle forces in FE models of lumbar fixation implants. They coupled a previously developed MBD model of the thoraco-lumbar spine with articulated ribcage with a detailed FE model of T10-T12 segments to compare the results of models with realistic and simplified (pure moments) loading. Intact spine segments and instrumented spine segments with rods and screws were simulated. The realistic FE models showed similar ROM but higher stresses in the pedicle screws and in the posterior rods compared to the simplified models, showing the importance of using realistic loading when evaluating implant stresses. Pachocki et al. have used a global FE model that includes a concrete road safety barrier, an impacting vehicle, and an occupant. The occupant model includes a lumbar spine FE model to study the biomechanics of injuries during road barrier collision. The two-scales model estimated the loading condition on the spine model from a larger FE dynamic model of the subject in the impacting vehicle. They have shown that during the crash the loading on the lumbar spine is eccentric and leads to high axial loads and flexion bending moments on L1-L5, explaining why fractures are associated with this loading scenario.
Three manuscripts in the Research Topic have collected ex vivo or in vivo experimental data to inform and validate FE models of the IVD. Deneuville et al. have performed a proof-of-concept study using ex vivo MRI imaging of an L1-L3 ovine spine segment under different loading conditions before and after inducing damage of the IVD to evaluate its effect on the deformation of the nucleus pulposus. They combined this experiment with an FE model of the spine segments to evaluate the effect of the IVD damage on the stress field, showing the potential of this approach to study IVD biomechanics from MR images. Mengoni et al. have validated the outputs of MRI based FE models of the IVD, against ex vivo experiments performed on bovine specimens to measure the IVD bulge. The results showed that including subject-specific geometrical and material properties of the IVD in the FE models does not improve substantially the predictions of IVD stiffness and bulge. Finally, Zhou et al. Have developed a multiscale and multiphasic FE model of the IVD and validated it against experiments for the bovine caudal vertebra. In most cases the multiscale model, developed from experimental data of fiber and matrix mechanical behaviour, accurately predicted the structural response of the IVD, highlighting the importance of modelling the fibers, matrix-fiber interactions, and the fluid-based load bearing mechanism of this complex structure.
This Research Topic includes 20 peer-reviewed papers tackling different challenges in the topic of development and validation of computational modelling of spine biomechanics. Every paper reports the potential and current limitations of the developed approaches, highlighting progress that the research community has done in this area, and where we should focus to improve clinical applicability. We would like to emphasise that, while the presented research is fundamental for understanding the biomechanics of the spine and further develop computational models to support clinical decision making, a lot of work needs to be done to see these approaches used routinely. We anticipate that future studies that use biomechanical models of the human spine will be even more realistic and biofidelic (e.g., considering complex individualized loading and boundary conditions taking into account the everyday behaviour, functional behaviours and adaptations after surgical procedures or pain experiences, activation patterns, individualized material properties, etc.), more credible through comprehensive and systematic validation process using ex vivo and in vivo data, certifiable by regulatory bodies, adaptable to study a single subject or generic to study a patient population. To conclude, while there is no doubt that research in this exciting area will keep progressing and improving our knowledge of the Biomechanical Properties of the Healthy, Diseased and Treated Spine as demonstrated in this Research Topic, the research community should encourage and strengthen interdisciplinary collaborative research involving bioengineering, biology, and medicine.
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State-of-the-art preoperative biomechanical analysis for the planning of spinal surgery not only requires the generation of three-dimensional patient-specific models but also the accurate biomechanical representation of vertebral joints. The benefits offered by computational models suitable for such purposes are still outweighed by the time and effort required for their generation, thus compromising their applicability in a clinical environment. In this work, we aim to ease the integration of computerized methods into patient-specific planning of spinal surgery. We present the first pipeline combining deep learning and finite element methods that allows a completely automated model generation of functional spine units (FSUs) of the lumbar spine for patient-specific FE simulations (FEBio). The pipeline consists of three steps: (a) multiclass segmentation of cropped 3D CT images containing lumbar vertebrae using the DenseVNet network, (b) automatic landmark-based mesh fitting of statistical shape models onto 3D semantic segmented meshes of the vertebral models, and (c) automatic generation of patient-specific FE models of lumbar segments for the simulation of flexion-extension, lateral bending, and axial rotation movements. The automatic segmentation of FSUs was evaluated against the gold standard (manual segmentation) using 10-fold cross-validation. The obtained Dice coefficient was 93.7% on average, with a mean surface distance of 0.88 mm and a mean Hausdorff distance of 11.16 mm (N = 150). Automatic generation of finite element models to simulate the range of motion (ROM) was successfully performed for five healthy and five pathological FSUs. The results of the simulations were evaluated against the literature and showed comparable ROMs in both healthy and pathological cases, including the alteration of ROM typically observed in severely degenerated FSUs. The major intent of this work is to automate the creation of anatomically accurate patient-specific models by a single pipeline allowing functional modeling of spinal motion in healthy and pathological FSUs. Our approach reduces manual efforts to a minimum and the execution of the entire pipeline including simulations takes approximately 2 h. The automation, time-efficiency and robustness level of the pipeline represents a first step toward its clinical integration.

Keywords: deep learning, patient-specific 3D model, FE analysis, surgical planning and simulation, spine-pathology


INTRODUCTION

Patient-specific three-dimensional (3D) models are essential in computer-assisted surgical procedures. In spine surgery, computer-assisted techniques have been increasingly used in various stages of surgical planning and/or execution, e.g., to determine the optimal trajectory for the insertion of pedicle screws (Goerres et al., 2017; Knez et al., 2019; Mischler et al., 2020), but also to improve surgical navigation and allow an improved execution of the surgical plan (Liebmann et al., 2020; Müller et al., 2020). Biomechanical models can provide information on the preoperative pathological condition such as degenerative changes and their biomechanical consequences (Du et al., 2016; Cai et al., 2020). Patient-specific simulations can be used to analyze the effects of different surgical procedures on specific structures and pathologies. Potentially, the surgical plan can be improved based on the simulation output (Jiang and Li, 2019; Zhou and Willing, 2020). If included in the clinical workflow, such preoperative computational biomechanical analysis, in combination with precise intraoperative navigation, may improve patient outcomes. Finite element (FE) simulations of the lumbar spine have been employed in clinical applications to identify biomechanical parameters (Bernakiewicz and Viceconti, 2002; Little and Adam, 2012), evaluate surgical procedures, and analyze implants, e.g., for spinal fusion (Zhang et al., 2018) or total disc arthroplasty (Zhou and Willing, 2020). Such analyses may provide information on the expected bone and implant loads before surgery (Erbulut et al., 2015; Más et al., 2017; Özmen and Günay, 2019; Panico et al., 2020). Moreover, the biomechanical analysis of pathological spinal segments has the potential to provide indications on the degeneration process of intervertebral disc (IVD) and facet joints (FJs) (Rohlmann et al., 2006; Bashkuev et al., 2020; Cai et al., 2020), thus helping in the analysis of postoperative complications such as the development of adjacent segment degeneration (Li et al., 2015; Zhou and Willing, 2020). IVD and FJ degenerations alter the load transfer in the spine and are commonly associated with low back pain (Uçar et al., 2019; Bashkuev et al., 2020). Nevertheless, current standard clinical procedures lack the ability to perform such patient-specific biomechanical analysis on a daily basis, which hinders the possibility for optimizing the surgical plan.

One of the major challenges for inclusion of such methods in the clinical practice is the effort required to create patient-specific functional models from medical images. It includes several manual steps and is time-consuming even for experienced professionals (Sarkalkan et al., 2014; Campbell and Petrella, 2015). The time needed for the creation of patient-specific finite element (FE) models has rarely been reported, although critical for integrating biomechanical simulations in a clinical environment (Zadpoor and Weinans, 2015). To the best of our knowledge there is no complete automated pipeline for anatomically accurate FE simulations of the lumbar spine based on 3D CT images. A lot of work has been done on parametric FE models (Galbusera et al., 2008; Bashkuev et al., 2018, 2020; Lavecchia et al., 2018; Nikkhoo et al., 2020; Zhou and Willing, 2020) or a combination of statistical and FE models (Bonaretti et al., 2011, 2014; Rao et al., 2013; Campbell and Petrella, 2016). However, those models either neglect important patient-specific structures or their generation involve high amounts of manual work requiring certain types of operator expertise. Although efforts have been made to automate the generation of FE models of the healthy spine (Bah et al., 2009; Campbell and Petrella, 2015), hitherto this process has never been combined with deep learning-based segmentation methods and has not yet been applied to pathological cases. Nowadays, deep learning methods are employed in medical research to analyze images, extract structural information, and to localize and segment 3D structures (Glocker et al., 2012; Korez et al., 2015; Roth et al., 2016; Lessmann et al., 2019). They provide fast results in an automated fashion, with an accuracy comparable to those from manual human processing (Nikolov et al., 2018). Integrating these methods into the creation of patient-specific biomechanical models could drastically accelerate the process and enable a complete automated framework, which in turn would allow clinical routine applications of computational preoperative planning using 3D models (Zadpoor and Weinans, 2015). In previous studies, deformable models were added to a 3D convolutional neural network (CNN) (Korez et al., 2015) to perform segmentation of vertebral bodies from 3D magnetic resonance spine images, However, the method has not yet been applied to FE modeling. It has been also shown how the automatic creation of FE models could benefit from using a mesh-based registration method (Bonaretti et al., 2014).

In this work, we propose a combination of deep learning, statistical, and FE methods on lumbar 3D CT images to generate anatomically accurate patient-specific FE models of FSUs. A biomechanical investigation of spinal segments may be highly clinically relevant, hence our main aim is the automation of the complete workflow (Figure 1). By saving time and reducing manual interaction for modeling and simulation, the main intent of the presented pipeline is a step toward a seamless clinical integration of such models. The goals are the ability to perform state-of-the-art segmentation of pathological (degenerative) lumbar spine’s segments and the execution of FE simulations with reasonable results. Using clinically available dataset, the implemented pipeline should provide a basis for further developments toward the integration of patient-specific modeling in clinical planning of spinal surgery. The automation is achieved by the integration of state-of-the-art deep learning methods and a novel interface to FE modeling. The outputs are anatomically accurate patient-specific biomechanical models and results of FE simulations.
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FIGURE 1. The three steps of the proposed pipeline: (A) multiclass segmentation of the CT image dataset, (B) semantic segmentation and non-rigid registration of template model, (C) FE modeling and simulation, involving complementing the anatomical models with soft tissues (ligaments, IVD) using automatic landmarks detection.




MATERIALS AND METHODS

We have combined multiple deep learning methods using two 3D CNNs allowing the automated segmentation of lumbar vertebrae and identification of corresponding point sets on the vertebral meshes. Multiple training datasets were prepared and used to train the different networks needed for the segmentation of the 3D CT images and for the identification of anatomical regions on vertebral models (Figures 1A,B). We re-trained the DenseVNet segmentation network presented in Gibson et al. (2018a) within the NiftyNet platform (Gibson et al., 2018b). The correspondence of anatomical points and regions between the segmentation and the template model is achieved by an automated identification of anatomical landmarks on the vertebral surfaces through semantic segmentation. This step acts as an interface to perform non-rigid fitting of the template SSMs and improves the following non-rigid registration results (Clogenson et al., 2015). The method for landmarks identification employed feature steered graph convolutions (FeaStNet) described in Verma et al. (2018). Meticulously prepared reference meshes of the SSMs were a requirement to enable automatic identification of soft tissue insertion points and surfaces. Subsequently, a functional patient specific FE model is automatically created for different lumbar segments based on deformable template models. The goal of the resulting pipeline is to eliminate the time-consuming procedure of preparing FE models (Bah et al., 2009; Taylor and Prendergast, 2015; Wu et al., 2019).

Some of the methods implemented and combined in this work exist as individual implementations. Major effort was spent for their combination and integration into a single pipeline, and developing required interfaces. The correspondence property of the registered template meshes was crucial for the automatic creation of the FE models, e.g., for healthy and degenerated discs (Figure 1C). The exclusion of manual steps may result in more reliable and robust pipelines. Furthermore, the ability to biomechanically analyze pathological cases in an automated fashion seems highly relevant for computational surgery planning in an efficient clinical workflow.


Multiclass Segmentation


Training Dataset

The preoperative clinical 3D CT images were selected from a larger dataset by exclusion of severe pathological vertebrae (ethics approval ID: BASEC: 2019-00698). The resulting dataset contains 52 3D CT images all acquired at Balgrist University Hospital between 2014 and 2019. The original field of view (FoV) was manually and systematically reduced by cropping the 3D images to contain the lumbar spine from level L2 until the sacrum. Final 3D images include 3 complete lumbar vertebrae (L5, L4, and L3). The resulting FoVs covered a range of 224–390 voxels (87–117 mm) transversely, and 107–402 voxels (107–141 mm) in the inferior-superior direction. Each cropped 3D image was manually segmented by a single trained radiologist to minimize variability, using the software Mimics 19.0 (Materialise Inc., Leuven, Belgium). Available region-growing and thresholding algorithms were used to generate 3D masks of the original 3D CT images. Distinctive labels were assigned to vertebrae of different levels. Similarly, the output of the trained network will not only contain the segmentation, but also a label discerning between vertebral levels. By cropping the images, we eliminated the class imbalance problem that could otherwise lead to a biased network (Hesamian et al., 2019), which occurs when the majority of the imaging dataset is occupied by background. After cropping, the 3D images were pre-processed by applying a histogram matching transformation (Woods and Gonzales, 1981), equalizing histograms with the reference histograms of an arbitrarily chosen CT image. This preprocessing step allowed the normalization of the intensity within the dataset and is easily applicable to any new image.



Training Process

The DenseVNet network was re-trained using NiftyNet framework (Gibson et al., 2018b) on the 52 3D CT images. This network was originally developed to perform multiclass segmentation of different organs in abdominal CT and offers the possibility to perform segmentation of different structures with improved boundary accuracy. This peculiarity offers an advantage for the definition of facet joints’ boundaries between adjacent vertebral bones, particularly critical for the definition of contact surfaces for the FE analysis. The platform NiftyNet was explicitly designed for medical image analysis and it includes the DenseVNet network structure. We included the computation of the Dice-hinge coefficient (DC) losses for the segmentation of each vertebra as described in Gibson et al. (2018a) in the NiftyNet library. This loss function was chosen as it proved promising generalization properties thanks to the adapted weights for classes with low dice scores but significant gradients during training. As the training dataset included images of different dimensions and resolutions, the input volumes were resampled to a voxel dimension of [0.39, 0.39, 0.5]. The training was run for 4,000 iterations using the Adam optimizer with ε = 0.001 (Gibson et al., 2018a) on a Quadro P6000 GPU (NVIDIA Corporation, Los Alamitos, CA) and took 30 h. The output of the trained network is a 3D mask with four different classes, three for the vertebrae, and one for the background (Figure 1A). Using the different labels, each vertebral mask was post-processed by removing incorrectly segmented isolated regions with a significantly smaller area compared to the segmented vertebrae. Finally, three segmented models were generated, one for each vertebral level (Figure 2A), by performing three different triangulations in MATLAB R2019a (The MathWorks, Inc., United States) using the GIBBON package (Moerman, 2018).
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FIGURE 2. Segmented and labeled vertebrae and division in semantic parts. (A) DenseVNet output (L3: green, L4: red, L5: blue), (B) 3D segmentation of one vertebra (L4), (C) Output of the semantic segmentation of four regions of a vertebra (front: red, left: blue, right: pink, back: azure).





Anatomical Model Generation


Semantic Segmentation of Segmented Vertebrae


Training dataset

The ground truth images used for the training of the DenseVNet network were used to prepare 3D meshes of single vertebral structures. The segmented masks were used to export 3D models of individual vertebrae in the form of triangular surfaces (stereolithographic files: STL). These models were manually divided into four semantic classes: the vertebral body, the left transverse with the left superior articular processes, the right transverse with the right superior articular processes, and the spinous process with the lamina (Figure 2C). The division was arbitrarily chosen to achieve satisfying registration of the template model prior to template mesh-fitting. The rationales behind the semantic segmentation step, and the consequent ability to select patient-specific anatomical landmarks, are multiple. Since the same landmarks were labeled on the SSMs, the transformation to place the deformable models can be found automatically. Additionally, initializing the non-rigid registration using landmarks has been shown to improve results (Clogenson et al., 2015). Since the training of the network needed each vertebral model within the dataset to have the same number of points (equal to N in Figure 3), the segmented vertebrae were preprocessed to prepare the training dataset. The complete set of vertebral 3D models was down- or up-sampled before the semantic division to match a defined number of points. To assure homogeneous meshes and an accurate representation of details, N was set to 2,947, with 4,000 triangular faces in each mesh. The final training dataset comprised 138 vertebral meshes that were manually segmented and semantically divided.
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FIGURE 3. Structure of the network used to semantically segment vertebral models. 3D coordinates of the vertebral point cloud are input to the first linear convolution layer, changing the input feature dimensions. The following layers are the feature steered graph convolutions preceding 1 × 1 convolution to N × 4 logits, used to soft-assign each point of the point cloud to one of the four classes.




Training process

Regional information on the segmented meshes was needed to initialize the position of the template models. The Tensorflow Graphics (TG) framework uses revised CNNs to segment 3D models in semantic parts (Valentin et al., 2019), the network is referred as graph convolutional network and is able to process point cloud data (Verma et al., 2018). A simplified CNN version of the FeaStNet architecture was implemented in TG according to Valentin et al. (2019) and used to semantically divide the segmented models of the vertebrae into four parts. Figure 3 shows the network structure: first, each vertex of the point was encoded by a mesh encoder into a N × 4 logits, where N is the number of points and 4 the number of semantic classes. The mesh encoder consists in 1 × 1 convolutions linear layer to change the input dimensions, a sequence of feature steered graph convolutions was then followed by 1 × 1 convolutions to convert the output to a N × 4 logits. The training was run using the Adam optimizer with ε = 1e – 8 and a learning rate equal to 0.001 (Valentin et al., 2019). The output of the mesh encoder was used to perform a soft-assignment of each vertex to one of the four classes (Verma et al., 2018).

The trained network was used to establish correspondence between vertebral 3D models according to the steps depicted in Figure 2. The division into semantic classes facilitated positioning of the template SSMs by the automatic identification of labeled anatomical locations. The landmarks were found by computing the center of mass of each semantic part, which was then projected on the surface mesh. A rigid transformation was defined using the identified landmarks on the 3D models and the corresponding points labeled on the SSMs. To account for the uncertainty in the identification of anatomical points, the iterative closest point method (Besl and McKay, 1992) was used to fine-tune the final position, providing an improved initialization for the morphing of the SSMs in the subsequent step.




Template Model’s Fitting

Five SSMs were created, one for each lumbar vertebra. Each model was trained using manually segmented 3D meshes of lumbar vertebrae, which were not extracted from the images used for the training of the CNNs. The vertebral meshes were divided based on the spinal level and multiple training datasets were created consisting of 100 meshes pro lumbar level. The SSMs were built using a Procrustes Alignment to align each dataset, which was followed by a non-rigid registration as investigated in Clogenson et al. (2015). The resulting 3D models are used to construct the SSMs by finding the main shape variations with a principal component analysis (PCA). The manual creation of the reference meshes used as templates assures a smooth surface and a homogeneous triangularization of elements along the whole vertebral models. The preparation of the template, the training of the SSMs, and the registration framework were implemented in the Scalismo package (University of Basel, Switzerland) (Lüthi et al., 2012). The semantic division together with the positions of the 4 landmarks identified by the trained FeaStNet network provided an optimal initialization for the non-rigid registration of the template SSMs. The non-rigid registration was implemented according to Clogenson et al. (2015) and is based on a point set to image registration. The registrations of the SSMs were further constrained by the four landmarks which were identified on the templates in advance. An additional step was added to the framework presented in Clogenson et al. (2015) and consists in a projection of the SSMs points along the mesh’s normal vectors toward the target surfaces. The correspondence of the landmarks together with the projection step increased the performance of the non-rigid registration as well as the precision of correspondence between registered vertebral structures. Constraining the registration allowed a reduction of the search space, leading to a more robust and faster registration process (Clogenson et al., 2015). To finalize the non-rigid registration, a projection of the template nodes was performed after the last iteration along the model’s normal vectors on the target triangulated model resulting from the DenseVNet segmentation. This step enables the union of the correspondence property of SSMs with the precision of DL segmentation. The resulting patient-specific anatomical models have the same triangularization properties as the reference meshes of the SSMs but represent the patient’s spinal structures.



Anatomical Model Evaluation

To evaluate the anatomical models, the training of the DenseVNet network was performed using 47 labeled 3D CT images while five were excluded for inference. Ten-fold cross-validation was performed to assess the performance of the anatomical model generation. During each iteration, the network was trained anew and tested on the five excluded images (containing three vertebrae each). Thus, 150 (10 × 5 × 3) vertebral 3D models were automatically segmented and compared to manually segmented 3D models (ground truth).

The generation of the anatomical model was evaluated directly after the DenseVNet segmentation and after the non-rigid registration of the deformable model. This enables tracking of the segmentation performance throughout the pipeline. Both outputs were compared to the ground truth vertebrae. The evaluation criteria were: the DC, the mean surface distance (MSD), and the Hausdorff distance (HD).




Finite Element Modeling and Simulation


Model Validation Using Cross-Validation Healthy Data

The five images segmented in the last iteration of the cross-validation were used to create and run FE simulations of all L3L4 and L4L5 FSUs of each patient, respectively. The dimensions of the resulting healthy vertebrae were on average: 86.28 mm left-right, 88.43 mm anterior-posterior, and 48.35 mm inferior superior. The registration of the deformable templates ensures the correspondence of nodes across the fitted surface models (Verma et al., 2018; Wu et al., 2019). The correspondence property allows to label essential regions for the creation of the final FE model. The facet joints, the vertebral endplates, and the ligament attachment points were manually labeled on the template of each vertebra a priori, as shown in Figure 4 for a model of L4, and used to define contacts and boundary conditions. The registered SSM resulted in patient-specific surface meshes allowing the personalization of insertion points and contact surfaces, adjusted according to the patient anatomies by the registration step. The resulting surface models were converted into volumetric meshes and divided into cortical and trabecular bone. The inter-subject variability of the material properties was not considered. All the material properties of the FE model were implemented according to Finley et al. (2018). The trabecular bone, the IVD nucleus, the vertebral endplates, and the facet cartilage were represented using a neo-Hookean model; the cortical bone is modeled as orthotropic elastic material, and the superior endplate of the upper vertebra (indicated in red in Figure 4) was rigidly modeled and used to apply the pure moment loading. To represent the annulus, a compressible Holmes-Mow material model was coupled with two fiber components. The material properties of the FE models are summarized in Table 1.
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FIGURE 4. (A) Original and (B) down-sampled template L4 models and corresponding L4L5 FSU FE models. On the two template models, the facets and endplates surfaces are labeled (blue and red) as well as the ligaments attachment points and paths (green).



TABLE 1. Material properties used for the FE simulations of the healthy FSUs.
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The anterior longitudinal ligament, posterior longitudinal ligament, supraspinous ligament, intertransverse ligament, ligamentum flavum, and interspinous ligament were modeled as non-linear and tension-only elements (Finley et al., 2018). The endplates of the superior and inferior vertebrae served as reference to place and fit the IVD. The superior endplate of the upper vertebra was used to apply the pure moment of 7.5 Nm in various directions to simulate flexion, extension, axial rotation, and lateral bending, whereas the inferior endplate remained constrained in all the degrees of freedom (DOF). Contact areas of the FJs were defined in facet’s cartilage regions and implemented as sliding interfaces enforcing a non-penetration constraint. Figure 4 shows how those regions and landmarks are marked on different template models. Using the endplates’ nodes, a hexahedral mesh defining the IVD was created for each FSU and deformed to assure a tied contact with superior and inferior vertebrae. These steps defining the FSU FE model were implemented in the GIBBON package (Moerman, 2018) and the simulations were performed within the open-source tool FEBio 2.9 (Maas et al., 2012) using an implicit FE solver. The pipeline was implemented such that the creation of the FE models and the corresponding simulations were automatically run in sequence. In this study, only the geometrical inter-subject differences were considered; because automating the creation of FE models in a single pipeline was the primary goal.

For the simulation of flexion, extension, lateral bending, and axial rotation movements all the DOF of the inferior endplate were constrained and a pure moment of 7.5 Nm was applied to the superior endplate of the upper vertebra. To test the mesh convergence of the FE simulations, down-sampled deformable models (Figure 4B) were registered to the L4 and L5 vertebrae of one subject. The resulting range of motion (ROM) from axial rotation simulations was compared among the different down-sampled models to assess mesh-convergence of the FE simulations and to compare the results using different template models.



Evaluation on Pathological FSUs

The whole pipeline was further evaluated on 5 pathological cases, in addition to the five non-pathological cases from the training dataset. The 3D CT images were initially acquired as part of a previous study in our institution (Widmer et al., 2020a) with approval from local ethical authorities (BASEC Nr. 2017-00874). The specimens selected for this project were excluded in Widmer et al. (2020a) as they were classified as severely pathological by a medical professional. To evaluate the robustness of the pipeline, different lumbar spinal segments were included. The five pathological FSUs were composed of two L2L3, two L3L4, and one L1L2. The anatomical dimensions of the pathological vertebrae were similar to the ones of the healthy FSUs: 87.37 mm left-right, 95.9 mm anterior-posterior, and 53.3 mm inferior-superior. The pathological specimens originated from fresh frozen cadavers (Table 2). The classification of IVD degeneration was performed by Pfirrmann grade (Pfirrmann et al., 2001) based on the segmented 3D models, the CT, and the MR images. From the five pathological lumbar segments, 3 had Pfirrmann grade equal to 4, and in two cases the specimen was classified with a Pfirrmann grade equal to 5. The Weishaupt grade (Zhou et al., 2016) for FJ degeneration in the 5 pathological FSUs was between 2 (narrowing of the facet joint space), and 3 (narrowing of the facet joint space and/or moderate osteophytes, and/or moderate hypertrophy of the articular process, and/or mild subarticular bone erosions). In this study, the vertebral structures were segmented and fitted using the trained neural networks and the statistically deformable templates as described above, but the IVD was fitted between the labeled upper and lower vertebral endplates. The accuracy in the segmentation of the bony structures defined the shape of the IVD mesh that was enforced to be in contact with the vertebral endplates. To account for the existing pathology, the material parameters were corrected automatically. For the FSUs with Pfirrmann grade 4, the Young’s modulus values of the nucleus pulposus and of the annulus matrix were changed to 1.4 and 4.5 MPa, respectively. The Poisson’s ratio was changed to 0.42 in the nucleus pulposus. The remaining properties were as stated in Table 1. For Pfirrmann grade 5, the Young’s modulus of the nucleus pulposus and the annulus matrix were set to 2.2 and 5.5 MPa, respectively. The Poisson’s ratio of the nucleus pulposus was changed to 0.32 (Wang et al., 2012). The altered material properties reflect a stiffening of the IVD concomitant with a loss of fluid content as the degeneration progresses (Wang et al., 2012).


TABLE 2. Demographics and degeneration state for the five pathological samples.
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Although material properties mapped from imaging data would be desirable, patient-specific material properties have not been included in this study. The main objective of this work is the automated generation of anatomically accurate FSUs models. Any material mapping method could then be implemented on these models. Nevertheless, we used our models to simulate ROM and evaluated the reasonability of results by comparing them to reported values from the literature.





RESULTS


Cross-Validation

We report the results of the cross-validation in terms of the segmentation resulting from the trained DenseVNet network, and precision of the 3D model after landmark-based template model fitting (section “Segmentation”) corresponding to the 150 healthy vertebrae. The FE simulations’ results are presented for the 10 FSUs resulting from the last iteration of the cross-validation (section “Finite Element Modeling”). The segmentation metrics before and after the deformation of the template model showed a slight decrease in performance in terms of DC, on the other hand, the MSD and the HD were better after the template model deformation.


Segmentation

The evaluated metrics were computed for each vertebra in the 5 excluded images segmented during cross-validation. For each iteration, the metric values were averaged over the five images for each vertebral level. Table 3 summarizes the average of the evaluation metrics for all the 3 vertebrae after 10 iterations of the cross-validation (N = 50 per vertebral level). The resulting metrics show how the trained network achieved state-of-the-art performance in the segmentation of lumbar vertebrae with average DC equal to 93.71%. The MSD was equal to 0.88 mm and the HD to 11.16 mm, on average among all the three vertebrae for all the five images excluded in each iteration of the cross-validation (N = 150, combining the three lumbar vertebrae). Table 3A shows the same metrics divided per level. After the non-rigid registration step, which was performed directly after each iteration of the cross-validation, the DC performance decreased by 3.05%, but the MSD and HD performances increased by 23.86 and 34.23%, respectively (Table 3B). The non-rigid registration of the template models acts as a smoothing filter on the segmented vertebrae, lowering the overall performance in terms of the DC, but improving the surface distance metrics of the segmented models by filtering out large HD values.


TABLE 3. Mesh metrics from the cross-validation.
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Finite Element Modeling

The FE simulations provide load-deformation behavior for flexion, extension, lateral bending, and axial rotation. The ROM values averaged over all the 5 subjects are shown in Figure 5 for each type of motion and two lumbar FSUs.
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FIGURE 5. ROM data for all the automatically created FSU models for L3L4 (A–C) and L4L5 (D–F). (A,D) flexion (F)/extension (E), (B,E) lateral bending (R: right, L: left), and (C,F) axial rotation (R, L). The standard deviation is shown in gray and the average rotation in black. The literature values presented in Dreischarf et al. (2014) are visualized for the in vivo and in silico results, and the reported values from Finley et al. (2018) are presented for a FSU FE model of a 49 years old patient (FSU-49) and 59 years old patient (FSU-59).


These ROM values are depicted with reported values for single FSU models from two different studies (Dreischarf et al., 2014; Finley et al., 2018). Figure 5 shows the average and the standard deviation of the intersegmental rotation angles vs. the change in the applied moment from −7.5 to 7.5 Nm. The results were in agreement with those from Finley et al. (2018) and with the reported values from the six computational models analyzed in Dreischarf et al. (2014). The ROMs resulting from the FE simulations in this study were 4.49°–6.45° and 3.64°–7.64° for flexion and extension, respectively, 4.39°–13.12° for lateral bending, and 3.31°–6.75° for axial rotation. The ranges of the flexion and extension angles obtained in Finley et al. (2018) were 3°–4° and 2.1°–3.8°, respectively, whereas the ranges for lateral bending and axial rotation were 2.3°–3.84° and 2.18°–3.75°, respectively. The ROMs reported in Dreischarf et al. (2014) from median in vivo values differed more to the simulated ones, they reported angles between 5.5° and 19.2° and −1° and 4° for flexion and extension, respectively. The ranges for lateral bending and axial rotation were independent of the rotational direction and equal to −2.3° and 10.3° and −1° and 4°, respectively.

The results of the mesh convergence analysis performed on an L4L5 FSU of one subject are summarized in Figure 6. The reference meshes of the SSMs representing the two vertebral levels were down-sampled by factors of 1.2, 1.5, 2, and 3 and registered to the DenseVNet outputs using the same landmark-based fitting method. The down-sampled models did not affect the non-rigid registration precision since it was constrained by the same landmarks identified using the FeaStNet network and were able to achieve patient-specific geometries. Large down-sampling factors lead to early non-convergence of the simulations, likely related to the adverse effect of large element size in contact modeling. As the original mesh size offers a good compromise between registration precision and computational costs, all following models were created with this mesh size.
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FIGURE 6. Convergence analysis using five different 3D deformable models. An FSU of L4L5 was used for the simulation of axial rotational movement (R, right; L, left).





Pathological FSUs

The pipeline was also evaluated on pathological 3D CT images and the same metrics were computed after the segmentation of the five pathological FSUs. The results show how the performance of the pipeline resulting from the cross-validation translates to clinically relevant cases. After segmentation, the average DC was equal to 90.4 ± 2.9%, the MSD was 0.66 ± 0.1 mm, and the average HD was 10.7 ± 4.4 mm. Figure 7 shows a comparison between a healthy FSU FE model from the cross-validation and a pathological FSU with Pfirrmann grade equal to 5. The vertebral structures were segmented and fitted with the deformable templates as described above, but the elements of the IVD were reduced automatically according to the mean distance between the labeled endplates.
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FIGURE 7. Left: a healthy FSU FE model evaluated in the cross-validation, right: a pathological FSU FE model with Pfirrmann grade equal to 5.


The FE simulations of the pathological cases are presented in Figure 8 together with the ROMs of the healthy FSUs for flexion/extension, lateral bending, and axial rotation. The ROM values for pathological FSUs presented in two different studies (Rohlmann et al., 2006; Warren et al., 2020) are included in Figure 8. The resulting rotations decreased with the same moment of 7.5 Nm applied. From the FE simulations, a difference in intersegmental rotation between specimens presenting Pfirrmann grade equal to 4 and 5 was noticeable.
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FIGURE 8. ROM data for all the automatically created pathological FSU models for (A) flexion (F)/extension (E), (B) lateral bending (R: right, L: left), and (C) axial rotation (R, L). The Pfirrmann grade (PG) of each FSUs is marked in the image. The pathological results from the literature presented in Rohlmann et al. (2006) and Warren et al. (2020) are visualized.


The ranges resulting from the pathological simulations were on average 57.7% lower than the average angles resulted for the same simulations on the healthy FSUs. The flexion/extension simulations resulted in ranges of 1.79°–4.67°, and 1.56°–4.04°, respectively. Lateral bending was between 0.93°–3.76° in left and right directions, and axial rotation resulted in movements between 1.22° and 2.56° in left and right directions. The ROMs decreased with respect to the healthy ones according to the degeneration grades assigned during the classifications (Widmer et al., 2020a) the average ROM reduction for FSUs classified as Pfirrmann equal to 4 was 49.3%, and the reduction for FSU with Pfirrmann grade equal to 5 was 70.4%. Therefore, FSUs with a higher degenerative condition corresponded to a reduced ROM from the FE simulations. This was true for all the three simulated motions. Because of the asymmetrical FJs and/or IVD degenerations, lateral bending and axial rotation simulations resulted in different movements for the left and right sides.




DISCUSSION

The presented pipeline combines deep learning methods to perform image and semantic mesh segmentations, together with FE modeling to automatically generate and analyze patient-specific FSUs. The segmentation of vertebrae using the DenseVNet network produced highly accurate results comparable to the state-of-the-art automated segmentation methods (Sekuboyina et al., 2017; Janssens et al., 2018; Vania et al., 2019) for both healthy and pathological FSUs. The simulations using the open-source FE solver FEBio during cross-validation had comparable results to the ones reported in the literature (Dreischarf et al., 2014; Finley et al., 2018) and also for the simulated pathological cases (Rohlmann et al., 2006; Jiang and Li, 2019). The whole pipeline is based on a cropped 3D CT image of lumbar spinal segments of interest and does not require any other inputs or manual interaction to perform a biomechanical analysis of FSUs. The current time required to create a FE model of the spine is rarely reported but the state-of-the-art process includes using a software for the segmentation of volumetric images to obtain surface meshes. The latter are again imported in a second software to create volumetric models and perform the FE simulations including pre- and postprocessing steps (Bah et al., 2009; Haj-Ali et al., 2019; Jiang and Li, 2019; Özmen and Günay, 2019). From our empirical experience, the process of segmentation, meshing, FE model preparation and simulation can take up to several days. In addition, since many tedious manual steps are needed for the model’s preparation, the robustness of the process could be affected. However, replicability is key when different FSU configurations have to be tested, to identify clinically relevant differences between patients’ structures. With the proposed pipeline, we were able to simulate simple movements for many FSUs from a 3D CT image with a minimal amount of user interaction for cropping the input image, requiring a time effort of about 30 s. Both segmentation and FE simulations were evaluated on five healthy cases within the cross-validation, and on five pathological FSUs selected from a different dataset of images. The entire pipeline, from image cropping to the patient-specific biomechanical results for the FSUs of interest, is about 2 h. Compared to current state-of-the-art this represents a significant reduction in time and manual interaction.

The resulting ROMs of the healthy FSUs were within the range of other published FE models but slightly outside the range of in vivo measured ROMs (Dreischarf et al., 2014). The comparison between models is difficult since the patient-specific geometries are potentially affecting the ROM. The geometrical variability was mostly not considered in FE modeling, but different structures could lead to different ROM results. Patient-specific material properties were neither considered in the creation of the FE model, potentially introducing further deviation from in vivo behavior (Dreischarf et al., 2014). From the obtained results, we can observe the larger influence of the facet joints in the lateral bending and axial rotation simulations due to specificity of patient geometry when estimating joint motion. However, the different results between healthy and pathological cases were verified and the pipeline is able to capture different degenerated states automatically, as shown in Figure 8. The resulting ROMs obtained for the pathological cases were in line with the clinical degeneration grades, correctly showing a reduction in the intersegmental rotation angles in comparison to the healthy FSUs ROMs. Furthermore, the simulated ROMs partially agreed with the pathological values reported in the in silico studies from Rohlmann et al. (2006) and Warren et al. (2020). However, a direct comparison of values may be compromised due to simplified FE models in those studies.

The automatization of simulations for the proposed pathological cases may accelerate the inclusion of FE simulations in the planning of spinal surgery. It allows studying how different degrees of degeneration affect the FSU’s motion patient-specifically. A biomechanically based preoperative assessment is needed for patients presenting signs of IVD and/or FJ degeneration, to obtain an optimal patient-specific surgical plan taking pre-existing conditions into account (Li et al., 2015; Perolat et al., 2018) and to customize corresponding patient treatment (Zhou et al., 2016). The selection of an FSU of interest is the only manual step within the suggested pipeline, making its integration into the surgical planning workflow easier.

Following, we discuss some of the limitations of this work. The implemented pipeline was not evaluated on publicly available datasets. However, it achieved state-of-the-art precision employing standard medical data. Our goal was not to outperform existing segmentation methods, but rather to combine different solutions for both segmentation and FE modeling tasks in a single automated pipeline. Biomechanical analysis has the potential to improve surgical planning but its integration in the clinical workflow is essential. Hence, the acceleration of the time-consuming preparation of FE models was targeted using the proposed implementation. The input images must still be manually cropped by a user, yet this could be considered as a user control point to select the correct levels of interest. The cropping itself represents a very quick step for medical professionals and the pipeline functions with different cropping sizes and regions of the lumbar spine. This is one of the main differences to other semi-automatic approaches consisting of labor-intensive (and therefore costly) and time-consuming steps (Zadpoor and Weinans, 2015; Haj-Ali et al., 2019; Nikkhoo et al., 2020). Indeed, many training data used in this work were manually annotated, for example the segmentation of 3D CT images, or the anatomical landmarks defined on the reference meshes of the SSMs. Although manual annotation may be a possible insertion of errors, it is also comparable with the state-of-the-art creation of biomechanical models from CT data. We believe that the advantages are multiple and as a result of the different trainings, our pipeline is able to reduce inter-user variability which is normally intrinsic in the creation of biomechanical models mostly due to the inevitable involvement of manual work. The automation of multiple steps has the natural consequence of improving consistency and allowing comparisons between multiple patient-specific analysis. In addition, new training datasets may be created with a drastic decrease in manual efforts.

As another limitation, patient-specific material mapping was not implemented. This could be critical for a correct patient-specific model, since the inclusion of patient-specific material properties plays a crucial role in generating clinically relevant outputs. The lack of patient-specific material properties may influence the resulting ROMs. Different studies have shown how much biomechanical parameters vary between subjects (Van Rijsbergen et al., 2018; Sawa et al., 2020; Wawrose et al., 2020) and how the ROM is affected by these variations. The ROMs reported in this work were partially out of range as compared to other studies (Dreischarf et al., 2014). Also, minor inaccuracies in the vertebral geometry, and especially in the FJs, may influence the ROMs (O’Reilly and Whyne, 2008). In our pipeline, small errors resulting from the automated segmentation were predominantly concentrated in the FJ regions. On one hand, this has a negative impact on the performance metrics of the segmentation, yet a small one since the surface of the FJ regions are small as compared to the overall surface of a vertebra. On the other hand, this could further lead to penetrations between the vertebral meshes of different levels after SSM registration. In such cases the FJ gap is created automatically by making fine adjustments to mesh regions. The resulting small morphological deviations from the real patient’s anatomy may have a significant effect on simulated motion, and are a potential explanation for the large ROM values observed in lateral bending and axial rotation. Particularly in these modes of spinal movement facet joints act to prevent from excessive motion, which may have been compromised on the current study. In addition to ROM, the FJ forces and intradiscal pressure may deliver insight on the validity of the presented model, and we intend to further improve the model by also evaluating these measures. In any case, a comprehensive validation of the desired outputs is required prior to any clinical application, as with any computational model.

The intent of this study, however, was to prove that a complete automated concept for the biomechanical analysis of lumbar 3D CT images is possible in a single pipeline. Our main objective was the implementation of a complete automated pipeline able to generate and simulate anatomically accurate FE models, also in pathological conditions. More complex FE models could contain patient-specific material mapping and implants could be also added. The improvement of the patient-specificity of the model using material mapping, together with an improved version of the material models in the FE simulations, are the next expected steps to improve our pipeline (Widmer et al., 2020a,b). Additionally, the identification of clinically relevant FSUs could be implemented automatically using existing techniques for image cropping, vertebrae localization (Chu et al., 2015; Korez et al., 2015; Sekuboyina et al., 2017), and segmentation of pathological (Ibragimov et al., 2017) or fractured vertebral structures (Roth et al., 2016) including the segmentation of the IVD (Zheng et al., 2017; Han et al., 2018). In its current implementation, the pipeline is not able to run the FE simulations for pathologies such as fused vertebrae or disc prolapse. An enlarged or additional training dataset will be needed to allow the accurate segmentation of pathological cases. These may then also include fractured or collapsed vertebral structures. The current pipeline is limited in that it is only able to create anatomical models of intact vertebral structures without osteophytes. The automatic identification and segmentation of such cases avoiding biases is one of the bottlenecks in medical images processing (Galbusera et al., 2019). However, in our group, the accelerated creation of anatomically accurate models has supported the preparation of instrumented FE models to investigate the bone-screw interface (Widmer et al., 2020b). Even if the current pipeline only accepts very specific types of deformities, it represents a first successful attempt for the automation of biomechanical analysis. The time saved for model preparation enables computational analysis at a low cost, which we believe is an important step toward their clinical integration.



CONCLUSION

The results obtained from the implemented pipeline demonstrate a novel and powerful approach for automatic generation of predictive models with results that are comparable to manually segmented and manually generated FE models, in both healthy and pathological FSUs. The approach reduces manual interaction to a minimum, involving only the cropping of the 3D CT image as input to the pipeline for fast generation of anatomically accurate FE models. The automatization of the labor-intensive steps of vertebrae segmentation, landmark identification, and finite element model generation reduces clock time by orders of magnitude as compared to manual preparation. Results of FE simulations are available in about 2 h from feeding cropped images into the pipeline. Notably, the approach allows modeling of pre-existing pathological conditions in an automatic fashion. The advances described in this work are a first step toward enabling substantial improvements for computer-assisted surgical planning of the spine thanks to the integration of patient-specific biomechanical analysis.
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Patient specific finite element (FE) modeling of the pediatric spine is an important challenge which offers to revolutionize the treatment of pediatric spinal pathologies, for example adolescent idiopathic scoliosis (AIS). In particular, modeling of the intervertebral disc (IVD) is a unique challenge due to its structural and mechanical complexity. This is compounded by limited ability to non-invasively interrogate key mechanical parameters of a patient's IVD. In this work, we seek to better understand the link between mechanical properties and mechanical behavior of patient specific FE models of the pediatric lumbar spine. A parametric study of IVD parameter was conducted, coupled with insights from current knowledge of the pediatric IVD. In particular, the combined effects of parameters was investigated. Recommendations are made toward areas of importance in patient specific FE modeling of the pediatric IVD. In particular, collagen fiber bundles of the IVD are found to dominate IVD mechanical behavior and are thus recommended as an area of primary focus for patient specific FE models. In addition, areas requiring further experimental research are identified. This work provides a valuable building block toward the development of patient specific models of the pediatric spine.

Keywords: intervertebral disc, pediatric, finite element, patient specific, stiffness


1. INTRODUCTION

Development of patient specific spine models is of increased interest in the treatment of pediatric spinal pathologies. Such models aim to revolutionize clinical practice by providing practitioners with detailed predictions of a patient's spinal biomechanics. For example, such models are already showing promise in predicting outcomes of corrective interventions for AIS (Little and Adam, 2011; Vergari et al., 2015; Aubin et al., 2018).

The accuracy of these models is underpinned by the fidelity in which the patient specific geometry and patient specific material parameters are represented. Here, patient specific geometry can be readily extracted from medical scans (Strickland et al., 2011; Finley et al., 2018) (including the use of pre-operative scans, Little and Adam, 2015). In contrast, patient specific material parameters cannot be directly interrogated and are thus a greater challenge. As a substitute, these are commonly extracted from experimental biomechanics studies. However, a majority of research on IVD biomechanics focuses on adult cases, thus there is a paucity of material data for pediatric IVDs. As such, most FE models of the pediatric IVD use material parameters extracted from studies on adult IVDs (for example Sairyo et al., 2006; Little et al., 2008; Cahill et al., 2012; Dong et al., 2013).

It thus becomes important to understand how the material parameters and related mechanics of the pediatric IVD differs from those of adults. We address this challenge by first understanding how pediatric IVD material parameters differ from adults, followed by exploring how this affects the overall IVD mechanics. Focus will be place on adolescents (i.e., minimum age of 10 year). Further, focus will be placed on the annulus fibrosus (AF) as this is the main source of variance in FE IVD models (it being well-accepted that in FE models of the young, healthy IVD, the nucleus pulposus (NP) can be treated as an incompressible fluid Fagan et al., 2002a; Rohlmann et al., 2006; Little et al., 2008; Dong et al., 2013). To achieve this, a detailed literature review on the biomechanics of the AF and those parameters which affect mechanical behavior was conducted. This was complemented by a parametric study which explored how AF parameters affected the stiffness of the IVD under axial rotation, flexion, extension and lateral bending. This cumulated in overall recommendations for FE modeling of pediatric IVDs.



2. THE PEDIATRIC IVD

While, most IVD research focuses on the case of healthy adults and/or degenerative IVDs, this work places a special focus on pediatric IVDs—an overlooked area. It thus becomes important to build an understanding of the biomechanics of the IVD, focusing on those parameters relevant for mechanical behavior. There however is a paucity of studies on those parameters relevant for modeling of pediatric IVDs. Below, we aim to highlight key findings, insights and hypothesis of the pediatric IVD biomechanics relevant for FE modeling. Focus will be placed on the AF fiber angle, AF fiber stiffness and AF ground matrix stiffness, as these are the key variables in such FE models. In addition, while the NP is not of focus in this study, development changes will be briefly addressed. Focus will not be placed on the geometry of the IVD as in patient specific models, these are derived from medical imaging. Finally, focus is not placed on the aged or degenerate IVD as these deviate from the healthy case and are outside of the scope of this research (Urban et al., 2000; Sharabi et al., 2018).


2.1. Embryology and IVD Development

The AF and NP have different embryonic origins; the AF deriving from the sclerotome while the NP derives from the notochord (Sivakamasundari and Lufkin, 2012). By full term however, the fetal IVD exhibits the structure of an adult IVD (Walmsley, 1953). Thus, it is reasonable to conclude that the modeling approach used in adult IVDs (Shirazi-Adl et al., 1986) is valid for pediatric IVDs.



2.2. Stiffness of Collagen Fiber Bundles

Collagen fiber bundles of the IVD are responsible for carrying tensile loads, thus the fiber stiffness becomes a key parameter. Fiber stiffness can be considered either by studying the elastic properties of individual fiber bundles (Holzapfel et al., 2005; Zhu et al., 2008), or by study the stiffness of larger IVD sections (i.e., multiple fiber bundles embedded in ground matrix) and extracting the fiber stiffness (Galante, 1967; Wu and Yao, 1976; Little et al., 2010).

During growth from a pediatric to adult IVD, several changes can be expected within individual collagen fiber bundles. The bundle thickness will increase (Marchand and Ahmed, 1990; Langlais et al., 2019), the number of individual bundles will increase (Marchand and Ahmed, 1990), and chemical changes can be expected (Galante, 1967; Buckwalter, 1995; Sharabi et al., 2018). These all link to the mechanical behavior of the fiber bundles, but provide limited information on the overall stiffness of the collagen fiber bundles themselves. Further, no study has explored the age-related stiffness of a single fiber bundle. Thus, it becomes relevant to consider the embodied stiffness of a larger section of the IVD.

The most detailed study on fiber stiffness and age was conducted by Galante (1967). In this, AF sections were tested to a set tensile load. No significant trends were observed for samples over 26 years of age, matching other findings (Ebara et al., 1996; Holzapfel et al., 2005). However, for ages under 26 years, sample elongation increased steadily. At 10 years of age, samples exhibited 50% greater elongation, in comparison to those over 26 years. This is equivalent to a 33% reduction in stiffness. Two key factors should be noted here. First, the AF consists of collagen fibers embedded in a ground matrix. The results presented are thus the combined stiffness of the collagen fibers and the ground matrix. However, under tension the fibers are significantly stiffer than the ground matrix, thus the results here can be assumed directly applicable to the fibers themselves. Second, the stiffness here is a combined effect of the fiber elastic modulus, fiber spacing and fiber cross-sectional area. This is in-fact beneficial as consideration need not be given to these individual parameters, rather the fiber stiffness can be considered on a whole. Thus, in summary, for IVDs over 26 year, fiber stiffness remains constant, however, for ages below 26 years, the fiber stiffness decreases gradually. For samples of 10 years age, the fiber stiffness can be 33% less than that of IVDs over 26 years.



2.3. Fiber Angle

In the adult lumbar IVD, fiber angle varies with both location and radial depth (Cassidy et al., 1989; Holzapfel et al., 2005), however it is generally accepted that the mean fiber angle is 30° (Holzapfel et al., 2005; Michalek, 2019). Holzapfel et al. (2005) reported a 95% prediction interval of approximately ±15° for fiber angle.

Considering average fiber angles during development, in a study of fetal IVDs, Hickey and Hukins (1980) observed no trend in fiber angles between a conception ages of 10–25 weeks. Further, the fiber angles observed by Hickey and Hukins aligned to studies of adult IVDs (Cassidy et al., 1989; Holzapfel et al., 2005). Thus, it is reasonable to argue that average the fiber angle does not change appreciably during development.

Adding weight to this argument, Michalek (2019) proposed a growth-based model to predict fiber angles. In this, Michalek assumed that growth of the AF initiates from a thin cylinder with constant angles and thus hypothesized that the fiber angles can be fully predicted based upon IVD geometry. The resulting model showed good alignment to experimental results. Crucially, it has been shown that during growth, the IVD height and diameter increase at the same rate (Taylor, 1975). For this case, the Michalek model would predict the average fiber angles in the pediatric IVD to match that of an adult. A further advantage of the Michalek model is that it may predict patient-specific fiber orientation in IVDs with atypical geometries; for example in AIS patients which have increased disc height compared to the population average (Ponrartana et al., 2016).

Combining the facts that (1) fiber angle observations of fetuses (Hickey and Hukins, 1980) align with those of adults (Cassidy et al., 1989; Holzapfel et al., 2005), and (2) the IVD exhibits approximate linear scaling during growth (Taylor, 1975) for which the Michalek model (Michalek, 2019) would predict similar fiber angle, we conclude fiber angle distributions in the pediatric IVD would align to those of the adult IVD. Thus, the fiber angle in pediatric patients can be expected to be independent of age, with an mean angle of 30°, and with natural population variances inline with those observed by Holzapfel et al. (2005).



2.4. Ground Matrix

To our best knowledge, no study has explored age-dependent changes of ground matrix mechanical properties. This is a limitation in patient specific models of pediatric IVDs, which will require additional experimental work to address. An alternative approach would be to focus on changes in the biochemistry and composition of the ground matrix, and make inferences about the age-dependent mechanical properties. For example, the pediatric IVD has a lower concentration of glycoproteins (Galante, 1967). We however recommend against this approach. Mechanical behavior is function of both composition and structure. Thus, making assumptions on mechanical behavior based upon composition is an uncertain process.



2.5. Nucleus Pulposus

The NP is composed predominately of water (70–90%), proteoglycans (65% of dry weight), collagen (20% of dry weight), elastic fibers and other proteins (Bogduk, 2005). Due to its high water content and low resistance to shear (Iatridis et al., 1996, 1997), FE models of the NP generally considered it to behave like a hydrostatic fluid (Fagan et al., 2002a; Rohlmann et al., 2006; Little et al., 2008; Dong et al., 2013). During aging, the water content of the IVD degreases while the collagen content increases (Urban and McMullin, 1988; Urban et al., 2000). In turn, the pressure within the NP reduces (Urban and McMullin, 1988). Further, the transition from AF to NP becomes unclear (Urban et al., 2000). However, these changes occur in the aging IVD, while a lack of literature is present on how the pediatric NP differ from the healthy adult case. As the healthy adult NP approximates a hydrostatic fluid, it is reasonable to assume the young NP behaves in a similar nature. Although, the variance in hydrostatic pressure of the young NP remains an open question.



2.6. Summary

Based upon the above investigation, the following conclusions can be drawn. First, from an early age (i.e., full term fetus) the IVD exhibits the structure of an adult IVD (Walmsley, 1953), suggesting that modeling approaches used for adult IVDs will be valid for pediatric IVDs. Overall fiber stiffness increases with age in an approximately linear fashion up to 26 years. Stiffness of collagen fibers in a 10 year old IVD can be expected to be 33% less than that of a healthy adult (Galante, 1967). There is however little data on how fiber stiffness varies within particular age brackets, thus this remains an open question. Observations of fiber angles in fetal IVDs match those of adults (Hickey and Hukins, 1980; Cassidy et al., 1989; Holzapfel et al., 2005). This suggests little difference across age group and thus standard population variance can be assumed (Holzapfel et al., 2005). With respect to the ground matrix, no data was found on its stiffness in young age groups, thus this remains an open question. While, much detail is available on the biochemical changes (Galante, 1967; Sharabi et al., 2018), we advise caution in inferring mechanical properties from these as mechanical behavior is both a function of composition and structure. Finally, while numerous structural and composition changes occur in the NP during aging, it is reasonable to assume the pediatric IVD behaves in a similar nature to the young, healthy, adult IVD.




3. METHOD


3.1. Geometry

An FE model representative of the L1-2 IVD was generated from the computed 'tomography (CT) dataset of the Visible Man (The Visible Human Project, US National Library of Medicine). The IVD geometry was identified from CT by manually extracting keypoints of the superior and inferior surface using an in-house MATLAB code. These keypoints were then imported into an in-house Python code, which defined the IVD geometry based upon a parametric description of endplate geometry (Little et al., 2007). Further detail on this process is described in Little et al. (2007) and Little and Adam (2012).

As this study is focused on mechanical properties, we elected to use geometry extracted from the Visible Man, as this is a well-studied geometry (Cooper et al., 2001; Little et al., 2008; Lavecchia et al., 2018). Use of a commonly studied and publicly available geometry will increase translatability of findings. Further, in patient specific modeling, any influence of a patient's specific geometry can be extracted from medical images. As the adult and pediatric IVD show similar structure, we argue that any findings can be translated to the pediatric domain (incorporating patient specific geometry).



3.2. Finite Element Model

FE modeling of the IVD is a balance between model fidelity (i.e., how closely the model represents the true biological case) and model complexity. Introduction of higher fidelity representations increases the model complexity. In this work, we employ well-established methods of representing the AF ground matrix, AF collagen fibers and NP. Through this we seek to balance the needs of fidelity and complexity.

In this work, we use a previously validated IVD model (Little et al., 2008). As our process for modeling the IVD has been previously described in detail (Little et al., 2008), we will only provide a brief description here. A schematic representation of the FE mesh is shown in Figure 1, which follows the meshing approach of most common IVD FE models (Shirazi-Adl et al., 1986; Smit et al., 1997; Little et al., 2008; Dreischarf et al., 2014). The AF was modeled as a ground matrix with reinforcing collagen fibers (Shirazi-Adl et al., 1986; Little et al., 2008; Dong et al., 2013). The AF ground matrix was modeled by three concentric rings of three dimensional (3D) solid continuum elements (see Figure 1). The collagen fibers were represented as tension-only rebar elements located on the hoop faces of the AF at an angle of θ (where θ represents the fiber angle from the horizontal plane as shown in Figure 1). Each hoop-face consisted of two-layers of alternate angled rebar elements, equivalent to eight lamellae (Shirazi-Adl et al., 1986; Little et al., 2008; Dong et al., 2013). The collagen fibers were assigned an elastic modulus of E with a cross-section selected such that the volume of the collagen fibers was 25% that of the AF (Marchand and Ahmed, 1990) The NP was represented using 3D hydrostatic elements (Fagan et al., 2002a; Rohlmann et al., 2006; Little et al., 2008; Dong et al., 2013) with a pressure of 0.25 MPa prior to loading (Wilke et al., 1999; Meir et al., 2007). Details of the NP, AF ground matrix and collagen fibers are given in Table 1 including element type, material model and properties.


[image: Figure 1]
FIGURE 1. Schematic representation of the IVD finite element model.



Table 1. Elements, constitutive models, and properties of the IVD.

[image: Table 1]

Replicating realistic loading on a model of a single the IVD is challenging as the deformation of the IVD is governed by the mechanics of the spinal column. Further, spinal motion is driven by the motion and mechanics of the facet joints and the intervertebral joint at each spinal motion segment. In simulating the IVD in isolation, it is important for the boundary and loading conditions to create motion in the IVD which mimics that observed in the full spine. Many studies have described the deformation of the IVD using the instentaneous axis of rotation (IAR). In this, the motion of the superior endplate is tracked relative to the inferior endplate and at each instant the center of rotation is found. In vivo (Pearcy and Bogduk, 1988), ex vivo (Cossette et al., 1971), and in silico (Schmidt et al., 2008) studies have all explored the IAR in IVDs of the lumbar spine.

In this work, we take guidance from Schmidt et al. (2008) who explored the IAR of a lumbar functional spinal unit via FE modeling. Schmidt et al. found that for common motions (i.e., axial rotation, flexion, extension, and lateral bending) under low moments, the IAR locus was near the centroid of the IVD. For larger moments (up to 7.5 N), the IAR shifted, in a manner largely governed by spinous process interactions. Adapting this, it was assumed that the IAR was located at the centroid of the IVD. To replicate this, nodes of the inferior endplate were fixed, while nodes of the superior endplate were pinned via rigid beam elements to a nodes located at the centroid of the IVD. This node was then pin supported, causing the IVD to deform about the IAR. Four motions were investigated in this study; axial rotation, flexion, extension and lateral bending. In each case, these motions were produced through the application of a 7.5 Nm moment to the superior endplate, over 30 substeps. Loading magnitudes were selected in-line with other studies (Dreischarf et al., 2014; Newell et al., 2017; Finley et al., 2018).



3.3. Study Design

The objective of this work is to understand the combined influence of IVD parameters on predicted rotational stiffness. To achieve this, the study was split into three studies. In the first study the influence of individual properties on the IVD was explored, through this the properties which had a significant contribution to the IVD stiffness were identified. In the second study, the combined influence of these significant properties was investigated. In the final study, the independence/convolution of combined parameters was explored. As previously discussed, the parameters which are studied are those relating to the AF as these dictate the stiffness of the IVD. The parameters which are explored are fiber angle, fiber stiffness, ground matrix C10 and ground matrix C01.


3.3.1. Study One: What Are the Individual Influences of IVD Parameters?

In the first study, parameters of the IVD were varied individually. A large range of IVD parameters are found in literature (Galante, 1967; Cassidy et al., 1989; Marchand and Ahmed, 1990; Ebara et al., 1996; Gu et al., 1999; Holzapfel et al., 2005; Zhu et al., 2008), thus to capture most cases, each parameters was varied over a range of ±50% (with nine cases across the range). For each case, the four loading scenarios were modeled, and the stiffness extracted, by fitting a linear trend to the moment-rotation curve. Each stiffness was normalized against the stiffness of the baseline IVD (i.e., the IVD with parameters presented in Table 1). The parameters which had a greater than 10% influence over the IVD stiffness were deemed significant.



3.3.2. Study Two: What Are the Combined Influences of IVD Parameters?

In the second study, the combined effect of IVD parameters was investigated. In this, parameters were varied together across a full range of their potential combinations. For example, if two parameters were deemed significant, then this would result in a total of 92 = 81 simulations, likewise if four parameters were deemed significant, this would require 94 = 6561 simulations. This is why the first stage sought to identify those parameters which were significant, thus reducing the total number of simulations required.



3.3.3. Study Three: Is the Combined Influence Independent or Convoluted?

Study three explored if the effect of changing one parameter is independent of changes in other parameters. By way of explanation, assume in the first parametric study that a change in parameter A results in a stiffness increase of 50% while a change in parameter B results in a stiffness increase of 20%. If the effects of there parameters are independent, then changing both A and B together would result in an overall stiffness change of 80% (i.e., 1.5 × 1.2 = 1.8). If the influence of parameters was convoluted (i.e., not independent), then the combined influence would be other than 80%. Understanding independence of parameters on the overall IVD stiffness is important because, if independent, the full effect of a parameter can be understood from the parametric study presented in study one. However, if parameters are convoluted, then the effect of one parameters is dependent on the other parameters and thus a broader awareness must be maintained when specifying parameters in a patient specific FE model.

In a more generalized form, let Pθ, Pk, PC10 be the percentage change in IVD stiffness caused by a change in fiber angle, fiber stiffness, and ground matrix C10, respectively (i.e., results from study 1). Likewise, let Pθ,k,C10 be the percentage change in IVD stiffness from combined changes of fiber angle, fiber stiffness and ground matrix C10 (i.e., results from study 2). If these parameters are independent then:

[image: image]

In study three, the independence of parameters was tested by using Equation (1) to determine the expected combined effects of parameters from study 1, assuming independence. These were then compared to the effects predicted in study 2, and the coefficient of determination (R2) was calculated.





4. RESULTS


4.1. Rotation Behavior of the Baseline IVD

To allow benchmarking against other studies, moment-rotations data for an IVD with the baseline parameters is presented in Figure 2.


[image: Figure 2]
FIGURE 2. Moment-rotation data for the IVD with default material properties.




4.2. Study One: What Are the Individual Influences of IVD Parameters?

Figure 3 shows the results of the first parametric study in which each parameter was varied by ±50%. For each case, stiffness was extracted by linear regression. To normalize stiffness values, the percentage change in stiffness compared to the baseline IVD is reported. To determine those parameters which have a significant effect on IVD stiffness, a threshold of ±10% was set (i.e., those parameters which when varied by ±50% caused a change in IVD stiffness of greater than ±10% where deemed significant). For the case of axial rotation, fiber angle and fiber stiffness were deemed significant. For the cases of flexion, extension and lateral bending, fiber angle, fiber stiffness and ground matrix C10 were deemed significant.


[image: Figure 3]
FIGURE 3. Percentage change in IVD stiffness as a function of changing individual parameters for the different loading conditions. (A) Axial rotation. (B) Flexion. (C) Extension. (D) Lateral bending.




4.3. Study Two: What Are the Combined Influences of IVD Parameters?

Parameters deemed significant from study one, were progressed to study two, in which the combined influence of varying parameters were explored. Figure 4 shows curves for the percentage change in stiffness, as a function of the significant parameter changes. For the axial rotation case (Figure 4A), this is represented by a single curve, while for the other cases (Figures 4B,C) this is represented by a stack of curves. The results presented in Figure 4 are semi-quantitative, for full quantitative data, contour plots of the same data is presented in the Supplementary Material.


[image: Figure 4]
FIGURE 4. Percentage change in IVD stiffness as a function of combined changing of significant parameters. (A) Axial rotation. (B) Flexion. (C) Extension. (D) Lateral bending. The stack of curves in (B–D) are for the percentage change in C10 as identified in (D). Contour plots of the same data is presented in the Supplementary Material.




4.4. Study Three: Is the Combined Influence Independent or Convoluted?

Figure 5 presents the results from study 3, which explored the independence of parameters effect of IVD stiffness. Each data point represents a single simulation from study 2, plotting the change in IVD stiffness measured in study two, against the predicted change in stiffness (assuming independence, using Equation 1). Independence is indicated by the locus of data points sitting on the dashed line. For readability, data points are labeled based upon the θ parameters, as this was observed to have the biggest influence on independence.


[image: Figure 5]
FIGURE 5. Test of independence of IVD parameters, showing the change in IVD stiffness from the combined study (study 2) against that predicted by Equation (1). Note, in the case of axial rotation, ground matrix C10 was not a significant variable, and thus was not modified. For ease of interpretation, each data points is colored based upon its Δθ. Additionally, the coefficient of determination (R2) is shown for each θ, against the fit indicated by the dashed black line. (A) Axial rotation. (B) Flexion. (C) Extension. (D) Lateral bending.





5. DISCUSSION

In this work, we used a previously validated FE model of an IVD to investigate the influence of biomechanical parameters on the overall stiffness of the IVD. Specifically, our study focused on parameters of the AF as these are the main source of variance in IVD models [it being well-accepted that for FE modeling of the young, healthy IVD, the NP can be modeled as an incompressible gel, Fagan et al., 2002a; Rohlmann et al., 2006; Little et al., 2008; Dong et al., 2013]. In the below discussion we explore how these parameters influence the overall stiffness of the IVD, in particular we identify which parameters are of greater significance, and we explore how the influence of these parameters combine. The focus here is to build a deeper understanding of how IVD parameters effect mechanical stiffness, with a focus toward patient specific models of the pediatric spine.


5.1. Rotation Behavior of Baseline IVD

The moment-rotation curves from the baseline IVD (see Figure 2) are in line with other studies in both terms of shape and magnitude. From numerical models, it is generally well-accepted that the IVD has a roughly linear moment-rotation response (Fagan et al., 2002b); this should not be confused with a functional spinal unit, which presents large non-linear behavior (Ayturk et al., 2010; Dreischarf et al., 2014). The magnitude of the moment-rotation response is in line with other studies (Dreischarf et al., 2014; Mills and Sarigul-Klijn, 2019). However, some numerical studies present IVDs with a noticeably lower stiffness (Fagan et al., 2002b), but this can be attributed to softer material properties. For example Fagan et al. (2002b) used an elastic modulus of 4 MPa for the AF ground matrix, which is significantly softer than the Mooney-Rivlin coefficients used in this study, which are approximately equivalent to an elastic modulus of 5.2 MPa for small deformation. For confirmation, the baseline IVD was simulated with the same AF ground matrix properties as in Fagan et al. which resulted in a similar stiffness.



5.2. What Are the Individual Influences of IVD Parameters?

Overwhelmingly, for all loading scenarios, fiber parameters dominate IVD stiffness (see Figure 3). These align with other studies on the influence of fiber properties within the IVD (Fagan et al., 2002b; Guerin and Elliott, 2007). Under axial rotation, the effect of fiber angle and fiber stiffness are much greater than that of the ground matrix C10 and C01. Across the total variable range, the fiber angle and fiber stiffness had an absolute maximum effect of 44.25 and 58.33%, respectively. Conversely, the maximum absolute effect of C10 and C01 were 6.1 and 1.5%, respectively. Thus, it is concluded that during axial rotation, ground matrix stiffness parameters are of little importance.

The behavior under flexion, extension and lateral bending were similar, as these directions are all rotations about axes tangential to the transverse plane. As such, for simplicity, discussion here will focus on flexion, but the overall conclusions are transferable to extension and lateral bending. Under flexion, the fiber angle has the greatest impact, especially for positive increases in fiber angle, where a 50% in fiber angle resulted in a 113% increase in IVD stiffness. Conversely, for a −50% change in fiber angle, the IVD stiffness is reduce by 36%. Interestingly, the second most significant parameter is ground matrix C10, with a maximum absolute effect of 24.2%, followed by the fiber stiffness with a maximum absolute effect of 18.5%. From these results, it is apparent that the most significant parameters affecting the IVD stiffness is the fiber angle (for flexion, extension, and lateral bending). Thus, in patient specific modeling, high-fidelity representation of the collagen fibers is imperative. Likewise, in efforts to calibrate a model to match experimental findings, fiber angle should be the first target.

For all loading conditions, the effect of the AF ground matrix C01 parameter was of negligible significance. In the first parametric study, the maximum effect of C01 was 1.5% for axial rotation, 6.8% for flexion, 7.3% for extension, and 7.2% for lateral bending. By way of explanation, the larger C10 term of the Mooney-Rivlin model dominates the lesser C01 term, such that changes in C01 have little impact on the overall stiffness of the ground matrix, and thus the overall IVD. Both experimental and modeling studies have shown the strains experienced in the AF are in the range of milli-strains (Shirazi-Adl et al., 1986; Disney et al., 2019; Tavana et al., 2020), whereas hyper-elastic models are relevant for larger strains. For example, considering the Mooney-Rivlin parameters used in this study, under uniaxial loading, the ground matrix behaves roughly linear for strains below 50%. Based upon this, we propose that during patient specific modeling (especially those focused on pseudo-static loading) the applicability of higher-order constitutive models of the AF ground matrix be considered.



5.3. What Are the Combined Influences of IVD Parameters?

Data from the combined influence study, Figure 4, demonstrates how the effect of individual parameters combine to give a much greater overall effect. Most noteworthy, a clear relationship is observed between the influence of fiber angle and fiber stiffness. For low fiber angles, the fiber stiffness appears to have little effect; conversely for large fiber angles, the fiber stiffness effect is dramatically magnified (and vice versa). The relationship is most apparent for flexion, extension and bending. For all cases, the influence of C10 appears uniform, having between a ±25 and ±35% on the overall stiffness, with little dependence of other parameters. This strengthens the earlier statements regarding the importance of high-fidelity fiber modeling, as a strong relation between the fiber angle and fiber stiffness is observed.



5.4. Study Three: Is the Combined Influence Independent or Convoluted?

As discussed above, an apparent relationship is observed between the effect of fiber angle and fiber stiffness. This is explored in Figure 5 which tests the independence of IVD parameters by plotting the changes in IVD stiffness from the combined parametric study (study 2) against the change in IVD stiffness predicted by Equation (1) (assuming independence). Under axial rotation it can be seen that changes in fiber angle and fiber stiffness have an independent effect on IVD stiffness. This is shown by data points sitting on the dashed line, and is further demonstrated by an R2 of 1.00. This is important because it indicates that variances in one parameters don't impact the effect of the other parameter. Another way of understanding this, the relative effect of errors in one parameters will no magnify errors in another parameter.

However, under flexion, extension and later bending, a degree of dependence is observed between the various parameters, indicated by the locus of data points not sitting on the dashed line. This shows that there is a degree of convolution between the effect of different parameters on IVD stiffness. Interestingly, the degree of convolution is governed by the fiber angle. For a Δθ = 0%, the impact of different parameters follows Equation (1) (indicated by an R2 of 1.00), however as the fiber angle increases or decreases, the convolution increases. This is particularly apparent for large fiber angles, where the convolution is greatest (indicated by an R2 of 0.68). This reinforces the discussion from section 5.3, in which it was observed that increases in fiber angle, magnify the effect of changes in fiber stiffness.

Clearly, there is a convolution between fiber angle and fiber stiffness, which causes a magnified effect for flexion, extension and bending (especially for increases in fiber angle). This is relevant to patient specific modeling of the IVD as this demonstrates the independence/convolution of IVD parameters under different loadings. In the case of axial rotation, parameters of fiber angle and fiber stiffness are independent. This means that a complete understanding of the effect of these parameters, can be achieved by studying the results of the first parametric study (Figure 3). However, in the case of flexion, extension and bending, the effect of parameters are convoluted, which means that when considering the effects of various parameters, one must consider the convoluted behavior.



5.5. Inferences for Pediatric Patient Specific Modeling

Based upon these findings, we propose the following. (1) For patient specific models of the IVD, primary focus should be placed on accurate representation of fiber parameters. Specifically, for models focused on axial rotation both fiber angle and stiffness should be given equal attention, for other motions fiber angle be given greater attention. (2) Non-invasive interrogation of fiber angle for individual patients is a current challenge, thus new techniques need to be developed to incorporate these patient specific fiber parameters. Ultrasonography has been demonstrated as one technique for interrogating parameters such as lamellar number and thickness (both which affect fiber stiffness) (Langlais et al., 2019), this could be one avenue for further investigation. Further models such as the Michalek (2019) growth model could offer an avenue for integrating patient specific fiber angles. (3) The ground matrix parameters are of little significance for axial rotation, but are of secondary interest in for other motions. Currently, limited experimental data is available for ground matrix properties of pediatric IVDs, making this an area requiring further investigation.

For modeling of the pediatric IVD, our earlier literature search (section 2) concluded that fiber angles in the pediatric IVD likely match those of the adult. Thus, improved fidelity of fiber angle in patient specific models will improve the overall quality of predictions. Here, the (Michalek, 2019) growth model could offer potential and should be explored.

With respect to fiber stiffness, Galante (1967) demonstrated that patients of <26 years of age had reduced stiffness, up to a 33% reduction in fiber stiffness for patients of 10 years of age. This will be most significant during axial rotation, where a 33% reduction in fiber stiffness, would result in an approximate 28% reduction in IVD stiffness. For flexion, extension and lateral bending, this reduction would be −12, −9.1, and −10%, respectively. We propose that Galante (1967) can be used as a guide for patient specific fiber properties in pediatric models.

Considerations such as these are of increased significance when dealing with specific pediatric pathologies. Generally, little information is available on IVD parameters in such patients. The discussion above acts as further guidance to required areas of focus in such modeling. For example, in AIS, quantitative variation in the size and orientation of collagen fiber bundles has been observed in opposite sides of the AF (Roberts et al., 1993). Such changes would be expected to cause large variance in overall IVD behavior. Naturally, further investigation into IVD parameters in pediatric pathologies will aid in FE modeling of these pathologies.



5.6. Limitations

In any FE model of the IVD certain limitations are inherent and should be noted. First, this study used geometry from a single IVD, from which general conclusions were drawn. For this, it is argued that any effects of patient specific geometries can be extracted from medical imaging, thus focusing on a single, well-studied geometry will aid in translatability of results. Second, this study focused on a single constitutive model for all components, balancing model fidelity and complexity. For example, higher fidelity models can be considered which incorporate non-linear collagen fiber properties (Haut and Little, 1972; Sharabi et al., 2018), variable fiber distributions (Malandrino et al., 2013), visco-elastic effects (Castro and Alves, 2020), and osmotic effects (Cegoñino et al., 2014; Castro and Alves, 2020). While, these higher fidelity models would consider additional behaviors, they would also introduce additional parameters and more complexity. As this study is interested in comparing the relative contributions of individual IVD parameters, it becomes pertinent to focus on simpler constitutive models. Further, we argue that irrespective of the constitutive model, the general findings in the parametric study are valid. Next, this study focused on an IVD in isolation. This has the advantage of only incorporate IVD behavior, but neglects the impact of the whole functional spinal unit. To account for this, the IAR method was used to embed realistic motions. Finally, the influence of NP hydrostatic pressure was not investigated in this study, but has been demonstrated the impact the mechanics and stiffness of the IVD, this should be considered in conjunction with the findings presented here.




6. CONCLUSION

This work has investigated the influence of various mechanical parameters on the stiffness behavior of the IVD under various loading conditions. Notably, while other studies have investigated the individual influence of individual parameters (Fagan et al., 2002b), this works has investigated the combined influence of parameters, demonstrating how these effects are convoluted, and can be magnified. These findings were contextualized with respect to the pediatric IVD, resulting in recommendations for patient specific models of the pediatric IVD and areas requiring further research. This work provides a valuable building block toward the development of such patient specific models.
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Pedicle screw fixation is extensively performed to treat spine injuries or diseases and it is common for thoracolumbar fractures. Post-operative complications may arise from this surgery leading to back pain or revisions. Finite element (FE) models could be used to predict the outcomes of surgeries but should be verified when both simplified and realistic designs of screws are used. The aim of this study was to generate patient-specific Computed Tomography (CT)-based FE models of human vertebrae with two pedicle screws, verify the models, and use them to evaluate the effect of the screws’ size and geometry on the mechanical properties of the screws-vertebra structure. FE models of the lumbar vertebra implanted with two pedicle screws were created from anonymized CT-scans of three patients. Compressive loads were applied to the head of the screws. The mesh size was optimized for realistic and simplified geometry of the screws with a mesh refinement study. Finally, the optimal mesh size was used to evaluate the sensitivity of the model to changes in screw’s size (diameter and length) and geometry (realistic or simplified). For both simplified and realistic models, element sizes of 0.6 mm in the screw and 1.0 mm in the bone allowed to obtain relative differences of approximately 5% or lower. Changes in screw’s length resulted in 4–10% differences in maximum deflection, 1–6% differences in peak stress in the screws, 10–22% differences in mean strain in the bone around the screw; changes in screw’s diameter resulted in 28–36% differences in maximum deflection, 6–27% differences in peak stress in the screws, and 30–47% differences in mean strain in the bone around the screw. The maximum deflection predicted with realistic or simplified screws correlated very well (R2 = 0.99). The peak stress in screws with realistic or simplified design correlated well (R2 = 0.82) but simplified models underestimated the peak stress. In conclusion, the results showed that the diameter of the screw has a major role on the mechanics of the screw-vertebral structure for each patient. Simplified screws can be used to estimate the mechanical properties of the implanted vertebrae, but the systematic underestimation of the peak stress should be considered when interpreting the results from the FE analyses.

Keywords: spine, spinal fractures, posterior fixation, finite element, sensitivity analysis


INTRODUCTION

In the lumbar spine, pedicle screw fixation is the most widespread technique to achieve spinal fusion and stabilization (Verma et al., 2016). In 2008, approximately 415,000 spinal fusion surgeries were performed in the United States alone (Rajaee et al., 2012). The global pedicle screw system market has been predicted to increase of about 32% from 2018 to 2025 as reported by Fior Markets (Fior Markets, 2020). Pedicle screw fixation is the standard surgical procedure to treat different diseases of the spine, in particular, it is common for thoracolumbar fractures.

Despite the extensive use of pedicle screws in the current clinical practice, screw loosening and screw breakage are recurring mechanical complications of spinal fixation that can bring to a revision surgery in about 6% of cases (Prud’homme et al., 2015; Bredow et al., 2016). For this reason, surgery-related parameters should be optimized to improve the outcomes of this surgery. While surgeons decide the optimal size, insertion point and orientation of screws based on anatomical measurements on CT-images, finite element (FE) models are efficient tools to mechanically assess the stability of different configurations of the instrumented spine under different loading conditions. FE models of the vertebra should take into account different parameters related to the bone geometry, bone tissue heterogeneity, different boundary conditions, and before clinical applications they should be verified and validated [see for example (Assessing Credibility of Computational Modeling through Verification and Validation: Application to Medical Devices–ASME)]. Many studies assessed the optimal fixation to treat a burst fracture by simulating with FE models a system composed of three vertebrae and two intervertebral discs implanted with different configurations of rod and screws (e.g., monolateral vs. bilateral, short segment vs. long segment) (Li et al., 2014; Elmasry et al., 2017; Su et al., 2018; Wang et al., 2019). Other studies focused on the vertebra-screws interactions and proposed FE models validated with experimental measures: FE models were found to be good predictors of pull-out strength and stiffness obtained by experimental tests better than apparent density estimated from CT images (Abbeele et al., 2018; Chevalier et al., 2018; Widmer et al., 2020). The screw size and other insertion-related parameters have been tested with linear FE models (Qi et al., 2011; Newcomb et al., 2017), with non-linear FE models (material non-linearities, contact mechanics) (Chen et al., 2003; Bianco et al., 2017, 2019; Molinari et al., 2021), or assuming the bone as heterogeneous material with elastic properties driven by the local bone mineral density (BMD) (Matsukawa et al., 2016, 2020; Biswas et al., 2019; Molinari et al., 2021). In most cases a realistic screw geometry was used and only in a few studies the simplified geometry of the screw was modeled (Li et al., 2014; Su et al., 2018). The usage of simplified screws would enable the optimization and automation of the modeling procedure to evaluate vertebral and screws properties, if used in combination with morphing and reduced model order techniques (Campbell and Petrella, 2016). Although FE models of the instrumented spine are often proposed as tools for planning pedicle screw fixations to predict the optimal screw size and orientation for a given patient, little is known about the capability of predicting the biomechanical properties of the screw and of the vertebra if simplified or realistic screws are used. In particular, to the authors’ knowledge, a comprehensive assessment of the effect of the mesh size and the sensitivity of the models to the screw size and geometry, in terms of stress in the screw, strain in the heterogeneous bone, and deflection of the screw within the bone, has not been reported in the literature yet. This gap in the literature makes it difficult to compare the outcomes from different studies and understanding the potential of the FE models in evaluating the biomechanics of the implanted vertebrae.

The aim of this study was to verify and evaluate the sensitivity of subject specific FE models of the vertebra with two pedicle screws for different sizes of the implant and in case of realistic and simplified geometry of the screw.



MATERIALS AND METHODS

Anonymized CT-scans of the thoracolumbar spine of three patients were collected. One vertebra per patient was segmented, converted to a FE model, virtually implanted with pedicle screws, and vertical loads were applied to the head of the screws, perpendicular to their axis. A mesh refinement study for realistic or simplified geometry of the screws was performed to choose the optimal mesh size that was used to evaluate the sensitivity of the model to changes in screw’s size (diameter and length) and geometry (realistic or simplified). An overview of the study is presented in Figure 1.


[image: image]

FIGURE 1. Workflow used to generate, verify, and test the sensitivity of heterogeneous FE models of one vertebra implanted with two pedicle screws.



Imaging and Image Processing

Three anonymized clinical pre-operative CT-scans of the thoracolumbar spine of three patients were analyzed. The scans were previously acquired at the University Hospital Centre (CHU) of Poitiers (France) and transferred only after anonymization (CHU86-RECH-R2020-02-01). These patients were treated with a posterior pedicle screw fixation for different reasons: two patients reported a vertebral fracture at L1 (Patients #1 and #3), one patient had osteoarthritis (Patients #2). The scanning parameters are reported in Table 1. In order to simplify the sensitivity study one vertebra with similar size was selected from each patient (L2, L3, and L4 for Patient #1, Patient #2, and Patient #3, respectively). The relative difference in the mean CT based BMD in the vertebral bodies was 21% between Patient #1 and Patient #2 and −24% between Patient #1 and Patient #3.


TABLE 1. Parameters of acquisition of CT-scan images for the three patients.

[image: Table 1]The pedicle widths and the distances between the approximated insertion points and the anterior wall of the vertebral body were measured in a cross-section corresponding to the approximated insertion points and including the longitudinal axes of the screws. From these measurements, and based on the advice of an experienced surgeon, it was concluded that the size of the vertebrae was ideal for the insertion of pedicle screws with diameter (D) equal to 6.5 mm and length (L) equal to 45 mm. The shape of the vertebrae was reconstructed by manual image segmentation of the CT cross-sections (3D Slicer, v4.10.1) (Fedorov et al., 2012). The resulting mask was smoothed with a Laplacian smoothing. The number of iterations was adjusted in order to preserve the geometric features while avoiding shrinkage of the volume, which was verified by visual inspection of the overlapped CT images and mask.



Generation of the FE Model

The segmented vertebrae were exported as surface meshes (STL) and imported in the 3D modeling software Ansys® SpaceClaim Release 20.2 (Ansys Inc., Canonsburg, PA, United States). Through a reverse engineering process (“SkinSurface” command), a 3D solid model of each vertebra was reconstructed. The surface at the bottom of the model, representative of the inferior endplate, was used to apply the boundary conditions.

Afterward, the insertion of two pedicle screws (Aesculap® S4® Element MIS Monoaxial) was simulated. The realistic geometry of the implant was imported as STP file. Nine different sizes of pedicle screws available on the market were tested including D equal to 5.5, 6.5, or 7.5 mm and L equal to 45, 50, or 55 mm. Nine simplified screws with a smooth conic body without the thread were also generated to evaluate how the thread affected the loading distribution and deformation within the vertebra-screws construct. The solid model of the simplified screws was obtained from each of the nine realistic screws as following. The head of the screw until the end of the junction with the conic feature where the thread begins, and the last portion of the screw after the end of the thread were kept from the original realistic design. The two circular exposed sections were then connected with a conic surface (Figure 2). The realistic screws with the largest size (D = 7.5 mm, L = 50 mm) were virtually inserted at the pedicles by a Boolean subtraction. The insertion point was determined by following medical guidelines (Gertzbein and Robbins, 1990), which consist of finding the intersection point between a horizontal line passing through the transverse processes and a vertical line adjacent to the lateral border of the superior articular process. Screws were positioned parallel to the superior endplate, converging to the center of the vertebral body, keeping a distance of approximately 2.5 mm between the head of the screw and the superior articular processes (Figure 1). All other realistic and simplified screws were aligned to the position of the largest screws by registering their head, which were the same for every implant. Boolean subtraction from the original vertebra was applied for each pair of screws. In total eighteen models per vertebra were generated, nine with realistic geometries and nine with simplified geometries.


[image: image]

FIGURE 2. 3D CAD models of simplified (bottom) and realistic (top) screws.


Each vertebra-screws construct was imported in Ansys® Mechanical Enterprise Release 20.2 (Ansys Inc., Canonsburg, PA, United States) for meshing. The vertebra and the screws were meshed separately with tetrahedral quadratic elements (T10). For the vertebra, a uniform meshing algorithm was used so that the CT-scan grid was sampled uniformly during the definition of material properties of the bone. The element size was defined based on a mesh convergence study (see section “Generation of the FE Model”). A bonded contact was considered at the interface between the screws and the vertebra.

Bone was modeled as isotropic and heterogeneous material with Young’s modulus depending on the local BMD estimated from the CT images. In absence of an experimental densitometric calibration, the Hounsfield units were considered equal to BMD equivalent values (ρQCT), using a scale factor to convert the physical units to g/cm3. This assumption was considered acceptable for the goal of this study, which is focused on the verification and sensitivity analysis of the models. From the BMD equivalent density, the apparent density (ρApp) was obtained through Eq. 1 (Schileo et al., 2008):

[image: image]

The Young’s modulus was then calculated using the density-elasticity experimental equation specific for thoraco-lumbar vertebrae (Eq. 2) (Morgan et al., 2003):

[image: image]

The Poisson’s ratio of the bone was set to νbone = 0.3 (Wirtz et al., 2000). The values of Ebone were calculated and assigned for each element by using the Bonemat software (Taddei et al., 2007). The screw was considered isotropic and homogeneous with Young’s modulus and Poisson’s ratio of Titanium: Escrew = 102 GPa, νscrew = 0.36 (Niinomi and Boehlert, 2015).

The model was loaded with a quasi-static uniformly distributed force of 200 N (100 N per screw) applied to the head of the screw in a direction perpendicular to the longitudinal axis of the screw and perpendicular to the superior endplate, toward the caudal direction (Chen et al., 2003; Biswas et al., 2019; Figure 1). The force was equally distributed between the two surfaces of the head of the screw that would interact with the rod (50 N on each surface) (Figure 1). This load configuration aimed to represent the load exercised by the upper chest on the most inferior vertebra of a short-segment pedicle screw construct and transmitted by a rod that would be tightened in a direction perpendicular to the screw axis as estimated in an in-vivo study (Rohlmann et al., 1997). However, it should be noted that the model has a linear behavior and that the results of simulations were interpreted relative to the optimal configuration, therefore the magnitude of the load is not critical. In addition, the nodes of the inferior endplate of the vertebral body were fixed in all three directions (Chen et al., 2003). ANSYS® Mechanical Enterprise Release 20.2 (Ansys Inc., Canonsburg, PA, United States) was used to solve the analysis. A workstation with processor model Intel(R) Xeon(R) CPU E5-2690 v3, 2.60 GHz was used. The analysis was run in parallel processing on 4 CPU Cores.



Mesh Refinement Study

For each patient, the model configuration corresponding to the optimal screw size (D = 6.5 mm, L = 45 mm) as advised by surgeons was tested for verification purposes. A mesh convergence study was conducted to estimate the optimal mesh size. The element size was changed separately in the bone and pedicle screws. Six maximum element sizes were tested for the screws between 0.4 and 1.2 mm while keeping the element size in the bone constant and equal to 1 mm. A maximum element size larger than 1.2 mm resulted in an inaccurate discretization of the circular cavity of the screw’s body; the inferior boundary was considered at 0.4 mm based on the dimension of the smaller thread in the realistic screw (Table 2).


TABLE 2. Number of Elements and Degrees of Freedom per screw, averaged over the three patients, for six element sizes tested for the screws (the maximum element size is reported), in models with simplified or realistic screws; Total CPU time (time * number of CPU Cores) to solve models with simplified or realistic screws.

[image: Table 2]Moreover, maximum element sizes in the bone between 0.9 and 3 mm were tested for the finest mesh of the screw (0.4 mm) (Table 3). The lowest element size was to the voxel size of the CT-scan images of the three patients.


TABLE 3. Number of Elements and Degrees of Freedom in the vertebra, averaged over the three patients, for eight element sizes tested for the bone (the maximum element size is reported), in models with simplified or realistic screws; Total CPU time (time*number of CPU Cores) to solve models with simplified or realistic screws.

[image: Table 3]The computational time needed to solve the models with different element sizes is reported in Tables 2, 3. As the models were run in parallel computing, the total CPU time is calculated as the CPU time times the number of CPU cores. It should be noted that due to the heterogeneous properties of bone, the value of Young’s modulus in each element changes for different element sizes, making it impossible to uncouple the effect of mesh size from changes of material properties on the simulation outcomes. Therefore, the outcomes of the mesh refinement study should be interpreted by considering both changes in element size and material properties in the bone tissue.

The following metrics were considered for the different mesh sizes:

• The maximum total deflection (dmax) of the head of the screw calculated as the magnitude of the displacement vector (nodal value).

• The peak Von Mises stress (σVM) in the screws (nodal value) for the finest mesh. For the coarser meshes the σVM was evaluated in the same coordinates, using the element shape functions to interpolate nodal values. Since the peak σVM in the screws always occurred in a node on the external surface, for coarser meshes the coordinates of that node could fall outside the screw. To avoid this issue the outputs of the models were compared in a point within the volume of the screw at a distance equal to 0.05 mm from the point with peak σVM.

• The peak Minimum Principal Strain (εp3) in the bone (nodal value) for the finest mesh. For the coarser meshes the εp3 was evaluated in the same coordinates, using the element shape functions to interpolate nodal values. Some peaks were excluded from the analysis because their location was either close to the boundary conditions of the model, or in geometric sharp corners (for example close to the cuspid at the insertion point or close to the tip of screws), or in an area on the external surface of the vertebra potentially affected by segmentation problems (low values of Elastic modulus for the small elements of the finer mesh). In these cases, the next peak was considered.



Influence of Screw Size and Geometry on Mechanical Properties of Screws-Vertebra Structure

Once the optimal mesh size was chosen for the bone and the screws, the influence of the diameter and length of screws on the stability of the simulated structure, for both the realistic and simplified models, was evaluated. The diameter and length of the left and right screws were changed simultaneously. The effect of changing the size of the screws was estimated with respect to the structural and local parameters estimated for the optimal screw size (D = 6.5 mm; L = 45 mm). The following parameters were calculated for the three patients:

• The maximum total deflection (dmax) of the head of the screw calculated as the magnitude of the displacement vector (nodal value).

• The peak Von Mises stress (σVM) in the screws (nodal value). Some peaks were excluded from the analysis because their location was close to the sharp corner of the bone geometry generated by the Boolean subtraction at the screw insertion point. This happened only for Patient #1, for a screw diameter of 5.5 mm. In this case the next peak, at a distance higher than five element sizes from the sharp corner, was considered in the analysis.

• The mean Minimum Principal Strain (εp3) in the bone (nodal value). This value was calculated within a Region of Interest (ROI) defined at the screw-bone interface with a shape similar to the smooth conic body of simplified screws. The ROI was coaxial with the longitudinal axis of the screw and had a diameter equal to two times the diameter of the screw. Therefore, the dimensions of the ROI were scaled to each screw size. The same ROI was used for both simplified and realistic models.

For the patient characterized by the highest relative differences in σVM in the screws and εp3 in the bone (Patient #2), the frequency plots for εp3 for three screw sizes (D = 7.5 mm and L = 50 mm; D = 6.5 mm and L = 45 mm; D = 5.5 mm and L = 40 mm) were compared for models with simplified and realistic screw geometries.



Comparison Between Simplified and Realistic Screw Geometry

Linear regression analyses were performed between the predictions of dmax and σVM from the models with simplified and realistic screw geometry. The Slope, Intercept and coefficient of determination (R2) were calculated for each linear regression.



RESULTS


Mesh Refinement Study

The percentage absolute change with respect to the finer mesh in dmax for both simplified and realistic screw models was lower than 0.1% (screw) and 0.5% (bone) for each tested element size (Figures 3A,B).


[image: image]

FIGURE 3. Percentage absolute difference with respect to the finer mesh in the simplified screws (A,C,E) and in the realistic screws (B,D,F) for maximum total deflection (A,B), peak von Mises stress in the screw (C,D), and peak minimum principal strain in the bone (E,F). Dashed lines represent results for each subject, continuous black lines represent averaged values, dash-dotted lines represent the chosen 10% difference chosen as threshold.


The percentage absolute change with respect to the finer mesh in peak σVM was higher for the realistic screw compared to the simplified one (Figures 3C,D). In particular, while for the simplified model a percentage relative difference lower than 5% was observed for each tested element size, for the realistic case an element size of 0.6 mm allowed to achieve relative differences of approximately 5% or below. The σVM distribution in the screws were similar for the models with different element size for both simplified and realistic screw geometry (Figure 4).


[image: image]

FIGURE 4. Distribution of von Mises stress in simplified (A–D) and realistic (E–H) left screws (Patient #2) for four different element sizes. Compressed fibers side (caudal view). The mesh was hidden in the main body of the screw to better visualize the stress distribution.


The peak εp3 values occurred at the interface between the bone and the left screw for Patient #1 and #2, and at the interface between the bone and the right screw for Patient #3 (Figure 5). The absolute percentage relative differences in peak εp3 were much higher than for the peak σVM. For both simplified and realistic models, element size of 1 mm in the bone led to absolute percentage relative difference of approximately 5% or below for the three patients (Figures 3E,F).


[image: image]

FIGURE 5. Location of elements where peak εp3 in the bone were. For each patient the following views are reported: the projection of the sagittal section corresponding to the location of the elements in a cranial view (A–C); the location of the peak (red circle) in a sagittal section for each patient (D–F); a magnified view of the mesh in the area corresponding to the selected peaks (G–I).


For the following analyses, an element size of 0.4 mm was chosen in the screws because the computational time was not significantly affected (Tables 2, 3), and an element size of 1.0 mm was chosen in the bone.



Effect of Size and Geometry of the Screw

The screw’s diameter had a more significant influence on dmax than the screw’s length in both simplified and realistic models, for both left and right screws (Table 4). Changes in length resulted in median values of percentage changes in dmax between 4 and 10%; whilst, changes in diameter resulted in median values of percentage changes in dmax between 28 and 36%. Similar changes were observed between right and left screws, for both simplified and realistic cases, and between simplified and realistic models, for both left and right screws. Very similar trends were found for the three patients. As expected, for a fixed length, the dmax increased for lower diameters; for a fixed diameter, the dmax decreased for longer screws.


TABLE 4. Percentage difference in maximum total deflection of the head of the screw, for simplified and realistic models, reported as median value and minimum and maximum values with respect to the nominal condition (D = 6.5 mm and L = 45 mm) over the three patients.

[image: Table 4]The diameter had higher impact on peak σVM than the length for both simplified and realistic models (Table 5). In fact, changes in length resulted in median values of percentage changes in peak σVM between 1 and 6%; instead, changes in diameter resulted in median values of percentage changes in peak σVM between 6 and 27%. For both simplified and realistic models, similar percentage differences and trends were found between right and left screws. However, an asymmetry was found for Patient #1 in the models with realistic screws with D = 5.5 mm: for the three values of L, percentage differences in peak σVM between 2 and 11% (left screws) and between 25 and 29% (right screws) were found. Since this patient had the largest pedicle among patients, models with screws with D = 5.5 mm were more sensitive to local changes in material properties. Generally, lower percentage differences in peak stress were found for the realistic screws compared to those obtained from simplified models. The percentage differences presented overall similar trends for the three patients. Also, the peak σVM in the screw was higher in realistic models compared to those with simplified screws. For a fixed length, the σVM increased for lower diameters; for a fixed diameter, the σVM decreased for longer screws. However, in some cases with realistic screws, this behavior was not observed probably due to differences in local mechanical properties of bone adjacent to screws among models with different screw sizes.


TABLE 5. Percentage difference in peak Von Mises stress in the screws, for simplified and realistic models, reported with respect to the nominal condition (D = 6.5 mm and L = 45 mm) as median value and minimum and maximum values over the three patients.

[image: Table 5]For both simplified and realistic models, the diameter affected the mean εp3 more than the length (Table 6 and Figure 5). In fact, changes in diameter resulted in median values of percentage changes in mean εp3 between 30 and 47%, while changes in length resulted in median values of percentage changes in mean εp3 between 10 and 22%. For both simplified and realistic models, similar percentage differences and trends were found between right and left screws. Generally, similar percentage differences in mean εp3 were found for the models with realistic or simplified screws. Also, the mean εp3 in simplified models were similar to those with realistic screws. The percentage differences presented overall similar trends for the three patients. For a fixed length, the mean εp3 increased for lower diameters; for a fixed diameter, the mean εp3 decreased for longer screws.


TABLE 6. Percentage difference in mean Minimum principal strain in a ROI at the screw-vertebra interface, for simplified and realistic models, reported with respect to the nominal condition (D = 6.5 mm and L = 45 mm) as median value and minimum and maximum values over the three patients.

[image: Table 6]


Comparison Between Simplified and Realistic Screw Geometry

If data were pooled for the different patients, sizes and sides, the dmax calculated for models with realistic or simplified screws correlated very well (R2 = 0.99; Slope = 0.918, Intercept = 0.026 mm) (Figure 6A). A good correlation was also found between the peak σVM calculated from the realistic and simplified models (R2 = 0.82) (Figure 6B). Nevertheless, the simplified models systematically underestimated the peak stress compared to the realistic ones (Slope = 1.2, Intercept ∼ 17 MPa).


[image: image]

FIGURE 6. Linear correlation between dmax (A) and σVM (B) for the realistic and simplified models (data pooled for the three patients, two sides, nine sizes).


The peak εp3 was highly influenced by the combination of screw geometry (simplified vs. realistic) and the distribution of Young’s modulus in the bone, whereas the distribution of values of εp3 within a ROI around the screw was similar for simplified and realistic design of screws, with only a localized increase of strain for a few elements in the realistic screw models (Figure 7).


[image: image]

FIGURE 7. Frequency plots for the values of εp3 within a bone ROI around the right screw, for realistic and simplified models. The data are reported for the largest screw size (A), the optimal screw size (B) and the smallest screw size (C), evaluated for Patient #2. Similar trends were observed for the other patients and the left screws.




DISCUSSION

This study aimed to generate and verify a subject-specific CT-based FE model of the human vertebra implanted with two pedicle screws. The model was then used to evaluate the effect of the size and geometry of the pedicle screws on the mechanical properties of the screws-vertebra structure.

Element sizes of 0.6 mm in the screw and 1.0 mm in the bone were associated to a relative difference of approximately 5% for both simplified and realistic models. Similarly, Costa et al. (2019) reported that element size of 1 mm was required for CT-based subject specific heterogeneous FE models of healthy non-instrumented vertebrae loaded in compression. Widmer et al. (2020) reported the results from a validation study for CT-based subject specific heterogeneous animal (bovine and porcine) vertebrae with realistic pedicle screws. They opted for smaller element sizes at the level of the screw cavity compared to the bone farer from the implant resulting in about 230,000 tetrahedral elements in the bone and 10,000 shell elements in the screw; however, no mesh refinement study was reported. Bianco et al. (2019) compared the fixation strength of realistic pedicle screws with different dimensions, bone engagement and entry point preparation under axial and non-axial forces, and chose an element size in the bone of approximately 0.3 mm around the screw thread and 1 mm in regions farer from the implant obtaining differences in results under 8% with respect to the finest mesh. It should be noted that little details are usually reported in the literature about the choice of the mesh size in models to simulate the biomechanics of vertebrae implanted with pedicle screws. This is critical as “verification” is one of the important steps to give credibility to the models for the assessment of the efficacy of medical devices (ASME, 2020).

As expected, in this study percentage relative differences in peak σVM were higher in the realistic screws compared to the simplified ones. In fact, for the realistic screws different element sizes result in a more or a less accurate discretization of the thread features, which is not modeled in the simplified screw. It should be noted that the presence of the thread resulted in a 22–29% higher peak σVM in realistic models compared to simplified ones for the baseline configuration (D = 6.5 mm, L = 45 mm). This was due to the fact that areas of concentration of stress occurred close to the thread, which may play a larger role compared to the diameter of the screw. However, the σVM distribution over the screws was similar among the different mesh sizes for both realistic and simplified models, showing that the stress pattern is not much influenced by the element size.

The diameter of the screw had higher impact on the maximum displacement, on the peak σVM in the screws and on the mean εp3 in the bone than the length of the screw. This shows that for mono-cortical screws the anchorage in the pedicle, which mainly consists of cortical bone, is more important compared to the anchorage within the vertebral body, which is mainly composed of trabecular bone. Therefore, finding the compromise between the largest diameter of the screws by avoiding iatrogenic fractures is crucial to provide a good anchorage on the cortical bone, which results in lower micromotions at the screw-vertebra interface and better distribution of stress, thus preventing post-operative complications. Our results are in line with most experimental and numerical studies in the literature, that showed the predominant effect of the diameter of the screws compared to their length (Zindrick et al., 1986; Chen et al., 2003; Cho et al., 2010; Matsukawa et al., 2016, 2020; Bianco et al., 2019; Biswas et al., 2019). Matsukawa et al. (2016) evaluated the effect of different screw sizes on fixation with a cortical bone trajectory, where screws are inserted pointing laterally in the transverse plane during superior screw angulation in the sagittal plane, and anchor only on cortical bone in the pedicle without the contribution of trabecular bone in the vertebral body (Santoni et al., 2009), by using an FE model including bone heterogeneities and realistic screw design. They found that some mechanical properties of the vertebra-screws construct were not significantly affected by increasing the diameter of screws. Even if our results for the impact of the diameter of the realistic screw seem to disagree with those by Matsukawa et al. (2016), this should be taken with caution as these differences may be due to different modeling techniques and different mechanical metrics used to evaluate the effect of the size of the screw. Matsukawa et al. (2020) investigated the effect of screw size on fixation in osteoporotic vertebrae by FE analysis. Their results showed that by increasing the diameter and the length of screws, the pullout strength and vertebral fixation strength increased; they also showed that the screw diameter had a more important effect than screw length on the vertebral fixation strength, similarly to the results of the present study. However, the modeling approach and boundary conditions of the two studies are substantially different so both outcomes are complementary.

Overall, the predictions of the simplified models correlated well with the predictions from the realistic ones, especially for the global structural properties (dmax). This finding suggests that geometrical differences between the two designs of screws and local differences of material properties around the screw between the two models do not influence the overall stiffness of the model. Inzana et al. (2016) modeled a homogeneous cylindrical block of trabecular or cortical bone and compared a simplified cylindrical screw with a bonded interface and a realistic threaded screw with frictional contact with a pseudo-threaded screw with calibrated contact conditions. They found that the simplified model underestimated (70% difference, averaged value extracted from Figure 4 in that study) the displacement of the screw head with respect to the realistic case. They have also reported a similar overestimation of the global stiffness from the analysis of a model for the fixation of a proximal humerus fracture. In this study, it was found that the maximum deflection of the screw head was slightly higher in the simplified case, but a bonded interface was considered for both simplified and realistic models. The different results could be due to differences in material models, interfaces, geometries and applications between the two studies. Moreover, in this study the simplified models underestimated the peak σVM, due to the lack of stress raisers considered in the realistic design. These differences could also be amplified by local heterogeneity in the Elastic modulus of bone elements. In fact, the distribution of Young’s modulus in the bone had a strong influence on the peak εp3, whereas the distribution of strain around the screw-bone interface was similar for simplified and realistic models. This finding highlights the importance of the choice of modeling the screw’s geometry realistically or to use a simplified model depending on the application.

There are some limitations in this study. First, it is important to note that before this computational model can be used in the clinical setting, additional to the verification and sensitivity analysis of the model, a direct validation of this approach should be made with respect to measurements from ex vivo experiments. This study is the first step in the identification of the best approach to optimize the virtual assessment of pedicle fixation by accounting for realistic vertebral geometry and density distributions and by modeling the screw with a realistic or simplified geometry. Validation of the model against advanced time-lapsed mechanical testing, micro-CT imaging and digital volume correlation approaches (Dall’Ara et al., 2017) to measure the strain distribution in the bone tissue will follow in future studies. The screw-bone interface was modeled as perfect bonding. While this choice may lead to less realistic stress and strain patterns in the screw and in the bone, it simplifies the comparison between the models with realistic and simplified screws. Moreover, only the most inferior vertebra of a short-segment pedicle screw construct was modeled, excluding from the analysis the other features of the implanted spine unit. This choice was considered acceptable for this study that focused on vertical loads perpendicular to the axis of the screws. Nevertheless, in order to evaluate the effect of the screw size in physiological conditions, more complex geometry should be modeled. The insertion points of pedicle screws, as well as the orientation of the screw axes in the sagittal and transverse planes are important factors that influence the stress distribution on the screws and the bone. These two parameters should be considered in future parametric studies.

Finally, the effect of the size of the screw has been evaluated with nine discrete configurations instead of analyzing the possible range of parameters continuously with statistical methods. While this choice was driven by the configurations of screw size available in the market, a more general approach could have highlighted optimal combinations of diameter and length for the specific patients. In fact, the simplified design of the screw would allow to implement more easily a parametric model, and mesh morphing techniques could be applied to update the nodal positions to accommodate shape variations (Biancolini, 2017). This approach combined with reduced order modeling techniques could be used to accelerate the workflow and test several combinations of geometrical properties of the screw for a population of patients and to expand to non-linear analyses.

In conclusion, this study highlights the influence of size and geometry of screws on the biomechanics of a vertebra with two pedicle screws. In particular, the diameter of the screw should be optimized for each patient as it has a large impact on the stress in the screw. Moreover, modeling the screw with simplified geometry systematically underestimate the peak stress and should therefore be accounted for when interpreting the results from the FE analyses.
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Public health organisations typically recommend a minimum amount of moderate intensity activities such as walking or cycling for two and a half hours a week, combined with some more demanding physical activity on at least 2 days a week to maintain a healthy musculoskeletal condition. For populations at risk of bone loss in the lumbar spine, these guidelines are particularly relevant. However, an understanding of how these different activities are influential in maintaining vertebral bone health is lacking. A predictive structural finite element modelling approach using a strain-driven algorithm was developed to study mechanical stimulus and bone adaptation in the lumbar spine under various physiological loading conditions. These loading conditions were obtained with a previously developed full-body musculoskeletal model for a range of daily living activities representative of a healthy lifestyle. Activities of interest for the simulations include moderate intensity activities involving limited spine movements in all directions such as, walking, stair ascent and descent, sitting down and standing up, and more demanding activities with large spine movements during reaching and lifting tasks. For a combination of moderate and more demanding activities, the finite element model predicted a trabecular and cortical bone architecture representative of a healthy vertebra. When more demanding activities were removed from the simulations, areas at risk of bone degradation were observed at all lumbar levels in the anterior part of the vertebral body, the transverse processes and the spinous process. Moderate intensity activities alone were found to be insufficient in providing a mechanical stimulus to prevent bone degradation. More demanding physical activities are essential to maintain bone health in the lumbar spine.

Keywords: lumbar vertebra, bone adaptation, structural finite element analysis, predictive modelling, strain-driven optimisation, sedentary behaviour


1. INTRODUCTION

Bone health relates to its capacity to resist the loads applied to it. It is widely accepted that bone adapts its structure, effectively the thickness of the cortex and the orientation and size of the trabeculae, to withstand the mechanical loads it is subjected to. Bone apposition occurs when the structure is over stimulated, while bone resorption is observed when bone is under stimulated. This process is called bone remodelling, and was theorised by Frost (1987, 2003) as the Mechanostat principle. Following this principle, sedentary behaviours and low physical activity levels may be considered as a cause of osteoporosis (Lau and Guo, 2011), and exercise is usually recommended for the management of this condition (Nelson et al., 2007; Sinaki et al., 2010; Rossini et al., 2016; Benedetti et al., 2018). Public health organisations typically recommend a combination of daily moderate intensity activities and regular more demanding physical activities to maintain musculoskeletal health (Davies et al., 2019). While these guidelines are generally promoted for an aging population, they are also pertinent for a younger population who may be sedentary due to home confinement as a consequence of the current COVID-19 pandemic (Narici et al., 2020). Moderate intensity activities usually refer to walking or cycling for a minimum of 20 min everyday. More demanding physical activities such as heavy gardening, carrying heavy shopping or resistance exercise, involving the major muscle groups, should be practised at least twice a week. To maintain a healthy musculoskeletal system, lifting, and carrying activities recruiting the erector spinae and the abdominal muscles are deemed to be of importance. It is intuitive to understand how activities recruiting specific muscle groups will help maintaining muscular health. However, this is less obvious with skeletal health and an understanding of how these activities can be influential in maintaining lumbar spine bone health is lacking.

Finite element modelling is a computational method that can be used to predict bone architecture under particular loading conditions if coupled with an optimisation algorithm. Applied to the lumbar spine, this modelling approach can provide the necessary information to understand which activities stimulate particular regions of lumbar vertebrae, essential for maintaining lumbar spine bone health. Detailed models of the complete lumbar spine have been developed with accurate geometry derived from CT images (Little et al., 2008; Ayturk and Puttlitz, 2011; Park et al., 2013), although these do not propose any prediction of bone remodelling to its mechanical loading environment. Many finite element models with varying levels of complexity have been developed to study bone remodelling. A common phenomenological approach consists in adapting bone toward a homeostatic state of strain, strain energy, or stress (Tsubota et al., 2003; Adachi et al., 2010; Homminga et al., 2012; Badilatti et al., 2015; van Rijsbergen et al., 2018). Other models use a mechanistic approach combining mechanical and metabolic factors in the adaptation algorithm (Huiskes et al., 2000; Taylor et al., 2004). Modelling of interstitial fluid flow has also been investigated (Tsubota et al., 2009; Hambli and Kourta, 2015; Tiwari et al., 2018). However, few of these predictive models consider a representation of the lumbar vertebrae using a realistic geometry. Macroscale continuum models developed by Homminga et al. (2012) and van Rijsbergen et al. (2018) both predict bone remodelling of the lumbar spine in an altered mechanical environment using isotropic bone material properties and a strain energy density driven optimisation. Although this approach allows for the study of bone stiffness adaptation, isotropic material properties in a continuum model cannot capture the directionality of trabeculae. Microscale continuum models developed by Tsubota et al. (2003) and Badilatti et al. (2015) are able to capture the remodelling of individual trabeculae in an entire vertebra under a particular loading condition. However, the model developed by Badilatti et al. (2015) is based on high resolution μCT images which are ethically complicated to obtain on healthy volunteers due to radiation exposure and long acquisition times. Tsubota et al. (2003) limited their study to a simplified geometry by creating an axisymmetric model based on a cross-sectional photograph of a vertebral body available in the literature (Mosekilde, 1990). Both studies applied simplified loading on the vertebral bodies of their models, which is not representative of the range of recommended physical activities. Despite the simplified loading conditions these models were still computationally demanding due to the number of continuum elements needed to represent bone at microscale.

To avoid these limitations and understand the influence of mechanical loading from a range of physical activities on the vertebral architecture, a modelling framework originally developed for the femur (Phillips, 2012; Phillips et al., 2015) and pelvis (Zaharie and Phillips, 2018, 2019) has been adapted to study the five lumbar vertebrae. It combines a subject-specific musculoskeletal model which provides realistic loading conditions with predictive structural finite element modelling based on the same subject for increased consistency. The structural finite element approach is a computationally efficient alternative to microscale continuum modelling of bones (Pothuaud et al., 2004; van Lenthe et al., 2006; Phillips, 2012; Zaharie and Phillips, 2019). It uses idealised elements (shells and trusses) to model the structure of the bone, allowing modelling of the vertebrae at mesoscale, where structural finite elements can be larger than the individual trabeculae but still capture the trajectories of the trabeculae and the overall bone architecture.



2. MATERIALS AND METHODS

For each of the five lumbar vertebrae, the mesoscale structural model is obtained through iterative adaptation of a base finite element model subject to a loading envelope derived from musculoskeletal simulations of a range of physical activities representative of a healthy lifestyle. Figure 1 illustrates the modelling framework.


[image: Figure 1]
FIGURE 1. Modelling framework.



2.1. Musculoskeletal Modelling

The load cases applied to the finite element model were obtained with a previously validated subject-specific musculoskeletal model of the lumbar spine and lower limbs (Favier et al., 2021). This musculoskeletal model is based on full-body high-resolution MRI scans of a healthy volunteer (26 yo, 175 cm, 67.8 kg) with no history of spine pathologies. It was developed in OpenSim 3.3 (Delp et al., 2007) and is available to download at https://simtk.org/projects/llsm/. Full-body motion capture data were collected with the same healthy volunteer for eighteen activities following a previously developed protocol (Favier et al., 2021). The study was granted ethical approval by the NHS Health Research Authority (REC reference: 17/HRA/0465) and the Imperial College Research Ethics Committee (ICREC reference: 17IC3811), and the volunteer gave written informed consent. Recorded activities include six static positions of the spine (flexion at 20°, extension at 15°, lateral bending at 20° on both sides and axial rotation at 15° on both sides), five activities related to locomotion (level walking, stair ascent, stair descent, sit-to-stand, and stand-to-sit) and seven more demanding activities involving spine movements while sitting (maximum flexion, twisting, and lifting a box from floor to table (from both sides)) and standing (maximum flexion, lifting a box from floor to chest, twisting, and lifting a box from floor to floor (on both sides)). Musculoskeletal simulations were performed in OpenSim 3.3. An inverse kinematics approach was used to obtain joint angles for each of the recorded activities. Muscle forces were estimated using static optimisation where the sum of muscle activations squared was minimised for each frame of the kinematics. Joint reaction forces were also calculated at each lumbar joint using the JointReaction analysis tool available in OpenSim (Steele et al., 2012).



2.2. Finite Element Modelling
 
2.2.1. Structural Finite Element Base Model

Base models of the five lumbar vertebrae were created from the MRI scans of the same healthy volunteer recruited to develop the musculoskeletal model (Favier et al., 2021). These base structural models were generated using the same approach as described in Phillips (2012), Phillips et al. (2015), and Zaharie and Phillips (2018) and summarized here. The bone geometries were segmented in Mimics (Mimics Research 19.0, Materialise NV, Leuven, Belgium), reconstructed and exported as STL files following the protocol described in Favier et al. (2021). The STL files were then imported in 3-matic (3-matic Research 11.0, Materialise NV, Leuven, Belgium) where the coordinate systems of the vertebrae were adjusted to match the joint definitions used in the musculoskeletal model. The 3-matic meshing tools were used to create volumetric meshes of the vertebrae composed of four-noded tetrahedral elements with a 3 mm average edge length. These volumetric meshes were adapted to create structural meshes (Figure 2A) using MATLAB (The MathWorks, Inc., USA). Cortical bone was modelled with three-noded linear triangular shell elements defined by the nodes and element faces of the tetrahedral elements located on the external surface of the volumetric mesh. These shell elements were arbitrarily assigned an initial thickness of 0.1 mm in the base models. The internal nodes were used to create a network of two-noded truss elements representative of trabecular bone. Each node was linked to its closest sixteen neighbours. These truss elements were arbitrarily assigned an initial radius of 0.1 mm in the base models. The average element length of 3 mm and minimum nodal connectivity of 16 are considered to provide a sufficient mesh refinement and range of element directionalities to enable specific trabecular trajectories to develop during bone adaptation (Villette, 2016). All shell and truss elements were assigned linear isotropic material properties representative of bone material at the tissue level, with a Young's modulus of 18.0 GPa and a Poisson's ratio of 0.3 (Turner et al., 1999).
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FIGURE 2. Base mesoscale structural model of L4. (A) Side cut with load applicators. (B) 3D view with musculotendon actuators from the musculoskeletal model. (C) Side view with inertial load applicator. (D) 3D view with boundary condition. Cortical shell elements are shown in grey and trabecular truss elements in dark red. Wedge elements of the softer layers of the load applicators are shown in light red while the stiffer layers elements are in light blue. Truss elements connecting the nodes on the external layers of the load applicators to the joint centres where the joint reaction force is applied are shown in black. Truss elements of the inertia applicator connecting the nodes of the cortical elements to the centre of mass (COM) of the lumbar segment where the inertial force is applied are shown in green. Beam elements connecting the nodes on the external layer of the load applicator to the duplicate node at the joint centre for the boundary condition are shown in orange.




2.2.2. Loading Conditions

Loading conditions include joint reaction forces and muscle forces estimated with the musculoskeletal model, as well as inertial loads experienced during movements.


2.2.2.1. Joint Reaction Forces

For each lumbar vertebra, joint reaction forces calculated at the superior and inferior joint centres in OpenSim were transferred to the vertebral endplate areas with constructs called “load applicators” (Figure 2A). These applicators spread the point load calculated with the musculoskeletal model over the corresponding bone surface, performing a similar role to the intervertebral discs. The load applicators are composed of four layers of six-noded linear continuum wedge elements. To build each layer, surface nodes corresponding to the vertebral endplates were projected four times with a distance of 2 mm outward and orthogonally to the average endplate plane. Nodes of the vertebral endplate areas are shared between the load applicator and the cortical shell elements, reducing significantly the CPU time during the finite element analysis. Material properties of these applicators are adopted from the work of Phillips et al. (2015). The two layers closest to the bone were assigned linear elastic material properties of a soft material similar to cartilage (E = 10 MPa; ν = 0.49). The two external layers were assigned linear elastic material properties of a stiffer material similar to bone (E = 18 GPa; ν = 0.3). In the musculoskeletal model, intervertebral joints are modelled with three rotational degrees of freedom which only allow the transfer of forces. Since no moments are transferred through these idealised joints, truss elements were used to connect the joint centres as defined in the musculoskeletal model with the external nodes of the load applicators. These trusses were assigned a 2.5 mm2 circular cross sectional area and linear elastic material properties similar to bone (E = 18 GPa; ν = 0.3).



2.2.2.2. Muscle Forces

The attachment site coordinates and fibre direction of the OpenSim musculotendon actuators acting on each lumbar vertebra (Figure 2B) were extracted from the musculoskeletal model at each time frame with a dedicated plug-in developed by Modenese (van Arkel et al., 2013). A MATLAB script was then used to locate the surface nodes closest to the attachment sites in the finite element model. Muscle forces were applied as point loads, with the magnitude and direction of the force vector corresponding to the muscle force estimated from the musculoskeletal simulations.



2.2.2.3. Inertial Loads

To apply the inertial load of the lumbar segment to the vertebra, a construct called an “inertia applicator” based on the same concept as the load applicator was used. Spreading the inertial load over the volume of the vertebra is computationally demanding (Villette, 2016). Every cortical node of the vertebra was therefore connected to a node located at the centre of mass of the lumbar segment with soft truss elements (Figure 2C). These trusses have a circular cross sectional area of 2.5 mm2 and were assigned linear elastic material properties with a low stiffness (E = 5 MPa; ν = 0.3) to avoid stiffening of the model. The “body kinematics” tool available in OpenSim 3.3 was used to determine the position and velocity of the vertebra in the global coordinate system at each timeframe. The direction and magnitude of the inertial load were calculated based on these positions and velocities, and the mass of the lumbar segment defined in the musculoskeletal model. The inertial load was applied at the node located at the centre of mass of the lumbar segment.




2.2.3. Boundary Conditions

The loading applied to the finite element model of the vertebra was obtained with the musculoskeletal model. At each time step, musculoskeletal simulations were solved for equilibrium of each segment. If all loads are applied, the vertebra should be at equilibrium in the finite element analysis, and no boundary condition should be needed. However, the musculoskeletal model represents bones as rigid bodies while the finite element model allows bones to deform, which compromises the equilibrium condition found in the musculoskeletal simulations. To ensure numerical stability of the finite element model, soft boundary conditions were applied using a similar approach as the load applicators. At the inferior joint, beam elements connecting the external nodes of the inferior endplate applicator with a coincident node at the joint centre were added (Figure 2D). This coincident node was constrained in all six degrees of freedom. The beam elements were assigned a circular cross section of 2.5 mm2, a Young's modulus of 1 GPa and a Poisson's ratio of 0.3. These relatively soft material properties compared to the load applicator properties prevent stiffening of the vertebra's structure induced by the boundary condition.




2.3. Bone Adaptation Algorithm

The bone adaptation algorithm used in this study was developed in the Structural Biomechanics Group at Imperial College London (Phillips, 2012; Phillips et al., 2015). With the structural mesoscale finite element approach, all truss and shell elements representing bone are assigned the same linear isotropic material properties. Shell thickness and truss cross-sectional area (arbitrarily assigned in the base models) are then optimised in the simulation of bone adaptation. The algorithm follows the Mechanostat hypothesis (Frost, 1987, 2003), optimising bone toward a target strain in an iterative process. This process is implemented with a combination of MATLAB and Python (Python Software Foundation, Beaverton, OR, USA) scripts, and successive finite element models are run using the Abaqus/Standard solver (Dassault Systèmes, Vélizy-Villacoublay, France).

At each iteration i, bone is subjected to a loading envelope of n load cases representing a combination of different activities. The maximum absolute strain for each element j is extracted and compared to the target strain. Equation (1) defines the maximum absolute strain in truss elements.

[image: image]

where ϵ11, j, λ is the axial strain in element j for the load case λ, with λ = 1, ..., n.

Equation (2) defines the maximum absolute strain in shell elements.

[image: image]

where [image: image], [image: image], [image: image], [image: image] are the maximum and minimum principal strains in the bottom and top surfaces of the shell element j for the load case λ, with λ = 1, ..., n.

The strain ranges associated with the Mechanostat (Frost, 1987, 2003) are given in Equation (3). The target strain was given a value of ϵt = 1250 μϵ (Aamodt et al., 1997; Phillips, 2012).

[image: image]

One aspect of the adaptation algorithm that should be highlighted is the presence of a dead zone where bone is taken to resorp completely. In the base model, a randomised network of truss elements was created, resulting in a number of trusses in excess of that required. Trusses that are not needed to bear the load applied to the bone will fall in this dead zone.

For iteration i+1, the cross-sectional area of each truss element and the thickness of each shell element are adjusted using Equations (4) and (5), respectively. Adaptation of trabecular bone was given preference compared to adaptation of cortical bone at each iteration in order to avoid oscillation of the shell element thicknesses in the initial iterations.

[image: image]

where Ai, j is the cross section area of truss element j.

[image: image]

where Ti, j is the thickness of shell element j.

To increase computational efficiency, shell thicknesses were discretised linearly into 256 categories. The thickness of cortical bone varies between 0.2 and 0.9 mm in the vertebral body (Ritzel et al., 1997; Edwards et al., 2001). The thickness range of the shell elements was set between 0.1 and 2.0 mm to account for potential inter-subject variability. The same approach was used for the truss cross-sectional areas which were linearly discretised into 255 categories. The radius range of the truss elements was set between 0.1 and 2.0 mm, which characterises trabecular bone at a mesoscale level (Nagele et al., 2004; Phillips et al., 2015). An extra category with a radius of 1 μm was added and allocated to elements in the dead zone. With such a small radius, the contribution of these elements is negligible while the numerical stability of the model is maintained. Elements in the dead zone were also allowed to regrow and be reassigned to one of the 255 categories if appropriate at a later iteration.



2.4. Loading Scenarios

Two loading scenarios were investigated in this study. A healthy scenario composed of all eighteen activities previously mentioned was investigated first. This scenario is representative of a healthy lifestyle. Adapting the base model of each lumbar vertebra to this set of load cases is expected to provide converged models with a trabecular and cortical architecture similar to that observed in healthy vertebrae. A second scenario representative of a more sedentary lifestyle was also investigated. For this scenario, the converged healthy models obtained previously were adapted to the same set of load cases where the seven more demanding activities involving lifting tasks and large combined movements of the spine toward the limits of the range of motion in the three anatomical planes were removed.

To ensure computational efficiency for each lumbar vertebra model, subsets of load cases were selected from the 12 dynamic activities based on the reaction force calculated at the inferior idealised joint in the musculoskeletal model. For each activity, the full set of frames was first subsampled at 10 Hz (every 10 frames) to reduce the number of frames for the simulations. Any peak value was also added to the subset. This initial subset was then optimised by removing frames until a 1% difference between the integrated load for the initial subset of frames and the integrated load for the final subset of frames was reached. At each selected frame, the corresponding muscle forces, joint reaction forces and inertia forces were applied in consecutive steps in the finite element model. Figures 3, 4 show the selected load cases from the dynamic activities for L4 with this method. For the static activities, a single frame was selected in the middle of each activity to obtain six additional load cases. The reaction force at L4–L5 joint for these load cases is shown in Table 1 for reference. Load cases for the other vertebrae are available in the Supplementary Material.


[image: Figure 3]
FIGURE 3. Selection of load cases for L4, for five activities related to locomotion ((A) level walking, (B) standing up from a chair, (C) sitting down on a chair, (D) walking up the stairs, and (E) walking down the stairs). Total reaction force at L4–L5 joint derived from the musculoskeletal model and normalised to body weight (BW) are shown as black lines. Dots indicate the frames selected for the finite element analysis. Red, green, and blue dashed lines show X, Y, and Z components of the reaction force expressed in the vertebra coordinate system.
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FIGURE 4. Selection of load cases for L4, for seven activities involving spine movements ((A) forward flexion from upright standing to maximum flexion, (B) forward flexion from upright sitting, (C) in a seated position, twisting and lifting a box from the floor, from the right side to a table in front, (D) in a standing position, twisting and lifting a box from the floor, from the left side to the right side, and (E) in a standing position, lifting a box from the floor in front to the chest). Total reaction force at L4–L5 joint derived from the musculoskeletal model and normalised to body weight (BW) are shown as black lines. Dots indicate the frames selected for the finite element analysis. Load cases obtained with activities (C,D) were mirrored through the sagittal plane to obtain loading on the other side. Red, green, and blue dashed lines show X, Y, and Z components of the reaction force expressed in the vertebra coordinate system.



Table 1. Reaction force at L4–L5 joint derived from the musculoskeletal model and used for the finite element analysis for six static positions of the spine.
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2.5. Adapted Bone Architecture Analysis

The structural finite element approach used in this study allows a direct visual observation of the cortical and trabecular bone architecture. In-vivo observations of vertebral architecture are not abundant in the literature for healthy young subjects, as most studies focus on elderly and pathological populations. After adaptation to the healthy scenario, the structural architecture of the L4 model was compared to a description of the vertebra's internal architecture made by Gallois and Japiot (1925). Trabecular anisotropy in the lumbar vertebrae was characterised using coloured lines at each node. Every truss element was expressed as a normalised vector of X, Y, and Z components in the vertebra's coordinate system. These element vectors were then weighted based on the cross-sectional area of the elements. For each node, connected weighted element vectors were summed to create a node vector. The norm of this node vector was used to scale the length of the line at each node. Components of the normalised node vector were used as RGB values for the line's colour, with X, Y, and Z components corresponding to red, green, and blue, respectively. With this method, if elements linking to a node are oriented along the X axis (respectively Y or Z) only, a red (respectively green or blue) line will be produced at this node. Similarly, if elements linking to a node are oriented at ±45° in the XY plane (respectively XZ plane or YZ plane), a yellow (respectively magenta or cyan) line will be produced at this node as a combination of red and green light. A white dot indicates a node without elements in the size range being looked at connected to it. A difference is made between the trusses with a radius larger than 0.1 mm referred to as the “primary structure,” and the trusses with a radius of 0.1 mm referred to as the “secondary structure.” The trabecular trusses of the primary structure resist the major loads experienced by the vertebra while the secondary structure is believed to give a base stiffness to the bone.

Cortical thickness and trabecular architecture of the five lumbar vertebrae adapted were also analysed in the healthy and the sedentary scenarios. To understand the influence of the different activities, each finite element (cortical shell or trabecular truss) was colour-coded in the adapted models based on the load case which resulted in the absolute maximum strain value (as defined in Equations 1 and 2). This allows a direct visualisation of the activities most beneficial to maintaining bone health, and gives an understanding of which areas of the lumbar vertebrae are stimulated by a given activity.




3. RESULTS


3.1. Healthy Scenario

On average, the structural finite element models converged in 25 iterations for the healthy scenario. The relative density, calculated as the ratio between the volume of all bone elements (cortical and trabecular) and the total volume of the vertebra, is 20.27% on average for the five adapted lumbar vertebrae. This value is within the range reported by Eriksen et al. (2002) (19.0%, SD 8.5%) and Muller (2004) (17.9%, SD 6.7%). 16.97% of the initial truss elements representing trabecular bone in the base models ended in the dead zone after adaptation to 115.2 load cases on average. The remaining truss elements have an average connectivity of 17.20 (SD 4.16). Characteristics of the converged models can be found in Table 2. Converged structural finite element models of the five lumbar vertebrae adapted to the healthy scenario are available in the Supplementary Material.


Table 2. Characteristics of the converged mesoscale structural finite element models after adaptation to the healthy and sedentary scenarios.

[image: Table 2]

The adapted trabecular trajectories were studied with the coloured lines method for anisotropy characterisation. Figure 5 shows the line plot for L4 compared to in-vivo observations by Gallois and Japiot (1925) on the left. Figure 5A focuses on trabecular truss elements with a radius larger than 0.1 mm forming the primary structure, while Figure 5B shows only the secondary structure composed of elements with a radius of 0.1 mm. The primary structure compares favourably with observations made by Gallois and Japiot (1925). There is a clear orientation along the Y axis for the trabeculae in the vertebral body as green is the dominant colour. This group of trabeculae runs perpendicular to the endplates and resists vertical compression. Blue is the dominant colour in the transverse processes and the vertebral arch, indicating that most trabeculae run medio-laterally in these parts of the vertebra, resisting tension in the transverse processes. Elements running diagonally across the vertebral body and the pedicles, finishing in the transverse and superior articular processes can also be identified in pink, purple, and grey. For the elements of the secondary structure, the lines are predominantly blue, indicating a principal orientation of the smaller truss elements along the Z axis. Line plots and MATLAB figure files for the five lumbar vertebrae are available in the Supplementary Material.


[image: Figure 5]
FIGURE 5. Characterisation of anisotropy in the trabecular bone of L4 adapted to the healthy scenario. In-vivo observations by Gallois and Japiot (1925) are shown on the left. (A) Shows the orientation of the trabecular trusses of the primary structure (with a radius larger than 0.1 mm). (B) Shows the orientation of the trabecular trusses of the secondary structure (with a radius of 0.1 mm). For (A,B), side view (top row) and top view (bottom row) are shown. Lines are attached to each trabecular node, with colour and length varying respectively with the orientations and radii of the truss elements connected to that particular node. The colour scale at the bottom shows how the colour of the lines should be interpreted. Orientation along the X, Y, or Z axes are in red, green, or blue, respectively. Any orientation that is not colinear with these axes shows as a combination of red, green and blue. A white dot indicates a node without elements in the size range being looked at connected to it.




3.2. Sedentary Scenario

The average number of load cases over the five lumbar vertebrae was 50.6 for the eleven activities of the sedentary scenario. The structural finite element models converged in 40.2 iterations on average with a relative bone density of 8.23%, a mean connectivity of 13.10 (SD 4.52) and 40.53% of the trabecular elements in the dead zone (Table 2). Relative density is 58.39% lower than in the healthy scenario. This shows that moderate intensity activities alone are insufficient in providing a mechanical stimulus to prevent a decrease of bone density in the lumbar spine.

Looking at the cortical thickness in the converged models, a reduced range of activity results in a thinner cortex (Figure 6). In the healthy scenario the thicker shell elements are found in the posterior part of the vertebral body, the pedicles, and the transverse processes (Figure 6A), as these structures have to resist increased muscle forces due to movement of the lumbar spine about the medio-lateral axis during flexion extension activities and about the antero-posterior axis during lateral bending activities. In the sedentary scenario, the thickness of the cortex in these parts of the vertebrae reduces considerably, especially in L1, L2, and L3 (Figure 6B). Detailed views of the cortical thickness after adaptation to the healthy and to the sedentary scenarios can be found in the Supplementary Material for the five lumbar vertebrae.


[image: Figure 6]
FIGURE 6. Cortical thickness of the converged mesoscale structural models of the lumbar vertebrae ranging from 0.1 to 2.0 mm adapted to the healthy scenario (A) and the sedentary scenario (B).


Figures 7B, 8B respectively show mid-sagittal and through-processes transverse slices of the five lumbar vertebrae adapted to the sedentary scenario, highlighting the areas at risk of trabecular bone resorption when demanding activities involving spine movements are not performed, in comparison to the healthy scenario (Figures 7A, 8A). The trabecular bone secondary structure present in the spinous and transverse processes tends to degrade when the vertebrae are subjected to a reduced range of activity (Figures 7B, 8B). L3, L4, and L5 also show this trend in the frontal part of the vertebral body (Figure 7B). For all lumbar vertebrae, the larger trabeculae of the primary structure resisting vertical compression are clustered in the center of the vertebral body (Figure 8B). Apart for L2 and L4 where some of the broader structure remains, the primary structure is missing in the transverse processes for the sedentary scenario (Figure 8B). Detailed slices in the three anatomical planes showing the structure of the five lumbar vertebrae after adaptation to the healthy and to the sedentary scenarios can be found in the Supplementary Material.


[image: Figure 7]
FIGURE 7. 3 mm mid-sagittal (XY plane) slices for the converged models adapted to the healthy scenario (A) and the sedentary scenario (B). Cortical shell elements are shown in grey. Thicker truss elements representing the primary structure are shown in red. Trabecular truss elements representing the secondary structure (with a radius of 0.1 mm) are shown in blue. Truss elements in the dead zone (with a radius of 1 μm) are not shown for clarity.



[image: Figure 8]
FIGURE 8. Through-processes transverse (XZ plane) slices for the converged models adapted to the healthy scenario (A) and the sedentary scenario (B). In the background, cortical shell elements are shown in grey. Thicker truss elements representing the primary structure located between the superior endplate and the through-processes transverse slice are shown in red. Trabecular truss elements representing the secondary structure (with a radius of 0.1 mm) are shown in blue for a 3 mm slice. Truss elements in the dead zone (with a radius of 1 μm) are not shown for clarity.




3.3. Influence of Activities

Figure 9 shows how cortical regions of the lumbar vertebrae are influenced by the performed activities. In the healthy scenario (Figure 9A), the most influential activities for cortical adaptation are lifting tasks involving twisting movements of the spine. Lifting a box in the sagittal plane from the floor to the chest while standing has reduced influence on the cortical adaptation. In the sedentary scenario (Figure 9B), the most influential activities are walking, sit-to-stand, stair ascent and spine extension, while stair descent, spine flexion, lateral bending, and axial rotation have reduced influence.


[image: Figure 9]
FIGURE 9. A map showing which activity gives rise to the highest absolute maximum principal strain for the adaptation of the cortical shell elements in the healthy scenario (A) and the sedentary scenario (B).


Figures 10, 11 show how trabecular regions of the lumbar vertebrae are influenced by the performed activities in the healthy and sedentary scenarios, respectively. For both scenarios, the primary and secondary structures are influenced by the same activities. Similarly to cortical bone, lifting tasks involving twisting movements of the spine have the most influence on trabecular adaptation in the healthy scenario for truss elements of the primary (Figures 10A,C) and secondary (Figures 10B,D) structures. In the sedentary scenario, the most influential activities on the primary (Figures 11A,C) and secondary (Figures 11B,D) trabecular structures are sit-to-stand, stair ascent, and spine extension.


[image: Figure 10]
FIGURE 10. 3 mm mid-sagittal (XY plane) and through-processes transverse (XZ plane) slices of the converged models in the healthy scenario, showing a map of which activity gives rise to the highest absolute maximum axial strain for the adaptation of the trabecular truss elements of the primary (A,C) and secondary (B,D) structures. Cortical shell elements are shown in light grey.



[image: Figure 11]
FIGURE 11. 3 mm mid-sagittal (XY plane) and through-processes transverse (XZ plane) slices of the converged models in the sedentary scenario, showing a map of which activity gives rise to the highest absolute maximum axial strain for the adaptation of the trabecular truss elements of the primary (A,C) and secondary (B,D) structures. Cortical shell elements are shown in light grey.


In the healthy scenario, sagittal slices of the primary (Figure 10A) and secondary (Figure 10B) trabecular structures also show that lifting activities performed in a standing position influence predominantly the posterior part of the vertebral body in L1 and L5 and the anterior part of the vertebral body in L2, L3, and L4, while lifting activities performed in a sitting position stimulate the other part of the vertebral bodies. It is also important to note that even in the sedentary scenario where walking might be expected to be one of the more onerous physical activities, it has reduced influence on the trabecular adaptation of the primary (Figures 11A,C) and secondary (Figures 11B,D) structures.




4. DISCUSSION

Combining physiological loading representative of a healthy lifestyle with the bone structural adaptation algorithm produces cortical and trabecular finite element structures of the lumbar vertebrae which compare favourably with in-vivo observations. Bone relative density found in the models (Table 2) is within the range reported by Eriksen et al. (2002) and Muller (2004). Cortical thickness in the anterior and posterior walls of the vertebral body (Figure 6A) are in agreement with the range reported by Ritzel et al. (1997) (0.1–0.4 mm). In the pedicles, the models show a thicker cortex on the inferior and superior regions, similar to the observations made by Maillot and Wolfram-Gabel (1993). Trajectories of the trabecular elements observed in the models (Figure 5) compare favourably with the observations made by Gallois and Japiot (1925). These comparisons provide an initial positive assessment of the modelling framework.

In addition to producing models of the lumbar vertebrae adapted to a large number of load cases, the modelling approach allows for visualisation of the structural architecture of the vertebrae. The line plots in Figure 5 highlight the dominant trabecular trajectory at each node of the converged finite element model for the L4 vertebra. For the healthy scenario, it confirms that the predicted primary structure of the trabecular bone follows trajectories comparable to the observations of Gallois and Japiot (1925). It also shows that the secondary structure of the trabecular bone (trabecular trusses with a radius of 0.1 mm) are mostly aligned medio-laterally throughout the vertebra. The modelling framework also produces a mapping of the vertebrae (Figures 9–11) showing which of the performed activities are the most influential in the adaptation of the structural finite elements. This is a useful approach for understanding which activities are the most beneficial to bone formation in specific regions of the vertebrae. This could be used to inform physical training or rehabilitation treatment based on specific movements and activities. While this modelling framework uses hundreds of load cases to adaptatively produce mesoscale structural models of lumbar vertebrae, its computation cost remains low compared to other mechanical adaptation approaches used in the field. With a total of 119,588 elements, the L4 model converged in 20 iterations for the 116 load cases of the healthy scenario, with each iteration taking around 15 min (finite element analysis and structural adaptation) on a personal workstation (Intel Xeon E5-2630 v2 2.60 GHz, 12 CPUs, RAM 64 GB). This is computationally efficient compared to the classic microscale continuum modelling approach. For example, in their μCT derived model of L2, Badilatti et al. (2015) used 365 million elements and required 8 hours per iteration on a supercomputer with 1,024 CPUs to adapt the bone to three simplified load cases without any muscle forces. Despite the numerous advantages of the mesoscale structural models, some limitations inherent to the combined modelling approach and to the structural adaptation modelling choices remain and should be acknowledged.

Physiological loading and boundary conditions are essential to provide a realistic mechanical environment for finite element simulations (Bitsakos et al., 2005; Phillips et al., 2007; Speirs et al., 2007; Phillips, 2009). The combined multiscale modelling approach relies on a detailed musculoskeletal model with identical geometry to provide this mechanical environment (Favier et al., 2021). However, assumptions made for the musculoskeletal model will impact the finite element results (Wagner et al., 2010; Cronskaer et al., 2013; Zhu et al., 2013). The idealised representation of intervertebral joints in the musculoskeletal model requires the development of load applicators in the finite element model to spread the reaction force calculated at the joint centre. In particular, the three degree of freedom joint neglects translations permitted by the intervertebral disc, ligaments, and facet joints. While it is possible to improve musculoskeletal models with ligaments (Damm et al., 2019) and a better intervertebral disc representation (Wang et al., 2020), future work will implement the ligaments, discs, and facet joints in a finite element model of multiple spinal units. This is expected to reduce the impact of idealised musculoskeletal joints on the vertebra of interest.

The converged mesoscale structural models show discontinuities in the cortex, with shell thickness varying significantly from one element to the next in some locations. This phenomenon could be addressed in future work to provide a smoother and more realistic thickness variation across the vertebral cortex. The trabecular density in the model is also impacted by the choice of element for the trabeculae. While it has been shown that truss elements ensure a physiological macroscale behaviour of bone (Villette and Phillips, 2015, 2018), local architecture may be improved through using a beam element based bone adaptation with an alternative approach to generating the initial network (Phillips, 2019). Another limitation of the current method is that it does not allow nodes from the initial mesh to realign for better supporting the loading envelope, and future work will focus on allowing structural elements of the trabecular bone to reorient during adaptation. It is also important to note that given the mesoscale nature of the model with radii of up to 2 mm being allowed during adaptation, truss element radii in the converged models were expected to exceed the range reported by Rho et al. (1998) and Keaveny et al. (2002) (25–150 μm). However, over 97% of the trabecular elements are within the reported physiological range, with maximum radii of 368 μm found in L5. In all cases, secondary structure elements represent more than 80% of the total number of trabecular elements. Refining the trabecular size categories in the adaptation algorithm and reducing the average length of the structural elements may improve the match between converged models and in-vivo observations. An additional limitation, characteristic of the strain-driven adaptation approach, is the choice of values for the target strain, lazy zone, and dead zone in the optimisation algorithm. These values are in agreement with previous studies (Aamodt et al., 1997; Phillips, 2012; Zaharie and Phillips, 2018) and provide reasonable results, but are likely to change depending on age, sex, pathological conditions, and even regions of the skeletal system.

Despite the limitations associated with the current modelling approach, trends can be observed in bone adaptation to different scenarios. In a scenario of around a hundred load cases representing 18 activities typical of a healthy lifestyle, lifting activities involving bending and rotation of the spine were found to be the most influential in stimulating bone (Figures 9A, 10). In a sedentary scenario where the loading conditions were altered to remove any demanding activities involving large spine movements, the remaining trabecular structure is mainly stimulated by sit-to-stand, stair ascent and spine extension activities (Figure 11). The resulting bone architecture (Figures 7B, 8B) is similar to observations made on osteoporotic vertebrae (Jayasinghe et al., 1994). In this scenario, trabeculae tend to disappear completely in the anterior part of the vertebral body and the processes. This can be seen as an extreme degradation of bone and would imply that sedentary behaviours can rapidly lead to bone being unable to support occasional higher loads. However, it should be noted that the current study only predicts a final adapted state, with certain activities removed completely, as opposed to being reduced in daily frequency. For the sedentary scenario, a large amount of trabecular elements fall in the dead zone (Table 2). This is due to the adaptation not including a physiological bone remodelling rate and future developments should consider implementing a remodelling rate between 1,000 and 250 μϵ to obtain a more gradual bone resorption. The results obtained with the current approach should therefore be viewed as a prediction of the regions at risk of bone resorption with sedentary behaviour. Future work comparing the structural architecture obtained in this scenario to vertebra specimens of sedentary or osteoporotic patient populations would provide further validation of the modelling framework and assist in quantifying the extent of this overestimation.

Moderate intensity activities alone are insufficient in providing a mechanical stimulus to prevent bone degradation. This supports the recommendations from the clinical field that an active lifestyle incorporating a wide range of activities is essential to maintain bone health in the lumbar spine. While other physiological factors may influence bone remodelling, activities involving large spine movements in the three anatomical planes and lifting tasks should be performed when possible to maintain lumbar vertebrae bone health. This is particularly relevant for populations subject to physical deconditioning and osteoporosis associated with a sedentary lifestyle (Lau and Guo, 2011), ageing (Guadalupe-Grau et al., 2009; Gomez-Cabello et al., 2012), or chronic low back pain (Weiner et al., 2003; Bjoernsdottir et al., 2012), who carry out these more onerous activities with reduced frequency and may be at risk of bone structural degradation.
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Background: Spinopelvic fractures and approaches of operative stabilization have been a source of controversial discussion. Biomechanical data support the benefit of a spinopelvic stabilization and minimally invasive procedures help to reduce the dissatisfying complication rate. The role of a cross connector within spinopelvic devices remains inconclusive. We aimed to analyze the effect of a cross connector in a finite element model (FE model).

Study Design: A FE model of the L1-L5 spine segment with pelvis and a spinopelvic stabilization was reconstructed from patient-specific CT images. The biomechanical relevance of a cross connector in a Denis zone I (AO: 61-B2) sacrum fracture was assessed in the FE model by applying bending and twisting forces with and without a cross connector. Biomechanical outcomes from the numerical model were investigated also considering uncertainties in material properties and levels of osseointegration.

Results: The designed FE model showed comparable values in range-of-motion (ROM) and stresses with reference to the literature. The superiority of the spinopelvic stabilization (L5/Os ilium) ± cross connector compared to a non-operative procedure was confirmed in all analyzed loading conditions by reduced ROM and principal stresses in the disk L5/S1, vertebral body L5 and the fracture area. By considering the combination of all loading cases, the presence of a cross connector reduced the maximum stresses in the fracture area of around 10%. This difference has been statistically validated (p < 0.0001).

Conclusion: The implementation of a spinopelvic stabilization (L5/Os ilium) in sacrum fractures sustained the fracture and led to enhanced biomechanical properties compared to a non-reductive procedure. While the additional cross connector did not alter the resulting ROM in L4/L5 or L5/sacrum, the reduction of the maximum stresses in the fracture area was significant.

Keywords: spinopelvic fracture, sacrum fracture, spinopelvic stabilization, finite element analysis, cross connector


INTRODUCTION

Representing the anatomical connection between the spine and pelvis, the sacrum acts as a biomechanical keystone. Anteriorly directed axial forces from the spinal column, the body weight (downward directed) and resistance to the ground (upward directed) act on the sacrum and its ligamentous fixation (Rizkalla et al., 2019). But the constant force transmission to the lower extremities makes the sacrum a highly stressed bone, with clearly defined weak points along the sacral foramina, notably prone to fragility fractures (Pascal-Moussellard et al., 2016; Borgström et al., 2020). Sacrum fractures lead to a severe pattern of injury which is highly unstable and associated with sacral nerve root injury, severe bleeding and soft tissue damage (Williams and Quinnan, 2016). The treatment of these injuries always has been a root of controversial discussion. Both the decision on whether to operate and on the way of stabilization have been diversely debated (Williams and Quinnan, 2016; Guerado et al., 2018). Loss of reduction in 26% and a malunion rate of 44% clarify that with a single iliosacral screw alone, the vertically unstable pelvis is not sufficiently treated (Keating et al., 1999).

Focusing on complex sacrum fractures, two entities need to be discerned, the osteoporotic fragility fracture and the high-energy fracture in the young. Since the fragility fractures of the pelvis have been extensively described by Rommens et al. (2015), they are getting more into the focus of trauma surgeons in developed countries due to the demographic transformation (Borgström et al., 2020). The osteoporotic sacral insufficiency fracture is reported with an incidence of 1–5% (Tsiridis et al., 2006). In this special multimorbid collective, surgical intervention must be narrowed down to the outright essential.

Apart from that, the complex traumatic sacrum fracture beside the rare entity of spinopelvic discontinuation in severe trauma patients depict utterly different fracture patterns. The traumatic central sacrum fractures are a condition that can be stated generally rare with an incidence of 2 per 100, 000 (Beckmann and Chinapuvvula, 2017), while within pelvic trauma patients, the unstable sacral fracture has an incidence of 17–30% (Jazini et al., 2017a). Regarding the operative treatment, complex fractures cannot adequately be reduced by only iliosacral screws but need vertical support and the neutralization of shearing forces (Guerado et al., 2018). In the mostly young patient with proper bone, the early mobilization and load/weight bearing are main factors to aim at in the operative therapy, while in the osteoporotic patient the immediate mobilization is crucial for the long-term outcome (Williams and Quinnan, 2016; Pulley et al., 2018).

The surgical technique that is mostly favored in complex spinopelvic injuries is the spinopelvic fixation from L4/5 to the ilium or the spinopelvic fixation from L4/5 to the ilium with a cross connector (CC). In terms of H-fractures of the sacrum, the CC is thought to stabilize the fracture components and prevent further discontinuation from the spine to the pelvis. After a posterior or anteroposterior stabilization, a rapid fusion of the bone and short postoperative immobilization of the patient are intended in order to avoid immobilization-induced complications (Wagner et al., 2015). This leads to a delicate balance between the stability of the construct and potentially occurring material fatigue (Melkerson, 2003).

While the biomechanically favorable impact of the lumbopelvic stabilization has been proven, the addition of a CC has not been biomechanically assessed to date. Nonetheless, there is reliable data that bilateral stabilization is necessary to immobilize the sacroiliac joint (Jazini et al., 2017a; Lindsey et al., 2018). In theory, after proximal L5 fixation, shearing and rotating forces could be addressed by cross connectors (Guerado et al., 2018). Thus, in lumbopelvic instrumentation, the addition of a cross-connecting device was mentioned by Bellabara et al. to “further stabilize … [the] hemipelvis” (Bellabarba et al., 2006). Similarly, a new minimally invasive approach that was introduced by the Hannover group used percutaneous L3 and L4 as well as iliac screws with long rods, connected with a 5.5 mm crossing rod in order to reach a “high construct rigidity” in lumbosacral fractures (Decker et al., 2019). The biomechanical proof of that rigidity remains to be elucidated.

If the surgeon decides to add a CC to his spinopelvic construct, he has to consider two facts. First, that there is no biomechanical approval of this concept. Second, the raised level of infection rate after the utilization of a CC with a reported rate of postoperative infection and healing disturbances around 16-38% due to the larger incision (Bellabarba et al., 2006; Schildhauer et al., 2006; König et al., 2012). There has been a long-lasting debate on the reasons of infection after spinopelvic- and cross-connector-application in spinal surgery, even after minimally invasive approaches have been widely established (Bellabarba et al., 2006; Williams and Quinnan, 2016; Barcellos et al., 2017; Jazini et al., 2017b; Decker et al., 2019). This is due to the preparative extent for an insertion of a cross connector, as it is challenging to insert it in a minimally invasive way. In cases of spinal decompression, the extensive approach is done either way, but otherwise the lumbopelvic construct can also be introduced in a minimally invasive approach without cross connectors. The price of additional stabilization comes with the danger of revision surgery, which especially in the elderly population can be a life-threatening term.

To determine the value of a CC in the clinical setting, we first created a finite element model out of patients’ CT scans (before and after spinopelvic stabilization) and validated its anatomical and biomechanical properties. The patient suffered from a Denis zone I (AO: 61-B2) sacrum fracture. Second, we assessed the effect of the spinopelvic stabilization system on the lumbopelvic area consisting of the vertebra L5, the disc L5/S1, the device itself and the fracture area. The statistical significance of numerical evidence was evaluated by addressing uncertainties in material properties and different levels of osseointegration.

Finally, we validated the impact of an additional CC on this spinopelvic stabilization. We sought to elucidate whether a CC was able to additionally reduce the appearing forces in the sacral fracture area and prevent further dissociation.



MATERIALS AND METHODS


General Features and Subjects

Finite element models (FE models) were based on computed tomography (CT) images, built from patients from the University Medical Center Goettingen, Germany. CT scans that covered the whole pelvis and L1-L5 were selected for construction of the FE model. The geometries of sacrum and both iliac bones were defined from a patient (preoperatively without device, postoperatively with device including a CC in a nondisplaced sagittal sacrum fracture) who was a 66-year-old man (Figures 1A,B).
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FIGURE 1. Creation of a finite element model of the lumbopelvic area. The view from anterior (A) and posterior (B,C) and all ligamentous connections are demonstrated (C). A lumbopelvic stabilization device from L5 to the Os ilium without (D,F) and with a cross connector (E,G) was modeled.


To simulate the preoperative spinal movement, all parts of the device have been removed. In analogy, the simulations without CC were conducted on the same geometrical model removing the CC. To easier visualize the models and since the device is implanted in L5, L1-L3 have been cut out and just L4-L5 and the pelvis were considered as bony structures in the numerical model.

The models were generated modeling the intervertebral disks (IVD) with annulus, nucleus and endplates, according to Spina and El Bojairami (El Bojairami et al., 2020; Spina et al., 2020). The ligamentous stabilization was considered taking primary ligament groups into account, which are the interspinous ligament (ISL), anterior sacroiliac ligament (ASL), long posterior sacroiliac ligament (LPSL), short posterior sacroiliac ligament (SPSL), supraspinous ligament (SS), sacrotuberal ligament (ST), iliolumbal ligament (ILL), anterior longitudinal ligament (ALL), interosseous sacroiliac ligament (ISIL), ligamentum flavum (LF), posterior longitudinal ligament (PLL), sacrospinal ligament (SL), and sacrotuberal ligament (TL).

The three models (without device; with device but without CC; with device and CC) were simulated applying three different loading conditions: flexion, right lateral bending, and left axial rotation.

The outcome parameters were range-of-motion (ROM) and maximum stresses. Depending on the area and the quantity of interest, the analyzed stress measures were von Mises stresses and maximum principal stresses (absolute values, Abs), with the latter being the maximum or minimum principal stresses depending on which absolute value is higher. The areas-of-interest were the disk L5/S1, the vertebral body L5, the fixation device and the fracture area. The overall effect of the CC on the disk L5/S1, L5, the fixation device, and the fracture zone was statistically evaluated in different bone qualities.



Volumes Reconstruction and Surfaces

Computerized tomography images consisted of 0.35 × 0.35 mm resolution and 0.5 mm slide thickness. The images were segmented using a combination of thresholding and manual techniques in MeVisLab 3.0.2 (MeVis Medical Solutions AG, Bremen, Germany) to create the bony geometries. 3D, triangular surface meshes of sacrum, ilium and spinal vertebrae (L4-pelvis) were exported. Since soft tissue can hardly be detected in CT images, the geometries of the intervertebral disks (IVD) were created in Autodesk Inventor 2016, based on the surface geometries and spatial positions of the lumbar bodies as well as considering lumbar anatomy in general. The meshes were then generated in Hypermesh 2019 (Altair Engineering, Troy, MI, United States) using triangular elements.

The facet joints between the vertebrae were considered as face-to-face contact with Coulomb friction and a friction coefficient of 0.1. The intervertebral disks were tied to the vertebra. The geometries and spatial positions of IVD and spatial positions of ligaments were approved by the clinical authors (DS, LW, and WL).

The surfaces of the fixation device and the screws were created in Hypermesh taking the dimensions from the device presented in section “Device.” The screws were tied to the device. Screws have been inserted in the bones by creating holes in the initial geometry (initially reconstructed as intact from CT images) via standard Boolean operations implemented in Hypermesh. The screw thread was not geometrically modeled. For the simulations with the CC, the CC was tied to the device.



Meshing

The geometries of the bony structures, IVD and fixation device were spatially discretized by means of Lagrange tetrahedral elements with a linear interpolation of the displacement field in a standard Galerkin finite element formulation. All ligament groups (ISL, ASL, LPSL, SPSL, SS, ST, ILL, ALL, ISIL, LF, PLL, SL, and TL) were represented with two-noded truss elements (Figure 1C and Table 1). All meshing operations were performed in Hypermesh.


TABLE 1. Material parameter values employed in numerical simulations.
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To distinguish between cortical and trabecular bone, the mesh of the bony structure was divided into a 1.5 mm thick outer domain for cortical and an interior for trabecular bone structure according to Yamamoto et al. (1989) and Lindsey et al. (2018). To consider different osseointegration levels, a 1.5 mm thick bone layer around the screws with separate material properties was defined.

Overall, each numerical model has been discretized with around 1.062.062 elements, of which 902.944 for the bony structures, 84.965 for the IVD, 73.997 for the fixation devices and 156 for the ligaments. Accordingly, the total number of degrees of freedom of each model is around 1.115.556.



Material Properties

The model and material properties were set based on previously published literature (Yamamoto et al., 1989; Lindsey et al., 2018). Linear elastic isotropic constitutive models were assigned to both cortical and trabecular bone. The annulus, nucleus, and endplates of IVDs are also modeled as isotropic in agreement with Shin et al. (2007, 2018) and El Bojairami et al. (2020). An isotropic modeling approach is chosen for the fibrosus annulus in the IVD, instead of an anisotropic one, because the directionality of fibers has been shown to have a limited influence on the mechanism of load transfer between vertebrae (Mengoni et al., 2016). The ligaments were modeled as non-linear spring elements using displacement-force load curves derived from the literature (Rohlmann et al., 2006b; Ayturk and Puttlitz, 2011; Finley et al., 2018).

The reference values of parameters employed in numerical simulations (if not differently specified) are listed in Table 1. In order to analyze the robustness of numerical results with uncertainties in parameters’ values (i.e., uncertainties due to patient-specific material properties), we have also performed a campaign of numerical simulations by varying each parameter as reported in Table 2. In the parametric analysis, a single parameter was varied in each simulation and fifteen simulations were performed for each case study.


TABLE 2. Material properties uncertainties employed for the parametric analysis.
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Model Validation

The range of motion obtained in numerical simulations was compared with the one reported in previously published experimental and numerical studies (Yamamoto et al., 1989; Tullberg et al., 1998; Ivanov et al., 2009; Jahng et al., 2013; Dreischarf et al., 2014; Kyaw et al., 2014; Lindsey et al., 2015; Nagamoto et al., 2015; Coombs et al., 2017; Jaramillo and Garcia, 2017; Kibsgård et al., 2017; Joukar et al., 2018; Mahato et al., 2019; Supplementary Figures 1, 4).



Biomechanical Assessment of Boundary and Loading Conditions

For all models, couples of 10 Nm were applied to produce flexion (in the sagittal plane), right lateral bending (in the frontal plane) and left axial rotation (in the transverse plane) (Yamamoto et al., 1989; Lindsey et al., 2015). The loads were applied using a master node at the middle of the top surface of L4. For realistic mechanical analyses, the force given by the body mass of thorax and head (300 N) – according to Danielson (Danielson et al., 1998) and Sterba (Sterba et al., 2018) – has been incorporated distributing the compressive load on the upper L4 surface in reference normal direction. Zero displacement boundary conditions were introduced in the joint between pelvis and femur. All models were analyzed in Abaqus (Dassault Systèmes, Vélizy-Villacoublay, France) and results were processed in Microsoft Excel (Microsoft Corporation, Redmond, WA, United States).

Three repair strategies have been compared: (1) without fixation, (2) fixation without CC, (3) fixation with CC. Within each of these situations, three loading conditions have been mathematically assessed: (1) anteroposterior bending, (2) lateral bending, and (3) torsion.



Lumbopelvic Stabilization

The simulated operative procedure was a lumbopelvic stabilization from L5 to the ilium with a pedicle screw on each side of L5 and one screw on each side to the ilium (IS screws), connected with a long rod on each side. These two long rods were connected with CC or not connected to each other (Figures 1D,E). The procedure was simulated according to Kim and Benzel (Benzel, 1999; Kim, 2006). Briefly, a pedicle screw was inserted at the dorsal facet of the mammillary process through the isthmus of the pedicle into the vertebral body without penetrating the spinal canal. A second screw was implanted from the posterior iliac crest, directing ventral and caudal toward the anterior inferior iliac spine. On each side, a long rod was used to connect these two screws (Aebi et al., 2007). All simulated surgeries were approved by the clinical authors (DS, LW and WL) and applied as in the postoperatively performed CT scans.



Device

The device model is constructed as an approximation of a device delivered by DePuySynthes (Warsaw, Indiana, United States). It consists of two L5 pedicle screws (titanium alloy), two iliac screws (titanium alloy), a rod with cross-link clamps (titanium, stainless steel) and a cross connector (titanium). The dimensions of the model are presented in Supplementary Figure 5. The screws are simplified as cylinders.



Levels of Osseointegration

Nine diverse levels of osseointegration of the devices have been taken into consideration according to Panjabi et al. (1992), Rohlmann et al. (2006a, b), and Zhang et al. (2009) from low integration (case 1), where the interface between the screws and the bone is equal to cancellous bone (100 MPa), to intermediate integration (cases 2 to 8), where the interface stiffness is in between cancellous and cortical bone (i.e., between 100 MPa and 10.000 MPa), and complete integration (case 9), where the interface is equal to cortical bone (10.000 MPa). For each level of osseointegration, the values of the material constants of the screw-bone interface are listed in Table 3. If not explicitly specified, a level of osseointegration equal to 10.000 MPa (cortical bone) has been employed in the numerical simulation.


TABLE 3. Variations of the Young’s modulus (MPa) and Poisson’s ratio of the interface between the screws and the bone for the osseointegration analysis.
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Range of Motion

Assessing the resulting range of motion (ROM) after spinopelvic stabilization was thought to deliver information on the impact of the cross connector on spinal mobility. For this purpose, on the middle top of L4 (a), L5 (b) and the sacrum (c), three distinctive measuring (Lagrangian) material points were identified. The angles that were produced by the vector [image: image] before and after the simulation depicted the range of motion from L4 to L5. The angle produced by the vector [image: image] before and after the simulation depicted the range of motion from L5 to the sacrum (Figures 2A,B). In analogy to Hammer and Klima, the sacroiliac joint motion was assessed and compared to the values presented in the literature (Supplementary Figure 4; Hammer and Klima, 2019).


[image: image]

FIGURE 2. Lumbopelvic axis and three measuring points for range of motion (ROM) (A) and corresponding motion (for all three conditions and vector[image: image]B–D, vector [image: image] E–G, [image: image] H–J) and addition of a central vertical sacral fracture (Denis zone I, K, L). The range of motion was assessed along the vector [image: image] for the motion from L4 to L5 without fixation (B), with fixation without (C) and with (D) the cross connector, whereas the motion from L5 to the sacrum is labeled by the vector [image: image], again measured without fixation (E), with fixation without (F) and with (G) the cross connector. The SI ROM is measured by the vector [image: image], and depicted in H–J. A central transalar sacrum fracture, Denis classification zone I (identified by yellow dots), was created to simulate the most common central sacrum fracture type (K,L) (Denis et al., 1988). The red line in L depicts the cut surface for Figures 6D–F.




Fracture Model

To examine the effect of the CC on the sacrum fracture itself, a fracture pattern was created in the sacrum, deduced from the most common sacrum fracture (Figures 2K,L). The fracture was simulated by a separation of the elements in the FE mesh along the prescribed pattern. A face-to-face contact with Coulomb friction and a friction coefficient of 0.2 was implemented between the two bony surfaces. In what follows, when referring to the fracture area, the separation surface at the fracture is meant. To assess the effect of the fixation procedure on the fracture area, the interfragmentary movement (IFM) is analyzed. In analogy to Carrera, four points at the fracture side were selected and the displacements due to the applied moments between initially superimposed points were calculated (Carrera et al., 2016; Figure 7).



Data Analysis

The resulting maximum stresses for each repair strategy (without fixation, fixation without CC, fixation with CC), for all three loading conditions (Flexion, lateral bending and torsion) and for the nine levels of osseointegration (min with interface stiffness comparable to cancellous bone, average with stiffness between cancellous and cortical bone and max with stiffness comparable to cortical bone) were calculated using post-processing routines in Abaqus (Dassault Systèmes, Vélizy-Villacoublay, France).



Statistical Analyses

Statistical analysis was performed using a two-way analysis of variants (ANOVA)/Mixed Model with post-hoc t-test and a Tukey correction for multiple hypothesis testing according to the recommendations of Lakens (Lakens, 2013) with GraphPad Prism version 9.00 (GraphPad Software, Inc.). In the violin plots, the mean, 25th as well as 75th percentile are displayed.




RESULTS


Effect of the Fixation Procedure on the Ranges of Motion

The ROM were compared for the L4/L5 movement (Figures 2B–D, vector [image: image]), the L5/S1 movement (Figures 2E–G vector [image: image]), and the sacroiliac joint movement (Figures 2H–J vector [image: image]).

The addition of a fixation device led to a substantial decrease in ROM in the movement from L5 to the sacrum (Figures 2E,F). Similarly, decreased ROM can be seen in the sacroiliac joint (Figures 2H–J). The addition of a CC (Figures 2D,G,J) compared to the situation without the CC (Figures 2C,F,I), did not change the residual ROM substantially. The addition of a fixation did not result in a substantial change in ROM from L4 to L5 (Figures 2B,C,D).



Model Validation: ROM

We compared the range of motions (ROMs) of our finite element model for each movement with the ones reported on the basis of experimental or numerical studies by Yamamoto et al. (1989); Hungerford et al. (2004), Ivanov et al. (2009); Dreischarf et al. (2014), Kyaw et al. (2014); Lindsey et al. (2015), Nagamoto et al. (2015); Coombs et al. (2017), Hu et al. (2017); Jaramillo and Garcia (2017), Kibsgård et al. (2017); Cross et al. (2018), Joukar et al. (2018), and Mahato et al. (2019) (ROM for L4/L5 and L5/S1: Supplementary Figure 1; ROM for SI: Supplementary Figure 4). In the L4/L5 movement (vector [image: image]), and L5/S1 movement (vector [image: image]), our model was in excellent agreement with the literature for flexion and lateral bending, while showed slightly higher values for axial rotation (Supplementary Figure 1). Considering that the present work addresses a single case study of a diseased patient, the developed finite element model shows biomechanical performance in general agreement with literature data.



Effect of the Fixation Procedure on the Stresses in the Intervertebral Disc L5/S1

The consequences of the fixational device on the intervertebral disc were firstly evaluated. Since nucleus pulposus and annulus fibrosus showed similar values and tendencies, we decided to just show the nucleus pulposus. Without fixation, the maximum principal stress was the highest in flexion, followed by rotation and lateral bending (Figure 3A,D). After adding a fixation device, the maximum principal stresses were reduced for all loading conditions, and there were no large differences with and without the use of a cross connector (Figures 3B,C,E,F).
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FIGURE 3. Maximum principal stresses (absolute values) in the intervertebral disk L5/S1 (nucleus pulposus part) in three loading conditions (A–C) and corresponding stress distribution exemplarily depicted in the F/E situation (D–F). Without fixation (A,D), the resulting principal stresses were higher compared to the fixation procedure (B,C,E,F). Upon fixation without cross connector (B,E) and with cross connector (C,F), the differences appeared to be marginal.




Effect of the Fixation Procedure on the Stresses in the Fifth Vertebra (L5)

Next, the effects of a lumbopelvic stabilization on the fifth vertebra were assessed in terms of principal stresses (Figure 4). A fixation reduced the maximal principal stresses in flexion and axial rotation by more than 30% and in lateral bending by 28.6%. There were only marginal differences with and without the use of a cross connector (Figures 4B,C,E,F).
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FIGURE 4. Maximum principal stresses (absolute values) in the fifth vertebra in three loading conditions (A–C) and corresponding stress distribution exemplarily depicted in the F/E situation (D–F). Without fixation (A,D), the resulting principal stresses in F/E and rotation were higher compared to the fixation procedure (B,C,E,F). Upon fixation without cross connector (B,E) and with cross connector (C,F), the differences appeared to be marginal.




Effect of the Fixation Procedure on the Stresses in the Device

To guarantee a functional L5/Ilium stabilization and intact cross connector, the maximum “von Mises” stresses on the device were evaluated. In Figure 5, the stresses in the device were assessed with and without the cross connector. The maximum stress was similar in all loading cases and the addition of a cross connector did not lead to substantial lowering of the maximum “von Mises” stresses (Figures 5A–D). Material failure is one reason for post-surgery complications. Thus, the strength of the device is analyzed to ensure the resistance of the device by comparing the stresses in the screws with values reported by Amaritsakul and Shin (Amaritsakul et al., 2014; Shin et al., 2018). In these articles, the strength of pedicle screws (titanium alloy) of multiple shapes and dimensions were compared. Stresses in the herein simulated screws (Supplementary Figure 5B) is in all loading cases much lower than the failure values reported by Amaritsakul (>500 MPa and in the range 1000–3000 MPa for several types of screws) and in the range of the values reported by Shin, that is around 100 MPa (Amaritsakul et al., 2014; Shin et al., 2018). The maximum stresses in the device occurs in the rods. The presented values are in a range in which no failure of such materials is to be expected.
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FIGURE 5. Maximum von Mises stresses in the fixation device in three loading conditions (A,B) and corresponding stress distribution exemplarily depicted in the F/E situation (C,D). The stresses in the fixation without cross connector (A,C) and with cross connector (B,D) are similar for all loading cases.




Effect of the Fixation Procedure on the Fracture Area

The simulated fracture area was analyzed in terms of the maximum principal stresses and interfragmentary movements (IFM) in all conditions. While the fixation alone reduced the stresses under lateral bending and torsion substantially, the stresses increased in flexion. The addition of a cross connector reduced the stresses in the fracture area for all loading cases (Figures 6A–F).
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FIGURE 6. Maximum principal stresses (absolute values) in the fracture area (A–C) and corresponding stress distribution exemplarily depicted in the flexion situation (D–E). The fixation alone reduced the maximum stresses in lateral bending and rotation (A,B,E), and a cross connector further reduced the occurring maximum stresses in all loading cases (C,F).


In addition to the stress analyses, the interfragmentary movement (IFM) was analyzed according to Carrera et al. (2016). The corresponding displacements are presented in Figure 7. The fracture is significantly stabilized by a fixation. In contrast, the effect of the cross-connector is not that evident for the IFM. Overall, the effect of the cross-connector seems to be beneficial in terms of fracture area stress, while the interfragmentary movement is not reduced using a CC.
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FIGURE 7. Interfragmentary movement (IFM) in the fracture area in different conditions: Without fixation and cross connector (A), with fixation and no cross connector (C) and with fixation and cross connector (D), the points of measurement are depicted in (B). In flexion, the interfragmentary movement is highest in all points and all conditions (A–D). The fixation alone reduced the occurring interfragmentary movement substantially (C), while an additional cross connector led to almost identical values (D).




Statistical Analysis of Osseointegration Levels

To assess if the obtained differences were attributable to the cross connector, inter-case variability was introduced on the level of osseointegration. This might be relevant since osseointegration affects the way loads are transferred through the device. For this purpose, nine different levels of osseointegration (from low = 100 MPa/low bone quality/spongious bone to high = 10.000 MPa/high bone quality/spongious bone, Table 3), have been assessed according to Becker et al. (2020).

A two-way analysis of variance (ANOVA) was conducted to estimate whether differences between the two conditions (with and without cross connector [CC]) were effective or apparent. If so, a post-hoc t-test was performed to quantify these differences. The analysis addresses the axial rotation case.

The addition of a cross connector did not increase the resulting stress in the disk L5/S1 (Figure 8A p = 0.2721), and differences in L5 and the fixational device were not significant as well (Figure 8B p = 0.0566 and Figure 8C, p = 0.4957, respectively). On the other hand, in the fracture area, the cross connector reduced the occurring principal stresses significantly, with a difference on mean values corresponding to around a 10% variation (Figure 8D, p < 0.0001, δ = 3.392).
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FIGURE 8. Violin plots depicting the maximum principal stresses (absolute values) in the disk L5/S1 (A), fifth lumbar vertebrae (B) and fracture area (D) and the von Mises stresses in the fixation device (C) in MPa, statistically validated in different variations of osseointegration (100 MPa to 10.000 MPa) for the axial rotation case. In the disk area L5/S1, the resulting effect of a cross connector was not significant [F(1,8) = 1.391, p = 0.2721, SS = 8.89*10^-7, δ = 0.0004, subplot A]. In the lumbar vertebra L5 [F(1,8) = 4.955, p = 0.0566, SS = 1842, δ = 20.23, subplot B] and fixational device [F(1,8) = 100, p < 0.0001, SS = 0.68, post-hoc t-test t(16) = 0.6971, p = 0.4957, δ = 0.39, subplot C], the effect of a cross connector was not significant. In the fracture area, the resulting principal stresses (subplot D) were significantly lower after the addition of a cross connector [F(1,8) = 2066, p < 0.0001, SS = 51.78, post-hoc t-test t(16) = 46.28, p < 0.0001, δ = 3.392] (Mean, 25th and 75th percentile).




Statistical Analysis of Material Properties Uncertainties

In order to investigate if the afore-traced comparison between different fixation procedures were robust also with respect to uncertainties in material properties, additional finite element analyses were conducted for the axial rotation case by varying material properties within the ranges reported in Table 2. Therefore, an ANOVA test was performed on the biomechanical outcomes obtained with and without the cross connector.

Firstly, the effect on the stabilization obtained by the fixation procedure was assessed in terms of range of motion. Results (Supplementary Figure 2) indicate that, although the addressed variation of material properties might change the ROM up to 30%, the comparison of ROM between the case without CC and with CC is unaffected.

Moreover, stresses in the IVD L5/S1, L5, fracture and fixation are investigated. Results (Supplementary Figure 3) indicate that, despite the wide variations of model parameters, the stress comparison between the case without and with CC is not affected by such variations in the L5/S1 disk (Supplementary Figure 3A, p = 0.2806). However, the differences with and without the CC were small, but significant in L5 and the fixation device (L5: Supplementary Figure 3B, p < 0.0001, δ = 0.446, fixation: Supplementary Figure 3C, p = 0.0024, δ = 0.473). Comparable to the results from different osseointegration levels, contrasting different material properties likewise showed a significant difference in the fracture area with and without the CC, with about 10% difference on mean values (Supplementary Figure 3D, p < 0.0001, δ = 2.727).




DISCUSSION

The unstable sacrum fracture needs operative reduction and biomechanical stability in order to heal properly. The naturally high complication and infection rate after operative procedures in this anatomical location demands smallest possible incisions yet providing most stability (Bellabarba et al., 2006).

Surgery of the lower spine and pelvis faces the difficulty of disparate patient cohorts: The young patient with proper bone parameters and the osteoporotic patient suffering a fragility fracture. Absolute stability of the surgical treatment is paramount in both. The more complex a sacrum fracture (or spinopelvic dissociation) gets, the more elaborate the fixation needs to be. Beginning with simple percutaneous iliosacral screws for uncomplicated sacrum fractures, the H-shaped sacrum fracture requires sophisticated spinopelvic stabilization with pedicle screws in L4 or L4 and L5 and a sacral-alar-iliac fixation, both of which are connected with a vertical rod. With such a bilateral construct, the applying vertical forces are adequately addressed (Jazini et al., 2017a). The armamentarium of spinal surgery also contains the possibility of adding a cross connector to these bilateral rods.

We created a finite element model to verify the stabilizing effect of a spinopelvic device (two 7.0 mm L5 screws, two 9.00 mm iliac screws) and assess the accessory effect of a CC in this anatomical area. Therefore, three load cases, compression with flexion, with right lateral bending and with left axial rotation, were investigated for three lumbar models (without fixation, with fixation without CC, with fixation with CC).

The ROM in the IVD L5-S1 and the SI joint are significantly reduced (49.5–96.9%) when a fixation is used. In contrast, the reduction of the ROM in the IVD L4-L5 is not that evident. The ROM in lateral bending even shows a contrary trend and increases due to the use of a fixation. The differences in the ROM of the IVD L4-L5 to the ROM in IVD L5-S1 and the SI joint are due to the position of the device. Since the pedicle screws are fixated in the L5, only the lower spinal part is stabilized. In all three locations, the additional use of a CC could not or only marginally further reduce the ROM. Only the ROM in the SI joint in axial rotation was further reduced by 33.3 % compared to the ROM using a fixation without CC which corresponds to another 3 % reduction compared to the original ROM without fixation.

Plenty of biomechanical studies for the analysis of spinal movement are available, out of which a few in particular analyzed the effect of a cross connector. In a biomechanical evaluation of zone 2 sacral fractures (as opposed to the zone 1 fracture considered in this study), the effect of a lumbopelvic fixation was analyzed in fifteen frozen cadaveric specimens by Jazini et al. (2017a). A transverse cross-connector, in combination with an anterior plate increased the pelvic ring stability especially in axial rotation and not in lateral flexion, but just if there was a “small-gap fracture model.” Likewise, the addition of a cross connector did not add to the principal stresses in lateral bending in our study in the L5/S1 disk. Even for zone 1 fractures like we demonstrated, the fracture zone had to suffer from significantly less maximum stress, in particular in axial rotation, when a cross connector was implemented. The developed finite element model shows a good comparability to the biomechanical assessment from Jazini et al. (2017a) expanding their findings to zone 1 fractures.

Similarly, (Denis) type 2 fractures were assessed by Acklin et al. in 16 pelves. The authors compared different fixation techniques and a “double plating” method reduced the axial stiffness significantly compared to sole SI screws or a monolateral triangular stabilization (Acklin et al., 2018). Similar to a “double plating,” the present study showed that the cross connector enhanced axial stiffness especially in the fracture area, while they do not refer to lateral bending or flexion.

Korovessis et al. (2001) applied one or two pedicle screw-rod constructs onto a polymethylmethacrylate block system in order to analyze differences in ROM due to the addition of rod-rod cross-links. The authors found a small, but measurable reduction in flexion and extension, but none in lateral bending. The whole construct was assessed, while we saw only minor differences in lateral bending after the addition of a cross connector. We saw the same nonsignificant differences in lateral bending within our construct.

Serhan and Slivka used a corporectomy model with polyethylene blocks to simulate the biomechanical properties of the lumbar spine. They found that regarding torsional stiffness, the implementation of one transverse connector enhanced stability by 45% (Melkerson, 2003). In the present FE model, the reduction of axial rotation was small when a cross connector was added after the usual stabilizing device in L5/S1, but substantial in the fracture area. Since the fracture itself needs stabilization for healing purposes, this area is of particular interest.

Decker et al. introduced a new minimally invasive stabilization technique for lumbosacral fractures, which yielded persuasive results in 10 patients using a L3/L4 and iliac screw with long rods, connected with a cross connector delivering “high construct rigidity,” which we sought to verify with finite element analysis (Decker et al., 2019).

Lumbar fixation methods have often been assessed biomechanically. In a study on ten calf lumbar spines, one-level (L3-L4) and two-level (L2–L4) fixations with and without a transfixator were compared. For one-level constructs, the ROM was reduced in flexion and axial rotation, but not extension and lateral bending. We could not see additional effects of the transverse connector in L5/Ilium in flexion and lateral bending as well. In their study, and for two-level constructs, the ROM in flexion, extension and lateral bending was just slightly reduced, whereas axial rotation was dramatically reduced (Lim et al., 1996). Again, in our FE model, the effects on axial rotation were marginal, while the construct itself was more stable (in the sense of lower principal stresses) after a cross connector was added. In addition, the fracture area itself was stabilized substantially by a cross connector in both lateral flexion and axial rotation in our study.

Since cross-links can be designed differently, the diameter has been demonstrated to directly influence the stability of the construct: Comparing different cross-link brands regarding torsional motion and stiffness in L3-L4 stabilization, Dick et al. (1997) found no statistically significant differences for one or two cross-links in all movements (axial, flexion-extension, and lateral-flexion), but torsional loading, where every cross-link provided significantly more stiffness with an increase of 44% for one cross-link and a proportional effect of the cross-sectional area of the cross-link to the magnitude of increase in torsional stiffness (Dick et al., 1997). We used a transverse connector of 3.5 mm external diameter (9.62 mm2), which lower compared to the four devices tested by Dick et al. Compared to their largest cross-link (50.27 mm2 cross-sectional area), the one we used was clearly smaller and might be the reason for the moderate effect of our measurements with the cross connector on the axial stiffness, especially in L5/S1 and axial rotation. Within flexion-extension stiffness, Dick et al. could not find significant differences after the addition of a cross connector within their construct, which is in agreement with our findings.

Similar results have been published by Carson et al., combining experimental (instrumented spine segments) with finite element methods. The beneficial effect of a transfixated longitudinal spinal construct has been demonstrated for a one-level fixation. Axial and lateral loading were stabilized by a transfixation of bi-level constructs reducing the stress on internal components of force and moment (Carson et al., 1990). The construct itself has been stabilized by a cross connector in our study as well. In accordance to the study by Carson, this effect was most prominent in axial rotation.

Partially contrary to that, and especially in a long stabilizational device, in a biomechanical fresh-frozen cadaveric study, thoracal stabilizational devices after pedicle subtraction osteotomy (PSO) from T4-T10 were assessed, and one transverse connector had no additional stabilizing effect on flexion/extension, lateral bending or axial rotation (ROM) (Lehman et al., 2015). A PSO leads to substantial loss of integrity in a spinal segment, which is why it cannot be directly compared to a fracture model. Interestingly, these authors could see no stabilizing effect of an additional transverse connector, which we could detect in the fracture area for lateral bending and rotational stress.

The finite element model developed in this study indicates more stability in the fracture area with a transverse connector, especially in rotational movements and when variations of osseointegration are implemented. This could provide the basis for a faster healing of the bony area, but needs prospective clinical validation.

In addition, for more conclusive considerations, the finite element model shall be improved, for instance, by considering a longer spine segment, by improving material modeling approaches (i.e., considering an anisotropic behavior for the annulus fibrosus in the IVD and/or for bony structures), or by considering different fracture patterns. Finally, a validation on several case studies, possibly including a patient-specific assessment of material properties, should be conducted in the future.



CONCLUSION

By means of a computational study based on the finite element method, the results of the present work suggest that the cross connector did not ameliorate the range of motion in L4/L5 or L5/sacrum.

A fixation (with or without cross connector) reduced the occurring stresses in the disk L5/S1, vertebral body L5 and the fracture area. Moreover, considering the combination of all loading cases, the presence of a cross connector reduced the maximum stress in the fracture area of around 10%. This difference has been statistically evaluated by considering uncertainties in material properties and different levels of osseointegration (different qualities of the interface bone) in the axial rotation case (significant reduction of maximum stress in the fracture area, p < 0.0001).
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Supplementary Figure 1 | Validation of the FE model. The L4/L5 segment showed comparable flexion and lateral bending ranges of motion compared to the literature (A,B), while the axial rotation appeared higher (C). The same occurs for the L5/S1 segment (D–F).

Supplementary Figure 2 | Effect of variation of parameters on ROM in axial rotation. The L4/L5 (A) segment showed comparable ROM when the material parameters were varied (L4/L5 ROM: with∗without CC F(1,14) = 1.000, p = 0.3343, SS = 1.333∗10^-5, δ = 0.001). The L5/S1 segment (B) similarly depicted a comparable ROM in the groups without and with CC (L5: with∗without CC F(1,14) = 3.027, p = 0.1038, SS = 5.333 ∗10^-5δ = 0.003) (Mean, 25th and 75th percentile).

Supplementary Figure 3 | Effect of parameters on principal stresses (absolute values) for L5/S1 disk, L5 and fracture area and von Mises stresses for the fixation device in MPa (axial rotation). (A) In L5/S1, the variation of parameters did not significantly affect the maximum stresses in without and with cc groups (L5 disk stress: with∗without CC F(1,14) = 1.260, p = 0.2806, SS = 5.333∗10^-5, δ = 0.0027. In L5 (B), the changes of parameters led to a marginal, but statistically relevant difference between the “without cc” and “with cc” group (L5: with∗without CC F(1,14) = 73.94, p < 0.0001, SS = 1.408, post-hoc t-test t(14) = 8.599, p < 0.0001, δ = 0.4333). In the fixation device (C), the differences similarly appeared to be marginal, but significant (Fixation stress: with∗without CC F(1,14) = 13,72, p = 0.0024, SS = 1,680, post-hoc t-test t(14)3.704, p = 0.0024, δ = 0.473). In the fracture area (D), the differences between the group with and without the CC appeared to be significant (Fracture stress: with∗without CC Fracture stress: with∗without CC F(1,14) = 194.5, p < 0.0001, SS = 61.06, post-hoc t-test t(14) = 13.95, p < 0.0001, δ = 2.853) (Mean, 25th and 75th percentile).

Supplementary Figure 4 | Validation of the FE model in the sacroiliac joint (SI). The SI segment showed comparable flexion (A), lateral bending (B), and axial rotation (C) ranges of motion compared to the literature.

Supplementary Figure 5 | Structural parameters of the spinopelvic device. The L5 pedicle screw has a diameter of 7 mm, the iliac screw of 9 mm, with a length of 45 and 90mm, respectively. The cross connector has a length of 96.50 mm and diameter of 3.50 mm. The cylindrical cross connector is connected to the two screws with cross link clamps (A). In addition, the maximum von Mises stresses in lateral bending with CC within the screws is shown (B).
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Finite element modelling of the spinal unit is a promising preclinical tool to assess the biomechanical outcome of emerging interventions. Currently, most models are calibrated and validated against range of motion and rarely directly against soft-tissue deformation. The aim of this contribution was to develop an in vitro methodology to measure disc bulge and assess the ability of different specimen-specific modelling approaches to predict disc bulge. Bovine bone-disc-bone sections (N = 6) were prepared with 40 glass markers on the intervertebral disc surface. These were initially magnetic resonance (MR)-imaged and then sequentially imaged using peripheral-qCT under axial compression of 1 mm increments. Specimen-specific finite-element models were developed from the CT data, using three different methods to represent the nucleus pulposus geometry with and without complementary use of the MR images. Both calibrated specimen-specific and averaged compressive material properties for the disc tissues were investigated. A successful methodology was developed to quantify the disc bulge in vitro, enabling observation of surface displacement on qCT. From the finite element model results, no clear advantage was found in using geometrical information from the MR images in terms of the models’ ability to predict stiffness or disc bulge for bovine intervertebral disc.
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INTRODUCTION

Globally, back pain causes more disability than any other condition (James et al., 2018). While the specific causes are often unclear, changes to the structure and morphology of the intervertebral disc (IVD) are frequently implicated (de Schepper et al., 2010; Brinjikji et al., 2015). The development of new surgical interventions for the IVD have been hampered by the limitations in current preclinical testing methods. In particular, in vitro testing is challenging due to the hydrated nature of the tissues and natural variation that occurs between samples (Vadalà et al., 2015; Sikora et al., 2018). In silico finite element (FE) models are a promising preclinical testing tool, capable of targeting specific situations, organ/tissue behaviour, and accounting for population variation (Schmidt et al., 2007; Mengoni et al., 2016). In particular, there is potential for FE analysis to be used to examine nucleus augmentation or replacement where design variables, such as the biomaterial properties or device size, and patient variables such as the properties of the surrounding tissues can be parametrically altered and evaluated. The credibility of such models depends, among other things, on the correct description of the mechanical properties for a specific context of use and on relevant validation (Jones and Wilcox, 2008).

Both calibration and validation of in silico models of the spine have been commonly undertaken using averaged data from in vitro experiments, including range of motion and load-displacement behaviour as well as IVD pressure (e.g., Schmidt et al., 2006, 2007; Ayturk and Puttlitz, 2011; Adam et al., 2015; Brummund et al., 2017). Since there often exists large specimen-to-specimen variation in the measured values, this approach does not allow direct validation or calibration of an individual specimen behaviour.

Comparisons between specimen-specific models and corresponding in vitro experimental tests of the same specimen have been undertaken in a limited number of studies, using global measures of behaviour such as stiffness or range of motion (e.g., Maquer et al., 2015; Sikora et al., 2018; Stadelmann et al., 2018). A number of methods of measuring localised deformation or strain have been applied to the disc, such as laser scanning (Heuer et al., 2007; Fewster et al., 2020), potentiometer based surface tracking (Brinckmann and Horst, 1985; Brinckmann and Grootenboer, 1991), stereo digital image correlation (Spera et al., 2011), and magnetic resonance (MR) imaging (O’Connell et al., 2007, 2011; Showalter et al., 2016; Tavana et al., 2020). However, these methods of measuring local tissue displacement have not yet been applied to validate specimen-specific in silico models. Local tissue displacement such as disc bulge can be a good measure to evaluate the capacity of a model to replicate the biomechanics of the disc directly, rather than of the disc and the motion segment geometry analysed through global measures. Disc bulge is also an indirect measure of the capacity of the annulus to sustain the nucleus compression.

Specimen-specific FE models are often constructed from computed tomography (CT) or MR image data. The use of high-resolution CT image data is considered to be the gold standard for the development of computational models of hard tissues due to the feasibility of generating image-based material parameters and the reliability of the image data (Jones and Wilcox, 2008). However, a CT protocol optimised for hard tissues will not be able to effectively provide information on IVD soft tissue structures. Magnetic resonance imaging can allow different soft tissue structures to be differentiated, although limitations of resolution in 3D scans, coupled with sensitivities to tissue condition and orientation (Wijayathunga et al., 2019), make the use of MR data more challenging for model generation.

Since both CT and MR data can be acquired in preclinical studies, there is potential to use both modalities to combine the advantages of each. When testing tissue ex vivo for preclinical assessment of therapies, it is not clear which geometrical information from both modalities affects the accuracy of FE models of the IVD for information of interest such as stiffness or bulge. Therefore, the main aims of this study were:


1.To develop a methodology to quantify the local surface deformations of the IVD in vitro (“disc bulge”) in such a way that direct comparisons could be made with FE model predictions.

2.To assess the ability of a simple specimen-specific finite element (FE) methodology to predict the disc bulge, using different approaches to represent the internal geometry of the IVD.





MATERIALS AND METHODS

Bovine caudal IVDs were used in this study due to the similarities to human discs (Beckstein et al., 2008) and the lack of facet joints; this tissue is also often used in preclinical assessment of intervertebral disc repair (e.g., Chan et al., 2010; Miles et al., 2016; Hom et al., 2019; among other groups). The tissue was obtained from food-chain animals for which no ethical approval was required. In the experimental arm of the study, the IVDs were imaged using MRI before being sequentially loaded and imaged under CT. In the computational arm, FE models were generated from the initial image data. Experimental load-displacement values were used to calibrate the compressibility of the disc tissues, whilst the disc surface bulge, measured experimentally at 40 points, was used for point-wise comparison of the predicted disc displacement. The experimental and computational arms of this study are described in detail below and summarised in Figure 1.
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FIGURE 1. Overview of the experimental in vitro and computational in silico arms of the study.



Specimen Preparation, Imaging, and Mechanical Testing

The bovine tissue was sourced from a local abattoir and frozen at −80°C prior to use. Six osteodiscs (half vertebra-disc-half vertebra sections) were extracted from coccygeal levels 1–4 of two tails by making parallel cuts through adjacent vertebrae, leaving approximately 15 mm of bone on each side of the IVD (Sikora et al., 2018). The specimens were potted into polymethyl methacrylate (PMMA) endcaps (Figure 2A). CT- and MR-compatible large markers (PinPoint® Multi-Modality Fiducial Marker, Oncology Imaging Systems Ltd., United Kingdom) were embedded into the surface of the endcaps. Additionally, forty glass fiducial markers (∼1 mm diameter) were attached to the surface of each disc using petroleum jelly where required. These were arranged along eight locations on craniocaudal lines spaced at 45-degree intervals (Figure 2B), and with five glass markers per line.
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FIGURE 2. (A) Osteodisc prepared for mechanical testing, with glass fiducial markers, CT- and MR-compatible PinPoint® markers, and PMMA endcaps. (B) Transverse plane slice through the intervertebral disc showing segmentation of the annulus fibrosus (blue), nucleus pulpous (orange) and fiducial glass beads, with classification of the eight zones of the disc (A, anterior; P, posterior; L, left; R, right).


Each potted osteodisc was placed between parallel Delrin fixtures in a rig that facilitated consistent positioning and alignment relative to the global axes on a 3T MR platform (MAGNETOM® Verio, Siemens Healthineers, Erlangen, Germany). The specimens were imaged using a T2-weighted turbo spin-echo sequence with 0.3 × 0.3 mm in-plane resolution and slice thickness of 1 mm.

The specimens were transferred to a CT-compatible compression rig (Figure 3A) fabricated in-house (Sikora, 2013). The rig enabled the specimens to be manually compressed via a screw-driven piston with transverse displacements and rotations constrained; the applied load was measured using a universal load cell (SLC31/01000, RDP Electronics Ltd., United Kingdom).


[image: image]

FIGURE 3. (A) The CT-compatible compression rig. (B) Illustration of the timing of the CT image acquisition, showing the first “preloaded” scan and second scan following load step 1.


Each specimen was then axially compressed and imaged in a high-resolution peripheral-qCT scanner (XtremeCT, Scanco Medical, Switzerland) at an isotropic resolution of 82 μm (60 kVp and 900 μA), under a constant displacement. The specimen was placed between parallel platens and an initial pre-load of 50 N was applied to maintain alignment prior to the first scan. This was followed by four sequential axial compression displacement steps of approximately 1 mm each with a hold period of 90 min after each step prior to the subsequent CT scan to allow the specimen to relax (Figure 3B). This displacement increment was selected following pilot studies to enable the disc marker lateral displacements to be measurable at the image resolution. The exact applied displacement for each step was measured from the image data during image processing. The manual rotation of the screw to apply the displacement was performed very slowly (>30 s) to keep the strain-rate low.



Image Processing and in vitro Bulge Calculation

Computed tomography images were imported into Simpleware ScanIP (v 7.0, Synopsys, United States) after their greyscale-values had been rescaled to enable the use of previously calibrated bone properties (Zapata-Cornelio et al., 2017). The rescaled CT images at each compression step were rigidly registered to the CT images of specimens in their initial preloaded state (“preloaded CT images”), using the most caudal vertebrae as reference. Coordinates for all glass markers on the registered images were automatically calculated, using image processing and recognition (Python v2.7 with OpenCV v3.0). This automatic method was validated by manually extracting the marker positions on the CT images for one specimen.

Intervertebral disc bulge at each marker was calculated as the displacement of the marker centroid in the transverse plane, between the deformed and the initial stage.

Magnetic resonance images were resampled to the same resolution as the CT images, and rigidly registered to the preloaded CT images, using the PinPoint® markers as references.



Finite Element Modelling

The preloaded CT images were segmented in Simpleware ScanIP to separate bone, intervertebral disc, individual glass markers, and cement endcaps (Figure 4A), using automatic thresholding and manual operations for the outer surface of the annulus fibrosus (AF). The segmented markers were used to identify the closest node on the disc surface and were not subsequently included in the FE analysis. The registered MR images were segmented to isolate the nucleus pulposus (NP) and compute its volume (Figure 4B).
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FIGURE 4. (A) Longitudinal section through an FE model of one specimen (std. cyl. model). (B) Volume rendering (in green) of an MRI-segmented nucleus pulposus, with an axial slice through the centre of the disc, showing defined annulus fibrosus lamellar structure.


Given that accurate distinction of different soft tissue structures using image contrast was difficult on the CT scan, the NP and AF were separated as below to create three nucleus model types:


1.A cylindrical NP, centred within the AF in the transverse plane, with dimensions in such a way that NP:AF diameter ratio was 0.5 (Mengoni et al., 2017) (std. cyl. model);

2.A cylindrical NP, centred within the AF in the transverse plane, with dimensions so that the volume of the NP matched that measured on the MR image of the specimen (fit. cyl. model);

3.The NP geometry directly derived from the segmented MR image (MR model).



All specimens were modelled in a specimen-specific approach, with non-linear quasi-static FE analysis run in parallel using Abaqus CAE 2017 (Simulia, Dassault Systèmes).

The 18 models (six specimens each with three nucleus model types) were meshed with linear tetrahedral elements with size between 0.5 and 1.0 mm following previous mesh convergence studies (Jones and Wilcox, 2007; Luxmoore, 2013, see data associated with this paper for mesh size comparison). This led to an average of 1.15 million elements per model (range 0.9–1.6 million), 620 thousand of which represented the IVD (range 400–850 thousand). Boundary conditions were applied to simulate the experimental setup: the inferior face of the lower endcap was clamped while the superior face of the upper endcap was constrained in translation and rotation in the transverse plane. An axial compressive displacement was applied to the upper endcap, the magnitude of which was matched to the displacement measured in successive CT scans. The constitutive model and parameters used for the AF have been validated for a compression up to 30% (Sikora et al., 2018). As it is not known if it is valid for the displacement obtained in the fourth experimental step which yield over 50% compression, only the first three experimental compression steps were modelled.

The material parameters are summarised in Table 1. Bone was modelled as a linear elastic material, with element-by-element elastic modulus scaled using the underlying greyscale value of the CT image data, and Poisson’s ratio of 0.3. In order to use a greyscale-based equation for the bone modulus (Zapata-Cornelio et al., 2017), the images underlying the high-resolution segmentation were down-sampled to an isotropic resolution of 0.5 mm. The greyscale-based model requires first a normalisation of the greyscale to 0–255. A linear mapping between the greyscale and the element elasticity modulus is then applied, with a mapping coefficient previously validated for bovine tails (Zapata-Cornelio et al., 2017). The cement endcaps were assigned an elastic modulus of 2.45 GPa, and Poisson’s ratio of 0.3 (Tarsuslugil et al., 2014). The annulus fibrosus was modelled using a Holzapfel exponential model (Gasser et al., 2006), with an oblique/counter-oblique fibre orientation at 20° to the transverse plane and fibre properties previously validated for a similar axial loading setup (Mengoni et al., 2017; Sikora et al., 2018). The nucleus pulposus was modelled as a Mooney-Rivlin material (Adam et al., 2015).


TABLE 1. Material parameters.

[image: Table 1]
For each model, NP and AF compressibility values were calibrated in order to replicate the experimental peak axial load achieved at each displacement step (1-to-1 calibration), producing different values of tissues compressibility for each model. The cost function of the optimisation was the RMS difference between the experimental and computational loads for each displacement step, optimised using a Trust Region Reflective method with opti4Abq (Mengoni, 2021). The calibration process was considered successful when the cost function was below 10% of the maximum experimental load, with initial conditions using the compressibility of water (1/2,200 MPa–1) for both AF and NP. Only the compressibility values were calibrated because they have been shown to have the largest effect on the outcome of this type of models (Mengoni et al., 2017). As a comparison, FE models were also run where the compressibility of the disc tissues was set to the average value across all six specimens of the 1-to-1 calibrations within each nucleus model type (average compressibility models). Here the same value of tissue compressibility was applied to all specimens within each nucleus model type.



Data Analysis

The data associated with this study (CT and MR images, key anatomical measurements, FE models, and results of calibration) is openly available on the University of Leeds data repository (Mengoni and Wilcox, 2019).

All statistical analysis was performed using R v.3.5.0 (R Foundation for Statistical Computing) and statistical significance was set at p < 0.05.


Experimental Data

The applied displacement was measured from the micro-CT scan, measuring the distance between the inner surfaces of the PMMA endcaps.

To compare bulge values across samples and marker locations at each step, the in vitro bulge at each marker was normalised with respect to the applied displacement at each step. The normalisation was required as each specimen had a slightly different applied displacement. The normalised bulge was compared between the eight marker locations with a Welch-corrected ANOVA test after assessing normality with a Shapiro test and heteroscedasticity with a Levene test. Where a statistically significant difference was found, a post-hoc analysis was performed using a pairwise t-test with pooled SD and Bonferroni correction.



Computing Equivalent Poisson’s Ratio

Compressibility values obtained by the optimisation algorithm were transformed into equivalent Poisson’s ratio, assuming a linear-equivalent material model for both the annulus fibrosus and the nucleus pulposus (for which the shear modulus G = 2C10; Timoshenko and Goodier, 1970):
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Where K is the bulk modulus value obtained from the optimisation of compressibility, C10 = 0.07MPa for the nucleus pulposus (Table 1) and C10 = 1.92MPa for the annulus fibrosus (value from a linear fit at small strain of the stress/strain data obtained from the Holzapfel model and parameters as in Table 1). Such a Poisson’s ratio is provided as an easily interpretable parameter for comparison rather than a material parameter used in a model.



Comparison of Experimental and Computational Data

The computational axial load required for each displacement step was compared to the experimental equivalent using concordance correlation coefficients for each model type (three types of nucleus models and either one-to-one calibration or average compressibility). The concordance correlation coefficient is a measure of the agreement between values measured by two methods (Lin, 1989), hence of the ability of the in silico models to reproduce in vitro data.

As well as comparing bulge values between marker locations similarly to the experimental data analysis, the bulge was compared between in vitro and in silico values for each model type using a concordance correlation coefficient. Markers for which experimental displacement was in the lower tenth percentile were not included in this analysis to avoid comparisons with the smallest experimental displacements, which are likely to be more error-prone.





RESULTS


Experimental Specimens Mechanical Testing

The NP volume computed from the MR images ranged from 7 to 17% of the disc volume, with equivalent NP diameters between 26 and 41% of the corresponding AF average diameters. These volumes were consistently smaller than the standard cylindrical NP used in the std. cyl. FE models, which assumed an NP:AF diameter ratio of 50%.

The mechanical testing data showed a stiffening behaviour through the four loading steps (Figure 5). The applied displacement at each step across all samples was 0.89 ± 0.14 mm (mean ± st. dev.; measurement error of 82 μm); with a non-linear increase in force up to maximum of 2.0 kN.


[image: image]

FIGURE 5. In vitro load-displacement for all specimens, extracted from 2 spines (samples S1, S5, and S6 come from one spine; samples S2–4 come from the other spine); the load is the peak load measured, the displacement is as measured on CT scans with a resolution of 82 μm.


The differences between the markers initial positions computed automatically and extracted manually were lower than 90 μm (i.e., about one pixel) in the transverse plane where bulge is computed. They were lower than 350 μm (i.e., about four pixels) in the axial direction whereas the axial distance between markers was about 800 μm.

The measured disc bulge across all steps and all markers was 0.24 ± 0.11 mm, 0.48 ± 0.22 mm, 0.67 ± 0.30 mm, and 0.84 ± 0.36 mm (mean ± st. dev. across all specimens and markers) for displacement steps 1–4, respectively (Figure 6). Generally, the anterior bulge was larger than the posterior bulge, with the differences being significant between some regions at each step (Table 2).


[image: image]

FIGURE 6. Box-plot distribution of the in vitro surface disc bulge, measured by marker location (defined in Figure 2) and load step.



TABLE 2. Region pairs at which a significant difference in in vitro bulge is observed (A, anterior; P, posterior; L, left; R, right), comparison made for the bulge normalised with respect to the applied displacement (numbers indicate the compression steps at which the difference occurs).
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Calibration of in silico Material Parameters Using in vitro Load-Displacement Data

The calibration of compressibility values performed for each specimen led to a convergence of the RMS difference in the force for five specimens (and all nucleus model types), while for the final one it terminated due to convergence of the values of the parameters. For this specimen, the achieved RMS difference in force for all nucleus model types was between 10 and 15% of the load experimentally measured at displacement step 3.

The optimisation yielded equivalent Poisson’s ratio values for the AF (mean ± std. dev.) of 0.494 ± 0.004 in the std. cyl models, and of 0.438 ± 0.08 for the other two nucleus model types (no significant differences between these two types). Equivalent Poisson’s ratios for the NP were 0.493 ± 0.003 in the std. cyl models, and 0.482 ± 0.01 for the other two nucleus model types.

Following one-to-one calibration, the concordance correlation coefficients for loads at all time steps for all specimens were above 0.988 for all nucleus model types; while a reduction was observed for each of them in the average compressibility models (see Table 3 and Figure 7).


TABLE 3. Concordance coefficients (CCC with 95% confidence interval in brackets) across all specimens and all displacements steps of in silico load and markers bulge (disregarding markers within the lowest 10 percentile of experimental bulge).
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FIGURE 7. Agreement of the in vitro and in silico load measurements, for each specimen and each model type. (A) Models using 1-to-1 calibration of the compressibility value. (B) Models using the average compressibility value.




Comparison of in vitro and in silico Values of Disc Bulge

No differences were seen between nucleus model types in the ability to model bulge values (Table 3). Across all specimens, all model types and all marker locations, about 36% of bulge data had a difference between in vitro measurements and in silico measurements lower than the image resolution (82 μm). The remaining cases were evenly split between those where the in silico values were smaller than the in vitro values and those where they were higher, as shown in Figure 8 for the 1-to-1 calibration models (similar results are found for the average calibration model, data available at Mengoni and Wilcox, 2019). For all models, no significant differences were observed for the computational bulge values between marker locations, at any of the displacement steps.


[image: image]

FIGURE 8. Comparison of the in silico predicted displacements of the disc marker points versus the measured in vitro values, shown as mean-difference plots for the three different model types with the 1-to-1 calibration. (A) std. cyl. models (B) fit. cyl. models (C) MR models. The image resolution band is shown with horizontal lines.





DISCUSSION

The present work successfully developed a methodology to quantify the IVD bulge in vitro, enabling observation of lateral surface displacement of the IVD on CT images under axial load. The pre-loaded CT images and MRI data were used to create specimen-specific image-based FE models of the IVD, and then used to analyse the effect of different approaches to combining geometrical information from MR images with the CT data. While a systematic methodology was developed to replicate the behaviour of the discs just after loading, no clear advantage of using MR geometrical data was seen in this bovine tissue study. The FE models were designed to analyse the variability between samples tested in the lab, the direct-controlled approach used in this study (direct comparison of data measured in vitro with data computed in silico on the same specimen, and controlled loading scenario) provided confidence that the methodology can capture the variation between samples rather than a generic behaviour. However, it was not meant to model clinical scenarios, nor did it indicate validity in other loading scenarios or for different outputs of interest. Key discussion points presented are with respect to the intended context of use and should not be extrapolated to other contexts. In particular, the FE modelling framework presented is not able to replicate any information related to time-dependent behaviour, changing level of hydration, or local interaction between different tissue types.


Experimental Characterisation of IVD Bulge

A number of methods of measuring disc bulge in vitro have been developed previously but have not yet been employed to make direct comparisons with specimen-specific FE models. The use of a high-resolution qCT in this study facilitated the capture of precision 3D morphology and provided the advantage of enabling the assignment of greyscale-dependent material properties to the hard tissues in the FE models. It was shown previously that capturing the bone behaviour in static models of osteodiscs is important to replicate the apparent stiffness of the specimen (Sikora et al., 2018). Although MRI is able to provide more information on the internal structural deformations, the 3D resolution and spatial accuracy would not have been sufficient for this study. Instead, fiducial markers were used on the external disc surface, which enabled a one-to-one comparison with corresponding nodal displacements on the FE model. This approach had the advantage in requiring no additional processing steps or assumptions to be made, meaning that the measurement error was due to the image resolution alone. Combined with an initial CT for greyscale-dependent properties of the bone, similar outcomes could be obtained by using 3D surface imaging rather than CT to compute the displacement of the fiducial markers, reducing the exposure of the tissue to repeated radiation and likely enabling shorter scanning times. Using an imaging method with shorter scanning times would enable measuring the bulge at several time points during relaxation, similarly to Heuer et al., 2007.

Regardless of the measurement method used, there are some limitations to the approach employed because of the time-dependent behaviour of the IVD tissue. In this study, the relaxed tissue was imaged, requiring the specimen to be held for 90 min prior to imaging in each step. The change in bulge during relaxation could not be estimated with the method used. While it has been shown in the canine thoracolumbar spine (Cassidy et al., 1990) that the bulge recovers at low compression levels (5% compression), it is less the case at slightly higher compression (∼15% compression), and there are no experimental data available at the higher compression levels applied in this work.

From the measurements made, the anterior region of the disc was seen to bulge more than the posterior. Similar results were obtained for human tissue under neutral axial compression, with larger radial displacements in the anterior than in the posterior regions on sagittal MRI slices (O’Connell et al., 2011). While this study used healthy bovine discs, the methodology employed could be applied to human discs, for example to examine the effects of different pathologies or herniation risks. In particular, the experimental and imaging framework developed here allows to capture some of the asymmetry in bulge which can also be observed clinically (Fardon et al., 2014). The MR imaging protocol used was optimised for human (cadaveric) spine imaging (Wijayathunga et al., 2019) and as such the framework is directly translatable to cadaveric tissue.



In silico Agreement of in vitro Measurements – Load

In this work, compressibility values used for the finite element models were calibrated to minimise the force difference between the force recorded upon loading and the force required in a static FE model of the IVD. Previous work on similar in vitro and in silico models had shown that compressibility was a major factor influencing stiffness outputs (Mengoni et al., 2017). The converged equivalent Poisson’s ratios in this study were in the same range as found otherwise in the literature for IVD FE models that do not employ a multi-phasic representation of the disc (e.g., Marini and Ferguson, 2014; Adam et al., 2015; Casaroli et al., 2017), with almost incompressible materials. However, there was a significant difference in the outcome for the nucleus compressibility depending on how its volume was modelled: models with a large, standardised, nucleus required the use of a less compressible material model than a smaller sized nucleus, for which the size was based on MR image evaluation. Therefore, when using simple material models of the nucleus, the compressibility value should be chosen consistently with the manner in which the NP geometry is modelled.

The initial force was used for model calibration as it represents a more physiological value than the force recorded after a long relaxation without control of hydration level (on average 10 times lower). The reduction in the experimental force during relaxation is both due to the tissue relaxation itself and the change in hydration. The tissue compression leads to a reduction in water content, due to the fluid leaking out through the disc surface, which reduces the compressibility of the tissue. The exposure to air in itself has been observed to reduce the stiffness (Wilke et al., 1998). While not reported in this work, performing the same calibration for relaxed load values generated equivalent Poisson’s ratios which are not physically relevant (values average of 0.2 for the nucleus, and the annulus requiring an auxetic behaviour; data available at Mengoni and Wilcox, 2019). The bulge values were on the contrary measured experimentally only in a relaxed position. This discrepancy constitutes the main limitation of this study as the methodology does not allow to measure the instantaneous bulge or the change in bulge during relaxation. This method was based on the assumption that the disc bulge does not recover significantly during relaxation, with previous work on canine spine demonstrating reduced bulge recovery with compression levels of 15% and higher (Cassidy et al., 1990). For human tissue, the change in bulge during creep experiments has been observed as being negligeable with respect to most measurement resolution methods (Heuer et al., 2007).

With relatively simple material models for all tissues and testing conditions, the agreement between in silico and in vitro load magnitudes were better than previous studies (Maquer et al., 2015; Mengoni et al., 2017), irrespective of the way the NP geometry was represented and whether 1-to-1 calibration was performed, or average values were used. The main difference in the current work probably is due to the attention and effort taken with regard to the dissection of the soft tissues surrounding the IVD. In the present study, all soft tissues were carefully removed to leave a bare IVD surface only, enabling the outer surface of the disc to be easily and accurately segmented from CT images. Previous studies, where excess soft tissue had been retained, have had to use an artificial method to identify the outer disc surface (Sikora et al., 2018). This had a major effect on the ability to build FE models from micro-CT scans and indicated that being able to reconstruct the overall volume of the IVD is a major factor in being able to model accurately load data in compression. The tissue preparation effort here was well paid off by the improved agreement of the models.

While validation work would be required to know if the average compressibility values can be used on other specimens, the fact that the agreement was substantial both for 1-to-1 calibration and average values increased confidence on the validity of the average values for other specimens. Therefore, it may not be necessary to derive material properties through specimen-specific calibration, providing appropriate average values were already available.

It was found that, for bovine tissues models, using geometry information for the NP derived from MR images did not improve the ability of the models to predict load behaviour; this is likely due to the relatively arbitrary definition of tissue separation, even from MR data. Using MR sequences to define the outer AF boundary, or to give information about material properties, for example from T2 mapping, ρH-weighted or DTI sequences (Reutlinger et al., 2014; Stadelmann et al., 2018; Chetoui et al., 2019), would possibly be better ways to add value from MR data, especially for degenerated discs or when time-dependency behaviour is of interest, for which the level of tissue hydration is important.

In addition, for two of the model types, the agreement between the in silico and in vitro load data did not vary greatly between cases where the material compressibility values were derived for each specimen separately and cases where average values were used. There was only an improvement in using direct calibration of each specimen, as opposed to average values, in the case where the NP was represented as a cylinder centred in the disc and with volume derived from MR data (fit. cyl. models).



In silico Agreement of in vitro Measurements – Bulge

Including geometry information derived from MR images into the modelling methodology, whether only through evaluation of the nucleus volume or also by including its shape, did not produce significant differences in the accuracy of the in silico surface bulge of the IVD under compression. In particular, none of the nucleus model types were able to capture the differences between anterior and posterior bulge. It should be noted that the bovine disc is highly circular and thus that models in this study assumed a circular nucleus (except for the MR-models). This would not translate to the human intervertebral disc, and this conclusion may not apply in clinical scenarios. However, developing modelling methodologies valid for the bovine disc had interest in itself as the bovine spine is often used as a preclinical in vitro model for evaluating disc repairs. This work showed that simple in silico models of such preclinical evaluation are likely accurate enough to be used as complement to in vitro evaluation.

When evaluating the predicted disc bulge using the pointwise comparison of 40 locations on the disc surface, the level of agreement was only slightly improved when using models with a 1-to-1 calibration of compressibility properties versus those assigned an average value, and remained relatively poor for all nucleus geometry types. Accounting for the difference in lamellar strength and fibre orientation in the radial direction of the IVD (Elliott and Setton, 2000; Holzapfel et al., 2005) might enhance the ability to predict bulge. Differentiating the inner and outer annulus, with a core nucleus shape derived from MR and a more elliptical inner annulus, could also be used to the same aim. However, the large scatter seen in the mean-difference plot, without any clear locational trends, suggested these potential model improvements would not fully account for the current disparities. Errors in bulge may also be caused by the in vitro values being computed from images in a relaxed position while the in silico models were calibrated against peak force values.

Relatively simple constitutive models were used in this work and do not account for any fluid-flow effect of the tissues composing the IVD. This approach has shown to be valid when the purpose of the in silico models is to replicate global properties of osteodiscs or functional units, such as apparent stiffness (e.g., Mengoni et al., 2017; Sikora et al., 2018), facet joint contact (e.g., Ayturk and Puttlitz, 2011; Mengoni et al., 2016) or range of motions (e.g., Ayturk and Puttlitz, 2011; Sharabi et al., 2019). The present work showed that this modelling approach has some capacity to replicate more localised values such as disc bulge but the methodology was limited, including by the image acquisition time which required to measure bulge values after relaxation while the modelling interest was at peak load. It should be noted that changes in bulge under constant applied displacement are likely to be low, and only a single time-point was captured for each applied displacement. Therefore, the capacity to assess viscoelastic material models using the approach presented here is somewhat limited. Nevertheless, other material models could be partially assessed using the load relaxation data provided with this paper.

Despite the limitations of the current modelling method for predicting regional disc bulge, the combined in vitro and in silico methods presented in this study did provide an improved route for the evaluation of future modelling approaches, including those incorporating time-dependent material properties.



Conclusion

The experimental arm of this study presented a new methodology for examining 3D IVD bulge under axial load. The methodology allows direct 1-to-1 comparison of disc surface displacement with corresponding FE models and has the potential to be used to examine the effects of tissue degeneration or different modes of loading.

On the computational aspects, this study suggests that, in order to obtain substantial agreement on load magnitude, significant care should be taken on reconstructing the external geometry of the IVD. The results from the different approaches to modelling the NP indicate that the use of an MRI-derived NP boundary does not improve capacity to capture bulge in a bovine model calibrated for load.
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Biomechanical Investigation Between Rigid and Semirigid Posterolateral Fixation During Daily Activities: Geometrically Parametric Poroelastic Finite Element Analyses
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While spinal fusion using rigid rods remains the gold standard treatment modality for various lumbar degenerative conditions, its adverse effects, including accelerated adjacent segment disease (ASD), are well known. In order to better understand the performance of semirigid constructs using polyetheretherketone (PEEK) in fixation surgeries, the objective of this study was to analyze the biomechanical performance of PEEK versus Ti rods using a geometrically patient-specific poroelastic finite element (FE) analyses. Ten subject-specific preoperative models were developed, and the validity of the models was evaluated with previous studies. Furthermore, FE models of those lumbar spines were regenerated based on postoperation images for posterolateral fixation at the L4–L5 level. Biomechanical responses for instrumented and adjacent intervertebral discs (IVDs) were analyzed and compared subjected to static and cyclic loading. The preoperative model results were well comparable with previous FE studies. The PEEK construct demonstrated a slightly increased range of motion (ROM) at the instrumented level, but decreased ROM at adjacent levels, as compared with the Ti. However, no significant changes were detected during axial rotation. During cyclic loading, disc height loss, fluid loss, axial stress, and collagen fiber strain in the adjacent IVDs were higher for the Ti construct when compared with the intact and PEEK models. Increased ROM, experienced stress in AF, and fiber strain at adjacent levels were observed for the Ti rod group compared with the intact and PEEK rod group, which can indicate the risk of ASD for rigid fixation. Similar to the aforementioned pattern, disc height loss and fluid loss were significantly higher at adjacent levels in the Ti rod group after cycling loading which alter the fluid–solid interaction of the adjacent IVDs. This phenomenon debilitates the damping quality, which results in disc disability in absorbing stress. Such finding may suggest the advantage of using a semirigid fixation system to decrease the chance of ASD.
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INTRODUCTION

Degenerative lumbar diseases such as the spinal stenosis, lumbar instability, degenerative spondylolisthesis, and spondylolytic spondylolisthesis can cause clinical symptoms such as the low back pain (Serhan et al., 2011). Posterolateral fusion (PLF) and posterior lumbar interbody fusion (PLIF) techniques using rigid rods [i.e., pure titanium (Ti), Ti alloy, or cobalt-chrome (CoCr) rods] have been widely used in the treatment of degenerative lumbar disease (Schwab et al., 1995; De Iure et al., 2012; Campbell et al., 2017). However, the persistence of symptoms and the progression of degenerative disease were reported in some cases after PLF/PLIF, which is recognized as adjacent segment disease (ASD) (Rahm and Hall, 1996; Wang et al., 2017).

To minimize the incidence of ASD, several dynamic systems such as artificial discs and dynamic stabilization implants have therefore been introduced (Beatty, 2018) which can preserve intervertebral disc (IVD) motion and unload the stress on adjacent levels (Huang et al., 2016). However, the indications of these treatments are limited and they are not applicable to patients who still require fusion surgery. Subsequently, semirigid rods using polyetheretherketone (PEEK) were successfully used in fixation surgeries and good outcomes were reported (Highsmith et al., 2007). Nonetheless, some conflicting outcomes have also been reported in the literature when comparing PEEK rods against rigid ones after spinal fixation (Ormond et al., 2016).

While different clinical and biomechanical experimental studies were performed to evaluate the applicability of PEEK semirigid rods for non-fusion surgeries (Chou et al., 2015; Huang et al., 2016; Li et al., 2016; Selim et al., 2018), finite element (FE) modeling can be utilized, in parallel, as a practical tool for non-invasive investigations. Abundant FE studies have investigated the effect of different diseases/disorders (Schmidt et al., 2007b; Bashkuev et al., 2018; Ozkal et al., 2020) and relevant treatment modalities and techniques (Nikitovic et al., 2017; Rijsbergen et al., 2018; Zhang et al., 2018a; Heo et al., 2020) in lumbar spine. However, most of the available spinal FE models in the literature are limited to a single geometry which can cause uncertainty in the results and affect the reliability of FE model prediction for clinical application (Laville et al., 2009; Nikkhoo et al., 2019, 2020; Liu et al., 2020; Ozkal et al., 2020). Therefore, a workflow including procedural generation of patient-specific geometry for FE simulations can enhance our understanding of treatment results for adopting clinical approaches.

Choosing a proper formulation and assigning mechanical properties are essential to simulate the complex behavior of the spine. IVDs have a hydrostatic function by bearing and distributing mechanical loads, storing energy, and restraining excessive motion in the spine. Since IVD is a non-homogeneous, well hydrated, and porous composite structure, various mathematical models (e.g., linear elastic, hyperelastic, viscoelastic, and poroelastic) were developed to simulate the biomechanics of the spine (Schmidt et al., 2013; Dreischarf et al., 2014). The intricate fluid–solid interactions in IVD, as a highly hydrated soft tissue, can be simulated by the poroelastic theory (Simon, 1992), and numerous studies used biphasic or multiphasic poroelastic FE models (Argoubi and Shirazi-Adl, 1996; Iatridis et al., 2003; Schmidt et al., 2010; Schroeder et al., 2010; Castro et al., 2014; Barthelemy et al., 2016; Castro and Alves, 2020) to mimic its time-dependent response. Hence, studying the biomechanical response of the spine during daily activities and assessment of the effect of damping characteristics (shock absorption mechanism) under cyclic loading could be beneficial when the objective is to investigate the spine biomechanics for spinal surgeries.

There remains a gap of knowledge in the detailed performance of semirigid constructs in spinal fixation surgeries to consider both the variation of anatomical geometries and the time-dependent response of the spine. Hence, the objective of this study was to comparatively analyze the biomechanical performance of PEEK versus Ti rods subjected to static and cyclic loading during daily activities using geometrically patient-specific poroelastic FE analyses.



MATERIALS AND METHODS


Patient-Specific Poroelastic FE Modeling

The geometries of the lumbosacral spine (L1–S1) were generated from lateral and anterior–posterior (AP) radiographs of 10 patients (age: 61.4 ± 8.1 years, BMI: 25.1 ± 1.7 kg/m2, six females and four males) using a previously developed algorithm (Nikkhoo et al., 2020) (Figure 1). All patients presented with lumbar spine instability including single degenerative spondylolisthesis and spondylolytic spondylolisthesis in the lumbar region and underwent minimally invasive surgical procedures. All relevant clinical data were obtained from the data registry at Chang Gung Memorial Hospital, and a signed informed consent was acquired from all the participants prior to their enrolment in the clinical protocol, which was approved by the university research ethics committee.


[image: image]

FIGURE 1. (A) Procedure of personalized poroelastic finite element (FE) modeling of the lumbosacral spine and (B) preoperative (intact) and postoperative (posterolateral fixation) FE models.


Based on a previously validated FE model of the IVD (Nikkhoo et al., 2013a,b), a non-linear poroelastic FE model of the lumbosacral spine (L1–S1) was developed for 10 patients in relation to their preoperative (preop) geometries (Figure 1). Each FE model consists of six vertebrae (i.e., posterior bony elements and vertebral bodies including cancellous and cortical bones), five IVDs and 10 endplates (i.e., L1–L2, L2–L3, L3–L4, L4–L5, L5–S1), and seven ligaments [i.e., anterior longitudinal ligament (ALL), posterior longitudinal ligament (PLL), ligamentum flavum (LF), transverse ligament (TL), capsular ligament (CL), interspinous ligament (ISL), and supraspinous ligament (SSL)], as well as five pairs of facet joints. The IVDs were represented by a reinforced composite material including the annulus fibrosus (AF), ground substance, nucleus pulposus (NP), and AF collagen fibers.

The non-linear drained solid phase of the AF and NP was simulated based on the Mooney–Rivlin hyperelastic theory in alignment with the literature (Schmidt et al., 2007a; El-Rich et al., 2009) (Table 1). Poroelasticity was considered for vertebral bodies, endplates, and IVDs in the FE model. Permeability values were considered dependent on void ratio (Table 1) (Argoubi and Shirazi-Adl, 1996; Ferguson et al., 2004) as follows:


TABLE 1. Mechanical properties of the patient-specific poroelastic finite element model.
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Where k0 is the initial permeability and e is defined as follows:
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Where Øf is the porosity of the tissue which varies with tissue deformation. The six concentric reinforced fiber layers with an orientation of ±35° within a distance of 1 mm were embedded in the AF ground substance (Naserkhaki et al., 2016). A constant boundary pore pressure of 0.25 MPa was imposed on all external surfaces of the IVDs to mimic the swelling phenomenon (Schmidt et al., 2010; Galbusera et al., 2011a). Ligaments were modeled using non-linear truss elements which could be activated only in tension (Figure 2) (Shirazi-Adl et al., 1986a; Pintar et al., 1992). The ligaments were attached at fixed points in a primary standard anatomy-based geometrical lumbosacral spine model, and their length could be updated according to the measured parameters of the bony parts for different individuals.
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FIGURE 2. Stress–strain properties of the ligaments for finite element modeling. ISL, interspinous ligament; ALL, anterior longitudinal ligament; PLL, posterior longitudinal ligament; SSL, supraspinous ligament; ITL, intertransverse ligament; LF, ligamentum flavum; CL, capsular ligament.


The mechanical properties of the other tissues were adopted based on previous studies (Shirazi-Adl et al., 1986b; Goto et al., 2003; Schmidt et al., 2007a) (Table 1). To simulate the articulation of the facet joints, a surface-to-surface contact rule for both tangential and normal directions was applied to model within a gap length of 0.5 mm (Naserkhaki et al., 2016; Naserkhaki and El-Rich, 2017). The meshing sensitivity analyses were performed, and the FE models were evaluated using a total of 186,325 elements for all the models.

The validity of the IVD time-dependent response was previously validated based on the achieved results from a motion segment subjected to short-term creep, long-term creep, and a daily cycle (Nikkhoo et al., 2013a; Ghobadiha et al., 2019). To evaluate the validity of the preop lumbar spine FE models, a combined loading scenario (i.e., the combination of the compressive forces and bending moments; Table 2) (Dreischarf et al., 2011, 2014) was applied to the models and the results of range of motion (ROM), intradiscal pressure (IDP), and facet joint forces (FJF) were compared with previous numerical studies from eight well-established FE models of the lumbar spine (Dreischarf et al., 2014). To apply the physiological compression loads, the follower load technique (Patwardhan et al., 1999; Shirazi-Adl and Parnianpour, 2000; Dreischarf et al., 2014) was used as described in Table 2. The rotational moments were applied to the superior surface of L1, and Dirichlet boundary conditions were considered at the sacral region to inhibit any displacement/rotation in all degrees of freedom.


TABLE 2. Combined loading conditions for simulation of lumbar spine in different movements.

[image: Table 2]


Patient-Specific Posterolateral Fixation FE Modeling

Biomechanical investigation between rigid and semirigid posterolateral fixation during daily activities was selected as the application for this validated parametric poroelastic model. For this purpose, postoperative (postop) FE models of the same patients were regenerated and developed based on postop images. Posterolateral fixation surgery at the L4–L5 level was mimicked in the FE models by simulating a wide laminectomy and removing the PLL and LF while preserving the IVD and spinous process. A posterior bilateral pedicle screw fixation construct was then implemented based on measurements from the postop images. The screws and rods were considered as linear elastic based on reported data in the literature (Zhang et al., 2018b) (Table 1). Tie contact condition was used to constrain equal translational and rotational motions for attached surfaces between the vertebrae, screws, and rods for mimicking the permanent fusion. For each patient, the simulations were performed using corresponding materials for Ti and PEEK (Table 1) with the relevant postop model (Figure 1B). Following an 8-h preconditioning resting period under the constant compressive load of 200 N (Galbusera et al., 2011a), a 16-h cyclic compressive loading of 500–1,000 N (40 and 20 min, respectively) was applied to the postop FE models. The cyclic axial compressive loading was simulated by the follower load technique (Patwardhan et al., 1999; Shirazi-Adl and Parnianpour, 2000; Dreischarf et al., 2014) using connector elements. Different rotational movements (i.e., flexion, extension, right and left lateral bending, and right and left axial rotation) were superimposed using 10 N m moment before and after cyclic loading (i.e., points 1 and 2 in Figure 3) to model the rotational motions in the morning and evening. The rotational moments were linearly applied and removed in 10 s (i.e., 5 s for loading and 5 s for unloading), and only one motion was evaluated in each diurnal loading simulation. The rotational moments were applied to the superior surface of L1, and Dirichlet boundary conditions were considered at the sacral region. Biomechanical responses including motion patterns, IVD height loss, fluid loss, experienced stress in AF, and collagen fiber strain were analyzed before and after cyclic loading under the same loading and boundary conditions.
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FIGURE 3. Loading scenario of the compressive force (flexion, extension, lateral bending, and axial rotation moments of 10 N m were applied at points 1 and 2).




Statistical Analyses on the Results of Different FE Models

The simulation results of the motion patterns (i.e., ROM), disc height loss, fluid loss, experienced stress in AF, and collagen fiber strain were all compared among the rigid and semirigid models. As the data were not normally distributed, the non-parametric Friedman with Nemenyi post hoc tests were conducted to determine the differences of the calculated results. The p values less than 0.05 were considered as significant statistical differences.



RESULTS

The numerical precisions for the FE models were verified using mesh sensitivity analyses. The intersegmental ROMs for the preop models were consistent with previous numerical data from the literature (Figure 4). Besides, the calculated IDP (Figure 5) and FJF (Figure 6) fell within a comparable range to previous studies in different directions.
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FIGURE 4. Intersegmental range of motions (ROMs) for preoperative FE models compared with the numerical studies (Dreischarf et al., 2014) in (A) flexion, (B) extension, (C) lateral bending, and (D) axial rotation. The reported ROMs in lateral bending and axial rotation are the average in the left and right directions. The error bars indicate the ranges of the results.
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FIGURE 5. Intradiscal pressure (IDP) for preoperative FE models compared with the numerical studies (Dreischarf et al., 2014) in (A) flexion, (B) extension, (C) lateral bending, and (D) axial rotation. The reported IDPs in lateral bending and axial rotation are the average in the left and right directions. The error bars indicate the ranges of the results.
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FIGURE 6. Facet joint forces (FJF) for preoperative FE models compared with the numerical studies (Dreischarf et al., 2014) in (A) extension, (B) lateral bending, and (C) axial rotation. The reported FJFs in lateral bending and axial rotation are the average in the left and right directions. The error bars indicate the ranges of the results.


Compared with preop FE models, the ROMs at the instrumented level were significantly decreased for both Ti (averagely decreased to 4.01° in flexion, 2.62° in extension, 2.45° in lateral bending, and 1.18° in axial rotation) and PEEK (averagely decreased to 2.95° in flexion, 1.87° in extension, 1.92° in lateral bending, and 1.06° in axial rotation) fixation systems (Figure 7A). However, the calculated ROMs at the instrumented level were higher for the PEEK construct in flexion, extension, and lateral bending (Figure 7A). The ROMs at the adjacent levels were significantly increased for Ti rods compared with the intact models in flexion, extension, and lateral bending (Figures 7B,C). Nonetheless, no significant changes were detected between the ROM of the adjacent IVDs for the intact and PEEK construct FE models (Figures 7B,C).
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FIGURE 7. Intersegmental range of motions (ROMs) for postoperative FE models in the (A) instrumented level (L4–L5), (B) upper adjacent level (L3–L4), and (C) lower adjacent level (L5–S1). The error bars indicate the standard deviations, and “∗” shows that p values < 0.05.


During cyclic loading, the disc height averagely decreased by 6.58, 6.13, and 5.79% at L3–L4, L4–L5, and L5–S1, respectively, in the intact FE models. In postop models, increased disc height loss and fluid loss in adjacent levels were observed for Ti fixation system models compared with the intact ones (Figure 8). Moreover, disc height loss and fluid loss in the adjacent IVDs were significantly higher for the Ti construct when compared with the PEEK models (Figure 8). The axial stress and collagen fiber strain in AF significantly increased in adjacent levels for posterolateral fixation models (Figures 9, 10) in flexion and extension. However, the axial stress and collagen fiber strain in adjacent IVDs were higher for the Ti construct when compared with the PEEK models (Figures 9, 10). The variations of the increased stress and fiber strain in adjacent levels were minimal and not significant for lateral bending and axial rotation, respectively, after applying the cyclic loading (Figures 9, 10).
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FIGURE 8. Percentage of disc height loss and fluid loss for postoperative FE models in the (A) upper adjacent level (L3–L4) and (B) lower adjacent level (L5–S1). The error bars indicate the standard deviations, and “∗” shows that p values < 0.05.
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FIGURE 9. Increased axial stress in annulus fibrosus (AF) for postoperative FE models in the (A) upper adjacent level (L3–L4) and (B) lower adjacent level (L5–S1) in different directions. The reported results in lateral bending and axial rotation are the average in left and right directions. The error bars indicate the standard deviations, and “∗” shows that p values < 0.05.
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FIGURE 10. Increased fiber strain in annulus fibrosus (AF) for postoperative FE models in the (A) upper adjacent level (L3–L4) and (B) lower adjacent level (L5–S1) in different directions. The reported results in lateral bending and axial rotation are the average in the left and right directions. The error bars indicate the standard deviations, and “∗” shows that p values < 0.05.




DISCUSSION

The rigid instrumented PLF and PLIF have been the gold standard treatment techniques for spinal stenosis, disc degeneration, and spondylolisthesis. Conversely, numerous studies have demonstrated unwanted side effects of the rigid PLF/PLIF, including pseudarthrosis, loss of motion, back pain, and ASD (Rahm and Hall, 1996; Wang et al., 2017). It was reported that using an interbody device can enhance the postop biomechanical stability and increase the fusion rate (Lidar et al., 2005; Aygün et al., 2014; Lee et al., 2014; Campbell et al., 2017). However, implanting the interbody device may increase the segmental rigidity which could result in increasing the mechanical stress to the adjacent segments (Chiang et al., 2006; Sudo et al., 2006). A less rigid stabilization system can theoretically preserve part of rotational motion in instrumented level and unload the extra exposed stress on adjacent levels (Lee et al., 2014; Huang et al., 2016). Therefore, a quantitative study to analyze the biomechanical behavior of the lumbar spine in response to PLF surgery using rigid versus semirigid rods may be beneficial for clinicians. Spinal fixation construct is the most essential part of the fusion approach, and the current study therefore aimed to investigate the fixation itself. For this purpose, the posterolateral fixation was utilized for simulating the postop models with Ti and PEEK rods, and the bone graft fusion between the transverse processes was neglected, which is a common simplification in the literature (Goto et al., 2003; Gornet et al., 2011; Jin et al., 2012; Jahng et al., 2013).

The current study employed a geometrically patient-specific poroelastic FE modeling technique to evaluate the intersegmental motions and load sharing of the lumbar spine by developing pre- and postop simulations. The time-dependent responses of the FE model subjected to cyclic loading were investigated in this study by considering the poroelastic theory for vertebra, IVDs, and endplates which was mostly ignored in previous relevant studies (Jin et al., 2012; Jahng et al., 2013; Guo et al., 2019). Considering a time-dependent model by calculating the interactions of disc solid structures and interstitial fluid can determine IVD endurance to cyclic loadings (Galbusera et al., 2011b; Castro et al., 2018). Therefore, this study provided the calculated disc height loss, fluid loss, altered stress, and strain in the AF region which can better quantify the effect of rigid and semirigid posterolateral fixation surgery on biomechanical response of the lumbar spine.

Moreover, we used a parametric subject-specific FE model which can be regenerated for different patients based on simple lateral and AP X-ray images. Hence, we repeated the simulations for 10 patients (in total, 30 pre- and postop FE models) to consider interanatomical variability to investigate the influence of posterolateral fixation surgery using rigid and semirigid rods. Repeating the calculations for different patients and considering the influences of the geometry (anatomical parameters such as vertebra dimensions, disc height, lordosis angle, etc.) can better evaluate if the observed differences in the results for rigid versus semirigid posterolateral fixation systems are significant or not. Previous FE models in the literature are constrained to unique geometry, typically based on one subject. The intrinsic geometric differences among patients may cause indecision in the results and decrease the reliability of the FE model prediction. This study provided a validated parametric poroelastic FE model to evaluate the results for different patients and provide more accurate clinical outcome. Although the clinical applicability of this FE modeling technique was previously confirmed, the attained results from these 10 preop poroelastic models (i.e., ROM, IDP, and FJF) were generally in alignment with previous published studies (Dreischarf et al., 2014) confirming the validity of these models. The mechanical responses achieved by different models (Figures 4–6) confirm the important influences of the geometry and curvature of the lumbar spine.

The postop simulations showed that the average ROM significantly decreased for both Ti and PEEK rod constructs at the instrumented level (L4–L5) in all directions. As expected, the ROM in the instrumented level was significantly higher in the PEEK models compared with Ti ones based on its structural flexibility. Increased ROMs at adjacent levels (L3–L4 and L5–S1) were observed for the Ti rod group compared with the intact and PEEK rod group which may indicate the risk of disc degeneration in adjacent levels for rigid fixation. Minor alterations in adjacent level ROM were observed in lateral bending, and the differences in axial rotation were not significant. Similar to the aforementioned pattern, disc height loss and fluid loss were significantly higher at adjacent levels in the Ti rod group after 16 h of cycling loading during daily activities, which alter the fluid–solid interaction of the adjacent IVDs.

Disc height loss is an important clinical indicator for disc degeneration. The loss of disc height across all levels of the preop FE models was approximately uniform but was altered in the postop models. The rigidity of the Ti rod system in the L4–L5 level subsequently increased the load sharing through the adjacent levels revealing a significant increase in disc height loss and fluid loss. Previous clinical studies reported IVD height loss in adjacent levels for 30–95% of the patients who had fusion surgery utilizing Ti rods (Miyakoshi et al., 2000; Ishihara et al., 2001). Consistent with previous clinical (Huang et al., 2016) and in vitro (Turner et al., 2010; Gornet et al., 2011; Chou et al., 2015) studies, the PEEK construct preserved part of the ROM at the fused level and reduced the abnormal compensatory load sharing at the adjacent levels. Similar patterns were observed regarding fluid loss in adjacent IVDs in postop FE models. Fluid loss debilitates the damping quality, which results in disc disability in absorbing tress. Such finding may suggest the advantage of using a semirigid fixation system to decrease the chance of ASD. The achieved standard deviations in the reported results show considerable ranges for the altered mechanical responses after surgery in different patients, which highlights the importance of interanatomical variability in clinical evaluations.

The findings of this study also confirmed that stress and fiber strain in the AF region were significantly increased in adjacent levels for the fused model in sagittal plane movements (i.e., flexion and extension). Besides, the increased stress and strain were significantly higher in rigid Ti fixation compared with the semirigid PEEK rod. The PEEK rod system transfers more of the compressive load from the posterior column to the anterior side. This demonstrates the ability to change the stress distribution and improve the conditions similar to the intact lumbar spine. After repetitive cyclic loading, greater fluid loss and disc height loss were observed in the rigid construct, which results in decreasing the effect of fluid phase in overall bulk strength that may lead to more experienced stress and strain in the solid phase. The ROM, fluid flow, and load sharing results are in general agreement with those presented in previous studies (Gornet et al., 2011; Chou et al., 2015; Huang et al., 2016) confirming the potential advantages of PEEK over Ti fixation.

Few simplifications were assumed for this study. First, the geometry of the patient-specific FE models was constructed based on simplified structures on X-ray images, and the same material properties were used for all different individuals in this study. In addition, more simplifications were considered regarding the poroelastic FE modeling of the IVD compared with some previous works in the literature (Castro et al., 2014; Barthelemy et al., 2016; Rijsbergen et al., 2018; Castro and Alves, 2020). As discussed in detail in a previous work (Nikkhoo et al., 2020), this parametric patient-specific FE modeling technique can accurately predict the biomechanical response of the lumbar spine in association with various surgical interventions and has the potential to be used in clinical evaluations. As we focused on clinical functionality of this modeling technique, the variation in mechanical properties for different patients was neglected, although it remains a potential framework for our future works. Second, we used the osseoligamentous FE models for this study and the effect of active muscle forces was ignored. Since the objective of this study was to evaluate the effect of posterolateral fixation surgery using rigid and semirigid rods on lumbar spine biomechanics, we applied the common follower load technique (Patwardhan et al., 1999; Shirazi-Adl and Parnianpour, 2000) to account for compressive loading regime for both static and simulated daily activities. Nevertheless, although the current osseoligamentous FE model compensates for the global response for this study, enhancing the model by inserting muscle force effects may improve the model assumptions, especially if we can extract the patient-specific muscle forces via dynamic algorithms. Third, we considered the fully saturated porous media in FE model calculations which is a simplification for the patients’ IVDs which may be denatured or degenerated. When we calculate the fluid flow and consequently investigate disc height changes and fluid loss, it is important to have accurate data for initial void ratio and fluid saturation rate. This was an unavoidable limitation in this study, and we assumed constant conditions (i.e., similar void ratios based on Table 1 and fully saturated porous media) for all patients. On the other hand, we mimicked the posterolateral fixation surgery in the L4–L5 level and its IVD was intact in the simulations. To check the influence of mild and moderate degeneration in L4–L5 IVD, extra calculations were performed for three models using altered material properties (Galbusera et al., 2011a), and no significant changes were observed for the variations of the stress and strain patterns in adjacent levels. As we compared the three scenarios for each patient, the achieved results can be reliable for an overall comparison and this limitation may be tolerated.



CONCLUSION

This study presents a validated geometrically patient-specific poroelastic FE modeling technique, which has the potential to be utilized for clinical applications to analyze lumbar spine biomechanics. This FE model was applied to investigate the effect of posterolateral fixation surgery on the biomechanics of the adjacent levels, and rigid (Ti) versus semirigid (PEEK) rod fixation systems were compared. The results indicated that increased ROM, experienced stress in AF, and fiber strain at adjacent levels were observed for the Ti rod compared with the intact and PEEK rod, which may progress the risk of disc degeneration in adjacent levels for rigid fixation. Similarly, disc height loss and fluid loss were significantly higher at adjacent levels in the Ti rod group after daily cycling loading which alter the fluid–solid interaction of the discs and can be an important clinical indicator for degeneration. In summary, this study confirms the differences in the poroelastic characteristics of adjacent discs for semirigid (PEEK) and rigid (Ti) constructs and reveals the advantage of PEEK for decreasing the risk of ASD.
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A comprehensive understanding of multiscale and multiphasic intervertebral disc mechanics is crucial for designing advanced tissue engineered structures aiming to recapitulate native tissue behavior. The bovine caudal disc is a commonly used human disc analog due to its availability, large disc height and area, and similarities in biochemical and mechanical properties to the human disc. Because of challenges in directly measuring subtissue-level mechanics, such as in situ fiber mechanics, finite element models have been widely employed in spinal biomechanics research. However, many previous models use homogenization theory and describe each model element as a homogenized combination of fibers and the extrafibrillar matrix while ignoring the role of water content or osmotic behavior. Thus, these models are limited in their ability in investigating subtissue-level mechanics and stress-bearing mechanisms through fluid pressure. The objective of this study was to develop and validate a structure-based bovine caudal disc model, and to evaluate multiscale and multiphasic intervertebral disc mechanics under different loading conditions and with degeneration. The structure-based model was developed based on native disc structure, where fibers and matrix in the annulus fibrosus were described as distinct materials occupying separate volumes. Model parameters were directly obtained from experimental studies without calibration. Under the multiscale validation framework, the model was validated across the joint-, tissue-, and subtissue-levels. Our model accurately predicted multiscale disc responses for 15 of 16 cases, emphasizing the accuracy of the model, as well as the effectiveness and robustness of the multiscale structure-based modeling-validation framework. The model also demonstrated the rim as a weak link for disc failure, highlighting the importance of keeping the cartilage endplate intact when evaluating disc failure mechanisms in vitro. Importantly, results from this study elucidated important fluid-based load-bearing mechanisms and fiber-matrix interactions that are important for understanding disease progression and regeneration in intervertebral discs. In conclusion, the methods presented in this study can be used in conjunction with experimental work to simultaneously investigate disc joint-, tissue-, and subtissue-level mechanics with degeneration, disease, and injury.
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INTRODUCTION

Mechanical dysfunction of the intervertebral disc can lead to reduced mobility and debilitating pain (Adams and Roughley, 2006). Disc prolapse and herniation mostly occur in the posterolateral region, where stresses, strains, and intradiscal pressure in the annulus fibrosus (AF) are higher (Shah et al., 1978; Adams and Hutton, 1985; Steffen et al., 1998; O’Connell et al., 2007b; O’Connell et al., 2011; Wilke et al., 2016; Liu et al., 2017). The posterolateral region has also been linked to increasing bulging and protrusion of the nucleus pulposus under fatigue, with some discs experiencing full herniations (Wilke et al., 2016). Previous researchers have tracked progression of disc failure from bulging to herniation (Adams et al., 2000; Vernon-Roberts et al., 2007), but further investigation is limited due to experimental challenges in directly assessing in situ mechanics (e.g., fiber mechanics), which result in large variations in reported in situ fiber mechanics data. For example, earlier in vitro joint-level studies reported AF fiber strains that varied from ∼0.3 to 20% under axial compression, which may cause contradicting predictions regarding the likelihood of disc failure under physiological conditions (Shah et al., 1978; Stokes, 1987; Heuer et al., 2008a,b, 2012; Wang et al., 2009; Spera et al., 2011). Thus, despite recent advancements in experimental techniques, in situ fiber mechanics at the joint level remain poorly understood.

Human intervertebral disc cadaveric tissues are the benchmark for spine biomechanics research, but limited tissue availability and challenges in controlling for important variables, such as sex, age, and level of degeneration, can impact study designs (e.g., sample size) and confound results (Iatridis et al., 2005; Alini et al., 2008; Michalek and Iatridis, 2012; Costi et al., 2020). For these reasons, many researchers have resorted to large animal models, including ovine, porcine, and bovine, to investigate intervertebral disc biomechanics (Alini et al., 2008). Particularly, bovine caudal discs are more accessible than human discs, easier to handle than discs from smaller animals (e.g., rat and mouse discs), and have biochemical and mechanical properties similar to human discs (Demers et al., 2004; Beckstein et al., 2008; Showalter et al., 2012; Bezci et al., 2019). Furthermore, previous work demonstrated the effectiveness of using bovine discs to study the effect of injuries and degeneration by effectively inducing injuries (e.g., needle punctures) and degeneration (e.g., enzyme digestion) in the tissues in vitro (Korecki et al., 2008a; Roberts et al., 2008; Michalek and Iatridis, 2012). Despite improvements in availability, accessibility, consistency, and ease of manipulation, experimental limitations still prevent assessment of intradiscal deformations and stress distributions between disc components with injuries or degeneration. Instead, in vitro studies primarily assess joint-level bulk mechanics, compositional changes, or biological response (Oshima et al., 1993; Korecki et al., 2008a,b; Roberts et al., 2008; Walter et al., 2011; Michalek and Iatridis, 2012; Bezci et al., 2015, 2020a,b; Bezci and O’Connell, 2018). The growing wealth of data that can be obtained from the bovine caudal discs makes it an ideal animal model to develop a validated and comprehensive computational tool to assess in situ mechanics. Additionally, because of lower inter-specimen variability, bovine disc models can be more effectively and reliably validated with experimental data than human disc models.

Finite element models (FEM) have been used to complement experimental studies, providing a powerful tool for predicting hard-to-measure, three-dimensional mechanical and biochemical responses (Zhou et al., 2020c). Since the 1970s, FEMs have advanced the field of spinal biomechanics significantly by providing insights into disc joint-level mechanics and tissue-level stress and strain distributions (Shirazi-Adl et al., 1984; Shirazi-Adl, 1992; Galbusera et al., 2011a,b; Schmidt et al., 2013). However, many joint-level FEMs describe disc components as single-phasic elastic or hyperelastic materials and thus do not account for water content (Kurowski and Kubo, 1986; Kim et al., 1991; Rohlmann et al., 2006; Schmidt et al., 2007b), which is a primary constituent in all biological tissues and plays an important role in the tissue’s load-bearing capability (Ateshian et al., 1994). More recent models have accounted for tissue water content by describing disc components as poroelastic materials, which significantly advanced the field by enabling investigations into the stress-bearing role of the interstitial tissue water content, as well as tissue’s time-dependent behavior (Natarajan et al., 2006; Wilson et al., 2007; Galbusera et al., 2011a,b; Barthelemy et al., 2016; van Rijsbergen et al., 2018; Castro and Alves, 2020). However, these models have limited capability in describing the osmotic response, which has been shown to alter mechanical behavior and change with degeneration (Ishihara et al., 1996; Wognum et al., 2006; Wuertz et al., 2007).

In addition to the limitations in accounting for tissue’s fluid content and osmotic response, most FEMs are developed based on homogenization theory, where every model element includes a homogenized description of tissue subcomponents (e.g., fibers and extrafibrillar matrix) and, thus, does not accurately represent the heterogeneous AF native architecture, where fibers and extrafibrillar matrix are distinct materials that occupy separate volumes. As a result, these models are not capable of directly investigating subtissue-level mechanics (e.g., in situ fiber or interfibrillar stress and strain distributions; Yin and Elliott, 2005). To address some of these issues, we previously developed and validated a structure-based FEM of the AF that replicated its native tissue architecture, with fiber bundles modeled as a separate material from the extrafibrillar matrix (Zhou et al., 2020a). In this approach, model parameters directly represented tissue mechanical (e.g., modulus, Poisson’s ratio, etc.) or biochemical properties (e.g., proteoglycan content, referential hydraulic permeability, etc.). To account for tissue water content and osmotic behavior, triphasic mixture theory was employed to describe the swelling capacity of the extrafibrillar matrix (Lai et al., 1991; Ateshian et al., 2004). Our model was able to robustly and accurately predict multilamellar AF mechanics under various loading configurations and testing boundary conditions, including uniaxial tension, biaxial tension, and simple shear (Zhou et al., 2020a). More recently, by incorporating a structure-based fiber engagement analysis, we were also able to apply this model to explain the relationship between specimen geometry and AF tensile mechanics that was originally observed by Adams and Green (1993) and Zhou et al. (2020b).

The objective of this study was to expand our structure-based multiscale modeling-validation approach to study joint-level mechanics of the intervertebral disc under both healthy and degenerated conditions. Degeneration has been shown to alter subtissue-level fiber mechanics, which plays an important role in stress distributions, damage accumulation, and bulk tissue failure (Werbner et al., 2019). Understanding mechanisms of stress distribution within the disc and its subcomponents can help develop robust designs for tissue repair or replacement implants, such as tissue engineered discs. Therefore, we (1) developed and validated a joint-level FEM that was capable of investigating the multiscale and multiphasic structure-function relationship in bovine caudal discs, and (2) used the validated FEM to investigate the effect of loading condition and degeneration on multiscale disc mechanics at joint, tissue, and subtissue scales.



MATERIALS AND METHODS


Model Development

FEMs were developed to represent a bone-disc-bone motion segment from the bovine tail (Figure 1A). Neighboring tissues (e.g., facet joints, ligaments, etc.) were not included in the model to minimize confounding effects and to more closely represent motion segment specimens prepared for experimental testing. Model geometry was created in Solidworks (2020) and finite element meshes were generated using ABAQUS and ANSA pre-processor (Abaqus 6.14; ANSA 15.2.0). Mesh size was determined based on results from our previous mesh convergence study (Zhou et al., 2020b). PreView was used to define boundary and loading conditions and the fully developed models were solved by FEBio (PreView 2.1; FEBio 2.8.5; Maas et al., 2012). Due to limited computational resources, the current available solver was only able to process a maximum of ∼200 million non-zero entries in the stiffness matrix. Thus, models created in this study were scaled down at 1:5 scale.
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FIGURE 1. (A) Schematic of the multiscale, structure-based bovine caudal disc motion segment model. The extrafibrillar matrix and collagen fibers of the annulus fibrosus (AF) were modeled as distinct materials occupying separate volumes. Insets present the cartilage endplate geometry (top) and the angle-ply fiber structure (bottom right). (B) AF fiber angle and solid volume fraction from the inner AF (IAF) to the outer AF (OAF). (C) Fixed charge density distribution in healthy and degenerated (Degen) disc models.


To ensure that this scaling and the resulting changes in the number of AF lamellae modeled did not affect model predictions, preliminary work was performed to determine the effect of scaling ratio between 1:4 and 1:6 on model-predicted compressive and torsional mechanics. Compressive stress-strain behavior and normalized torsional stiffness-rotation response from the 1:4, 1:5, and 1:6 scale models were consistent (Supplementary Figure 1), suggesting that scaling and number of AF lamellae modeled did not affect model predictions when the model included enough AF lamellae. Thus, bovine caudal disc motion segment models were developed at 1:5 scale for computational efficiency (∼2.1 million elements). Finite element meshes of the model were shown in Supplementary Figure 2.

Model geometry was determined based on data reported in the literature. At full scale, the radius and height of bovine caudal discs are 14.20 ± 0.85 mm and 6.90 ± 0.35 mm, respectively, assuming a circular cross section in the transverse plane (O’Connell et al., 2007a). Thus, the 1:5 scaled model radius and height (not including both bony endplates) were created at 2.85 and 1.40 mm, respectively (Figure 1A). The nucleus pulposus (NP) was assumed to have the same circular cross section in the transverse plane, but with a ∼50% smaller radius (1.45 mm; Figure 1A; O’Connell et al., 2007a). The AF was created using our previously reported structure-based modeling approach, where the tissue was described as a fiber-reinforced angle-ply composite containing distinct materials for fiber bundles and the extrafibrillar matrix (Figure 1A; Zhou et al., 2020a). Due to limited computational resources, the native bovine AF structural features, including lamellar thickness, fiber radius, and interfibrillar spacing, were preserved during scaling to reduce the total number of elements needed. This scaling approach, which has been widely applied and validated for human disc models (Shirazi-Adl et al., 1984; Goel et al., 1995a; Galbusera et al., 2011a,b), maintained fiber volume fraction and preserved mesh quality for model convergence and model predictions (Zhou et al., 2020b). As such, seven concentric AF layers were created (lamellar thickness = 0.2 mm; Adam et al., 2015). Fiber bundles were uniformly distributed, full-length cylinders welded to the surrounding matrix (Goel et al., 1995a; Michalek et al., 2009; Schollum et al., 2010). Due to the lack of bovine caudal disc anatomy data in the literature, fiber bundle geometry from the human AF was used, based on the similar collagen networks reported between human and bovine discs (Yu et al., 2002, 2007). Specifically, the fiber bundle radius was 0.06 mm, and interfibrillar spacing within each lamella was 0.22 mm (Marchand and Ahmed, 1990). Fiber angles were oriented at ± 45° to the transverse plane in the inner AF and decreased along the radial direction to ± 30° in the outer AF (Figure 1A–bottom inset; Figure 1B–turquoise circles; Matcher et al., 2004). Cartilage endplates (CEP) covered the superior and inferior ends of the NP and the inner-middle AF (Figure 1A–cartilage endplate); spatial variation in CEP thickness was included based on data in the literature (Figure 1A–top inset; Berg-Johansen et al., 2018). Bony endplates were modeled to cover the superior and inferior ends of the disc (Figure 1A–bony endplate). All interfaces were defined as welded interfaces (Adam et al., 2015).

Triphasic mixture theory was employed to account for tissue water content and osmotic response (Lai et al., 1991; Ateshian et al., 2004). The Holmes-Mow description was employed to model the strain-dependent tissue permeability (k) of the NP, AF, and CEP (Eq. 1), where J was the determinant of the deformation gradient tensor (F), k0 represented hydraulic permeability in the reference configuration, φ0 represented tissue solid volume fraction, and M represented the exponential strain-dependence coefficient. Tissue fluid phase model parameters were determined based on reported values for bovine tissues when available (Table 1–Fluid phase). AF solid volume fraction (i.e., 100% minus water content as a percentage) varied linearly along the radial direction, increasing from 0.2 in the inner AF to 0.3 in the outer AF (Table 1 and Figure 1B–grayscale circles). Fixed charge density represented proteoglycan content in the NP, CEP, and AF extrafibrillar matrix, allowing for osmotic swelling. Radial variation in fixed charge density was determined based on our recent work that provided high-spatial-resolution measurements of bovine caudal disc biochemical composition (Figure 1C–solid bars; Bezci et al., 2019). The collagen fiber bundles were assumed to have no swelling capability (i.e., zero fixed charge density). Free diffusivity (D0) and within-tissue diffusivity (D) of Na+ and Cl– were set based on data reported in Gu et al. (2004); 100% ion solubility was assumed (D0,Na+ = 0.00116mm2/s; D0,Cl− = 0.00161mm2/s; DNa+ = 0.00044mm2/s; DCl− = 0.00069 mm2/s). The solution osmotic coefficient (0.927) was determined based on a linear interpolation of data reported in Robinson and Stokes (1949) and Partanen et al. (2017).


TABLE 1. Triphasic material properties of the bovine caudal disc tissues.
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To describe NP, CEP, and AF extrafibrillar matrix mechanics, a compressible hyperelastic Holmes-Mow material description was used (Eqs 2–4; Cortes et al., 2014). Particularly, I1 and I2 represented the first and second invariants of the right Cauchy-Green deformation tensor, C(C = FTF), E represented Young’s modulus, v represented Poisson’s ratio, and β represented the exponential stiffening coefficient. AF collagen fibers were modeled using the same compressible hyperelastic Holmes-Mow ground matrix but reinforced with a power-linear fiber description to account for AF non-linearity and anisotropy (Eq. 5). γ represented the power-law exponent in the toe region, Elin represented the fiber modulus in the fiber linear region, and λ0 represented the transition stretch between the toe and linear regions (Holzapfel and Ogden, 2017). B was a function of γ, Elin., and λ0 ([image: image]. Solid phase parameters were determined based on bovine experimental studies when available (Table 1–solid phase), and collagen fiber properties were determined based on type I collagen uniaxial tensile test experimental data (Table 1–solid phase: Elin, γ, and λ0). For all material properties, data from healthy human discs was used when bovine properties were not available, due to similarities in tissue properties (Table 1–“∗”).
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Bony endplates were modeled as a compressible hyperelastic material using the Neo-Hookean description (Eq. 6). I1, I2, J were defined as above.Ebonyendplates and νbony  endplates represented the Young’s modulus (12,000 MPa) and Poisson’s ratio (0.3) of the bony endplates, which were determined based on reported data in the literature (Choi et al., 1990; Goel et al., 1995b; Dreischarf et al., 2014).
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Multiscale Model Validation

Model robustness and accuracy (i.e., predictive power) were evaluated by simulating a range of loading modalities tested in experiments. All models were simulated using steady-state analyses and the model output were evaluated at equilibrium. Model-predicted properties were compared to experimental measurements at the joint, tissue, and subtissue levels.


Joint-Level Validation

At the joint level, resting intradiscal pressure, compressive mechanics, and torsional mechanics were evaluated for the motion segment model described in Section “Model Development.” Resting intradiscal pressure was defined as the average NP pressure after swelling and was compared to in vivo and in vitro intradiscal pressure data (Urban and McMullin, 1988; Ishihara et al., 1996; Sato et al., 1999; Wilke et al., 1999; Nguyen et al., 2008). Both human intervertebral disc and bovine caudal disc intradiscal pressure data were included for validation, because previous studies have shown similar results between the two species (Oshima et al., 1993; Ishihara et al., 1996; Alini et al., 2008).

Disc compressive and torsional mechanics were evaluated by applying loading protocols described in corresponding experimental studies (Beckstein et al., 2008; Showalter et al., 2012). After swelling (triphasic) in 0.15 M phosphate-buffered saline, compressive mechanics were evaluated by applying a 0.5 MPa axial compression. Boundary conditions at the top and bottom bony endplates were defined to represent boundary conditions reported in Beckstein et al. (2008). The normalized compressive stiffness was calculated as the slope of the model-predicted compressive load-displacement curve in the linear region, which was then normalized by the model geometry (i.e., cross-sectional area and height; Beckstein et al., 2008). Torsional mechanics were evaluated by applying a 0.5 MPa axial compressive preload immediately followed by a 10° axial rotation. Boundary conditions at the top and bottom bony endplates were defined to represent boundary conditions reported in Showalter et al. (2012). Normalized torsional stiffness was calculated by normalizing the slope of the torque-rotation curve between 7.5° and 10° by the model polar moment of inertia (Showalter et al., 2012; Bezci et al., 2018). The model was considered valid for predicting disc intradiscal pressure and stiffness when model-predicted values were within one standard deviation of reported mean values.

To assess the influence of including water content and osmotic response on predicted mechanical behavior, a 1:5 hyperelastic disc model, which is more commonly used in FEMs of the intervertebral disc, was created. In the model, all disc components were modeled using hyperelastic material descriptions, and its compressive stiffness was evaluated by applying a 0.5 MPa axial compression and calculating the slope of the linear region of the stress-strain curve.



Tissue-Level Validation

At the tissue level, both model-predicted AF mechanical properties and swelling properties were evaluated for model validation. A structure-based FEM was created for bovine multilamellar AF tissue specimens to simulate uniaxial tensile tests performed by Vergari and coworkers (Figure 2A; Vergari et al., 2017). After swelling (triphasic) in 0.15 M phosphate-buffered saline, a 1.1 uniaxial tensile stretch was applied along the circumferential direction (Figure 2A). Boundary conditions were defined to represent no slipping between the grips and the multilamellar tissue sample surface, as reported in Vergari et al. (2017). Tensile modulus was calculated as the slope of the stress-stretch curve at stretch ratios between 1.02 and 1.06 in 0.01 increments, as reported in the literature (Vergari et al., 2017). Tissue explant models of the NP and inner-middle AF were created to evaluate model-predicted swelling behavior in 0.15 M phosphate-buffered saline. Swelling ratios were calculated as the difference between post- and pre-swelling weight divided by the tissue pre-swelling weight and compared to data reported in Bezci et al. (2019). If model-predicted mechanical and swelling properties were within one standard deviation of reported mean values, the model was considered valid for predicting the respective behavior.
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FIGURE 2. (A) Model validation schematic for multilamellar mechanics of bovine annulus fibrosus (AF). Model geometry and loading conditions were determined based on protocols reported in Vergari et al. (2017). (B) Model-predicted (Mod-pred) bovine AF multilamellar stress-stretch response compared to representative experimental (EXP) data from Vergari et al. (2017). (C) Model-predicted tensile modulus at five specified stretch ratios compared to experimental data from Vergari et al. (2017). (D) Model validation for single lamellar mechanics of bovine AF. Model geometry and loading conditions were determined based on protocols reported in Monaco et al. (2016). (E) Model-predicted bovine single lamellar stress-stretch response. (F) Model-predicted bovine AF single lamellar tensile mechanical properties compared to experimental data [mean (standard deviation)] from Monaco et al. (2016).




Subtissue-Level Validation

At the subtissue level, model-predicted AF mechanics were evaluated for model validation. A structure-based model was created for bovine single lamellar AF specimens to simulate uniaxial tensile tests performed by Monaco and coworkers (Figure 2D; Monaco et al., 2016). After swelling (triphasic) in 0.15 M phosphate-buffered saline, a 1.5 uniaxial tensile stretch was applied to the specimen transverse to the fiber direction (Figure 2D). Boundary conditions were defined to effectively replicate the flexible rake system applied in Monaco et al. (2016). Model-predicted uniaxial tensile mechanics were only assessed transverse to the fiber direction, because to the best of the authors’ knowledge, no studies have evaluated bovine single lamellar AF mechanics along the fiber direction analogous to Holzapfel and coworkers’ work using the human AF (Holzapfel et al., 2005). Tensile modulus was calculated as the slope of the stress-stretch curve in the linear region. The model-predicted mechanical properties, including modulus and the stress and strain at the end of the toe-region, were compared to experimental data (Monaco et al., 2016). The model was considered valid for predicting subtissue-level mechanics if the model-predicted mechanical properties were within one standard deviation of reported mean values.



Effect of Loading Condition on Multiscale Bovine Caudal Disc Mechanics

After validation, three loading conditions were applied to the motion segment model described in Section “Model Development” to evaluate the effect of loading condition on multiscale bovine caudal disc mechanics. All three cases were loaded in two steps. First, swelling in 0.15 M phosphate-buffered saline was simulated. Then, one of the three loading conditions was assessed, including Case A: 0.5 MPa axial compression, Case B: 10° axial rotation, and Case C: 0.5 MPa axial precompression followed by 10° axial rotation. For Case A, axial compression was simulated between 0–1.0 MPa, but only data from 0.5 MPa axial compression was presented, as it corresponded to experimental data reported in the papers that we compared and validated our model to (Beckstein et al., 2008; Showalter et al., 2012; Bezci et al., 2018). Additionally, the 0.5 MPa axial compression more closely mimicked the compressive stress observed in low-intensity daily activities (e.g., relaxed standing and sitting, walking, etc.; Wilke et al., 1999). For Cases B and C, disc height was not allowed to change during rotation. Model boundary conditions were defined as in Section “Multiscale Model Validation,” while Cases B and C shared identical boundary conditions. All models were simulated using steady-state analyses with the output evaluated at equilibrium. The effect of loading condition was evaluated at the joint, tissue and subtissue levels, as follows:


Joint-Level Mechanics

Average solid stress (i.e., stress absorbed by tissue solid matrix) and fluid pressure (i.e., stress absorbed by the tissue interstitial fluid) of the entire bovine caudal disc, including the NP, AF, and CEP, were evaluated for all three cases. The relative contribution of solid stress was evaluated as the solid stress divided by the total stress, which was calculated as the sum of solid stress and fluid pressure based on triphasic mixture theory (Lai et al., 1991). Similarly, the relative contribution of fluid pressure was calculated by normalizing the fluid pressure by the total stress.



Tissue-Level Mechanics

NP, AF, and CEP in situ swelling ratios were evaluated post-swelling. After the applied mechanical loading, average solid stress, strain, and fluid pressure in the NP, AF, and CEP were evaluated for all three cases. For each disc component, the relative contribution of the solid stress and fluid pressure to the total stress was evaluated. The total stress was calculated as the sum of the component’s solid stress and fluid pressure. Disc bulging of the inner and outer AF was assessed under 0.5 MPa axial compression (Case A) and was calculated by dividing the respective change in mid-disc-height radius with loading by the post-swelling disc radius (reported as a percentage value).



Subtissue-Level Mechanics

Average fiber stretch was evaluated within each AF lamellae after swelling and after loading. Swelling-induced fiber stretch was calculated as the post-swelling fiber length divided by the initial fiber length. Post-loading fiber stretch was calculated as the post-mechanical loading fiber length divided by the post-swelling fiber length. Average solid stress in the fibers and extrafibrillar matrix was evaluated post-loading. The relative solid stress contribution of collagen fibers and extrafibrillar matrix to the overall AF solid stress, which was calculated as the sum of fiber and matrix solid stress, was also assessed. Additionally, post-loading fiber solid stress profiles along the fiber length from the inferior to the superior end of the disc were evaluated in both the inner- and outermost AF lamellae.



Effect of Degeneration on Multiscale Bovine Caudal Disc Mechanics

The effect of degeneration on multiscale disc mechanics was investigated under the three loading conditions evaluated in Section “Effect of Loading Condition on Multiscale Bovine Caudal Disc Mechanics.” Degeneration was achieved by reducing tissue proteoglycan content, which was simulated by reducing the fixed charge density in the NP, AF, and CEP (Adams and Roughley, 2006). Bovines are commonly slaughtered between 18 and 24 months and do not experience spontaneous degeneration within that timespan (Alini et al., 2008). Therefore, fixed charge density distribution for the degenerated disc was determined based on trends observed in degenerated human discs (Figure 1C–checkered bars; Urban and Maroudas, 1979; Beckstein et al., 2008; Bezci et al., 2019), as well as data reported from ex vivo degeneration models in relevant bioreactor studies (Castro et al., 2014; Paul et al., 2018). All model-predicted properties discussed and evaluated in Section “Effect of Loading Condition on Multiscale Bovine Caudal Disc Mechanics” were evaluated with degeneration. Additionally, model-predicted resting intradiscal pressure, normalized compressive stiffness, and normalized torsional stiffness were also calculated for the degenerated disc model and compared to available experimental data for a more rigorous model validation (Urban and McMullin, 1988; Sato et al., 1999; Showalter et al., 2012; Bezci et al., 2018). All models were simulated using steady-state analyses with the output evaluated at equilibrium.



RESULTS


Multiscale Model Validation


Joint-Level Validation

Model-predicted intradiscal pressure value for the healthy disc was 0.17 MPa, which was within the range of reported experimental values (<0.90× standard deviation from reported mean values; Figure 3A–black diagonal bar vs. white bars enclosed by black lines).
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FIGURE 3. (A) Model-predicted (Mod-pred) resting intradiscal pressure in healthy and degenerated (Degen) disc models compared to experimental (EXP) values. Data reported by Ishihara et al. (1996) (noted by *) were obtained from bovine caudal discs while data reported by the other listed studies were obtained from human intervertebral discs, which have shown to share comparable intradiscal pressure values. Variations were not reported in Wilke et al. (1999). (B) Representative model-predicted compressive (Comp) stress-strain response of hyperelastic (Hyper), healthy, and degenerated disc models under axial compression. (C) Model-predicted normalized (Norm) compressive stiffness (stiff) compared to EXP values. (D) Representative model-predicted torsional (tors) response of healthy and degenerated discs when evaluated for torsional mechanics. (E) Model-predicted normalized torsional stiffness compared to EXP values.


Model-predicted compressive stress-strain response was non-linear for healthy disc models developed using hyperelastic and triphasic mixture theory material descriptions, agreeing well with experimental observations (Figure 3B–solid lines). However, the hyperelastic disc model predicted a stiffer joint-level response than the triphasic model, which accounted for water content and osmotic behavior (Healthy). For the hyperelastic model, predicted normalized compressive stiffness was 12.52 MPa and did not agree with any available datasets (>1.2× standard deviations from reported means). Employing the triphasic material description resulted in a normalized compressive stiffness of 8.12 MPa, agreeing well with Beckstein et al. (2008) and two of three datasets collected, but not published, by Newell et al. (2020) (moduli calculated at a more relevant loading range than the previously published data, see Supplementary Figure 3). Model-predicted compressive stiffness was within 0.8 standard deviation of the reported mean for the three agreed datasets (Figure 3C–black diagonal bar vs. Beckstein et al., 2008 and Newell et al., 2020). However, our model was not able to accurately predict the compressive stiffness reported by the remaining dataset collected for Newell et al. (2020), which represents data from the authors’ own laboratory (18.74 ± 3.35 MPa, Supplementary Figure 3–Berkeley). The model-predicted compressive stiffness was >3.0 × standard deviations from the reported mean of this single dataset since the experimental data from our laboratory was higher than values reported by other institutes (Figure 3C–black diagonal bar vs. Newell et al., 2020).

A pseudo-linear torque-rotation response was observed for the healthy disc (Figure 3D–solid line). Model-predicted normalized torsional stiffness was 36 kPa/°, matching well with reported values (<0.75× standard deviation from the reported mean values; Figure 3E–black diagonal vs. white bars).



Tissue- and Subtissue-Level Validation

For multilamellar AF specimens, model-predicted stress-stretch response under uniaxial tension was non-linear, agreeing well with the literature (Figure 2B). Model-predicted tensile modulus agreed with the literature but tended to be on the higher end of reported values, particularly as stretch increased (Figure 2C). For single lamellar AF specimens, model-predicted stress-stretch response under uniaxial tension was also non-linear, agreeing well with the literature (Figure 2E). Model-predicted mechanical properties for the toe and linear regions were well within one standard deviation of the reported mean (<0.35× standard deviation from the reported mean; Figure 2F). Based on our model predictions, ex situ swelling ratio was 1.10 for the healthy NP tissue and 0.76 for the inner-middle AF, which were both within one standard deviation of the reported means (<0.88× standard deviation; Figure 4A).
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FIGURE 4. (A) Model-predicted (Mod-pred) ex situ swelling ratios of the nucleus pulposus (NP) and the inner-middle annulus fibrosus (AF) compared to experimental (EXP) data reported by Bezci et al. (2019). (B,C) Model-predicted in situ swelling ratios of the NP, AF, and cartilage endplate (CEP) in healthy and degenerated (Degen) disc models. Relative changes in in situ swelling ratio with degeneration are labeled above corresponding neighboring bars.




Effect of Loading Condition on Multiscale Bovine Caudal Disc Mechanics


Joint-Level Mechanics

Fluid pressure contributed significantly to the disc’s overall load-bearing capacity, especially for loading conditions that incorporated axial compression. In healthy disc models, the average solid stress and average fluid pressure were both approximately 0.2 MPa under axial compression, resulting in relatively equal contribution to the total stress in the disc (Figure 5–Case A). Lower solid stress (0.11 MPa) and fluid pressure (0.13 MPa) were observed under axial rotation, but the relative contribution of solid stress and fluid pressure remained almost identical (Figure 5–Case B vs. A). Compared to Case A, the combined loading more than doubled the solid stress to 0.43 MPa but did not change the fluid pressure (0.24 MPa). Thus, the resulting relative contribution of the solid stress increased to 64% of the total stress (Figure 5–Case C vs. A).
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FIGURE 5. Model-predicted (A) solid stress and fluid pressure, as well as (B) their relative contribution to the total stress taken by the disc in healthy and degenerated (Degen) models for Cases A, B, and C. Relative changes in solid stress or fluid pressure with degeneration are labeled above corresponding neighboring bars.




Tissue-Level Mechanics

Different applied boundary and loading conditions resulted in heterogeneous solid stress, fluid pressure, and strain distributions throughout the disc (Figure 6). Large solid stresses were observed in the outer AF, especially in Cases A and C (Figure 6A–“∗”). Compared to Case A, the rotation-only loading condition resulted in lower solid stresses in all disc components (Figure 6A–Case B vs. A), where the solid stress in the NP, CEP, and AF decreased by more than 80, 67, and 42% (Figure 7A–Case B vs. A). Under combined loading, a two-fold increase in AF and CEP average solid stress was observed (Figure 7A–Case C vs. A: black and pink solid bars). However, the addition of rotation to axial compression did not change the NP solid stress (Figure 7A–Case C vs. A: green solid bar).
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FIGURE 6. Representative post-loading disc mid-frontal (or coronal) plane (A) solid stress, (B) fluid pressure, and (C) strain distributions in healthy and degenerated (Degen) disc models. Black asterisks highlight stress concentrations. Black triangles point at strain concentrations.
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FIGURE 7. Model-predicted post-loading average (A) solid stress, (B) fluid pressure, and (C) strain in the nucleus pulposus (NP), annulus fibrosus (AF), and cartilage endplate (CEP) in healthy and degenerated (Degen) disc models. Relative changes in NP, AF, and CEP solid stress, strain, or fluid pressure with degeneration are labeled above corresponding neighboring bars.


In situ swelling ratios for the NP, AF, and CEP were 0.25, 0.13, and 0.03, respectively (Figure 4B–Healthy; Figure 4C–black solid bars). Under axial compression, average fluid pressure was 0.14 MPa in the AF, which was ∼70% lower than that in the NP (0.47 MPa) and ∼60% lower than that in the CEP (0.36 MPa; Figure 7B–Case A: solid bars). Fluid pressure under the torsion-only loading was generally lower than that under the compression-only loading. Particularly, compared to Case A, NP and AF fluid pressure were both ∼40% lower while CEP fluid pressure was ∼60% lower (Figure 7B–Case B vs. A). Interestingly, compared to the compression-only loading condition, combining axial compression with rotation did not have a significant effect on the fluid pressure in any disc components (Figure 7B–Case C vs. A).

As expected, the relative fluid pressure to the total stress was significant and tissue-specific. Across all three loading conditions, fluid pressure accounted for more than 85% of the total stress in the NP and more than 70% of the total stress in the CEP (Figure 8–NP). The relative contribution of fluid pressure was smaller in the AF, but nevertheless accounted for 20–36% of the total AF stress (Figure 8–AF). Compared to the compression-only loading condition, the torsion-only loading resulted in a slight increase in the relative fluid pressure in the NP (Figure 8–Case B vs. A). However, the combined loading did not alter the relative solid stress or fluid pressure contribution in the NP but resulted in a ∼25% larger solid stress contribution in the AF (Figure 8–Case C vs. A). The relative solid and fluid contribution in the CEP was not affected by applied loading conditions (Figure 8–CEP).
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FIGURE 8. Model-predicted relative contribution of solid stress and fluid pressure in the nucleus pulposus (NP), annulus fibrosus (AF), and cartilage endplate (CEP) in healthy and degenerated (Degen) disc models for Cases A, B, and C after the applied mechanical loading.


Large strains were observed at the AF-NP-CEP interface (i.e., the rim) and in the outer AF (Figure 6C–“^”). Under axial compression, NP and AF strains were comparable (0.16 and 0.13, respectively) and were approximately twofold greater than strains in the CEP (0.07; Figure 7C–Case A). Under axial rotation, strains in the NP decreased by ∼75%; however, AF and CEP strains increased by ∼20% (Figure 7C–Case B vs. A). Compression combined with rotation increased AF strains by 80% from 0.13 to 0.24 and increased CEP strains by more than 200% from 0.07 to 0.18. However, the combined loading did not greatly alter NP strains (∼5% change; Figure 7C–Case C vs. A).

Assessment of AF radial displacement at the mid-disc height under axial compression showed outward bulging for both the inner and outer AF after swelling (Figure 9A). In the outer AF, the relative outward bulging increased with applied load, reaching ∼1.8% under 0.5 MPa axial compression (Figure 9B–black solid circles). In the inner AF, the relative bulging reached a maximum of ∼0.4% under 0.2 MPa of compression but then decreased with additional applied compressive load (Figure 9B–red solid circles).
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FIGURE 9. (A) Disc mid-frontal (or coronal) cross sections demonstrating the relative annulus fibrosus (AF) bulging in healthy and degenerated (Degen) disc models under axial compression. The relative AF bulging was calculated using the post-swelling 0 MPa configuration as the reference configuration (Ref config). (B) Relative bulging in the inner and outer AF in healthy and degenerated disc models. Positive and negative relative bulging suggest outward and inward AF bulging compared to the reference configuration, respectively. The gray horizontal dashed line represents the relative disc bulging threshold, below which the AF was predicted to bulge inward compared to the reference configuration.




Subtissue-Level Mechanics

The triphasic swelling step applied to all model cases prior to the applied mechanical loading resulted in an average swelling-induced fiber stretch of 1.05 in the inner AF and 1.02 in the outer AF. After applying 0.5 MPa of axial compression, the post-loading fiber stretch was ∼1.05 and was relatively consistent throughout the AF (Figure 10A–black solid circles). The magnitude of fiber stretch under the torsion-only loading was comparable, but there was a linear increase in fiber stretch from the innermost AF layer (1.04) to the outermost layer (1.07; Figure 10A–blue solid circles). Under the combined loading, the fiber stretch was nearly twofold greater than that under the single-axis loading conditions and was ∼1.10 through the AF (Figure 10A–red solid circles).
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FIGURE 10. (A) Model-predicted average annulus fibrosus (AF) post-loading fiber stretch along the disc radial direction from the inner AF (IAF) to outer AF (OAF) in healthy and degenerated (Degen) disc models. The gray horizontal dashed line highlights the fiber stretch threshold, above which the fibers have a more significant chance of failure based on previous experimental observations. The threshold value was determined based on data reported by Skaggs et al. (1994) and Isaacs et al. (2014). The inset presents the relative (Rel) percentage change in average fiber stretch with degeneration along the disc radial direction. (B) Model-predicted post-loading average AF solid stress along the disc radial direction from the IAF to OAF. The inset presents the relative increase in fiber solid stress with degeneration for Case A.


Average fiber solid stress was relatively consistent throughout the AF under axial compression, ranging from 0.22 MPa in the inner AF to 0.29 MPa in the outer AF (Figure 10B–black solid circles). Under the rotation-only loading, fiber stress in the inner AF was 60% lower than the compression-only condition; however, large changes in fiber solid stress were not observed in the outer AF (Figure 10B–blue vs. black solid circles). Under the combined loading, fiber stress increased linearly from 0.37 MPa in the inner AF to 0.80 MPa in the outer AF. Compared to Case A, the fiber stress was increased by 70% in the inner AF and by 300% in the outer AF (Figure 10B–red vs. black solid circles). The solid stress of AF extrafibrillar matrix, as well as its observed trends with loading condition were both comparable to that of the fibers. Thus, across all three loading conditions, AF collagen fibers and extrafibrillar matrix contributed equally to the overall AF solid stress (Supplementary Figure 4).

Fiber solid stress profiles were tracked along the fiber length between the inferior and superior bony endplates. In all cases, fiber solid stress distributions were symmetric about the mid-transverse plane, due to disc symmetry (Figure 11). For Cases A and C, peak fiber solid stresses in the outer AF were observed right below the bony endplates, and peak fiber solid stresses in the inner AF were observed at the mid-disc height (Figure 11–Cases A and C: solid lines). By contrast, fiber stress was relatively consistent along the fiber length in both the inner and outer AF for Case B (Figure 11–Case B: solid lines). The combined loading amplified the fiber stress difference between the inner- and outermost lamellae, which shared comparable fiber stresses under the compression- or rotation-only loading conditions (Figure 11–solid black vs. gray lines).
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FIGURE 11. Model-predicted post-loading annulus fibrosus (AF) fiber solid stress profiles along the fiber length from the inferior (Infer) to the superior (Super) bony endplates. The stress distributions were evaluated for the inner- and outermost AF layers in both healthy and degenerated (Degen) discs.




Effect of Degeneration on Multiscale Bovine Caudal Disc Mechanics


Joint-Level Mechanics

Resting intradiscal pressure decreased by ∼70% with degeneration (0.048 MPa) and was within the range of reported values (<0.10× standard deviation from the reported mean values; Figure 3A–red bars). Normalized compressive stiffness increased by ∼30% with degeneration (10.67 MPa; Figures 3B,C). Normalized torsional stiffness was approximately 37 kPa/°, which was not affected by degeneration (Figures 3D,E).

With degeneration, stresses were redistributed with the tissue solid component taking on more of the overall total stress (Figure 5–Degen vs. Healthy). Across the three loading conditions, degeneration increased solid stress by 18–66%, depending on the disc components, and the greatest relative increase with degeneration was observed in the compression-only loading condition (Figure 5A–checkered vs. solid bars). Fluid pressure decreased by ∼60% for all three loading conditions. Thus, the resulting relative contribution of solid stress increased from 45–65% in the healthy discs to 75–85% in the degenerated discs (Figure 5B–checkered vs. solid bars).



Tissue-Level Mechanics

As expected, degeneration reduced tissue swelling capability (Figures 4B,C–checkered vs. solid bars). The NP in situ swelling ratio reduced by >60%, decreasing from 0.25 to 0.09 with degeneration. Similarly, in situ AF swelling ratio decreased by ∼45% from 0.13 to 0.07 with degeneration. Interestingly, the CEP in situ swelling ratio became negative (−0.02) in the degenerated disc, indicating a loss of tissue volume after swelling (Figures 4B,C). The decrease in swelling capacity resulted in a 40–90% decrease in fluid pressure, depending on the tissue types and applied loading conditions. Particularly, large degeneration-induced fluid pressure decreases were mostly observed in the NP and CEP (Figure 7B–checkered vs. solids bars).

Similar to joint-level observations, degeneration redistributed stress in each disc component by decreasing the relative contribution of fluid pressure and increasing the relative contribution of solid stress (Figure 8–Degen vs. Healthy). The greatest stress redistribution was observed in the CEP, where the relative fluid pressure contribution decreased from ∼70–80% in the healthy discs to ∼20–50% in the degenerate discs. Noticeably, in Case B, the CEP relative fluid pressure contribution reduced by more than 75% from 83% in the healthy disc to 20% in the degenerate disc (Figure 8–CEP: checkered vs. solid bars). In the NP, the decrease in fluid contribution was relatively consistent for all three loading conditions. Particularly, degeneration reduced NP fluid contribution by ∼20–30%, decreasing from ∼85–95% in the healthy discs to ∼60–75% with degeneration (Figure 8–NP: checkered vs. solid bars). In the AF, the relative fluid pressure contribution decreased by ∼50% with degeneration, ranging from 11 to 17% in the degenerated discs compared to 20–36% in the healthy discs (Figure 8–AF: checkered vs. solid bars). Degeneration also increased the average strain in each disc components by ∼20–240%, with the largest increase observed in the CEP. Similar to the healthy disc, peak strains were observed at the AF-NP-CEP interface (i.e., the rim) and in the outer AF (Figure 6C–“^”).

The outer AF was still expected to bulge outward with the level of degeneration simulated in this study. Relative outward bulging for the outer AF at 0.5 MPa axial compression was ∼1%, which was ∼45% smaller than that in the degenerated disc (Figure 9–checkered vs. solid black circles). While the inner AF appeared to bulge outward slightly, calculating the relative change in radial displacement between the post-swelling and post-loading configuration showed that the inner AF moved inward toward the NP by 0.3% (Figure 9A–Degen; Figure 9B–checkered black circles). Although the inner AF moved toward the NP, collapse of the inner AF into the NP, which has been reported for more severely degenerated discs (Adams and Roughley, 2006), was not observed in our model.



Subtissue-Level Mechanics

Degeneration increased the average post-loading fiber stretch throughout the AF and had a greater impact on the inner AF than the outer AF (Figure 10A–checkered vs. solid black circles). For Case A, average fiber stretch decreased linearly from 1.10 in the inner AF to 1.07 in the outer AF (Figure 10A–checkered black circles), representing a 90% increase in fiber stretch in the inner AF and a 50% increase in the outer AF with degeneration (Figure 10A–inset: black circles). For Case B, the average fiber stretch was ∼1.08 and was relatively consistent throughout the AF (Figure 10A–checkered blue circles), where degeneration increased inner AF fiber stretch by more than 70% and increased outer AF fiber stretch by ∼20% (Figure 10A–inset: blue circles). Under the combined loading condition, average fiber stretch exceeded the 1.10 threshold in all AF lamellae, decreasing from 1.14 in the inner AF to 1.11 in the outer AF (Figure 10A–checkered red circles). However, although the inner AF fiber stretch increased by ∼50% with degeneration, the outer AF fiber stretch was not affected (Figure 10A–inset: red circles).

The overall increase in fiber stretch with degeneration did not result in a similar increase in fiber or extrafibrillar matrix solid stress. Under the compression-only loading, solid stress in the fibers increased by more than 40% in the inner AF and by ∼85% in the outer AF (Figure 10B–inset). However, the increases in both fiber and matrix solid stresses were smaller and not as consistent for Cases B and C (Figure 10B). Degeneration did not alter the AF fiber/matrix solid stress contribution (Supplementary Figure 4B), nor the pattern of stress distribution along the fiber length, but did increase the stress magnitude, with the largest increase observed for the compression-only loading (Figure 11–dashed vs. solid lines).



DISCUSSION

This study developed and validated a multiscale and multiphasic structure-based finite element model of the bovine caudal disc motion segment. During development and validation, model parameters were determined based on tissue- or subtissue-level experimental data reported in the literature, as opposed to being calibrated to joint-level mechanics prior to validation. The model validation results highlight the model accuracy and robustness, as well as the advantages of employing the proposed multiscale, structure-based modeling-validation framework. After validation, the model was used to investigate the effect of loading condition and degeneration on solid stress, fluid pressure, and strain distributions at joint, tissue and subtissue scales. While only three loading conditions and one level of degeneration were assessed, results from this study demonstrate the model’s capability in investigating the shifts in disc load bearing or stress distribution mechanisms that can act to induce degenerative remodeling or damage accumulation.

Validation is critical for overall model performance, including accuracy and robustness. Most intervertebral disc models are only validated with respect to global disc measurements, such as axial displacement or intradiscal pressure. This limited validation approach can contribute to inaccurate model predictions, especially at tissue and subtissue scales, where model validation is not usually performed (Shirazi-Adl et al., 1984; Kim et al., 1991; Schmidt et al., 2007b; Galbusera et al., 2011a). Some studies calibrated model parameters, especially those associated with the AF, through optimization algorithms in order for the model predictions to fit experimental datasets measured in tests conducted under specific loading modalities (e.g., axial compression, flexion; Schmidt et al., 2006, 2007a; Malandrino et al., 2013); however, this framework requires models to be recalibrated for each new loading modality or disc geometry. The current study expanded upon our previously reported multiscale validation framework by performing model validation at joint, tissue, and subtissue levels (Zhou et al., 2020a; Figures 3, 4). A total of 16 validation cases were assessed and model-predicted properties agreed well with all but one dataset. Differences in joint stiffness between the outstanding dataset, which originate from our previous work, and our model predictions, are likely caused by the non-ideal machine compliance during experimental data collection (Newell et al., 2020). Importantly, model parameters were directly obtained from tissue- or subtissue-level experimental data and no adjustments were made to match tissue- or joint-level behavior. These results demonstrated the model’s predictive power and the effectiveness of the multiscale validation framework.

The structure-based modeling approach may improve clinical relevance and expand potential use for finite element models of the disc joint. At the tissue level, modeling discrete AF lamellae allowed for reproduction of radial variations in AF biochemical composition (i.e., proteoglycan content and water content). Describing variations in localized proteoglycan content is important for simulating and replicating morphological changes observed with degeneration, including the decrease in disc height, increased outward radial bulging, and inward bulging of the inner AF in severely degenerated discs (Yang and O’Connell, 2019). At the subtissue level, modeling collagen fiber bundles allowed us to explicitly evaluate fiber stress and strain distributions, rather than relying on indirect assessment, such as vector summation to evaluate fiber strain (Schmidt et al., 2007b). The separate fiber bundles generated more realistic predictions of in situ fiber mechanics and allowed for direct investigations into fiber-matrix interactions. For example, our findings demonstrate that a ∼50% decrease in proteoglycans caused a 40–90% increase in fiber stress when the disc was loaded under axial compression (Figure 10B–checkered vs. solid black circles). It should be noted that this study only assessed the moderate to severe degeneration level. Thus, additional work is needed to determine whether a decrease in only NP proteoglycan content, as observed in early degeneration, would result in similar increases in fiber stress.

Attributed to the structure-based modeling approach, the majority of our model parameters can be directly linked to tissue mechanical (e.g., modulus, Poisson’s ratio, etc.) or biochemical properties (e.g., water content, proteoglycan content, etc.; Table 1). Model parameters with physical significance help address concerns regarding overparameterization, which is a common issue associated with homogeneous finite element models, where model parameter calibration relies heavily on optimization algorithms (Yin and Elliott, 2005; Eskandari et al., 2019). Taken together, explicitly modeled disc structures with physically relevant model parameters benefit further investigations into disc joint behavior with degeneration, disease, or injury. For example, collagen fiber diameter and stiffness can be readily modified based on structural and mechanical changes noted with degeneration, or diseases such as diabetes (Adams and Roughley, 2006; Li et al., 2013; Svensson et al., 2018). Furthermore, the model can be easily modified to evaluate advanced tissue engineering designs (e.g., angle-ply disc replacements) before conducting costly and time-intensive in vivo studies in large animal models (Martin et al., 2014), or to help track time-dependent changes during bioreactor organ cultures (Frauchiger et al., 2018; Pfannkuche et al., 2020).

The importance of accounting for tissue water content and osmotic response was elucidated by assessing the relative stress contribution from tissue solid matrix and interstitial fluid (Figures 5–8). The contribution of fluid pressure plays a pivotal role in the disc’s load-bearing capacity (Adams and Roughley, 2006), but to the best of the authors’ knowledge, it has not been quantified. Inclusion of triphasic material properties allows for direct measurements of fluid pressure. Based on our model predictions for healthy discs, fluid pressure accounted for 35–55% of the total stress (Figure 5). More specifically, the fluid pressure contribution in the NP was greater than 85% (Figure 8), agreeing with previous findings for the healthy articular cartilage, which has a comparable fixed charge density and water content as healthy NP tissues (Maroudas et al., 1969; Armstrong and Mow, 1982; Lüssea et al., 2000; Shapiro et al., 2002). Degeneration reduced tissue swelling capacity, altering the disc’s load-bearing mechanism by shifting more stress to the tissue solid matrix (Figures 5, 8). This shift in stress-bearing was particularly noticeable under axial compression, where the decrease in fluid pressure (i.e., 0.13 MPa) was balanced by an equivalent increase in solid stress (Figure 5A–Case A). Despite the decrease in relative fluid pressure contribution with degeneration, fluid pressure still accounted for up to 25% of the total stress and contributed to more than 60% of NP stress (Figures 5, 8–checkered bars).

Models that do not incorporate tissue swelling describe stress as being entirely absorbed by the solid matrix (single-phasic hyperelastic material description), which likely contributed to overestimations in AF fiber stretch. For example, a previous model that employed single-phasic material descriptions for the disc predicted a fiber stretch of ∼1.12 under the rotation-only loading, even with the inclusion of posterior functional spinal structures (Schmidt et al., 2007b). However, experimental data on AF single lamellar tensile mechanics reported AF fiber bundle failure stretch as 1.14 ± 0.04 (Skaggs et al., 1994; Isaacs et al., 2014). Thus, such a model would suggest a relatively high likelihood of disc failure, contradicting to in vitro studies that showed low risk of disc failure under axial rotation (Berger-Roscher et al., 2017). The single-phasic material description may also help explain the overestimated compressive stiffness predicted by our hyperelastic model, as omission of water content and osmotic response led to higher AF solid matrix stress and larger fiber deformations that stiffened the disc joint (Figures 3B,C). Thus, our proposed model can potentially provide valuable insights into cell mechanobiology studies, as more accurate predictions of solid matrix stress and stretch data are required in order to apply physiological loading to cells or tissues in vitro (Martin et al., 2014).

The predictive power of our model was further demonstrated by evaluating the multiscale disc mechanics under different loading conditions and degeneration. Single-axis loading conditions (i.e., compression-only or rotation-only) resulted in a fiber solid stress <0.3 MPa and fiber stretch between 1.03 and 1.07 for the healthy disc model, which was comparable to in situ subfailure fiber stretch data obtained from photogrammetry-based studies (1.07–1.11; Heuer et al., 2008a,b; Heuer et al., 2012). Taken together, our model predictions for fiber stretch and stress suggest low risks of failure under the single-axis loading conditions, especially under axial rotation, as the average AF fiber stretch did not exceed 1.10 even with degeneration, which agrees well with recent six-degree of freedom testing results (Berger-Roscher et al., 2017). In contrast, multi-axis loading increased the likelihood of damage accumulation and disc failure as axial rotation combined with compression increased the average fiber stretch to 1.10 and almost tripled the average fiber stress in the outer AF from 0.3 to 0.9 MPa, which is much closer to the 1.0 MPa threshold reported in the literature (Skaggs et al., 1994; Holzapfel et al., 2005; Isaacs et al., 2014).

Degeneration increased the fiber stretch and fiber solid stress under all three simulated loading conditions, especially under the compression-only loading (Figure 10–Case A insets and Figure 11). Interestingly, under the combined loading, the average AF fiber stretch exceeded the 1.10 threshold for failure or significant damage accumulation (range: 1.11–1.14) but the average fiber solid stress still remained below 1.0 MPa. Taken together, these findings suggest that disc failures, especially those initiated in the AF (e.g., clefts, tears, etc.) may be strain-driven rather than stress-driven, agreeing with our previous tissue-level study (Werbner et al., 2017). Six degree of freedom testing machines provide the best approach for elucidating disc failure mechanisms in vitro (Costi et al., 2020). However, their high cost and complexity have limited their use. This model may provide a high-throughput approach to better understand the role of complex loading on damage accumulation and ultimate tissue failure (e.g., disc herniation).

Disc failure, especially those induced in vitro, have been commonly shown to occur through endplate fracture or annulus prolapse (Adams and Hutton, 1985; Wilke et al., 2016; Berger-Roscher et al., 2017). Across the three loading conditions evaluated, strain concentrations and peak fiber stresses were observed near the NP-AF-CEP interface and at the outer AF, especially in the degenerated disc (Figure 7C–“^”; Figure 11–gray solid lines). With degeneration, the CEP exhibited a volume loss post-swelling, likely caused by the compression from surrounding tissues due to differences in swelling capacities (Figure 4C). These results further highlight the NP-AF-CEP interface (i.e., the rim) as a weak link for disc failure. It should be noted that the flatter interface modeled between the CEP and the NP/AF was more representative of discs found in ovine, porcine, and human rather than bovine, which has a more concave CEP-NP-AF interface. Thus, it is within our expectations that our model-predicted peak stress and strain locations match well with in vitro failure locations observed in human and ovine discs (Adams and Hutton, 1985; Wilke et al., 2016; Berger-Roscher et al., 2017).

Although this study presents a strong validation and a robust modeling-validation framework, it is not without limitations. First, disc degeneration was simulated by only reducing tissue fixed charge density (i.e., proteoglycan content), without including any degeneration-related structural changes, such as AF lesions and decreased disc height. The omission of these structural or morphological changes might explain model predictions that contradicted previous experimental observations. For example, it has been widely accepted that degeneration results in higher disc flexibility in axial rotation, which was not predicted by our model within the simulated axial rotation range (Mimura et al., 1994; Galbusera et al., 2014). Additionally, previous experimental studies showed that annular bulging increases with degeneration and injury (Heuer et al., 2008b; Zou et al., 2009). While our model accurately predicted relative AF bulging in healthy discs (O’Connell et al., 2007b), it predicted that AF bulging decreased with degeneration (Figure 9–Degen vs. Healthy). Secondly, flexion/extension and lateral bending, which are important physiological loading modalities that have been shown to initiate disc failure at the CEP, were not assessed (Berger-Roscher et al., 2017). Ongoing and future work will include applying this multiscale, structure-based modeling-validation framework to human intervertebral discs to evaluate the risk of disc failure with early to moderate, or even more severe degenerative changes in tissue composition.

This study used a multiscale, structure-based modeling-validation framework to examine multiscale bovine caudal disc mechanics, including but not limited to fluid pressure, solid stress, and fiber stretch and strain. The model accurately predicted variations in disc mechanics under various loading conditions and with degeneration. Importantly, results from this study elucidated important load-bearing mechanisms and fiber-matrix interactions that are important for understanding disease progression and regeneration in intervertebral discs. In conclusion, the methods presented in this study can be used in conjunction with experimental work to simultaneously investigate disc joint-, tissue-, and subtissue-level mechanics with degeneration, disease, and injury.
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Quantitative MRI to Characterize the Nucleus Pulposus Morphological and Biomechanical Variation According to Sagittal Bending Load and Radial Fissure, an ex vivo Ovine Specimen Proof-of-Concept Study
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Background and context: Low back pain is a dramatic burden worldwide. Discography studies have shown that 39% of chronic low back pain patients suffer from discogenic pain due to a radial fissure of intervertebral disc. This can have major implications in clinical therapeutic choices. The use of discography is restricted because of its invasiveness and interest in it remains low as it represents a static condition of the disc morphology. Magnetic Resonance Imaging (MRI) appears to be less invasive but does not describe the biomechanical dynamic behavior of the fissure.

Purpose: We aimed to seek a quantitative MRI protocol combined with ex vivo sagittal loading to analyze the morphological and biomechanical changes of the intervertebral disc structure and stress distribution.

Study design: Proof of concept.

Methods: We designed a proof-of-concept ovine study including 3 different 3.0 T-MRI sequences (T2-weighted, T1 and T2 mapping). We analyzed 3 different mechanical states (neutral, flexion and extension) on a fresh ovine spine specimen to characterize an intervertebral disc before and after puncturing the anterior part of the annulus fibrosus. We used a mark tracking method to calculate the bending angles and the axial displacements of the discal structures. In parallel, we created a finite element model to calculate the variation of the axial stress and the maximal intensity shear stress, extrapolated from our experimental boundary conditions.

Results: Thanks to an original combination of specific nuclear relaxation time quantifications (T1, T2) of the discal tissue, we characterized the nucleus movement/deformation into the fissure according to the synchronous mechanical load. This revealed a link between disc abnormality and spine segment range of motion capability. Our finite element model highlighted significant variations within the stress distribution between intact and damaged disc.

Conclusion: Quantitative MRI appears to provide a new opportunity to characterize intra-discal structural morphology, lesions and stress changes under the influence of mechanical load. This preliminary work could have substantial implications for non-invasive disc exploration and could help to validate novel therapies for disc treatment.

Keywords: intervertebral disc, nucleus biomechanics, quantitative MRI, low back pain, disc degeneration, radial fissure, mechanical diagnosis and therapy


INTRODUCTION

Low back pain is the leading cause of disability worldwide (Vos et al., 2016) and represents a dramatic economic burden for western countries (Maetzel and Li, 2002; Walker et al., 2003; Dagenais et al., 2008). Back pain is frequently associated with intervertebral disc degeneration, defined as “an aberrant, cell-mediated response to progressive structural failure” (Adams and Roughley, 2006). Several pathways can lead to disc degeneration (Adams and Dolan, 2012). One of them, starts from a centrifugal (from center to periphery) and radial fissure of the annulus which alters disc stress distribution (McNally et al., 1996) and creating a stress gradient between the posterior annulus and the nucleus pulposus (Stefanakis et al., 2014). These mechanical changes can modify the cellular activities leading to dysregulation of the TIMP/MMP expression (TIMP for Tissue Inhibitor of Metallo-Proteinase and MMP for Matrix Metallo-Proteinase) (Le Maitre et al., 2004, 2007). This, in turn, leads to the acceleration of the normal ageing nucleus dehydration (Antoniou et al., 1996). Such modifications can stimulate the nociceptors naturally present in the outer third of the annulus (García-Cosamalón et al., 2010) or those which proliferate alongside the fissure (Coppes et al., 1990, 1997; Lama et al., 2018). All of these phenomena define one structural substrate of discogenic backpain.

Aiming to reverse the pathological status of the disc, multiple treatment options are available, ranging from conservative management to interventional therapies. Robust concepts supporting physiotherapy and manual therapies base their intervention on the presence of a directional preference (McKenzie, 1981; McKenzie and May, 2003; Laslett et al., 2005), which implies a dynamic disc theory. From a clinical perspective, directional preference is a direction of movement alleviating patient pain, while the other directions have no effect or worsen the pain. When observed on a patient with back pain, this type of clinical sign is specific (94%) to discogenic pain (Laslett et al., 2005) and appears to function as an effective guide for treatment (May and Aina, 2012; May et al., 2018). In addition to disc surgery, which is limited to refractory patients, interventional therapies include chemonucleolysis using chymopapain (Javid et al., 1983) – historically the first intradiscal injected drug – collagenase, chondroitinase (Ishibashi et al., 2019), ozone (Paradiso and Alexandre, 2005), radiopaque gelled ethanol (Hashemi et al., 2020), and thermocoagulation (Freeman, 2006). Other novel intradiscal therapies, such as neurotrophic growth factor (Knezevic et al., 2017), platelet-rich plasma (Li et al., 2017) and stem cell (Meisel et al., 2019) appear promising but require further and large-scale validation. Treatment indication can be outlined by correlating a clinical phenotype to a specific morphological disc profile. However, this task becomes extremely challenging when a degenerative process occurs among pain-free and healthy subjects (Brinjikji et al., 2015).

As adequate treatment requires precise diagnostics and as the standard MRI fails, one has to fall back to discography. This procedure has historically been accepted as the reference standard imaging procedure for the diagnosis of discogenic pain. By injecting a contrast agent into the central nucleus, this procedure triggers a mechanical distension of the inner annulus, reproducing the concordant patient pain (Bogduk et al., 2013). By assessing the spreading of the contrast agent with an X-Ray or a CT-scan, the clinician can identify a centrifugal nucleus radial fissure. Discography studies have demonstrated that 39% of patients with chronic low back pain present discogenic pain associated with an annular radial fissure at the level of the injured disc (Manchikanti et al., 2018). The extent of the fissure can be graded using the Dallas classification (Sachs et al., 1987). Furthermore, patient pain has been shown to be proportional to the extent of the fissure toward the periphery (Vanharanta et al., 1987; Moneta et al., 1994). However, since discography is performed on patients in prone position, it enables the physician to analyze only a static aspect of the annular fissure. It provides no information about the potential mobility of the nucleus and the dynamic evolution of the fissure. Although this procedure has been modified to avoid any degenerative process (Bogduk, 2013; McCormick et al., 2019), some studies still show that discography could provide negative side-effects (Carragee et al., 2009). Because of these definitive disadvantages, its use has been restricted to a few highly specific conditions, and substantial efforts are being placed in the development of non-invasive markers (Aprill and Bogduk, 1992).

In recent years, Thompson et al. (2009) described the connection between positive discographies on more than 2400 discs and signal intensity alterations observed via Magnetic Resonance Imaging (MRI) on T1- and T2-weighted scans, corresponding to inflammation of the vertebral endplate, named “MODIC sign” (Modic et al., 1984). Such signs are associated with patient pain (Thompson et al., 2009) and translate as a non-traumatic way of diagnosing discogenic backpain. However, MODIC signs describe only the inflammatory state of the endplates, and not the morphology or the dynamic behavior of the disc itself. The Pfirrmann classification is another way to describe degenerative lumbar disc (Pfirrmann et al., 2001). This classification encompasses a multi-parameter description of the disc on T2-weighted MR images (disc height, signal intensity, etc.) allowing a grading system of the degenerative process. Several studies validate the correlation between MRI findings and histochemical composition of the intervertebral disc (Tertti et al., 1991; Benneker et al., 2005). However, none of these parameters take into account the dynamic behavior of the disc. While MRI seemed less accurate than discography to detect radial fissure (Osti and Fraser, 1992), other works suggest that successful detection is possible via MRI (Yu et al., 1988; Saifuddin et al., 1998). A specific relationship was found between radial fissure and positive discography (Aprill and Bogduk, 1992) by delineating a high intensity zone (HIZ) in the annulus fibrosus (AF), as the latter appears hyperintense compared to the nucleus pulposus (NP) on T2-weighted MR images. However, as HIZ is frequent among pain-free subjects, controversy exists and still persists (Khan et al., 2014).

Contrarily to qualitative T1- and T2-weighted MRI, where the signal intensity interpretation can be affected by several experimental factors, biased perception, or scanner variability, quantitative MRI provides an absolute, objective and lower-variability characterization of the imaged anatomical structures. In intervertebral discs, typically quantified parameters are the T1, T2, or T1ρ relaxation times, magnetization transfer (MT) ratio, and the apparent diffusion coefficient (ADC). These parameters can potentially be used as non-invasive biomarkers for different degeneration stages since they are related to the disc histochemical composition and condition, such as for example water, proteoglycan, or collagen content, matrix integrity, loading or aging (Tertti et al., 1991; Watanabe et al., 2007; Mwale et al., 2008; Menezes-Reis et al., 2015; Hwang et al., 2016; Galley et al., 2017; Paul et al., 2018; Enokida et al., 2020). In general, mapping the relaxation time constants provides the advantage of more accurate and reproducible differentiation between the disc tissues of NP and AF and reduced segmentation variability.

To our knowledge, there is no reference available in the literature regarding MRI capability of detecting annulus fissures and characterizing their biomechanical and morphological variations as a function of bending load. We hypothesized that we could non-invasively identify an annular radial fissure and analyze the dynamic behavior of the NP migration by using optimized T1 and T2 mapping protocols to assess and quantify the degree of disc fissuring, along with the degree of nucleus displacement/deformation through the fissure, depending on the spine position.

We present here the first results of an ex vivo study. Quantitative and anatomical MRI scans were performed on a loaded fresh lamb spine specimen under 3 different mechanical states (neutral, flexion, extension) in both intact and damaged conditions (anterior radial fissure for the purpose of this Proof-Of-Concept study). Our first objective was to assess whether our MRI protocol allows to detect and further characterize a radial fissure within the annulus. Our second objective was to determine the deformation/displacement fields induced in the nucleus pulposus based on the imposed bending angle of flexion/extension, in both intact and damaged conditions. Our third and last objective was to elaborate a simplified finite element model from the actual geometry and boundary conditions in order to study the contribution of the radial fissure onto the stress distribution in the nucleus.



MATERIALS AND METHODS


Specimen

We used a fresh lamb spine specimen, comprising 3 vertebrae (L1-L3) and 2 intervertebral discs (2 functional units) of the upper lumbar spine (lamb fillet). The specimen was kept at 4circC the night before the experiment. Two functional units were kept, such that a healthy control disc could be used at all times for comparison (e.g., in case of aberrant findings).

With the exception of ligamentous and articular capsule tissue, all soft tissue was otherwise removed. In the vertebral body of the 1st and 3rd vertebra, we inserted 2 MR compatible sticks of length L = 8 cm, and diameter ∅ = 6 mm. We kept the specimen hydrated at all times by wrapping it inside saline soaked gauze (Wilke et al., 1998b).

An hour and a half prior to the experiment (Adams, 1995), to avoid over-hydration (McMillan et al., 1996), we creep-loaded the specimen using an axial compressive load of 60 N, resulting in stress of 0.03 MPa. The load was applied by an elastic compressive system, which we set on the transverse vertebral process of the 1st and 3rd vertebra. To simulate an apparent compressive load resulting from muscle activity and gravity (Callaghan et al., 1998), the compressive elastic system was maintained throughout the experiment (Figure 1A).


[image: image]

FIGURE 1. Specimen preparation and boundary conditions of the specimen, in panels (A) neutral position, (B) flexion position, (C) extension position.


First, the specimen was imaged under several mechanical states with intact discs (see below). Secondly, we punctured the anterior part of the annulus using a lumbar puncture needle (18G – 1.2 mm diameter) to damage the disc. The resulting fissure represented 54% of the total height and 27% of the disc transversal diameter. We chose to damage the anterior part of the disc from its inherently easier access in comparison with the posterior part to have a perfectly reproducible lesion model. Besides, similar types of fissure have been documented using discography (Saifuddin et al., 1998) or cadaveric studies (Yu et al., 1988).



MRI Acquisitions

All images were acquired using a 3.0-Tesla imager (Siemens Healthineers, Erlangen, Germany). Room temperature was kept constant at 24°C during the entire examination, and three different MR sequences were performed:

(1) Anatomical images were acquired using a multi-slice 2D T2-weighted Turbo Spin Echo (T2-w TSE) sequence with fat suppression, number of averages NA = 10, echo time TE = 99 ms, repetition time TR = 3800 ms, and echo train length = 21. A total of 16 axial slices with resolution 0.31 0.31 1 mm3, and in-plane field of view (FOV) of 84 100 mm2 covering the disk and part of the adjacent vertebrae were obtained in 21 min 41 s.

(2) T2 mapping was performed using a multi-echo Spin Echo sequence with TR = 4500 ms, and NA = 1. An echo train of 32 with first echo at 30 ms and echo spacing of 30 ms was used. A single transverse slice with in-plane resolution of 0.52 0.52 mm2 (FOV = 84 99 mm2) and slice thickness of 2 mm was acquired in 12 min.

(3) T1 mapping was obtained from multiple Inversion Recovery (IR) Turbo-Spin-Echo sequences with TE/TR = 14/6000 ms, NA = 1, and inversion times of 30, 60, 130, 300, 600, 1300, 3000, 5800 ms. All 8 acquisitions were performed across a single transverse slice of resolution 0.52 0.52 mm2, with corresponding FOV = 84 99 mm2 and slice thickness of 2 mm, acquired in 18 min.

We used the same imaging protocol for each mechanical state of the specimen, resulting in a total of 18 scans. Axial slice orientation was chosen to provide a better visualization and a more appropriate modeling of the NP, the AF and its fissure within the disc with respect to the sagittal view.



Image Processing

Images were processed using in-house scripts and functions developed with MATLAB (MathWorks, Natick, MA, United States). T1 and T2 maps were obtained after normalizing the data and fitting them pixel-wise using either an exponential build-up (S1) or decay (S2) model:
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With Si the normalized signal intensity in arbitrary units, t the time obtained from the echo train or inversion times, and a/b constants of the fitting models. Relaxation times are tied to the magnetic properties of the different tissue species and are expected to vary significantly between the different disc compartments.



Mechanical Loading

We controlled the boundary conditions by fixing the lower vertebra and using rubber bands in different configurations depending on the various elastic systems targeted. The first rubber band applied axial compressive loading (as described above), and the second one applied bending loading (either in extension or in flexion). We used this elastic loading system to modify the position of the specimen in the sagittal plane: flexion was created by applying a bending load on the anterior part of the sticks (Figure 1B) and extension on the posterior part (Figure 1C). Our loading protocol is described in Table 1.


TABLE 1. Mechanical states and the corresponding estimated boundary conditions of the specimen.

[image: Table 1]


Measurements

We used a mark tracking system to calculate the bending angle and the axial displacement (Figure 1A). In particular, we placed visible marks on the sticks and on the vertebra specimens, and measured their respective positions relative to each other before and during each loading step (Germaneau et al., 2016).

We calculated the bending angle using the following process:

• We determined the baseline angle made by the upper MRI-compatible sticks and the horizontal one (α0) from the specimen in neutral loading.

• The same measurement was repeated with the bending loading, i.e., flexion or extension (α).

• We subtracted α0 to α and obtained the corresponding bending angle. A negative value represents a flexion, and a positive value an extension.

We calculated the axial strain from the following process:

• In resting state, we determined the overall height of the vertebral specimen by measuring the distance between the two upper parts of the MRI-compatible sticks (h0).

• The same measurement was repeated with mechanical loading (h).

• We computed the axial strain as the variation of h relative to the baseline value h0 at resting state. A negative value represents a height reduction (i.e., a compression) and positive value a height increase.

We compared bending angles and strain values after each loading step. We evaluated the measurement uncertainty (from measurement repetition on known imposed values) at 0.1% for axial strain and 0.1° for angle variation (Germaneau et al., 2016).

Furthermore, we measured nucleus displacement and inferred its strain in the sagittal direction from the T1 maps. Displacement on sagittal disk boundaries was calculated as the relative difference in distance between the nucleus boundaries at the reference mechanical state (step 1) and the studied state (e.g., step 3, Figure 2).
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FIGURE 2. Method to calculate the nucleus sagittal boundary displacement (w), the degree of nucleus pulposus (NP) migration (m) within the annulus fibrosus (AF), and the nucleus sagittal strain for each mechanical step. Panel (A) is the reference mechanical loading state, i.e., step 1, panel (B) is a mechanical state with partial migration of the annulus m < 50% of the total annulus thickness, panel (C) is a mechanical state at total migration of the annulus m > 50% of the total annulus thickness. Nucleus sagittal boundary displacement is calculated for each mechanical state by w – w0. Nucleus sagittal strain is calculated for each mechanical state by (w – w0)/w0. Migration m is calculated from the proportion of nucleus displacement within the annulus.


Total sagittal nucleus displacement was computed as the relative difference between the distances of the nucleus and spinal cord centroids at the reference state (step 1) and each studied step (e.g., step 4). To determine the position of each centroid, we segmented and isolated the nucleus pulposus and the spinal canal from the T1 maps (Figure 3). The spinal cord is a fixed and identifiable structure that provides a good reference for the centroid tracking process. Nucleus displacement was obtained with an uncertainty of 0.05 mm.


[image: image]

FIGURE 3. Method to calculate global nucleus sagittal displacement. Panel (A) is the reference mechanical loading state, i.e., step 1. Panel (B) is the studied mechanical state, i.e., step 2 to 6 (Table 1). Cnp is the centroid of the nucleus pulpous; Csc is the centroid of the spinal cord; d0 is the reference distance; d is the distance of the studied mechanical state.


We inferred the nucleus sagittal strain according to:

[image: image]

where w0 is the distance between anterior and posterior nucleus boundaries at step 1 (Figure 2A, reference state), and w is the distance between anterior and posterior nucleus boundaries at the investigated steps (Figures 2B,C).

We further evaluated the degree of migration of the nucleus in the fissure during the different mechanical loading steps. This migration was calculated as the ratio between the displacement of the nucleus in the fissure, and the annulus thickness (Figure 2).



Finite Element Model

A finite element (FE) model was developed to perform a stress analysis from a simplified geometry extracted using MRI. Our aim was to use this specific FE model from the actual geometry and the actual boundary conditions in order to calculate the stress distribution in the nucleus and the contribution of the radial fissure. FE analysis was carried out using SolidWorks software (Dassault Systèmes Corporation, Waltham, MA, United States). The geometry of the model was defined using points extracted from the boundary of the annulus and nucleus segmented based on a threshold on the MR images acquired in the intact and fissured states (Figure 4). For this stress analysis, homogeneous behavior was considered to model materials (Shin et al., 2007), of which the properties are specified in Table 2.
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FIGURE 4. Example of segmentation performed in the intact (top) and fissured (bottom) states, used as input for the finite element model.



TABLE 2. Young Modulus and Poisson ratio used for the finite element model of the disc.

[image: Table 2]
The boundary conditions applied to the endplates of the FE model corresponded to the loading imposed during experiments to create bending moments. For that operation, moment was applied on the upper plate of the disk and displacement was considered null on the inferior plate. From there, axial stress and intensity of shear stress induced in the nucleus could be obtained.



RESULTS


MR Imaging Results

Examples of T2-weighted images, T1 and T2 maps are presented in Figures 5, 6 for each mechanical state of the specimen, with or without radial fissure radial fissure, respectively. On Figure 5, the anterior fissure is clearly visible for each MRI sequence.


[image: image]

FIGURE 5. MR images for each mechanical loading state of the intact specimen. First row corresponds to the T2-weighted images; second row to the computed T1 maps, with a scale ranging from 0 ms (blue) to 1500 ms (red); and third row to the T2 maps, with a scale ranging from 20 ms (blue) to 150 ms (red); for three different positions (A) Neutral (step 1) (B) Flexion (step 2), (C) Extension (step 3).



[image: image]

FIGURE 6. MR images for each mechanical loading state of the specimen with radial tear. First row corresponds to the T2-weighted images; the second row to T1 maps, with a scale ranging from 0 ms (blue) to 1500 ms (red); and third row to the T2 maps, with a scale ranging from 20 ms (blue) to 150 ms (red); for three different positions (A) Neutral (step 6), (B) Flexion (step 5), (C) Extension (step 4).


According to the Dallas classification (Sachs et al., 1987), the analyses of the T2–w TSE, T1 and T2 maps reveals a fissure shape similar to a grade II discogram in neutral and extension positions, whereas it is similar to a grade I discogram in flexion position. T1 and T2 maps reveal tissue infiltration within the fissure in neutral and in extension positions based on the respective relaxation times measured in the different compartments. This infiltration is no longer visible in flexion position of the specimen, and the magnetic properties of the infiltrated tissue are similar to those of the annulus fibrosus (T1 > 800 ms, T2 > 80 ms). These maps confirm that the nucleus deformed in accordance with the loading direction in a greater extent when the annulus is fissured.



Total Disc and Nucleus Mechanical Displacements and Strains

Axial strain, bending angle variation, nucleus boundary sagittal displacement, nucleus total sagittal displacement, and nucleus sagittal strain for each mechanical condition are summarized in Table 3. Steps 1 to 3 (Table 1) present our findings for the intact specimen at different mechanical states. Between steps 3 and 4, an experimental anterior fissure was performed at the annulus fibrosus site. Accordingly, steps 4 to 6 present the results for the damaged specimen.


TABLE 3. Axial strain, angle variation, nucleus boundary sagittal displacement, nucleus global sagittal displacement, nucleus sagittal strain, migration of the nucleus in the annulus and cumulative time under axial compression for each mechanical loading step.

[image: Table 3]Axial strain results show an increase with time when comparing two steps with the same mechanical state, e.g., steps 1 and 6. Specimen angle results also show an increase with time. There is a considerable change in nucleus behavior before and after fissuring the annulus. Displacement of the nuclear boundaries increases with extension after the fissuring (+2.8 mm), whereas posterior displacement decreases with flexion (−1.6 mm). The same behavior is visible for nucleus global displacement (+4.6 mm for extension and −2 mm for flexion). The strongest effect of the fissure is observed on the sagittal strain (+27% in extension and +2.5% in flexion). Both flexion and extension with an intact nucleus lead to nucleus compression (negative strain values of −5.6% and −6.1% respectively). In contrast, with a fissured annulus, only flexion leads to nucleus compression (−3.1%), whereas extension causes its stretching (+21.1%).



Stress Analysis

The maps of axial stress and intensity of maximal shear stress for intact and fissured specimen are shown in Figures 7, 8, for both flexion and extension loading. For the intact specimen, we observed classical behavior with compressive and tensile components in accordance with bending loads. For the fissured specimen, we observed increased stress value in the vicinity of the fissure (around 0.2 MPa). The distribution of the intensity of maximal shear stress further exacerbates this difference by displaying increased values in front of the fissure (around 0.2 MPa), whereas maps were homogeneous in the intact disc.
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FIGURE 7. Distribution of the axial stress map for intact (top) and fissured (bottom) disc with flexion (left) and extension (right) loading.
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FIGURE 8. Distribution of the intensity of maximal shear stress for intact (top) and fissured (bottom) disc with flexion (left) and extension (right) loading.




DISCUSSION


Original Findings

Our first and secondary aims were to detect radial fissure of the annulus fibrosus using quantitative MRI, and to characterize the biomechanical behavior of the fissured and intact intervertebral disc, respectively. We defined an original protocol combining qualitative and axial quantitative MRI, computed segmentation, mark tracking analysis and FE modeling. This original approach enabled characterizing the morphology and the biomechanics of the radial fissure the nucleus pulposus according to sagittal bending load and the presence / absence of an anterior radial fissure.

By comparison, classical MRI approach assess either the grade of degeneration (Pfirrmann et al., 2001), the inflammatory status of the endplate (Modic et al., 1984), the presence of a high intensity zone in the annulus (Aprill and Bogduk, 1992) or the external geometry of the disc (Fardon et al., 2014). None of these parameters are a direct observation of a radial fissure. In addition, discography allow a morphologic characterization of the fissure but it is invasive (Carragee et al., 2009) and does not explore the dynamic nature of this fissure (Bogduk, 2013).

Data from this proof-of-concept study tend to confirm the dynamic nature of the nucleus pulposus under the influence of bending loads, i.e., deformation/displacement of the nucleus pulposus away from the direction of the load. A systematic review confirmed this behavior for healthy discs, but findings were conflicting regarding pathological discs (Kolber and Hanney, 2009). We can highlight that none of the papers included in this review used a protocol similar to ours.

Our specimen was prepared according to the guidelines for spinal cadaveric studies by controlling for hydration and axial creep load (Adams, 1995; Wilke et al., 1998b). Due to experimental limitations, the axial compressive load was lower than the recommended value (60 N versus 300 N in the guidelines) and was instead applied longer in order to reach the equivalent effect (90 min versus 30 min in the guidelines).

Adjunction of quantitative imaging improves the precision of disc morphometric characterization and enables experimenters to measure both nucleus displacement with good accuracy (0.1 voxel) and strain under various loading conditions (flexion-extension). By comparing the T1 relaxation times of the tissues at the fissure level to those of the nucleus, it appears reasonable to claim that the nucleus moves toward/deformed into the fissure under bending load influence. Our study showed that T1 and T2 values are relevant parameters for automated segmentation of the different disc regions. This justifies future effort in developing fast quantitative acquisitions that will offer objective metrics for the analysis of the disc biomechanics. Indeed, and as indicated by the plethora of studies in the field, there is a clear need of establishing robust quality criteria for image analyses used in clinical research and clinical trials. This task is all the more difficult as conventional MR images display only shades of gray that are very dependent on the hardware (coil profile, field strength, field homogeneity) and the operator (sequence parameters, patient positioning, signal intensity thresholds for segmentation, etc.).

When comparing two steps within the same mechanical state, e.g., steps 2 and 5, an increase of axial strain and bending angle with time was expected. This corresponds to the creep load induced by compressive axial load. However, between step 1 (intact disc in neutral state) and step 6 (fissured disc in neutral state) the angle difference is + 4°, indicating that the specimen’s position shifted from neutral toward extension even though the elastic bending system had been removed. This value is much greater than what we observed for the other two mechanical states (+ 0.7° for extension and − 0.1° for flexion). This observation, albeit not expected, could explain why MRI and mechanical results of step 6 (fissured disc in neutral state) are very close to those of step 4 (fissured disc in extension). This sizable increase of extension angle in step 6 could be a consequence of the manually performed anterior fissure and should be further explored in future studies.

Our results also revealed a link between disc abnormality and range of motion by using a non-invasive diagnostic method differing from interventional intra-discal procedures. While discography highlights the physical presence of a fissure within the annulus under fixed positional conditions, it remains impossible to observe the migration of the nucleus under postural influence (Walker et al., 2008). Using our non-invasive MRI approach, we observed and quantified the migration of the nucleus into the annulus from the quantitative maps, under conditions equivalent to the physiological loading (up to 5-6 degrees per level) usually observed for daily range of motion in humans (Alini et al., 2008). In this work, the artificial fissure induced considerable damage including the migration of the nucleus within the full thickness of the annulus (100% of migration). As a result, the nucleus strain increased with stretching in the sagittal direction inducing reduction of internal pressure. Yet, flexion partially restored not only the nucleus morphology with observed migration dropping from 100 to 21%, but also the internal pressure with a measured compression strain of 3.1% restoring internal pressure, and consequently physiological capabilities of the disc. These observations confirm the dynamic behavior changes of the fissure.

Ultimately, we used a simplified finite element model, based on geometry directly extracted from MRI data. This approach was enriched by the real boundary conditions quantified during the experiments. This dual approach enabled simultaneous measurement of stress and strain fields on the nucleus, thereby providing a complete biomechanical analysis of the normal and pathological disc. From a clinical point of view, the migration of the nucleus pulposus alongside the fissure could become a nociceptive trigger, leading patient pain. Furthermore, in this case, the singularity and its evolution observed from MRI maps can be linked to stress variation in the nucleus with an increasing of shear components.



Study Limitations

Despite being encouraging, our results suffer from several limitations. This study is a proof-of-concept study performed on only one disc. Repeating the protocol on multiple samples would allow us to assess the reproducibility of our method and to draw more robust conclusions from a statistical point of view. Another limitation could arise from the animal nature of our specimen and its difference with human discs. Indeed, quadrupedal station induces geometrical changes (O’Connell et al., 2007), variations in mechanical properties (Alini et al., 2008) and chemical composition of the disc (Zhang et al., 2014). Nonetheless, a recent review (Daly et al., 2016) concluded that ovine disc is a reasonable choice for preliminary biomechanical or injury model studies. Animal models are currently used in surgical, biomechanical (Casaroli et al., 2017) and histological studies (Schollum et al., 2008). Rather than species type, age and degeneration state of the specimen might actually have a stronger impact on the results since both of these parameters alter disc biomechanics (Adams et al., 1996). With age and degeneration, there is a decrease in the disc notochordal cell population. This triggers a reduction of proteoglycan secretion, leading in turn to a drop in nuclear hydration. Type II collagen is progressively replaced by type I collagen, leading to a more fibrous nucleus (Adams and Roughley, 2006). All of these processes impact the mechanical behavior of the nucleus according to motion and can affect the magnetic properties, such as T1 and T2. As our specimen comes from a young animal with no sign of degenerative disc, the results could not be generalized beyond these criteria. Another limitation comes from the type of fissure induced in our study. Our experimental setup ensured good access to the anterior part of the disc without damaging the specimen. Though rare, anterior fissures are encountered in discography (Saifuddin et al., 1998) or cadaveric studies (Yu et al., 1988). However, most of the fissures associated with discogenic backpain are either posterior or postero-lateral (Bogduk et al., 2013). Because of the different shape and thickness of the anterior annulus (Cassidy et al., 1989), results could be different with a posterior fissure. Ultimately, MRI examination time needs to be shortened to envision in vivo studies. Since ours was the first study of its kind, basic MR sequences were used in order to assess the feasibility of T1 and T2 maps as markers to investigate the disc biomechanics. As a consequence, repeating the current imaging protocol in the 3 different conditions leads to a 6-h examination. Such scan time did not have an impact on our specimen since it has been shown that no change in mechanical properties is observed after 20 h of testing (Wilke et al., 1998a), but faster acquisition schemes need to be implemented to allow a potential transfer to patients in vivo. We propose to implement strategies that enable simultaneous acquisitions of T1 and T2 (Ma et al., 2013) in future studies.

Concerning FE analysis, we used a simplified model to determine stress distribution according to imposed motion and the presence of a fracture in the annulus. Even if we used real geometry and boundary conditions read during experiments, our model had some limitations. As already performed for previous works from literature, we considered linear behaviors and isotropic properties (Shin et al., 2007; Zanjani-Pour et al., 2016). This approach was sufficient in the present work to analyze stress distribution. However, to validate the model, it would be necessary to identify the mechanical properties of tissues and to implement them in the model which could be validated from comparison of displacement and strain fields. Furthermore, we did not model the facet joints in accordance with the limited values of imposed moments (3 N.m). According to our experiments, facet joints were not activated for this magnitude of applied loads, however, they would have to be modeled for higher imposed moments.

Future directions would include replicating this study using a greater number of ovine discs, along with inducing different orientations for the radial fissure in order to better reflect clinical conditions, and applying additional movement directions, typically including the coronal and frontal plans. If results are consistent, our ambition would be to design the next phase of ex vivo studies using human cadaveric discs at different levels of degeneration and age, and thereby make it possible to transfer our MRI methods to in vivo clinical applications.



Future Clinical Implications

Once adapted to in vivo experimentations and combined with classical assessment tools (MRI, X-ray, etc.), such protocol would help clinicians to assess patients with discogenic pain and/or radicular pain due to disc herniation. Together with the directional preference concept (May and Aina, 2012; May et al., 2018), it would help to identify patients who could benefit from a physiotherapeutic mechanical treatment (McKenzie and May, 2003) from those who need surgery. We believe that this protocol would ease the clinical decision-making process, and hence optimize patient care as well as reduce health cost related to back pain.



CONCLUSION

In this Proof-of-Concept study, we demonstrated the possibility to characterize the morphological and biomechanical parameters of a radial fissure within an ex vivo ovine disc. To do so, we combined quantitative T1 an T2 mapping MRI, T2-weighted MRI, computed segmentation, mark tracking analysis and finite element modeling.

Each MRI sequence allowed a clear and original visualization of the discal damage, i.e., radial fissure, non-invasively. The nucleus pulposus moved anteriorly with extension bending load and posteriorly with flexion bending load. After the anterior annulus was damaged, the nuclear displacement and strain increased for extension load and decreased for flexion load. The displacement and strain of the nucleus appeared to follow the direction of the fissure and the direction of the bending load.

This preliminary work, once validated on a larger scale, could have substantial applications for:

• radio-clinical non-invasive disc explorations and correlations with patient lumbar pain,

• dynamic characterization of the disc under physiological and pathological conditions.
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Excessive or incorrect loading of lumbar spinal structures is commonly assumed as one of the factors to accelerate degenerative processes, which may lead to lower back pain. Accordingly, the mechanics of the spine under medical conditions, such as scoliosis or spondylolisthesis, is well-investigated. Treatments via both conventional therapy and surgical methods alike aim at restoring a “healthy” (or at least pain-free) load distribution. Yet, surprisingly little is known about the inter-subject variability of load bearings within a “healthy” lumbar spine. Hence, we utilized computer tomography data from 28 trauma-room patients, whose lumbar spines showed no visible sign of degeneration, to construct simplified multi-body simulation models. The subject-specific geometries, measured by the corresponding lumbar lordosis (LL) between the endplates of vertebra L1 and the sacrum, served as ceteris paribus condition in a standardized forward dynamic compression procedure. Further, the influence of stimulating muscles from the M. multifidus group was assessed. For the range of available LL from 28 to 66°, changes in compressive and shear forces, bending moments, as well as facet joint forces between adjacent vertebrae were calculated. While compressive forces tended to decrease with increasing LL, facet forces were tendentiously increasing. Shear forces decreased between more cranial vertebrae and increased between more caudal ones, while bending moments remained constant. Our results suggest that there exist significant, LL-dependent variations in the loading of “healthy” spinal structures, which should be considered when striving for individually appropriate therapeutic measures.

Keywords: biomechanics, forward dynamics, MBS model, musculo skeletal model, lumbar lordosis, curvature, Cobb angle


1. INTRODUCTION

The spine constitutes a highly mobile skeletal structure with a wide inter-individual variation in the characteristics of its double-S shape. High mechanical stresses in daily life and sports may cause injuries that trigger long-term degenerative processes of the intervertebral disks (IVD) or the facet joints. The lumbar spine is particularly affected by degenerative phenomena because it carries the whole weight of the body above the affected level (Hajihosseinali et al., 2015). Deviations in the double-S shape may alter internal load distributions and accelerate degenerative processes. These deviations are commonly quantified using the Cobb method (Cobb, 1948), which was originally introduced to describe degrees of scoliosis, i.e., deviations in the coronal plane (White and Panjabi, 1990, Chapter 3.1). Adapting the Cobb method to the sagittal plane, the lumbar lordosis (LL) can be defined as the sagittal Cobb angle between upper endplate of vertebra L1 and the endplate of the sacrum (SA). In contrast to scoliosis, quantitative investigations regarding the effects of deviations in the sagittal curvature on spinal load distributions are scarce, especially when distinguishing between thoracic kyphosis (Briggs et al., 2007; Bruno et al., 2012) and lumbar lordosis (Keller et al., 2005; Bruno et al., 2017). While the latter studies were principally able to show an effect of changes in lordosis on the load distribution within the lumbar spine, a depiction of quantitative dependencies is to date still missing.

Understanding the variability in loading of certain spinal structures can be beneficial in clinical contexts, e.g.,for the classification of pathologies or planning of surgical interventions. It is assumed that degenerative alterations are a result of sagittal imbalance (Glassman et al., 2005), which can be measured, for example, by the sagittal vertical axis, i.e., the minimal distance between the C7 plumb-line and the posterior-superior vertebral corner of SA (Jackson and McManus, 1994), or the odontoid hip axis, i.e., the angle between the vertical line through the hip axis and a line from the hip axis to the dens of C2 (Le Huec et al., 2019). A further important characteristic constitutes the spino-pelvic configuration, usually represented by the three angular measurands pelvic incidence (PI), sacral slope (SS), and pelvic tilt (PT). It holds PI = SS+PT and it is assumed that optimal sagittal balance corresponds to a small PI-to-LL difference (ΔPILL), particularly |ΔPILL| = |PI−LL| ≤ 15° (Rothenfluh et al., 2015). Higher discrepancy between these two parameters is thought to result in spinal diseases and malfunctions (Roussouly and Pinheiro-Franco, 2011; Senteler et al., 2014; Bassani et al., 2019). For example, hyperlordosis (large LL) is assumed to accelerate discopathies and facet joint degenerations, whereas hypolordosis (small LL) is connected with high compressive peak forces in the IVDs. These and similar plausibility statements frequently occur in the literature, however, mainly in absence of a corresponding quantification (cf. Shirazi-Adl et al., 2002; Keller et al., 2005; Meakin et al., 2009; Gezelbash et al., 2016; Jentzsch et al., 2017). Hence, the aim of this study was to conduct a quantitative investigation regarding the influence of varying LL on the load distribution within the lumbar spine using forward dynamic models.



2. MODEL AND METHODS

A total of 28 lumbar spinal models were constructed on the basis of in vivo computer tomography (CT) data from trauma-room patients with otherwise healthy spines (i.e., no signs of degeneration; 32.7 ± 14.5 years, where the age of two subjects was not known), provided anonymized by the University Medical Center in Mainz (Figure 1A). These images were taken in supine position, where the loading of spinal structures is significantly reduced compared to standing position (Wilke et al., 1999, Table 1). After semi-automatic segmentation, the resulting surfaces were loaded as rigid bodies into the MBS tool Simpack (Dassault Systèmes Deutschland GmbH, Munich, Germany), and oriented to upright (standing) position, under preservation of the subject-specific geometries, namely curvature, disk space, and facet joint gap. The whole lumbar spine was rigidly re-oriented from supine to upright without altering the relative, intersegmental orientations. “Upright” was defined such that the cranial endplate of the L3 vertebra was oriented parallel to the transversal plane (Rupp et al., 2015, Table 1), i.e., perpendicular to the line of action of the gravitational force. The individual L3 vertebral orientation with respect to the other vertebrae remained unchanged from the original supine state. This definition was maintained for all the models to ensure comparability. The model details described in the following had been previously validated against in vitro and in vivo data (Damm et al., 2019).


[image: Figure 1]
FIGURE 1. (A) CT image of the lumbar spine, rotated to standing position. (B) Computer model based on the subject-specific CT geometries, including passive structures [intervertebral disks (IVDs), facet joints and ligaments]. (C,D) In a last step, active force elements, muscles, are inserted into the model according to individual landmarks. The pelvis serves as origin for the M. psoas major group.


The six degrees-of-freedom, visco-elastic intervertebral body joints between two adjacent vertebrae, representing IVDs, were modeled by non-linear torque-angle and compressive force-deformation characteristics as well as linear shear force-deformation and damping (Damm et al., 2019, Figure 4, Equations 1 and 2). The center of mass of the sacrum was placed in the origin of a coordinate system, where positive z points upwards (cranial), positive y points frontal (anterior), and positive x points right (dexter). As compressive force was measured as the vertical (superior–inferior) part of the force in each reference frame, it could also be referred to as z-force. Accordingly, the (anterior–posterior) shear force is referred to as y-force and the flexion-extension moment around the transversal axis as x-torque. Facet joints were represented by one degree-of-freedom, linear visco-elastic force elements, oriented perpendicular to the regression plane between the (curved) surfaces of the adjacent superior and inferior articular facets. Forces were measured perpendicular to the regression plane between the superior and inferior articular facets, where negative (pulling) forces were not considered for these structures. In fact in some cases, particularly for the upper spinal levels, the facet force remained at 0 N, indicating the absence of compression, i.e., no facet surface contact due to the loading distribution. Instead, the capsule ligaments were compensating for the pulling force.

Next, subject-specific ligament and muscle insertion points on the bony surfaces were identified by anatomical landmarks (Schünke et al., 2015), checked and confirmed by the clinical co-authors (neuro-surgeons from the University Medical Center in Mainz), and connected by one-dimensional force elements (see Figures 1B–D). Ligaments were likewise modeled as visco-elastic passive elements, exhibiting a non-linear force-lengths characteristic and linear damping (Damm et al., 2019, Figure 5, Equations 6 and 7). With regard to muscle representation, M. multifidus and M. psoas major were modeled by point-to-point Hill-type active force elements (Rockenfeller and Günther, 2016, Appendix A). For both ligaments and muscles, pre-strain, and slack lengths, respectively, were scaled with the subject-specific geometries (Rockenfeller et al., 2020). Maximum muscle forces were adapted from the literature (Christophy et al., 2012), with 21 N for strands from the M. multifidus and 80 N for strands from the M. psoas major.

To ensure maximum possible comparability between our forward dynamic loading simulations, boundary conditions for each spine were standardized as follows: First, the lumber spine was encastered at the sacrum level. Second, the anterior–posterior and medial-lateral translation of vertebra L1 was prohibited to avoid tilting, while the other degrees of freedom were not restricted. This restriction was supposed to represent multi-level stabilizing musculature, which was not implemented here, in order to emphasize the effect of changes in load distribution per change in LL. Third, a load of 500 N, representing the upper body weight (Nachemson, 1981, Table 1), was applied on the center of mass of the vertebral body L1 (see Figure 2). Fourth, a standardized forward dynamics simulation of a 2 s time horizon, ensured each spine to reach a final equilibrium state


[image: Figure 2]
FIGURE 2. Examples of lumbar spinal curvature: (A) hypolordotic (LL = 28°), (B) regular (LL = 49.2°), and (C) hyperlordotic (LL = 66.3°). The method of calculating the LL, the sacral slope (SS), and the pelvic incident (PI) is sketched in (D) and described in the text. A vertical force of 500 N (blue arrows with dashed line of action) was applied on the COM of the vertebral body of L1 in all models.


Fourth, possible influence of muscle activity on spinal loading was investigated for only the M. multifidus group, which is known to have a stabilizing effect on the lumbar spine (Macintosh and Bogduk, 1986; Danneels et al., 2001; Ward et al., 2009). Therefore, a total of five different scenarios regarding muscle participation were conducted: (i) “no muscles,” denoting the absence of any active or passive muscle force, (ii) “passive muscles (u = 0),” denoting the absence of any neural stimulation/excitation 0 ≤ u ≤ 1 (cf. Rockenfeller and Günther, 2016), and (iii)–(v) “active muscles (u = 0.1, 0.25, or 0.5),” denoting the degree of stimulation of the M. multifidus group.

To assess the influence of the sagittal curvature on the simulation results, we defined the LL as a measure parameter to define the degree of lumbar lordosis (Vrtovec et al., 2009). Therefore, the cranial endplates of L1 and SA are virtually extended and their intersection angle in the sagittal plane is determined, cf. Figure 2D. From the available data, we obtained a mean LL of 44.0 ± 11.0° with a range between 28.0 and 66.3°, which corresponds well with literature data (Chernukha et al., 1998; Lafage et al., 2009). Smaller LL indicate hypolordotic spines (Figure 2A) and larger LL indicate hyperlordotic spines (Figure 2C). However, it should be noted that the LL alone does not necessarily constitute a unique measure, as different internal (L2–L5) curvatures may correspond to the same overall LL (Been and Kalichman, 2014, Figure 2). Therefore, we additionally compared the LL to the anatomic parameters that characterize the sagittal balance, namely PI, SS, and ΔPILL. The PI is the angle between the lines going from the midpoint of the line connecting the femur heads to the midpoint of the S1 endplate and the normal of the S1 endplate at this midpoint. The SS is the angle between the S1 endplate and the transversal plane (Lafage et al., 2009) (see again Figure 2D). The ΔPILL value is the difference between PI and LL. We obtained a PI of 46.3 ± 10.1° (mean ± standard deviation) with a range between 29.5 and 62.5°, a SS of 41.7 ± 7.6° with a range between 24.1 and 56.0°, and a ΔPILL of 2.3 ± 6.6° with a range between −11.2 and 16.0°. Figure 3 shows the relation between LL and PI (R2 = 0.65), LL and SS (R2 = 0.82), as well as LL and ΔPILL (R2 = 0.18) for our 28 samples. On average, an increase of one degree LL was associated with an increase of ~0.74° in PI and 0.62° in SS, which well corresponds to literature data—cf. Roussouly et al. (2005, Tables 1, 2) and Naserkhaki et al. (2016, Figure 1). For ΔPILL, we found a decrease of 0.26° per degree LL, which has, to our knowledge, not yet been reported. As only a single hypolordotic spine exhibited a |ΔPILL|>15°, we did not perform ΔPILL-dependent analysis, as presented in Senteler et al. (2014); Rothenfluh et al. (2015).


[image: Figure 3]
FIGURE 3. PI, SS, and ΔPILL plotted against LL. The blue circles represent the PI, orange asterisks the SS, and black squares the ΔPILL for the 28 individual lumbar spines. Regressions lines (with confidence bands) are displayed in corresponding colors and their equations as well as coefficients of determination (R2) are stated in the annotations.


The output quantities, which were assumed to depend on the LL, obtained from our standardized forward dynamic simulations, were (i) the changes in sagittal Cobb angles for all vertebrae between the start (t = 0s, no loading) and the end (t = 2s, loaded equilibrium) of the simulation, (ii) the compressive (z-)forces in the IVDs between two adjacent vertebrae, (iii) the IVD shear (y-)forces, (iv) the IVD torques around the transversal (x-)axis, and (v) the facet joint forces. To assess the LL dependency of these quantities, a regression line for each vertebra (respectively level) and for each mode was calculated in a least-squares sense. A subsequent significance-of-correlation t-test was carried out, using the test statistic

[image: image]

where r = cor(LL, Y) denotes Pearson's correlation coefficient between LL and the observed quantity Y, and n = 27 (number of available spinal models minus one) the degrees of freedom (see Zar, 1972). The corresponding p-value was calculated as

[image: image]

where Ftn denotes the cumulative distribution function of the Student's t-distribution with n degrees of freedom. Small p-values indicate that the observed correlation is unlikely under the null hypothesis “r = 0,” which should thus be rejected. All obtained correlations r along with the corresponding p-values are summarized in Table 1 (Appendix A). The resultant slopes s of the regression lines can be calculated by s = r · σ(Y)/σ(LL), with σ being the standard deviation operator. Uncertainty of the regression analysis is indicated by 95% confidence bands f(LL) ± ω(LL) around the regression line f(LL), with

[image: image]

where tn−2,0.95 denotes the 95%-quantile of the t-distribution with n−2 degrees of freedom, and [image: image] the mean value of LL. Slopes for all modes and output quantities, together with their 95% confidence intervals (CI), are listed in Table 2 (likewise Appendix A).



3. RESULTS

Orienting the spine upright from supine position, as well as applying loading and possibly muscle forces, changes the initial LL between start (t = 0 s) and end (t = 2s) of the simulation. In Figure 4, these changes are quantified for each spinal level and each muscle stimulation protocol. Expectedly, for the mid vertebra L3, no significant changes in the Cobb angle were observed for any muscle stimulation. For the neighboring vertebrae L2 and L4, we observed a moderate, yet (highly) significant, increase, and decrease, respectively, of ~1.5° over the whole LL range, i.e., ~0.03° change per degree LL (see Table 2 in Appendix A for concrete values and CI). This trend is continued for the outer vertebrae L1 and L5, where a higher change of ~2° (0.045° per degree LL) increase for L1 and decrease for L5 is observed over the whole LL range. Notably, changes in scenarios with highly stimulated muscles were less significant than for passive or moderately stimulated muscles, indicating a stabilizing effect.


[image: Figure 4]
FIGURE 4. Differences in Cobb angles during compression of all 28 vertebrae against LL. Colors and marker symbols of the data points and the corresponding regression lines consistently correspond to the modes: lilac up-pointing triangles for simulations without muscles involved; blue squares for passive muscles; as well as green circles, orange diamonds, and red down-pointing triangles for muscle stimulation of u ∈ {0.1, 0.25, 0.5}, respectively. Confidence bands of the regression are shown as pale areas of the corresponding color. The significance of the statistical test is indicated by alongside asterisks (** = significant with 0.001 ≤ p < 0.05, *** = highly significant with p < 0.001).


Figure 5 depicts the compressive force resulting at each level of each spinal model at the end of the simulation. These forces ranged from 446–746 N, both at the L5–SA level. For the upper levels L1–L2 and L2–L3, we observed no significant difference across all curvatures. The more caudal the level, the more significant the decrease in force for the cases of no muscles and passive muscles alike, up to −2.8 N (CI: [−4.6, −1] N) per degree LL at the L5–SA level for high muscle stimulation. In case of highly stimulated muscles, the most significant decrease in compressive force happens at the level L4–L5. Tendencies toward an increase in compressive force with LL were not found at all, although the most hyperlordotic spinal model yielded the highest forces in the upper segments. Throughout all levels, an increase in muscle stimulation yielded absolute higher compressive forces.


[image: Figure 5]
FIGURE 5. Compressive (z-)force between each pair of adjacent vertebrae against lumbar lordosis (LL). Colors and marker symbols of the data points and the corresponding regression lines consistently correspond to the modes: lilac up-pointing triangles for simulations without muscles involved; blue squares for passive muscles; as well as green circles, orange diamonds, and red down-pointing triangles for muscle stimulation of u ∈ {0.1, 0.25, 0.5}, respectively. Confidence bands of the regression are shown as pale areas of the corresponding color. The significance of the statistical test is indicated by alongside asterisks (* = tendency with 0.05 ≤ p ≤ 0.1, ** = significant with 0.001 ≤ p < 0.05, *** = highly significant with p < 0.001).


Figure 6 depicts the shear forces resulting at each level of each spinal model at the end of the simulation. These forces ranged from −114N (L1–L2) to 438 N (L5–SA). Contrary to the compressive force, shear forces (highly) significantly decreased (increased in posterior direction) with ~1.6 N per degree LL at the L1–L2 level. The more caudal the level, the more of an increase in shear force, absolute and with LL, was observed, although significance is only given on the L5–SA level with up to 1.9 N (CI: [−0.14,4] N) per degree LL. Throughout all levels, an increase in muscle stimulation yielded higher anteriorly directed shear forces.


[image: Figure 6]
FIGURE 6. Shear (y-)force between each pair of adjacent vertebrae against lumbar lordosis (LL). Colors and marker symbols of the data points and the corresponding regression lines consistently correspond to the modes: lilac up-pointing triangles for simulations without muscles involved; blue squares for passive muscles; as well as green circles, orange diamonds, and red down-pointing triangles for muscle stimulation of u ∈ {0.1, 0.25, 0.5}, respectively. Confidence bands of the regression are shown as pale areas of the corresponding color.


Figure 7 depicts the bending moments around the transversal axis at each level of each spinal model at the end of the simulation. Depending on the degree of muscle stimulation and level, bending moments lie mostly within the range of ±3 Nm, with negative values (indicating forward bending) occur predominantly on the L5–SA level. None of the correlation coefficients was significantly different from zero, i.e., there was no LL dependence. Except for the L4–L5 level, higher muscle stimulation was associated with higher absolute bending moments. Absolute moments around the transversal and longitudinal axes were not significantly different from zero.


[image: Figure 7]
FIGURE 7. Bending moments (x-torques) around the transversal axis between each pair of adjacent vertebrae against lumbar lordosis (LL). Colors and marker symbols of the data points and the corresponding regression lines consistently correspond to the modes: lilac up-pointing triangles for simulations without muscles involved; blue squares for passive muscles; as well as green circles, orange diamonds, and red down-pointing triangles for muscle stimulation of u ∈ {0.1, 0.25, 0.5}, respectively. Confidence bands of the regression are shown as pale areas of the corresponding color.


Finally, Figure 8 shows the forces within the sinister (left column of the figure) and dexter (right column) facet joint. On the first glance, we observe in each level and for each mode on each side a trend toward an increase of facet force with LL. This increase is, however, only significant for certain cases, predominantly for the lower levels and lower muscle stimulation, respectively, with an increase of as much as 1.6 N per degree LL at the L5–SA level. Especially on the L1–L2 and L3–L4 level, no significance was found at all. Throughout all levels, an increase in muscle stimulation yielded absolute higher facet forces.


[image: Figure 8]
FIGURE 8. Facet force between each pair of adjacent articular facets against lumbar lordosis (LL). Colors and marker symbols of the data points and the corresponding regression lines consistently correspond to the modes: lilac up-pointing triangles for simulations without muscles involved; blue squares for passive muscles; as well as green circles, orange diamonds, and red down-pointing triangles for muscle stimulation of u ∈ {0.1, 0.25, 0.5}, respectively. The significance of the statistical test is indicated by alongside asterisks (* = tendency with 0.05 ≤ p ≤ 0.1, ** = significant with 0.001 ≤ p < 0.05).




4. DISCUSSION

We have shown the effect of varying LL and varying stimulation of the M. multifidus on the load distribution within the lumbar spine during forward dynamic compression. Therefore, the CT data from 28 asymptomatic subjects in supine position were transferred into a priorly validated MBS model and underwent standardized loading conditions, representing upright standing. The range of observed LL in our study (28–66.3°) well coincides with prior observations of 28.8–72.9° (Wood et al., 1996, Table 1). Likewise, the changes in LL due to the transition between unloaded supine and loaded standing position consistently account for only a few degrees—cf. Figure 4 (upper left), Wood et al. (1996), and Meakin et al. (2009). Contrary to existing literature on the influence of curvature on spinal loading (Briggs et al., 2007; Bruno et al., 2012, 2017; Galbusera et al., 2014; Naserkhaki et al., 2016), the novelty of our study lies in the formulation of quantitative statements regarding the LL-dependent load distribution during forward dynamic simulations, e.g., “Per one degree increase in LL, the compressive force within the IVD between L5 and SA decreases by 2.8 N (CI: [−4.6, −1] N).” Of course, our absolute output values have to be treated with caution when comparing them directly to in vivo (or more elaborated in silico) situations. Yet, this study might serve as an impulse for subsequent quantitative corroborations of conjectured coherences. In the following, we consider clinical applications, depending on patient-specific lordosis, and address the role of muscles in the stabilization of the lumbar spine.


4.1. Clinical Implications of Varying LL

In clinical practice, physicians are mostly faced with hypolordosis (small LL) due to degenerative diseases, e.g.,reduced height of the intervertebral disk space or flattening of vertebrae due to osteoporotic changes. LL is known to decrease with increasing age (Gelb et al., 1995). With lower LL, the gravity line is located anteriorly, away from its ideal position between the hip joints. As a consequence, compressive force on the intervertebral disks increases (see also our Figure 5), which may favor discopathies that result in further decrease of the LL. A recent meta-analysis of 13 studies with a total of 796 patients (Chun et al., 2017) found that patients with small LL tend to suffer more often from low back pain (independent of the underlying pathology). In a subgroup analysis of five studies, comparing individuals with disk herniation or severe degeneration with a healthy control group, it was further observed that this condition is more likely to occur in individuals with hypolordosis.

Contrary, in a hyperlordotic spine (high LL), the gravity line is located dorsally and thus close to the posterior spinal structures, such as the facet joints and spinous processes. This may favor diseases, such as posterior facets arthritis, Baastrup disease, and spondylolisthesis (Roussouly and Pinheiro-Franco, 2011). Accordingly, we observed in our model a tendency of increasing facet force with increasing LL (see Figure 8). These findings coincide with clinical investigations (Sahin et al., 2015), which found a significant correlation of high LL values with the degree of lumbar facet joint degeneration in CT scans of 723 patients.

Sagittal imbalance in general has been shown to correlate with clinical symptoms (Glassman et al., 2005; Senteler et al., 2014; Rothenfluh et al., 2015). Particularly, an anterior misalignment of C7, and thus of the thoracic weight, results in high compression mainly caused by compensatory muscular forces (Galbusera et al., 2013). This effect is less prominent, yet still identifiable, for backward misalignment (Bassani et al., 2019). Hence, careful evaluation of the individual LL and sagittal profile of patients is of utmost importance to avoid acceleration of degenerative processes. Although lumbar posture can be influenced to a certain extent by muscle hypertrophy training (Scannell and McGill, 2003), in severe cases surgical correction might be required. In general, utilization of subject-specific lumbar spine models might have the ability to assist surgeons to correctly restore the individual balance. These models should be based on (supine) CT data and (standing) radiographs to allow precise measurements of anatomical parameters, such as PI, LL, and other (multi-level) Cobb angles.



4.2. The Role of M. multifidus in Stabilizing the Lumbar Spine

Lower back muscles, and especially the M. multifidus, play an important role in stabilizing the lumbar spine (Macintosh and Bogduk, 1986; Goel et al., 1993; Kaigle et al., 1995; Wilke et al., 1995; Panjabi, 1999; Danneels et al., 2001; Ward et al., 2009). For example, lower back pain patients were shown to have significantly smaller cross-sectional area of their M. multifidus (Danneels et al., 2000; Kamaz et al., 2007; Hides et al., 2008) and were less able to voluntarily contract the M. multifidus in atrophic segments (Wallwork et al., 2009). This becomes particularly crucial for hypolordotic spines, where holding forces in posterior structures are required. As we have shown in Figure 4, LL increases with increasing muscle force, which is consistent to findings regarding the correlation of muscle volume and LL (Meakin and Aspden, 2012; Meakin et al., 2013).

As we introduced the varying stimulation of the M. multifidus as a second ceteris paribus condition in our model, the influence of varying muscle force on the load distribution could be assessed. In Figures 5–8, we observed an increase in compressive and shear forces as well as facet forces with increasing muscle stimulation. However, the significance of the LL dependence of these forces were smaller for higher stimulation values, consistent to observations regarding the application of follower load (Patwardhan et al., 1999). Hence, higher muscle forces seem to compensate for structural deficiencies, see again Scannell and McGill (2003). These findings underline the important interplay between LL and muscle forces (primarily of the M. multifidus) in the development of degenerative spinal diseases. Thus, future individualized therapy planning should benefit from careful consideration of the delicate equilibrium of individual curvature and muscle strength.




5. LIMITATIONS AND PERSPECTIVES

Several simplifying assumptions regarding our model approach might have an influence on the absolute values of angles, forces, and bending moments that were presented in Figures 4–8. First, our model only consists of pelvis, lumbar vertebrae, IVDs, ligaments, facet joints, and two muscle groups. Yet, geometries and muscle as well as ligament insertion points were extracted from subject-specific CT data. Second, the orientation of the spine with respect to a horizontal L3 endplate in general does not account for real-life variation. As no vertebra C7 was available for most spines, a more realistic balance with respect to the C7 plumb-line could not be performed. Third, as neither data about subject-specific weight or muscle cross-section area was available, loading and muscle forces had to be chosen generically.

For each of the mentioned limitations, it might be worth to conduct a sensitivity analysis regarding the LL dependence of the load distribution. Regarding additional structures and muscles, a quantitative assessment of LL-dependent stabilizing effects could lead to individual muscle hypertrophy training plans toward appropriate posture. Regarding the vertebral orientation, a systematic variation of spinal alignment, as a second independent variable besides LL, might yield configurations with particular high (or low) loading in certain structures that could be connected to lower back pain. Regarding the loading protocol, the herein investigated compression ought to be replaced by common movement tasks, e.g., flexion-extension, equipped with as much individualized information as available.



6. CONCLUSION

The load distribution and stabilizing effect of the M. multifidus for different LL were investigated by using simplified forward dynamic MBS models of the lumbar spine. Based on clinical CT data, 28 models with subject-specific geometries, including passive structures as well as two muscle groups, were constructed. To emphasize a possible dependence of load distribution on the LL, standardized orientation and loading conditions as well as generic parameters for passive and active structures were used. Resulting compressive and shear IVD forces, IVD bending moments, and facet forces were displayed and quantitatively connected to LL via the corresponding correlations. Tendentiously, IVD compressive forces in hypolordotic lumbar spines were higher than in hyperlordotic lumbar spines. In contrast, facet joint forces increased with increasing LL. Alterations in shear forces depended on the vertebral level and bending moments did not show any significant change at all. Simulations with higher stimulation of the M. multifidus resulted in less significant load distributions, which may be explained by the stabilizing effect of these muscles. The clinical relevance of our findings was discussed.
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Finite element models are useful for investigating internal intervertebral disc (IVD) behaviours without using disruptive experimental techniques. Simplified geometries are commonly used to reduce computational time or because internal geometries cannot be acquired from CT scans. This study aimed to (1) investigate the effect of altered geometries both at endplates and the nucleus-anulus boundary on model response, and (2) to investigate model sensitivity to material and geometric inputs, and different modelling approaches (graduated or consistent fibre bundle angles and glued or cohesive inter-lamellar contact). Six models were developed from 9.4 T MRIs of bovine IVDs. Models had two variations of endplate geometry (a simple curved profile from the centre of the disc to the periphery, and precise geometry segmented from MRIs), and three variations of NP-AF boundary (linear, curved, and segmented). Models were subjected to axial compressive loading (to 0.86 mm at a strain rate of 0.1/s) and the effect on stiffness and strain distributions, and the sensitivity to modelling approaches was investigated. The model with the most complex geometry (segmented endplates, curved NP-AF boundary) was 3.1 times stiffer than the model with the simplest geometry (curved endplates, linear NP-AF boundary), although this difference may be exaggerated since segmenting the endplates in the complex geometry models resulted in a shorter average disc height. Peak strains were close to the endplates at locations of high curvature in the segmented endplate models which were not captured in the curved endplate models. Differences were also seen in sensitivity to material properties, graduated fibre angles, cohesive rather than glued inter-lamellar contact, and NP:AF ratios. These results show that FE modellers must take care to ensure geometries are realistic so that load is distributed and passes through IVDs accurately.

Keywords: intervertebral disc, finite element model, magnetic resonance imaging, cohesive elements, sensitivity


INTRODUCTION

Intervertebral discs (IVDs) lie between vertebra in the spine and act to distribute loading while allowing the spine to bend and flex (Bogduk, 2005; Adams and Roughley, 2006). The IVD consists of the anulus fibrosus (AF), nucleus pulposus (NP) and the endplates that enclose the NP and AF above and below. As the IVD degenerates, its height reduces (Adams et al., 1987), the relative ratio of NP to AF cross-sectional area decreases (Adams et al., 1996), and the stiffness of individual components increases (Iatridis et al., 1998, 1999; O’Connell et al., 2009). Previously, these changes have been investigated using experimental techniques, however, it is challenging to measure stresses and strains within the IVD without disrupting it, and therefore, there has been an increasing trend towards the use of FE models for investigations of this kind.

Previous FE studies on human lumbar spines have explored the effect of altering geometric features of the IVD (Robin et al., 1994; Natarajan and Andersson, 1999; Noailly et al., 2007; Meijer et al., 2011; Niemeyer et al., 2012). All of these studies have found the disc height significantly affects the response of the IVD, and some have shown that NP position (Noailly et al., 2007), and endplate width and depth (Natarajan and Andersson, 1999; Meijer et al., 2011; Niemeyer et al., 2012) are important factors. Similarly, the nature of the contact between lamella in the AF in FE models has been shown to affect model response (Adam et al., 2015), and a method of using cohesive contact between lamella has been proposed by Mengoni et al. (2015). Recent FE studies on bovine (Mengoni et al., 2017), and human discs (Yang et al., 2019), have demonstrated the importance of the NP:AF ratio, few studies have investigated the effect of changes to the internal IVD geometry. This is likely due to the challenges associated with defining the boundary between the NP and AF. Recent advances in magnetic resonance imaging (MRI) allow accurate internal geometries to be identified (O’Connell et al., 2011; Tavana et al., 2020, 2021). In some cases, these geometries are substantially different to those that are used in current FE models, and the effect of these inaccuracies has not previously been investigated.

The aim of this study is to use high resolution MRI scans, and FE models to investigate the effect of altered geometries both at the boundary between the NP and the AF, and at the endplates on the response of the IVD. Specific aims include quantifying the effect of altered geometries on IVD;


(a)stiffness and strain distributions

(b)sensitivity to altered material properties

(c)sensitivity to graduated fibre bundle angles (increasing from outer to inner AF)

(d)sensitivity to modelling inter-lamellar behaviour with cohesive contact

(e)sensitivity to altered NP:AF ratio.





MATERIALS AND METHODS

For this study, a vertebral body—disc—vertebral body specimen was dissected from the most caudal disc of a fresh-frozen bovine tail acquired from a local butcher. Soft tissue was removed before being scanned on a 9.4 T MRI scanner (Bruker BioSpec, Ettlingen, Germany) equipped with a volume RF resonator [T2-weighted RARE sequence, coronal plane, resolution = (90 × 90) μm2, slice thickness = 800 μm, 17 min scan time], such that internal geometries could be acquired.


Experimental Data

Experimental data, against which the FE models could be compared was obtained from previous literature (Newell et al., 2017). During these experiments ten bovine IVDs were axially compressed to 15% strain at a range of strain rates and the force-displacement response of each sample was recorded. For comparison purposes only data from mid-range strain rates (0.1/s) were used in this study.



FE Model Development

Non-linear, implicit, axisymmetric FE models using Marc (v2017, MSC Software, California, United States) were developed based on measurements from the mid-coronal slice of the high-resolution MRI images (Figure 1A).
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FIGURE 1. (A) Middle coronal slice of the MRI of the bovine IVD. (B) Typical peripheral MRI slice from which fibre bundle angles were measured.




Geometry

Six FE models were developed, with two variations of endplate geometry (simple and segmented), and three variations of NP-AF boundary (linear, curved, and segmented) (Figure 2). Since the bovine tail disc is almost perfectly round all FE models were axisymmetric (Adam et al., 2015). The simple endplate geometries (Model 1.1, 1.2, and 1.3) had central and peripheral IVD heights measured from the mid-coronal MRI slice but a smooth curve between these two points. The segmented endplate geometries (Model 2.1, 2.2, and 2.3) were obtained from the mid-coronal MRI slice using Mimics (v16, Materialise, Leuven, Belgium) but also had central and peripheral IVD heights that matched those of the simple endplate geometry models. The linear NP-AF boundary models had a vertical, linear boundary between the NP and AF, while the curved NP-AF boundary models had a quadratically polynomial boundary. Both the linear, and curved NP-AF boundary models had a NP:AF ratio determined from measurements at the mid-height of the mid-coronal slice of the IVD. As with the endplates, the segmented NP-AF boundary was obtained from the mid-coronal MRI slice using Mimics.
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FIGURE 2. Initial geometry of the six axisymmetric FE models overlaid on the MRI slice from which the geometries were obtained. Note the axis of symmetry in the models is along the mid-sagittal plane of the IVD. (A) Model 1.1—simple endplates, linear NP-AF boundary, (B) Model 1.2—simple endplates, curved NP-AF boundary, (C) Model 1.3—simple endplates, segmented NP-AF boundary, (D) Model 2.1—segmented endplates, linear NP-AF boundary, (E) Model 2.2—segmented endplates, curved NP-AF boundary, (F) Model 2.3—segmented endplates, segmented NP-AF boundary. Note the fibre bundle angles are relative to the transverse plane.


The AF was modelled with rebar elements to represent the collagen fibre bundles, surrounded by non-linear solid quadrilateral elements to represent the AF ground matrix. For the models with segmented NP-AF boundary, each lamella layer was segmented, while the number of rebar layers for the linear and curved models was set to the number of layers that could be identified on the mid-coronal slice of the MRIs. The NP was modelled with non-linear solid triangular elements. For this study endplates and vertebral bodies were assumed to be rigid as the effect of the endplates, and VBs on the behaviour of bovine IVD FE models has been found to be negligible (<2.5% difference in the peak force; Newell et al., 2017). A convergence study was performed on each specimen to ensure that the mesh density was sufficient.



Material Properties

The properties of each material used in the models are shown in Table 1. The AF matrix and the NP were assigned non-linear hyperelastic material properties (Mooney-Rivlin). The strain energy function for this material model is shown in Eq. 1, where W is the strain-energy density function, I1 and I2 are strain invariants, and C10 and C01 are material constants (Mooney, 1940):


TABLE 1. Baseline material properties for components of each of the FE models.
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The AF fibre bundles were modelled using tension only rebar elements with a Young’s modulus (YM) of 415 MPa which was obtained from the results of an optimisation study (Newell et al., 2017). The fibre bundles were aligned at ±30.45° to the transverse plane which was an average of six measurements taken from different coronal MRI slices at regular intervals from the inner to outer AF (Figure 1B). The cross-sectional area of each fibre bundle was set to be 3.212 × 10–2 mm2, and spacing of the bundles was set to 4.35 bundles/mm (Marchand and Ahmed, 1990; Adam et al., 2015). The bulk modulus of the NP and AF ground matrix was set at 2,000 MPa to ensure near incompressibility.



Boundary Conditions

Replicating the experimental setup described by Newell et al. (2017), the inferior boundary of the IVD was fixed, and a displacement of 0.86 mm, which corresponded to a central disc axial strain of 15%, was applied to the superior boundary of the IVD. Since the models with segmented endplates had a shorter overall (or average) disc height (eventhough the central disc heights were kept the same), and the displacement of 0.86 mm was applied to all models, the models with segmented endplates were subjected to higher overall (or average) axial strains. Since the model was axisymmetric, nodes along the axis of symmetry were fixed in the radial direction.



Sensitivity Study

The influence of the AF C10, AF C01, fibre bundle YM, and fibre bundle angle values were investigated by varying their baseline value by ±20% and observing the effect on the peak force.



Graduated Fibre Bundle Angle

A number of previous FE studies have modelled fibre bundles with a constant orientation from outer to inner AF (Shirazi-Adl et al., 1986; Marchand and Ahmed, 1990; Natali and Meroi, 1990; Adam et al., 2015; Newell et al., 2017). However, in human IVDs fibre bundle angle has been reported to vary linearly from 28(outer) to 45(inner) in the radial direction relative to the transverse plane (Cassidy et al., 1989), and has been included in a number of other FE studies (Ayturk and Puttlitz, 2011; Schmidt et al., 2012). From the MRI scans, fibre bundle angles of 27.4° and 37.4° were measured at the outer most layer and inner most layer, respectively. In order to understand the effect of including a variation in fibre bundle angle, each layer of fibre bundles were assigned material properties individually in the model. The outer most layer was assigned 27.4° and the inner most layer was assigned 37.4°, while intermediate angles were varied linearly between these two angles.



Modelling Inter-lamellar Behaviour With Cohesive Contact

Interactions between lamellar in the AF were modelled using cohesive elements which allows the interfaces to be described by traction-separation laws. Normal cohesive stiffness (Knn = 1.18 MPa/mm), and tangential cohesive stiffness (Ktt and Kss = 1.31 MPa/mm) values were taken from Mengoni et al. (2015) who derived values using an optimisation algorithm and simulations of tension experiments where ovine AF samples were loaded radially. A stiffening factor in compression was assigned to ensure penetration between elements in adjacent lamellae was minimal. Preliminary investigations showed that a factor of 100,000 was sufficient to ensure that ±20% change resulted in a less than 2% change in peak force.



NP:AF Ratio

The NP:AF ratio was doubled (increasing the NP radius compared to the AF width but keeping the overall IVD width constant) in each of the models to investigate the effect of NP:AF ratio on the mechanics of the disc. Doubling the ratio ensured that there was a clear divergence from the baseline geometry while keeping within the physiological bounds of reported NP:AF ratios (O’Connell et al., 2007; Adam et al., 2015; Newell et al., 2017). In all baseline models the number of rebars/mm was defined based on measurements from Marchand and Ahmed (1990) (4.35 bundles/mm = 0.22 mm interbundle spacing) (Figure 3A). When increasing the NP:AF ratio care was taken to ensure that the total number of fibre bundles, was the same between the baseline, and adjusted NP:AF ratio models (Figure 3). This was achieved by calculating the difference between the circumference of each lamella of the baseline and the altered NP:AF ratio models using the horizontal distance from each lamella to the axisymmetric axis. The fibre bundle spacing was then adjusted to ensure each new model had the same fibre volume as the baseline models (Figure 3).
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FIGURE 3. Schematic of axial cross-section of the IVD demonstrating the change in fibre bundle spacing required to allow a fair comparison between models when adjusting the NP:AF ratio. (A) Shows a baseline NP:AF ratio with a cut out showing the fibre bundle thickness (Tb), and interbundle spacing (Sb), (B) shows an increased NP:AF ratio with larger interbundle spacing. Bundles are only shown in the inner most lamella in both schematics, with a total of 12 bundles shown in both (A,B), although larger interbundle spacing in (B) resulting in the same fibre bundle volume as that shown in (A). Note these schematics are not to scale.




RESULTS

Taking measurements from the MRIs, the sample had a central disc height of 8.41 mm, sagittal plane width of 25.56 mm, a coronal plane width of 24.36 mm, and an area of 489.30 mm2. A convergence study was performed on each specimen to ensure that the mesh density was sufficient. This involved subdividing the number of elements and comparing the peak force obtained using the original mesh with that obtained with the subdivided mesh. If peak forces were within 1% the original mesh was considered converged, otherwise further subdivisions were performed until consistent (within 1%) peak forces were found. This resulted in models having an average of 1,163 ± 469 elements.


Stiffness and Stress Distributions

The responses obtained from all the FE models were stiffer than the average experimental response reported by Newell et al. (2017; Figure 4). A trend was seen for the stiffness to increase as the complexity of the model geometry increased. All models with segmented endplates had a greater stiffness than those with simple endplates.
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FIGURE 4. Force-displacement response of each of the six models compared against average experimental response from Newell et al. (2017) The grey shaded region on the experimental data represents ± 1 standard deviation. Model 1.1—simple endplates, linear NP-AF boundary, Model 1.2—simple endplates, curved NP-AF boundary, Model 1.3—simple endplates, segmented NP-AF boundary, Model 2.1—segmented endplates, linear NP-AF boundary, Model 2.2—segmented endplates, curved NP-AF boundary, Model 2.3—segmented endplates, segmented NP-AF boundary.


In all models the predominant direction of the minimum principal strain at maximum displacement was axial (Figure 5). Axial strains were compressive throughout the IVD in all models, and particularly high along the endplates. Peak axial strains were lowest in the models with segmented endplates, in comparison to the simple endplates (-0.22, -0.34, -0.42, -0.51, -0.64, and -1.00, for Models 1.1, 1.2, 1.3, 2.1, 2.2, and 2.3, respectively). Peak axial and radial strains were seen at locations of high endplate curvature, particularly at the mid-AF-endplate boundary of the segmented endplate models. High compressive axial strains were generally seen at the NP-AF boundary at mid-height in all models. In all models a band of high circumferential strains was seen close to the mid-height of the disc but this band veered away from mid-height in the models with segmented internal geometry (Models 1.3 and 2.3).


[image: image]

FIGURE 5. Minimum principal, axial, radial, and circumferential strain distributions in each of the six models at maximum displacement. Vectors in the left column indicate minimum principal strain directions and the colours refer to magnitudes of the minimum principal strains.




Sensitivity to Altered Material Properties

The models were most sensitive to properties of the fibre bundles, particularly to fibre bundle angle (Figure 6D). The AF C01 Mooney constant had a greater effect than the AF C10 Mooney constant in all models (Figures 6A,B). Models with segmented endplates (2.1, 2.2, and 2.3), on average were less sensitive to changes in material properties in comparison to models with a simple endplate (Models 1.1, 1.2, and 1.3). Models 2.2 and 2.3 (segmented endplates with curved and segmented internal geometry, respectively) had similar sensitivities to all four material parameters, and both were less sensitive to the AF Mooney constants, and the fibre bundle angle, but more sensitive to the fibre bundle YM than Model 2.1 (segmented endplate, linear NP-AF boundary). Similarly, Models 1.2 and 1.3 (simple endplates with curved and segmented internal geometry, respectively) were less sensitive to the AF Mooney constants, and the fibre bundle angle, but more sensitive to the fibre bundle YM than Model 1.1 (simple endplate, linear NP-AF boundary).
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FIGURE 6. Sensitivity study overview. The y-axis represents a percentage change in peak axial force from that obtained in the initial baseline run of each of the six models when a parameter was changed by ±20%. (A,B) are AF ground matrix material properties, (C,D) are AF fibre properties.




Effect of Graduated Fibre Bundle Angle

A comparison of the percentage change in peak force between the baseline and varied fibre bundle angle models is shown in Figure 7A. On average, varying the fibre bundle angle resulted in a 5.0 ± 2.8% decrease in peak force in all six models in comparison to the constant fibre bundle angle models. However, Models 2.2 and 2.3 (segmented endplates with curved and segmented internal geometry, respectively) were relatively insensitive to the variation in fibre bundle angle with a percentage change of 0.9 and 2.2%, respectively, compared to 5.9–11.6% for the other models.
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FIGURE 7. Percentage changes in peak force compared to baseline models after (A) graduating the fibre bundle angles, (B) cohesive inter-lamellar contact, and (C) increasing the NP:AF ratio.




Sensitivity to Modelling Inter-lamellar Behaviour With Cohesive Contact

A comparison of percentage change in peak force between the glued, and cohesive inter-lamellar contact models is shown in Figure 6B. Allowing cohesive contact caused a decrease in stiffness in comparison to the glued models for all six geometries. There were only small differences in the percentage reduction in peak force compared to the baseline models between models, with an average reduction of 32.2 ± 2.2%.



Sensitivity to Altered NP:AF Ratio

Increasing the NP:AF ratio resulted in a reduction in peak force in all models in comparison to the baseline runs. Models 1.1 and 2.1 (simple EP, linear NP-AF boundary and segmented EP, linear NP-AF boundary) saw the greatest reduction in peak force in comparison to the curved, and segmented internal geometry models with the same endplate geometry (1.2 and 1.3, and 2.2 and 2.3, respectively). Reductions in peak force were higher in the segmented endplate models, compared to the simple endplate models (13.3 ± 4.7% vs. 7.2 ± 2.3%, respectively).



DISCUSSION

FE modellers are required to find a balance between geometric accuracy and keeping computational complexity low. It is therefore common to simplify model geometry to increase the likelihood of convergence. In this study ultra-high field MRI was used to obtain accurate internal geometry of an intact IVD to evaluate its effect on the response of an IVD FE model.

The six models developed in this study all had geometry based on the same MR image of a bovine IVD, however, differences were seen in terms of the location of peak strain (Figure 5), and the overall stiffness of each model (Figure 4). Maximum strains were seen at locations of high curvature in the segmented endplate models, which could not be captured in the curved endplate models. An increase in model complexity resulted in increased model stiffness, with the average peak force doubling in the segment endplate models compared to the curved endplate models (919 ± 162 N and 1,845 ± 465 N, respectively), and the average peak force being 1.44, and 1.58 times larger than the linear NP-AF boundary model (Model 1.1—simple EP, linear NP-AF boundary and Model 2.1—segmented EP, linear NP-AF boundary) in the curved (Model 1.2—simple EP, curved NP-AF boundary and segmented EP, Model 2.3—curved NP-AF boundary) and segmented (Model 1.3—simple EP, segmented NP-AF boundary and Model 2.3—segmented EP, segmented NP-AF boundary) NP-AF boundary models, respectively. The high stiffnesses in the segmented endplate models was affected by the average height being 1.22 mm shorter than the curved endplate models (7.92 vs. 9.14 mm). Even though the central, and peripheral discs heights were the same in all models the change in average height meant that the overall applied strain was greater in the segmented endplate models compared to the simple endplate models. The differences in stiffness between the segmented and simple endplate models may have been smaller had the average, rather than just central and peripheral disc heights been kept consistent between the two approaches. Additionally, a linear or curved estimation of the NP-AF boundary created idealised strain distributions (Figure 5) that neglected the effects of non-uniform lamella geometries such as variations in width and curvatures.

The force-displacement response of Model 1.1 (simple endplates, linear NP-AF boundary) was closest to the experimental data obtained by Newell et al. (2017; Figure 4). This was expected since Model 1.1’s geometry was the most similar to the models in that study in that the endplates were curved, the boundary between the NP and AF was linear, and the AF fibre YM used in this study (415 MPa) was obtained through the optimisation process described in Newell et al. (2017) that ensured a close match between experimental and numerical results. The slightly stiffer response of Model 1.1 compared the experimental data is likely due to the relatively lower NP-AF ratios, obtained from the MRIs, being used in this study (0.66:1 for Model 1.1) compared to 3.72:1 used in Newell et al. (2017). As shown in Figure 7C, increasing the NP-AF ratio decreases model stiffness, therefore had a lower NP-AF ratio been used by Newell et al. (2017), their optimised fibre stiffnesses may have been lower and therefore a closer match between experimental and numerical response may have been seen in this study.

An increase in deviation from the experimental data was seen with increasing geometric complexity (Figure 4). This is likely due to all models using the same material properties, including AF fibre YM properties that were obtained in an optimisation study (Newell et al., 2017) where model geometry was most similar to Model 1.1 (simple EP, linear NP-AF boundary) in this study. Using the same optimisation algorithm described in (Newell et al., 2017) the material properties (AF fibre YM and AF C10) of all the models used in this study can also be optimised to obtain a close match between numerical and experimental response. This results in the optimised values shown in Figure 8 where lower AF fibre YM and AF C10 values were seen in the more complex models. For researchers who wish to model IVDs with accurate internal geometries it is likely that less stiff material properties are required to obtain an overall response that can be validated against experimental data. For example, the optimised AF fibre YM and AF C10 values for Model 2.3 (segmented endplates, segmented NP-AF boundary) were 60.63 and 0.121 MPa, respectively, which is at the lower end of the range of values that have been used in previous FE studies [44–500 MPa for AF Fibre YM and 0.0146–0.7 MPa for the AF C10 value (Newell et al., 2019b)].


[image: image]

FIGURE 8. Final (A) AF fibre YM (B) C10 values following optimisation of these parameters in order to achieve a good fit between the computational and experimental data reported by Newell et al. (2017).


Irrespective of geometry, the models were most sensitive to the fibre YM, and the fibre angle (on average a 10.5 ± 1.8%, and 21.6 ± 12.0% change in peak force compared to the baseline runs when adjusted by 20% of the original fibre YM and fibre angle, respectively), and relatively insensitive to the AF ground matrix properties (C10 and C01 Mooney constants—Figure 6). Although care must be taken when comparing absolute values since the sensitivity study carried out here spanned a supra-physiologic range of force these findings are similar to those of Newell et al. (2017) in terms of Fibre YM who modelled bovine discs with a curved endplate, and linear NP-AF boundary (on average a 12.9% change in peak force). Interestingly, graduating the fibre bundle angles from inner to outer AF had a relatively small effect on the overall stiffness of the model with the average peak force of all models being 5.0 ± 2.8% lower compared to baseline runs, and the peak force being just 2.2% lower in the segmented endplate, segmented NP-AF boundary model (2.3). This suggests that future studies should focus on ensuring the accuracy of the average fibre bundle angle, rather than the accuracy of fibre bundle angles in individual lamella to ensure accurate load transfer through the IVD, particularly if a segmented NP-AF boundary and segmented endplates are used. However, previous FE studies have reported sensitivity to fibre angles in terms of IVD response to torsion (Yang and O’Connell, 2017), swelling (Yang and O’Connell, 2018, 2019a), and axial stiffness (Shirazi-Adl, 1989), with the general consensus being that anatomically relevant fibre angles are important for understanding the internal stress distributions through the disc. As demonstrated in this study, and in Stadelmann et al. (2018) it is possible to use high resolution MRI to obtain these angles non-invasively. There have been two recent FE studies investigating the effect of NP:AF ratio with Yang et al. (2019) finding a positive correlation between relative NP size and IVD stiffness, and Mengoni et al. (2017) finding a negative correlation. These differences could be due to modelling bovine rather than human discs, fibres at an orientation of ± 20 degrees compared to ± 43 degrees, or modelling 20 lamella layers compared to one in the Mengoni et al. (2017) and Yang et al. (2019) studies, respectively. In this study, doubling the NP:AF ratio (equivalent to on average, increasing the NP:Disc diameter from 0.38 ± 0.01 to 0.55 ± 0.01) reduced the peak force by 10.3 ± 4.7% supporting the findings of Mengoni et al. (2017) who saw a ∼32% decrease in peak force of bovine specimens at a similar axial displacement as the maximum in this study (0.86 mm—taken from Figure 6 in Mengoni et al., 2017) when increasing the NP:Disc diameter from 0.4 to 0.6. Conversely, Yang et al. (2019) found a 23.8% increase in normalised stiffness of human IVDs under axial compression when increasing the NP:Disc diameter from 0.35 to 0.6. Depending on the method of modelling AF fibres, adjusting the NP:AF ratio can affect the total fibre volume, since IVD FE models are sensitive to fibre properties (Figure 6C) it is important to ensure that a change in total fibre volume does not affect conclusions made about altering the NP:AF ratio. In this study this was accounted for by ensuring the fibre volume was consistent before and after adjusting the NP:AF ratio.

A network of elastic fibres and collagen cross-bridges exist between lamellae in the AF which provides resistance to shearing strains (Yu et al., 2002; Pezowicz et al., 2006; Schollum et al., 2008). Most current IVD FE studies omit this inter-lamellar behaviour and either glue the boundary between lamellae (Dreischarf et al., 2014; Yang and O’Connell, 2019a, b; Yang et al., 2019), or use continuum models (Jacobs et al., 2014; Showalter et al., 2016; Newman et al., 2021). Adam et al. (2015) investigated allowing adjacent lamellae to slide freely across each other, however, experimental studies have shown that inter-lamella shearing strain is due to skewing, rather than sliding (Michalek et al., 2009; Vergari et al., 2016). A number of studies have included inter-lamellar interactions in models of several lamellar layers through the incorporation of elements or fibres in a zone between lamellar (Labus et al., 2014; Derrouiche et al., 2019; Kandil et al., 2019, 2020; Ghezelbash et al., 2021; Tamoud et al., 2021), however, the computational complexity of some of these approaches can render them impractical for modelling the whole disc (Ghezelbash et al., 2021). Mengoni et al. (2015) derived normal and tangential cohesive stiffness values that have been assigned to cohesive elements in this study to represent inter-lamellar interactions. To our knowledge this is the first time that these elements have been applied to a full IVD model and the technique proved to have potential to model the inter-lamellar behaviour more physiologically than glued contact between lamellae. Introducing this cohesive behaviour reduced the IVD stiffness (on average 32 ± 2% reduction in peak force compared to the glued baseline models – Figure 7B), which, as expected is lower than the 40% reduction shown by Adam et al. when allowing total free sliding between lamellae.

Bovine samples were modelled in this study because they are almost perfectly round (O’Connell et al., 2007; Adam et al., 2015) providing the opportunity to model axisymmetrically and thus reducing computational cost compared to full 3-D models. Beckstein et al. (2008) found the normalised stiffness of bovine IVDs to be within 12% of human IVDs suggesting similarities in mechanical properties, however, future studies to investigate how the findings in this study relate to human IVDs is required, particularly since the internal geometry of just one bovine IVD has been modelled here. Modelling one IVD was sufficient to investigate the effect of the different modelling techniques deployed in this study, however, a study on a larger population with various internal geometries, for example investigating how the internal geometry changes with degeneration and how that affects FE model behaviour would be of interest. Modelling axisymmetrically significantly reduces computational time but does not allow modes of loading other than axial compression. This meant that some geometric intricacies were simplified, and the NP was assumed to be perfectly in the centre of the IVD where in fact it was offset by approximately 1.26 mm from the centre of the disc when measured on a mid-transverse slice of the MRIs. Yang et al. (2019) found little difference in disc joint stiffness under flexion, extension, and lateral bending when changing the NP:Disc area ratio from 0.21 to 0.6, however the study did not investigate the effect of endplate and internal geometry complexity under these modes of loading.

In this study IVDs were loaded at an intermediate strain rate of 0.1/s. Previous studies have demonstrated an increase in stiffness with strain rate (Smeathers and Joanes, 1988; Yingling et al., 1997; Race et al., 2000; Kemper et al., 2007; Costi et al., 2008; Newell et al., 2017), and a recent study has demonstrated that the NP has little effect on the response of IVDs at high loading rates (Newell et al., 2019a), which differs from its function at low strain rates (Seroussi et al., 1989; Meakin and Hukins, 2000). It is therefore possible that FE models are less sensitive to geometric simplifications at higher strain rates, although further work would be required to confirm this. In this study IVDs were only subjected to pure axial compression. In order to comprehensively understand the effect of internal geometry on the outcomes of FE models, future studies should extend this analysis to investigate IVD response in combined loading and in flexion-extension, axial rotation, and lateral bending.

The complexity of the models used in this study were deliberately kept low to reduce the effects of confounding variables such as cartilage endplate properties, NP fluid phase (poroelasticity), NP swelling pressure, preload, vertebral bone properties, changes in the fibre volume fraction through the AF, and asymmetries in endplate shapes in planes other than the sagittal from which the geometry was segmented for Models 2.1—2.3 in this study. Additionally, the MRIs were obtained while the sample was well hydrated, and musculature had been removed. In vivo, internal geometries may change depending on posture and the time of the day and therefore the geometry used here represents the geometry at a single time point, and a single posture. Although outside the focus of this study, it is recommended that these factures, as well as those highlighted in this study are considered when developing more complex patient specific models of human discs that aim to replicate in vivo conditions.



CONCLUSION

Geometric simplifications in FE models of IVDs create idealised load transfer that may not be physiologic. These simplifications affect model response, particularly in terms of stiffness and strain distributions, sensitivity to average fibre angles, and sensitivity to modelling inter-lamellar contact. Therefore, defining more realistic internal and external geometry of the IVD can significantly affect IVD FE model response, and it is likely that a more realistic geometry leads to a more accurate strain distribution within the IVD. It is recommended that these geometric intricacies are incorporated into IVD FE models before material properties are optimised to develop a validated model. This is particularly important if the models are being used for clinical applications such as developing repair strategies that aim to replicate the mechanical behaviour of healthy discs.
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Background: Anterior cervical discectomy and fusion (ACDF) sacrifices segmental mobility, which can lead to the acceleration of adjacent segment degeneration. The challenge has promoted cervical artificial disc replacement (CADR) as a substitute for ACDF. However, CADR has revealed a series of new issues that are not found in ACDF, such as hypermobility, subsidence, and wear phenomenon. This study designed a cervical subtotal discectomy prosthesis (CSDP) consisting of a cervical disc prosthesis structure (CDP structure), cervical vertebra fixation structure (CVF structure), link structure, and locking screw, aiming to facilitate motion control and reduce subsidence. The aim of this study was to assess the biomechanics of the CSDP using finite element (FE) analysis, friction-wear test, and non-human primates implantation study.

Study Design: For the FE analysis, based on an intact FE C2-C7 spinal model, a CSDP was implanted at C5-C6 to establish the CSDP FE model and compare it with the Prestige LP prosthesis (Medtronic Sofamor Danek, Minneapolis, MN, United States). The range of motion (ROM), bone-implant interface stress, and facet joint force were calculated under flexion extension, lateral bending, and axial rotation. In addition, CSDP was elevated 1 mm to mimic an improper implantation technique to analyze the biomechanics of CSDP errors in the FE model. Moreover, the friction-wear test was conducted in vitro to research CSDP durability and observe surface wear morphology and total wear volume. Finally, the CSDP was implanted into non-human primates, and its properties were evaluated and verified by radiology.

Results: In the FE analysis, the ROM of the CSDP FE model was close to that of the intact FE model in the operative and adjacent segments. In the operative segment, the CSDP error FE model increased ROM in flexion extension, lateral bending, and axial rotation. The maximum stress in the CSDP FE model was similar to that of the intact FE model and was located in the peripheral cortical bone region. The facet joint force changes were minimal in extension, lateral bending, and axial rotation loads in CSDP. In the friction-wear test, after the 150-W movement simulation, both the CVF-link-junction and the CDP-link-junction had slight wear. In the CSDP non-human primate implantation study, no subsidence, dislocation, or loosening was observed.

Conclusion: In the FE analysis, the biomechanical parameters of the CSDP FE model were relatively close to those of the intact FE model when compared with the Prestige LP FE model. In terms of CSDP error FE models, we demonstrated that the implantation position influences CSDP performance, such as ROM, bone-implant interface stress, and facet joint force. In addition, we performed a friction-wear test on the CSDP to prove its durability. Finally, CSDP studies with non-human primates have shown that the CSDP is effective.

Keywords: biomechanics, cervical artificial disc replacement, finite element analysis, prosthesis, range of segmental motion, stress, facet joint


INTRODUCTION

Anterior cervical discectomy and fusion (ACDF) has been successfully applied to obtain functional recovery in degenerative disc disease; however, the treatment requires fusing segments (Mo et al., 2015). Although clinical evidence is still not sufficient to verify that adjacent segment degeneration is caused by the fusion, it is widely recognized that the range of motion (ROM) at non-fused levels will increase inevitably when segmental motion is abolished by the fusion. The increased ROM was considered to be linked with intervertebral disc pressure and even non-fused segment degeneration (Hilibrand and Robbins, 2004; Dmitriev et al., 2005; Carrier et al., 2013). Additionally, a reoperation rate of 10% was caused by other ACDF complications, such as implantation site pain and implant-bone non-union (Zhong et al., 2016). These issues have facilitated the development of cervical artificial disc replacement (CADR) as a substitute method for ACDF.

As an alternative method, CADR preserves segmental mobility by maintaining adjacent intervertebral disc pressure and avoiding adjacent segment degeneration (Sasso et al., 2011; Pandey et al., 2017). To date, the U.S. Food and Drug Administration (FDA) has approved seven CADR devices (Nunley et al., 2018). Most of these devices have polymer-on-metal or metal-on-metal designs to form ball-in-socket sliding articulation (Gandhi et al., 2015). These prostheses have produced satisfactory testing results in clinical trials. However, they also have some problems, such as subsidence, dislocation, and wear phenomenon (Di Martino et al., 2015).

Among these issues, subsidence has been one of the most commonly reported problems, with an incidence of 3–10% (Anderson and Rouleau, 2004). Moreover, reduced bone mineral density caused by overpolishing the end plate and prosthesis design-related uneven stress distribution exacerbate subsidence (Anderson and Rouleau, 2004; Thaler et al., 2013). The wear phenomenon is a physical process caused by motion across a bearing surface. In prostheses, it is associated with the formation of particular wear debris, loss of joint height, and, ultimately, joint failure. More importantly, the particulate debris will induce inflammation mediated by various cytokines. This inflammatory response can lead to pain, osteolysis, and prosthetic loosening (Anderson and Rouleau, 2004; Matge et al., 2015). Additionally, previous research has suggested that the ball-in-socket sliding articulation may induce hypermobility at the surgical level, leading to increased stress on the operative segment and facet joints (Chang et al., 2007b; Kowalczyk et al., 2011; Lee et al., 2011). This stress may play an important role in “operative segment degeneration,” which is one of the major factors that may compromise the long-term results of CADR (Rundell et al., 2008). Thus, the above-mentioned problems have become the focus of CADR improvements and need to be considered when developing new artificial cervical discs.

In this study, we have designed a cervical subtotal discectomy prosthesis (CSDP), consisting of the cervical disc prosthesis structure (CDP structure), cervical vertebra fixation structure (CVF structure), link structure, and locking screw. Artificial disc designs will behave mechanically different because of the distinctiveness of each implant design. These varying designs resulted in different biomechanical alterations in the cervical spine after arthroplasty. Therefore, the purpose of this research was to estimate biomechanical patterns of CSDP at the C5-C6 level of the cervical spine and to analyze the underlying mechanisms.

The finite element (FE) analysis, an ideal method for research on spine biomechanics, can predict cervical biomechanical responses to different cervical artificial discs (Faizan et al., 2012). Moreover, the FE analysis has unique advantages for measuring biomechanical parameters, such as bone-implant interface stress and implant internal structure stress, which are closely related to subsidence, dislocation, and wear of an implant (Lazaro et al., 2010).

In this experiment, we analyzed and compared biomechanics of the CSDP and Prestige LP prosthesis (Medtronic Sofamor Danek, Minneapolis, MN, United States) by the FE analysis. The main biomechanical parameters included ROM, bone-implant interface stress distribution, and facet joint force. In addition, CADR complications have also been attributed to iatrogenic circumstances, for example, improper positioning of the device (Bertagnoli et al., 2005). Therefore, we moved the CSDP up 1 mm to simulate improper positioning of the device, and the biomechanics were measured by the FE analysis under the same conditions. Moreover, we conducted a friction-wear test in vitro to research CSDP durability and to understand the long-term mechanical influences of internal structure interaction. Finally, the CSDP was implanted into non-human primates, and its properties were evaluated and verified by radiology.



MATERIALS AND METHODS


Design Considerations and Material Specifications of CSDP

The CSDP itself consists of four primary components: CDP structure (ultrahigh molecular weight polyethylene, UHMWPE), CVF structure, link structure, and locking screw (titanium alloy). As an artificial cervical disc, the motion function of the CSDP depends on the articulation composed of the CDP structure and link structure. Different from ball-in-socket articulation-designed artificial discs, the CSDP has an ellipsoid-in-socket articulation design to limit hypermobility. In addition to constituting the articulation of CSDP, another function of the link structure is affixing the CDP structure to the CVF structure by locking screws. The CVF structure is cylindrical with screw threads on the surface. Similar to “hemiarthroplasty,” CSDP fixation depends on the CVF structure in the vertebra; therefore, the CVF structure should be implanted first in CSDP surgery. Before CVF-structure implantation, the inferior vertebra at the operative level was grooved using curettage and a high-speed burr, and the groove was placed close to the upper end plate. Then, the CVF structure was screwed into the groove for early fixation. Moreover, several tunnels, similar to a cervical fusion cage, were reserved in the CVF structure to achieve fusion after long-term implantation (Figure 1).


[image: Figure 1]
FIGURE 1. Structural design and material specifications of cervical subtotal discectomy prosthesis (CSDP). (A) Oblique views of the assembled CSDP. (B) The CSDP consists of cervical disc prosthesis (CDP) structure, cervical vertebra fixation (CVF) structure, link structure, and locking screw. The link structure constitutes the ellipsoid-in-socket articulation with the CDP structure and is fixed on the CVF structure by the locking screw.




Finite Element Biomechanical Analysis
 
Development of Intact FE Cervical Spine Model

The FE model of C2-C7 was developed based on CT images of a healthy subject (male, age 31 years, height 175 cm, weight 74 kg) without radiographic changes in cervical vertebrae or a history of cervical disc disease. The procedure for developing the intact C2-C7 FE cervical spine model is shown in Figure 2. Computed tomography scans of the subject were obtained at 0.5-mm intervals. Computed tomographic images re-established the three-dimensional structure of the vertebrae by image-processing software (Mimics 20.0, Materialise, Leuven, Belgium) and were then executed according to the smooth operation (Geomagic 12, Geomagic, Morrisville, NC, United States). After format conversion by computer-aided design (CAD) software (Solidworks 2015, Dassault, Vélizy-Villacoublay, France), the output was imported into FE software (Ansys Workbench 18.0, Ansys, Canonsburg, PA, United States) to construct cervical vertebrae (Figure 2A). The cartilages were imported into articular processes to constitute facet joints, and the frictional coefficient was set at 0.1. The intervertebral discs were divided into two parts: nucleus pulposus and annulus fibrosus. The FE model composed of the cervical vertebrae, facet joints, and intervertebral discs was built using the above process (Figure 2B). The ligament models contained the anterior longitudinal ligament, capsular ligament, posterior longitudinal ligament, interspinous ligament, supraspinous ligament, and ligamentum flavum, which were divided into six groups with geometrical linear contact elements utilizing tension.
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FIGURE 2. Development and validation of intact finite element (FE) cervical spine model. (A) The conversion procedure for developing FE cervical vertebrae models included reconstructing a geometrical structure of vertebrae (Mimics 20.0), performing smooth operation (Geomagic 12), and supporting format conversion by computer-aided design (CAD) software (Solidworks 2015). Then, the output document was imported into FE software (Ansys Workbench 18.0) to build the cervical spine components. (B) A model consisting of a vertebra disc and an intervertebral disc was constructed by cartilage and intervertebral discs inserted into the facet joint and the intervertebral space. (C) The intact FE cervical spine model with ligament construction.


The calculation time of the three meshes (mesh 1: 0.5 mm; mesh 2: 1 mm; and mesh 3: 1.5 mm) in the same configuration of the same computer were 98, 56, and 24 min. The differences between the tissues of mesh 1 and mesh 2 were <1%. Mesh 2 was considered to be a convergent mesh of intact FE cervical spine model. The numbers of nodes and elements in the intact FE cervical spine model were 446,263 and 226,402, respectively, which guaranteed the accuracy of calculations related to the mesh itself. The model and material properties were set based on previously published literature (Ng et al., 2004; Zhang et al., 2006; Lee et al., 2011; Yu et al., 2016). Material properties of the prostheses and the cervical spine components are presented in Table 1. Finally, we established an FE model of the intact C2-C7 spinal segment (Figure 2C).


Table 1. Material property and mesh type of the prostheses and cervical spine components.
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For validation, the intact FE model was loaded in flexion extension, lateral bending, and axial rotation by imposing 1.5 Nm on C2 with C7 firmly fixed. For this purpose, on the middle top of C2–C7, six distinctive measuring material points were identified. The angles that were produced by the vector connected by adjacent points before and after the simulation depicted the ROM from C2 to C7. Under respective loading situations in light of prior experiments, ROM was compared with outcomes in the literature by Pelker et al. (1991), Panjabi et al. (2001), Kubo et al. (2003) and Ng et al. (2004) aiming to evaluate the validity of the intact FE model.



Development of CADR FE Model

The CSDP and Prestige LP were modeled using actual specimen sizes and material properties available in the literature (Table 2). The Prestige LP model consisted of two titanium end plates with the upside-down dome of the superior end plate articulating with the groove of the inferior end plate, and with the frictional coefficient set at 0.2. In order to simplify the CSDP model, three structures were constructed, namely, the CDP structure, CVF structure, and link structure. The CDP structure was made of UHMWPE, and the CVF structure and link structure were made entirely of titanium alloy. The CVF structure and link structure were set to bond upon contact, replacing the function of the locking screw. Friction contact was also used for the ellipsoid-in-socket articulation of CSDP constituted by the CDP structure and link structure, and the frictional coefficient was set at 0.08 (Figure 3A).


Table 2. ROM validation of intact FE cervical spine model.
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FIGURE 3. Development and experimental conditions of the cervical artificial disc replacement (CADR) FE model. (A) The Prestige LP finite element (FE) model was composed of superior surface and inferior surface structures. The cervical subtotal discectomy prosthesis (CSDP) FE model was divided into three parts: cervical disc prosthesis (CDP) structure, cervical vertebra fixation (CVF) structure, and link structure. The Prestige LP and CSDP FE models were implanted at C5-C6. (B) The CSDP was moved up by 1 mm to simulate an imprecise surgical insertion situation as a CSDP error FE model.


The two models were implanted into the C5-C6 segment, where CADR is most frequently carried out. To imitate the Prestige LP insertion, the C5-C6 anterior longitudinal ligament, intervertebral disc, and end plate were removed. Then, the Prestige LP model was implanted at the C5-C6 segment in accordance with the clinical condition. During the CSDP insertion process, first, the CVF structure was inserted, and the cylindrical bone of the C6 vertebra was removed. Following this procedure, the CDP structure was implanted, after which the anterior longitudinal ligaments, nucleus pulposus, annulus fibrosus, and 20% of the C6 end plate were removed without removing the C5 end plate. In addition, we moved the CSDP up by 1 mm to mimic an imprecise surgical insertion situation as a CSDP error FE model (Figure 3B). The bond upon contact condition was defined at the bone-implant interface.

By applying 1 Nm of flexion extension, lateral bending, and axial torsion combined with a 73.6 N compressive follower load on C2, the intact FE, CSDP FE, Prestige LP FE, and CSDP error FE models will bend or rotate under load (Yu et al., 2016). Simultaneously, C7 is fixed throughout the loading process. Range of motion, bone-implant interface stress distribution, and facet joint force analysis were carried out by quasistatic testing under the load conditions mentioned above to predict biomechanical patterns at the C5-C6 level of the cervical spine.




Friction-Wear Test

The friction-wear test detects wear on the two junctions of CSDP: the junction composed of the CVF structure and the link structure (CVF-link-junction) and the junction composed of the CDP structure and the link structure (CDP-link-junction). The experiment simulates the wear process of the two CSDP junctions after 150-W movements in simulated body fluid (SBF) and non-SBF environments, respectively. The contact stress on CVF-link-junction was 10 MPa and on CDP-link-junction was 5 MPa. The surface wear morphology and total wear volume were measured by the Multi-Function Tribometer (MFT-5000, Rtec, San Jose, CA, United States).



CSDP Implantation in Non-human Primates

Care and experimental procedures for non-human primates were approved by the Institutional Animal Care and Use Committee (IACUC). This study was conducted in compliance with relevant Chinese law and regulations on the management of laboratory animals promulgated by the State Science and Technology Commission. Eight male Macaca fascicularis (Huazhen Biotechnology, Guangzhou, China), 9.2–12.1 years and 9.5–10.2 kg, were fed in an indoor facility accredited by the Association for Assessment and Accreditation of Laboratory Animal Care International. The animals were housed in individual stainless-steel cages in a specific room where an environmental temperature of 21–25°C and a relative humidity range of 40–60% were maintained. Although individually housed, the animals were provided continuous auditory, visual, and olfactory contact with neighboring conspecifics. In addition to the standard non-human primate diet, water and fresh fruits were available ad libitum. Small amounts of primate treat and various cage-enrichment devices were supplied.

Prior to the surgery, each animal was sedated with ketamine (6 mg/kg) followed by endotracheal intubation and general anesthesia using 1.5% isoflurane. The neck area was shaved with razors and prepared with iodophor. The surgery was performed using an aseptic technique. The anterior approach to the cervical spine was adapted to the non-human primate model through a right-sided longitudinal incision (Figure 4A). Once the anterior cervical vertebral elements were exposed, the C5-C6 intervertebral disc was identified by x-ray, and a CSDP implantation surgery was performed. First, the C6 vertebral body was grooved using curettage and a high-speed burr with the groove positioned close to the C6 upper end plate. The CVF structure was then implanted at the C6 groove. Second, the cartilage of the vertebral end plates was preserved, and the annulus and nucleus pulposus were removed. Finally, the CDP structure and link structure were implanted at C5-C6 and were fixed on the CVF structure by the lock screw (Figure 4B). The incision was sutured using layers, and the animals were returned to their home cages after recovery from anesthesia.
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FIGURE 4. Non-human primate cervical subtotal discectomy prosthesis (CSDP) implantation surgery. (A) After separating the skin, the platysma was cut with an electric knife. Then, the envelope fascia was sharply separated until the sternocleidomastoid muscle was seen. The sternocleidomastoid muscle was separated from the scapulohyoid muscle. Finally, the vertebral body was exposed by peeling off the longuscolli. (B) The size of the CSDP was modified based on the cervical spine anatomy of the non-human primates before implantation.


To prevent postoperative infection, the animals were treated with cefotaxime sodium (50 mg/kg IM, twice a day for 3 days). To alleviate acute postoperative pain, the animals were treated with rotundine (3 mg/kg IM, two times a day for 3 days). The observation was carried out using a CT scanner (Siemens, Munich, Germany) and a 2.0 MRI scanner (Siemens, Munich, Germany) 1 month before surgery and 1 year after surgery.




RESULTS


Validation of Intact FE Cervical Spine Model

In the FE analysis, ROM outputs acquired from the intact FE model that we constructed were compared with data from previous experiments to estimate the validity of the model (Penning, 1978; Panjabi et al., 1986, 2001; Penning and Wilmink, 1987; Moroney et al., 1988; Mimura et al., 1989; Pelker et al., 1991; Holmes et al., 1994; Lai et al., 1994; Clausen et al., 1997; Kubo et al., 2003). Range of motion at each segment in the model was all in the range of results observed in previous experimental studies, although the segmental ROM for lateral bending was near the lower bound of the range given in previous experimental studies (Figure 5 and Table 2). Based on these results, we demonstrated the validity of the intact FE cervical spine model.
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FIGURE 5. Validation of intact finite element (FE) cervical spine model. Range of motion (ROM) outputs obtained from the intact FE model were compared with the literature data to assess the validity of the model. ROM at each segment in the intact FE model was entirely in the range of literature results.




Range of Motion of Intact FE Cervical Spine Model and CADR FE Models
 
Flexion–Extension Load

Under the follower load of 73.6 N and the flexion–extension load of 1 Nm, ROM in CSDP and Prestige LP FE models was 28.89° and 31.84°, respectively. Compared with 29.59° in the intact FE model, ROM was decreased by 2.37% in the CSDP FE model and increased by 7.6% in the Prestige LP FE model. Although ROM in flexion extension at the C5-C6 segment increased by 17.76% in the case of the Prestige LP FE model, the CSDP FE model showed a decrease of 6.57% when contrasted with the intact FE model. The ratio of C5-C6 and C2-C7 ROM was 18.21% for the CSDP model and 20.82% for the Prestige LP FE model.



Lateral Bending Load

As in the flexion–extension load, no significant differences were found in the intact segments between the intact FE model and the CADR model in the lateral bending load. However, ROM of the C5-C6 level was 21.4% higher in the Prestige LP FE model and 0.6% lower in CSDP FE model compared with the intact FE model. The ratio of the C5-C6 ROM with respect to C2-C7 in the Prestige LP FE model and CSDP FE model was 22.52 and 19.96%, respectively.



Axial Rotation Load

Under axial rotation load, no significant differences were found in the intact segments between the intact FE and CADR models. Compared with 14.6° in the intact FE model, ROM in the Prestige LP FE model increased by 12.53% and decreased by 0.96% in the CSDP FE model. Range of motion at the C5-C6 level was 35.85% higher in the Prestige LP FE model and 5.03% lower in the CSDP FE model when compared with the intact FE model. The ratio of the C5-C6 ROM with respect to C2-C7 in the Prestige LP and CSDP FE models was 26.29 and 20.89%, respectively, and differed from the 21.78% in the intact FE model (Figure 6).
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FIGURE 6. Range of motion (ROM) of intact finite element (FE) cervical spine model and cervical artificial disc replacement (CADR) FE models. In three loads, no significant differences were found at the C5-C6 level and other segments between the intact FE and cervical subtotal discectomy prosthesis (CSDP) FE models. ROM at the C5-C6 level was higher in the Prestige LP FE model than in the intact and CSDP FE models.





Stress Analysis of Intact FE Cervical Spine Model and CADR FE Models
 
Von Mises Stress

The Von Mises stress on the bone-implant interface in CADR FE models in flexion, extension, lateral bending, and axial rotation is shown in Figure 7A. Maximum stress on the inferior surface in the intact, Prestige LP, and CSDP-CDP-structure FE models was higher than that on the superior surface of these models (Figure 7B). Stress was concentrated in the central region in the Prestige LP FE model, and the average stress was much higher than in the CSDP-CDP structure and intact FE models. The maximum stress in the Prestige LP FE model was 18.839 MPa, observed in axial rotation loading. In addition, maximum stress was 3.267 and 9.464 MPa in the intact and CSDP-CDP structure FE models, respectively. The stress distribution of the CSDP-CDP structure FE model showed a trend similar to that of the intact FE model, which was located in the peripheral region but had relatively higher stress than in the intact FE model.
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FIGURE 7. Stress analysis of the intact finite element (FE) cervical spine model and cervical artificial disc replacement (CADR) FE models. (A) The Von Mises stress can be observed, including intact, Prestige LP, and cervical subtotal discectomy prosthesis–cervical disc prosthesis (CSDP-CDP) structure FE models in flexion, extension, lateral bending, and axial rotation loads. Stress of the Prestige LP FE model, distributed in the central region, was much higher than that of the CDP structure FE and intact FE models. Stress distribution of the CSDP-CDP structure FE model was similar to that of the intact FE model, located in the peripheral region. (B) Maximum Von Mises stress analysis of the intact, Prestige LP, and CSDP-CDP structure FE models.


For the CSDP-CVF structure, maximum stress observed in flexion loading was 11.351 MPa and was nearer to the location of the link structure, instead of the bottom; however, in flexion, the corresponding maximum stress was 18.174 MPa for the Prestige LP FE model (Figure 8).
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FIGURE 8. Stress analysis of cervical subtotal discectomy prosthesis–cervical vertebra fixation (CSDP-CVF) structure. (A) Maximum stress for the CSDP-CVF structure finite element (FE) model, located nearby the link structure, instead of the bottom. (B) Maximum Von Mises stress analysis of CSDP-CVF structure FE models. Maximum stress in the CVF structure was less than that of the Prestige LP inferior surface in all loads.




Facet Joint Force

The outputs of facet joint forces are presented in Figure 9. Under the flexion load, the facet joint was in an extended position, and the pressure value was not measured. In extension loading, the facet joint force increased by 167.95% in the Prestige LP relative to the intact FE model, while the value did not increase extremely in the CSDP FE model. The facet joints force in the lateral bending load within all CADR FE models was higher than in the intact FE model. The variation of lateral bending facet joint force in the Prestige LP and CSDP FE models was 295.13 and 2.86% of the intact value, respectively. Contrasted with the intact FE model in axial rotation, the maximum increase in facet force was 111.35% with the Prestige LP, whereas it was 0.47% with the CSDP FE model.
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FIGURE 9. Facet joint force analysis of the cervical subtotal discectomy prosthesis (CSDP) finite element (FE) model.





Biomechanical Analysis of CSDP Error FE Model
 
Range of Motion of CSDP Error FE Model

The results showed that ROM at C2-C7 increased by replacement with the CSDP error FE model, relative to the CSDP FE model. The CSDP error FE model had a significant influence on ROM in axial rotation but not in flexion extension and lateral bending. At the operative segment, with respect to the CSDP FE model, the CSDP error FE model produced a small increase of 21.67 and 16.5% ROM in flexion extension and lateral bending, respectively, while there was a 36.09% increase in axial rotation. Nevertheless, the Prestige LP FE model was more affected than the CSDP error FE model in ROM. When the CSDP error FE model was compared with the Prestige LP FE model, small decreases of 3.59, 4.84, and 5.11% were observed in flexion extension, lateral bending, and axial rotation, respectively (Figure 10A).
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FIGURE 10. Biomechanical analysis of the cervical subtotal discectomy prosthesis (CSDP) error finite element (FE) model. (A) The results illustrated that range of motion (ROM) increased at the C5-C6 level with CSDP error FE model replacement, and the CSDP error FE model had a greater effect on ROM in axial rotation than in flexion extension and lateral bending. (B) After the CSDP FE model was replaced with the CSDP error model, stress was concentrated in the central region of the CSDP error-CDP-structure FE model. (C) Stress sustained by the CSDP error-CVF-structure FE model was higher than that by the CSDP-CVF-structure FE model, yet still similar to that by the CSDP FE model. (D) Facet joint force within the CSDP error FE model was higher than that in the intact and CSDP FE models. Maximum facet joint force in the CSDP error FE model was observed during axial rotation.




Von Mises Stress of CSDP Error FE Model

The Von Mises stress on the bone-implant interface of the CSDP error FE model was significantly greater than that in the CSDP FE model. Maximum stress was 9.464 MPa in the CSDP FE model, while in lateral bending it had a value of 13.057 MPa in the CSDP error FE model. Different from the CSDP FE model, the stress distribution of the CSDP error-CDP-structure FE model was observed in the CDP-structure central region and was significantly higher (Figure 10B). The stress sustained by the CSDP error-CVF-structure FE model was still found at the link structure, with the maximum being 16.631 MPa (Figure 10C).



Facet Joint Force of CSDP Error FE Model

The maximum stresses on facet joints in the CSDP error FE model were observed during axial rotation. Moreover, in the FE models of intact and CSDP, stress was also observed in axial rotation (Figure 10D). Although the CSDP error FE model produced higher facet-joint force than the CSDP did, the maximum facet joint force in the Prestige LP FE model was greater in all CADR FE models.




Friction-Wear Test

The results of CVF-link-junction and CDP-link-junction in the SBF and non-SBF environments after 150-W movement simulation are shown in Figure 11. In SBF, the CVF-link-junction and CDP-link-junction have slight wear. Especially in the CVF-link-junction, the total wear volume is much lower in SBF than in non-SBF. For the wear morphology cross-section observation of the CDP-link-junction, the wear depth was only approximately 5 μm in the SBF, which is lower than the 20 μm in the non-SBF.
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FIGURE 11. Surface wear morphology observation and wear volume. (A) Surface wear morphology observation of cervical vertebra fixation (CVF) link junction; the color represents the degree of wear. (B) The wear morphology cross-section of cervical disc prosthesis (CDP) link junction. Total wear volume of the (C) CVF link junction and the (D) CDP link junction was quantified.




Radiological Observation of CSDP in Non-human Primates

Figure 12 shows the CT and MRI scans 1 month before and 1 year after CSDP implantation in non-human primates. CT showed that after 1 year, CSDP subsidence, dislocation, and loosening were not observed. In addition, 1 year after CSDP implantation, the inside of the CVF structure was filled with the trabecular bone, and the CVF structure had undergone intravertebral fusion. Based on the MRI result, no spinal cord edema, degeneration of the adjacent intervertebral disc, or inflammation of the surrounding vertebral body was observed in the surgical segment.
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FIGURE 12. Radiological observation of cervical subtotal discectomy prosthesis (CSDP) in non-human primates. (A) CT and MRI 1 month before and 1 year after CSDP implantation in non-human primates. (B) The trabecular bone grows into the interior of the cervical vertebra fixation (CVF) structure through the tunnel.





DISCUSSION

Cervical artificial disc replacement aims to prevent adjacent segment degeneration by restoring intervertebral disc mobility in degenerative segmental motion. The Prestige LP prosthesis was chosen because of its current global popularity and because it is similar to most ball-in-socket sliding articulations used today (Choi et al., 2020). The Prestige LP is an open two-piece, semi-constrained design with metal-on-metal ball-in-socket articulation. The CSDP is an open four-piece, semi-constrained design with polymer-on-metal ellipsoid-in-socket articulation. Biomechanical studies have shown that ball-in-socket sliding articulation may not substantially control motion and may cause hypermobility at the surgical level (Kowalczyk et al., 2011). Hypermobility was a direct negative factor that increases strain in implanted segments and facet joints. Under the hypermobility condition, increasing the load through the capsular ligament during physiological situations and CADR sliding articulation configuration would alter the load transmit mode at the surgical segment. In this study, ROM distribution through C2-C7 segments in the CSDP FE model was almost similar to that in the intact FE model, whereas it had changed in the Prestige LP FE model. Although spinal motion in the implanted site was preserved in the Prestige LP FE model, ROM increased by 17–35% compared with the intact FE model, possibly because of a hypermobility condition. In previous studies, similar results have suggested that a significantly increased ROM at the operative segment was found after replacement with the Prestige model (Chang et al., 2007b). The coincidental result of this study and previous in vivo research confirmed this conclusion. As for the CSDP error FE model, C5-C6 ROM was significantly greater than that in the intact and CSDP FE models regardless of motion loads. However, the Prestige LP model generated a greater increase in C5-C6 ROM than the CSDP error FE model did in both groups.

Subsidence and dislocation are problems that may result from intrinsic design flaws of the devices. The subsidence tendency is associated with interfacial stress increases, leading to a high bone-implant interface stress situation (Lin et al., 2009). Therefore, bone-implant interface stress may dissipate evenly in prostheses rather than in concentrated areas (Anderson and Rouleau, 2004). The stress distribution of the Prestige LP model was uneven and mostly focused on central and posterior regions; the CSDP-CDP structure FE model was similar to the intact FE model located in the peripheral cortical bone region. Moreover, the maximum stress on the superior and inferior surfaces of the Prestige LP FE model was higher compared with the CSDP FE model. It is generally acknowledged that subsidence is most often caused by improper device design that affects end plate preparation and stress distribution; however, a decrease in bone quality can also lead to subsidence (Bertagnoli et al., 2005). Bone resection may affect the structural integrity of end plates, resulting in decreased end plate bone quality. Because of the structural design of the CSDP, the C5 end plate could be saved and, therefore, decrease the risk of subsidence during operation.

The anchorage structure of the prosthesis also determines the propensity for subsidence. The potential of an artificial disc to generate interface resorption and subsequent subsidence depends on a variety of biomechanical factors that can be expressed in terms of relative movement between bone and implant at the interface (Weinans et al., 1993). Stress distribution on the surface of the anchorage structure may reflect trends in load transfer and relative movement. Similar to biomechanical disruption of the bone-implant interface of an acetabular cup in total hip replacement, micromotion can also be intensified with the displacement of the anchorage structure relative to vertebral bodies during repetitive loading. The results of stress analysis showed that the CSDP-CVF structure dissipated stress more evenly to provide physiological bonding at the bone-implant interface. With the Prestige LP FE model, high bone-implant interface stress occurred at the posterior flanges on the inferior surface, producing maximum stress at 18.839 MPa.

Device wear and deterioration can occur at any interface, most commonly at the bearing surfaces but also at the host-implant or implant-implant interfaces. Wear production varies, depending on the material used and mechanisms of biomechanical stress applied to the implant. The anchorage structure is indispensable in preventing the migration of the prosthesis; however, stress located in connection with various CSDP structures, especially at the junction of the link structure and CVF structure, is high. In the FE analysis, the maximum stress was observed at the CVF-link-junction. Although the link structure is attached to the CVF structure by a locking screw, it still allows micro-movements. It has been reported that high-stress distribution may increase the risk of wear (Lee et al., 2016). In addition, the movement of the CSDP depends on the joint CDP structure and link structure, which will also cause wear phenomena in the long term. Therefore, we carried out a friction-wear test on these joint structures. In the SBF environment, the surface wear morphology and wear volume of these joint structures illustrated that CSDP has a long-term life. Conversely, the FE analysis showed that the stress on joint interfaces increased in the CSDP error model. Although the stress in the CSDP error-CDP structure FE model was less than the corresponding yield stress of UHMWPE (28 MPa), the stress distribution of the CSDP error-CDP structure, to some extent, increases the risk of wear, which may affect long-term follow-up results. It has been reported that high-stress distribution in the UHMWPE zone may increase the risk of wear inside the core (Lee et al., 2011, 2016). Therefore, the implantation technology of CSDP is vital, especially the implantation position, which can reduce the wear in the CSDP.

Increased force on facet joints after ADR has been cited as a reason for degenerative changes in implanted segments and poor clinical results; however, biomechanical or clinical evidence has not been clear (Huang et al., 2004; Anderson et al., 2008). In this study, the stress sustained by facet joints increased by 7.3% in the case of the CSDP FE model, and by 167.9 and 115.9% in the case of the Prestige LP and CSDP error models, respectively, demonstrating a remarkable stress increase in CADR segments. Chang et al. (2007a) reported that stress increased by 25.1% under an extension load in comparison with intact segments. Rundell et al. (2008) indicated that stiffness of implanted segments was reduced and ROM increased, while facet joint force varied from 7.7 to 95.3 N depending on the insertion location. In another study on “ball-and-socket” cervical disc prostheses, Rousseau et al. (2008) suggested that pressure on facet joints may increase from 15 to 86% by adjusting the center of rotation and that a posterior center of rotation with a large radius was most effective in lowering pressure. Ahn and DiAngelo used a computer simulation model to show that facet-joint force on implanted segments increased during extension from 38.1 to 691 N in normal segments (Ahn and DiAngelo, 2008). The results of this study indicated that increased pressure on facet joints after CADR might occur with all loads and in various forms and degrees, possibly because of intrinsic design flaws or improper positioning of devices. In conclusion, both CSDP error and Prestige LP FE models might change the force transfer path of motion segments in facet joints.

Similar to other in vitro experiments, biomechanical experiments still need to be verified by in vivo animal experiments, especially in large animals. The comparable kinematics of the lower cervical spine was one of the criteria used in selecting non-human primates as the animal model for CADR. The upright spine mechanical system of non-human primates is suitable for CADR research. It is absolutely a “worst-case” scenario with regard to evaluating the biomechanics and durability of a cervical prosthesis. Non-human primates are not braced or immobilized after surgery, and they rapidly ambulate and perform their natural gymnastics, trapeze utilization, and cage rocking within the first postoperative week. In this study, human-sized CSDP could not be used in the non-human primates at C5-C6. The disc space dimensions of non-human primates are more accommodating to the smaller human-sized prosthetic implants; therefore, we adapted the size of CSDP according to non-human primate cervical spine anatomy. CT radiographic assessment showed the CSDP remained very stable at the operative level. Based on CT radiographic analysis, there were no incidences of migration or subsidence. Furthermore, the CVF structure fusion phenomenon indicated that the CSDP shows biochemical stability because the implant of surface osseo-integration and vertebral fusion require a stable mechanical condition. There were no significant perioperative complications (i.e., no loosening, no osteolysis, and no translational instabilities).

In this experiment, we aimed to determine CSDP biomechanical patterns of the cervical spine to understand underlying biomechanics and how the CSDP load transfer pattern affected segmental motion. The research has some limitations. First, the FE analysis was computational, and certain assumptions were made during the study. The assumption of the bond upon contact condition for bone and implant is a limitation of this study. The bone-implant interface is much more complex, with relative motions and separations, such as that of CDP-structure bone. However, an appropriately validated model can still provide comparative results to guide orthopedic surgery. The implantation experiment using the CSDP in non-human primates also verified its biomechanical stability. Second, the experimental period of CSDP implantation in non-human primates was short. CADR complications often take a long time to appear. Third, the friction-wear test simplifies the experimental conditions, such as friction movement and loading conditions. Simplified friction movement and loading conditions may not completely reflect the actual wear process of CSDP in the body. Despite these limitations, this research still provides sufficient information to understand more about CSDP biomechanics.



CONCLUSION

This research has deepened the understanding of how the CSDP affects implant segmental motion as well as stress distribution in the bone-implant interface. Overall, it helps to understand the possible mechanism for the failures and how CSDP designs predispose to the problem. In the FE analysis, compared with those of the Prestige LP FE model, the biomechanical parameters of the CSDP FE model were relatively close to those of the intact FE cervical spine model. The CSDP error FE models proved that the performance of the CSDP, namely, ROM, bone-implant interface stress, and facet-joint force, is affected by the implantation position. In addition, we conducted friction-wear tests on the CSDP based on the results of the FE analysis to understand its degree of durability. Finally, the CSDP had satisfactory performance in non-human primate experiments.
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Motion analysis is increasingly applied to spine musculoskeletal models using kinematic constraints to estimate individual intervertebral joint movements, which cannot be directly measured from the skin surface markers. Traditionally, kinematic constraints have allowed a single spinal degree of freedom (DOF) in each direction, and there has been little examination of how different kinematic constraints affect evaluations of spine motion. Thus, the objective of this study was to evaluate the performance of different kinematic constraints for inverse kinematics analysis. We collected motion analysis marker data in seven healthy participants (4F, 3M, aged 27–67) during flexion–extension, lateral bending, and axial rotation tasks. Inverse kinematics analyses were performed on subject-specific models with 17 thoracolumbar joints allowing 51 rotational DOF (51DOF) and corresponding models including seven sets of kinematic constraints that limited spine motion from 3 to 9DOF. Outcomes included: (1) root mean square (RMS) error of spine markers (measured vs. model); (2) lag-one autocorrelation coefficients to assess smoothness of angular motions; (3) maximum range of motion (ROM) of intervertebral joints in three directions of motion (FE, LB, AR) to assess whether they are physiologically reasonable; and (4) segmental spine angles in static ROM trials. We found that RMS error of spine markers was higher with constraints than without (p < 0.0001) but did not notably improve kinematic constraints above 6DOF. Compared to segmental angles calculated directly from spine markers, models with kinematic constraints had moderate to good intraclass correlation coefficients (ICCs) for flexion–extension and lateral bending, though weak to moderate ICCs for axial rotation. Adding more DOF to kinematic constraints did not improve performance in matching segmental angles. Kinematic constraints with 4–6DOF produced similar levels of smoothness across all tasks and generally improved smoothness compared to 9DOF or unconstrained (51DOF) models. Our results also revealed that the maximum joint ROMs predicted using 4–6DOF constraints were largely within physiologically acceptable ranges throughout the spine and in all directions of motions. We conclude that a kinematic constraint with 5DOF can produce smooth spine motions with physiologically reasonable joint ROMs and relatively low marker error.

Keywords: spine motion, degrees of freedom, dynamic movement, smoothness of motion, optoelectronic motion capture


INTRODUCTION

Spinal disorders, particularly low back pain (LBP), are key global health problems in both workplace and clinical settings with devastating effects on functional independence and work capacity, leading to disability and high medical and societal costs. For instance, LBP accounts for ~40% of lost workdays with an estimated direct healthcare expenditure of $50–90 billion annually in the US (Guo et al., 1999; Yang et al., 2016). Many spinal disorders, including idiopathic back pain, degenerative disc disease, lumbar spinal stenosis, vertebral fractures (traumatic or osteoporotic), spine deformity, and muscle imbalance (e.g., myopathy, muscle dystrophy), can alter the kinematics and posture of the trunk (Al-Eisa et al., 2006; Briggs et al., 2007; Mahaudens et al., 2009; Galvis et al., 2016; Kuwahara et al., 2016; Schmid et al., 2016; Basques et al., 2017; Christe et al., 2017; Chun et al., 2017; Crawford et al., 2018; Igawa et al., 2018). Therefore, objective measurements of trunk kinematics and posture are useful in evaluating the functional impacts of spinal disorders and the development of novel clinical treatments. Typically, spine alignment and posture are studied as an overall trunk angle. However, direct measurement of individual vertebral movement is possible and can provide added information on spine biomechanics in health and disease. For instance, in vivo measurements of intervertebral motion can be obtained using various techniques such as biplane fluoroscopy (Lin et al., 2014; Wang et al., 2020), videofluoroscopy (Wong et al., 2006; Cheng et al., 2016), standard radiographs (Cheng et al., 2016), CT scans (Cheng et al., 2016), and MRI (Fujii et al., 2007). However, such methods are costly and highly invasive, making them impractical for widespread use for either clinical or research purposes.

Optoelectronic motion analysis is a standard technique to measure body kinematics and is often implemented in studies of upper and lower extremity motions. Several studies have already reported the use of optoelectronic motion capture systems (such as Vicon Nexus) for measurement of trunk posture and motion (Rast et al., 2016; Sung et al., 2016; Ignasiak et al., 2017; Marich et al., 2017; Zwambag et al., 2019). However, there is no standardized approach for measurement of trunk posture and spinal motion due to the methodological differences [e.g., different marker location, marker set (single or clusters), and the number of markers on the spine] involved in generating reproducible spinal kinematics (Mason et al., 2016). Some studies have addressed the between-session reliability of motion capture for trunk posture and range of motion (ROM) measurements (Dunk et al., 2004, 2005; O'Sullivan et al., 2010; Fortin et al., 2012; Hidalgo et al., 2012; Harsted et al., 2016; Rast et al., 2016; Muyor et al., 2017; Mousavi et al., 2018). Overall, these studies provide some evidence that optoelectronic motion capture data may provide an indirect but reliable approach to non-invasively assess the kinematics of the spine.

Although optoelectronic motion analysis systems allow overall measurement of trunk posture and motion, it does not directly measure individual vertebral joint movement. However, such motions may be estimated by imposing kinematic constraints on a spine model. Kinematic constraints apply interconnections between articulating segments which consequently reduce the degrees of freedom (DOF) and restrict the relative motions. Musculoskeletal models of the spine often rely on kinematic constraints to distribute overall motion to specific levels because skin-surface markers are unable to directly measure the motion of individual intervertebral joints (Lu and O'Connor, 1999; Roux et al., 2002; Andersen et al., 2010; El Habachi et al., 2015; Mason et al., 2016; Rajagopal et al., 2016; Cazzola et al., 2017; Kuo et al., 2018). Applying appropriate kinematic constraints on spine motion can minimize the effect of soft tissue artifacts on segmental kinematics (Lu and O'Connor, 1999), restrict the motion between adjacent segments, and prevent unrealistic intervertebral motions (Leardini et al., 2005; Lu and Chang, 2012). Therefore, appropriate kinematic constraints can generate trajectories for individual vertebral bodies that closely mimic real spinal movement. To our knowledge, most studies using kinematic constraints in musculoskeletal models of the spine have limited the spine to single DOF in each direction (e.g., Lu and O'Connor, 1999; Roux et al., 2002; Anderst et al., 2013; Mason et al., 2016; Bayoglu et al., 2019; Beaucage-Gauvreau et al., 2019), and there has been no examination of how different kinematic constraints might affect the evaluations of spine motion. Fewer constraints (i.e., more DOF) would provide models with more freedom to follow subject-specific spinal motion with less error in tracking the experimental marker data. However, with more DOF, spine kinematics could be more susceptible to movement artifacts causing unrealistic spine angles or discontinuities that prevent a “smooth” motion.

Therefore, the objective of this study was to evaluate the effect of seven different kinematic constraint conditions (allowing three through nine spine DOF) on marker error, smoothness of angular motions and estimated segmental motions when performing inverse kinematics with a thoracolumbar spine model. This information could help identify appropriate kinematic constraints in producing realistic spine motions based on motion analysis data.



MATERIALS AND METHODS


Participants

A convenience sample of seven healthy adult volunteers (4 F, 3 M) was used for this study, drawn from participants in our prior study of the reliability of measuring spine range of motion with an optoelectronic motion analysis system (Mousavi et al., 2018). The mean (±SD) age, height, weight, and BMI of the participants were 42 (±14) years, 172 (±7) cm, 69.6 (±11.1) kg, and 23.3 (±2.3) kg/m2, respectively. Exclusion criteria for enrollment included any history of recent back pain, spinal surgery, traumatic vertebral fractures, thoracic deformity, and/or conditions affecting balance, movement, or ability to stand. The study was approved by the Institutional Review Board of Beth Israel Deaconess Medical Center. Written informed consent was obtained from all participants.



Procedures

At the beginning of each experimental session, age, height, and weight were recorded. For proper placement of retroreflective markers, anatomical landmarks were carefully palpated and marked. Then, retroreflective markers were attached to the skin using double-adhesive tape. Specifically, seven rigid clusters, consisting of four 9.5 mm retroreflective markers, were attached to the skin overlying the T1, T4, T5, T8, T9, T12, and L1 spinous processes. Additional 14-mm markers were placed over the iliac crests, anterior (ASIS) and posterior (PSIS) superior iliac spines, head (using a headband with attached four retroreflective markers), C7, shoulders (bilaterally on the acromion), sternum, clavicles, elbows (lateral epicondyle of the humerus), wrist (radial styloid process), greater trochanter of the femur, lateral and medial aspects of the knee joint, lateral and medial aspects of the ankle joint, posterior heel and first metatarsophalangeal joint (Mousavi et al., 2018). Marker positions during activities were collected using a 10-camera motion analysis system (Vicon Motion Systems, Oxford, UK). All participants were instructed to stand upright and facing forward (as standard anatomical posture) with arms slightly abducted, palms facing anteriorly, and feet shoulder-width apart. Initially, 3-D marker data were collected in the neutral, upright standing posture and static poses held in self-selected maximum flexion, extension, lateral bending, and axial rotation positions for ~5 s each. Participants were then asked to perform three separate dynamic tasks in the following order: spinal flexion–extension, lateral bending (i.e., first left and then right lateral bending), and axial rotation (i.e., first left and then right axial rotation). In each dynamic task, the participants moved to their self-selected maximum ROM in 2 s (following a metronome), returned to neutral in 2 s, moved to their self-selected maximum ROM in the opposite direction in 2 s, and returned to neutral in 2 s. Participants performed this full sequence at least three times for each dynamic task. For the dynamic tasks, participants began in neutral, upright standing with their arms down at their sides, and during the motions, they kept their feet on the ground but were allowed to move their arms as needed to fully complete each motion.



Development of Kinematic Constraints
 
Ratios of Intervertebral Motion to Overall Spine Motion

For each direction of static and dynamic motion [i.e., flexion–extension (FE), lateral bending (LB), and axial rotation (AR)], we estimated the proportion of each intervertebral level motion from previous work that provided values for FE, LB, and AR in the thoracic and lumbar spines (Table 1). These studies evaluated segmental ranges of motion in vivo using a wide variety of techniques, including standard radiographs (Cheng et al., 2016), videofluoroscopy (Wong et al., 2006; Cheng et al., 2016), biplane radiography (Pearcy and Tibrewal, 1984; Shin et al., 2013), MRI (Fujii et al., 2007), CT scans (Fujimori et al., 2012, 2014; Morita et al., 2014), a spinal mouse curvature measurement device (Mannion et al., 2004), motion analysis marker clusters attached to vertebral spinous processes via Kirshner wires (Rozumalski et al., 2008), and an electromagnetic motion analysis system (Willems et al., 1996). We also included reported physiological ROM from the works of White and Panjabi (1978) and Panjabi et al. (1994). The angular motions at each intervertebral joint were converted to ratios relative to overall thoracic or lumbar motion. Because of inconsistencies in the methods used to estimate the intervertebral motions, we used the median value of the reported rotational motion ratio assessed for each level in the current study. The median values determined for thoracic and lumbar spines were then combined and expressed as ratios proportional to overall spine motion (Table 2). Percentage values of intervertebral joint motions to overall thoracic and lumbar spine motions in different studies (i.e., listed studies in Table 1) were shown in Tables 1–4 in Appendix A (Supplementary Material).


Table 1. List of all studies used to estimate the intervertebral motion ratios in the thoracic and lumbar spines.
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Table 2. Ratios of individual-level intervertebral motions to overall spine motion were used to create kinematic constraints in flexion–extension, lateral bending, and axial rotation tasks.
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Kinematic Constraints Employed in Models

The ratios presented in Table 2 were applied as kinematic constraints in subject-specific models. The ratios shown in Table 2 reduced the overall spine kinematics to a single DOF in each orthogonal direction of spine motion or three DOF overall. Segmental motion data from our prior study suggests that some segments of the spine act differently than others during certain motions (Mousavi et al., 2018). For example, the upper thorax may extend during full lumbar flexion in some individuals, while the lumbar and thoracic spines may display different behaviors, particularly during axial rotation motions. Thus, we created multiple kinematic constraint conditions allowing three through nine DOF, as shown in Table 3. The total spine DOF in models with kinematic constraints refers to the number of independent rotational coordinates, which link the motions within specific sections of the spine. In these models, motion occurs at all levels, but the individual rotations at each level are dependent on the corresponding independent coordinate. For example, for the 3DOF model, the spine has only three independent coordinates, which describe FE, LB, and AR for the entire spine (T1-S1), and the motion of each intervertebral joint is defined as a proportion of the overall motion of the spine. However, in the 4DOF model, the FE motion of the spine has two independent coordinates, applied to sections T1-T9 and T9-S1, respectively, but still just a single independent coordinate in each of the LB and AR directions of motion (see Table 3). We also included a baseline condition (i.e., with no kinematic constraint), allowing 51 combined rotational DOF for the 17 thoracolumbar joints. The ratios of individual-level intervertebral motions to the overall spine for all kinematic constraints (3-9DOF) are shown in Table 1 of Appendix B (Supplementary Material).


Table 3. Summary of kinematic constraint conditions tested, indicating the total spine DOF and DOF in each rotational direction, plus the spine sections for each DOF and rotational direction.
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Subject-Specific Modeling and Inverse Kinematics Using OpenSim

For each participant, we created a subject-specific musculoskeletal model based on our previously validated models of the thoracolumbar spine (Bruno et al., 2015, 2017). Models were scaled according to subject height and weight, with body segment lengths and spine curvature adjusted based on marker data recorded in a neutral static standing position (Burkhart et al., 2020). For each subject, we created one model without kinematic constraints applied (allowing 51 spine DOF). Seven additional models were created with the seven sets of kinematic constraints described earlier to limit spine motion to 3–9DOF. For each model and activity measured, we performed inverse kinematics (IK) in OpenSim [version 3.3; Delp et al. (2007)] to compute the joint angles that would best match the model to the measured marker positions. In all models, FE, LB, and AR are independent motions and are determined simultaneously in the inverse kinematics analysis. The marker positions used for IK analyses were first low-pass filtered (6 Hz, fourth-order Butterworth filter, bidirectional). After completing IK analyses, OpenSim generated motion files containing the relative angles between adjacent vertebrae in each direction of motion (FE, LB, AR). The kinematic results were additionally used to evaluate Euler angles for particular spine segments of interest.



Outcome Measures and Statistical Analyses

The primary outcomes for this study were: (1) root mean square (RMS) error of recorded vs. tracked spine markers; (2) lag-one autocorrelation coefficient of the segmental (i.e., T1-T5, T5-T9, T9-L1, L1-S1) angular motions for each primary direction of tasks (FE, LB, and AR); (3) maximum ROM of intervertebral joint angles across three dynamic tasks (flexion–extension, lateral bending, axial rotation) for all combinations of kinematic constraints and directions of motion (i.e., FE, LB, AR); and (4) segmental spine angles in the static range of motion trials for four spine sections (i.e., T1–T5, T5–T9, T9-L1, L1-S1). Statistical analyses for the first three primary outcomes were performed using JMP Pro 15 (SAS, Cary, NC), using the restricted maximum likelihood method, with a statistical significance level of 0.05. Analyses of static segmental spine angles were performed in Stata/IC 13.1 (StataCorp LP, College Station, TX).


RMS Error of Spine Markers

We defined the RMS error of spine markers for each subject within each task and kinematic constraint as the square root of the sum of marker errors squared (measured vs. model) divided by the number of markers (e.g., 28 markers = 7 clusters × 4 markers on each cluster). For each task, we calculated the mean ± SD of RMS error of markers for each set of kinematic constraints [baseline or no constraint (51DOF) and seven sets of kinematic constraints (3–9DOF)]. We used a two-way repeated-measures analyses of variance (ANOVA) to examine the effects of Task and Constraint on RMS error of spine markers. Because the interaction effect Task × Constraint was not statistically significant, we simplified the model by employing separate one-way ANOVA for each task to assess the effect of Constraint (as an independent variable) on RMS marker error. Significant effects were followed by pairwise comparisons [Tukey's honest significance difference (HSD)] and simple effects testing, where relevant.



Lag-One Autocorrelation Coefficient of the Segmental Angular Motions

The lag-one autocorrelation coefficient reflects the correlation between values that are one time-step apart and thereby quantifies how much a point in a signal is predictable based on the previous point. Therefore, it can be used as an index to assess the smoothness of the angular motions. We computed the lag-one autocorrelation coefficients of the segmental angular motions for each primary direction of tasks (i.e., FE for flexion–extension, LB for lateral bending, and AR for axial rotation). We performed logit transformation on the autocorrelation coefficients as they were between 0 (least smooth) and 1 (smoothest) and had exhibited a skewed distribution. A one-way repeated measure of ANOVA for each primary task direction was applied to determine the effect of different kinematic constraints (as an independent variable) on the transformed autocorrelation coefficients. Statistically significant effects were followed by pairwise comparisons (Tukey's HSD) and simple effects testing, where relevant.



Maximum ROM of Intervertebral Joint Angles

To determine if the intervertebral joint angles are in a physiologically realistic range, we calculated the maximum ROM of the 17 intervertebral joint angles (i.e., T1/T2, T2/T3, …, L5/S1) grouped in three spine regions (T1–T9, T9-L2, L2-S1), for all combinations of kinematic constraints [3–9DOF and no constraint (51DOF)] and directions of motion (FE, LB, AR). Note that the maximum ROM for each intervertebral joint in each direction of motion was defined using the maximum angles recorded across all three dynamic tasks (i.e., maximum flexion angle–maximum extension angle, maximum left lateral bending angle – maximum right lateral bending angle, maximum left axial rotation angle – maximum right axial rotation angle). These ROMs were compared with the estimated limits of normal ROMs for intervertebral joints presented by White and Panjabi (1978). Because joints within the same part of the spine are expected to have similar ROMs, we combined results within three regions of the spine to simplify comparisons. Specifically, boxplots of ROMs created for thoracic (T1-T2 through T8-T9), thoracolumbar (T9-T10 through L1-L2), and lumbar (L2-L3 through L5-S1) joints and compared to the corresponding expected ranges of joint ROM.



Segmental Spine Angles in the Static Range of Motion Trials

To evaluate whether various kinematic constraints applied to a spine model allow the model to reasonably match measured positions, we compared segmental angles calculated directly from marker cluster orientations to those produced in the model after IK analysis. Marker data were collected for six static standing trials, specifically, while subjects held the position at their full ranges of motion for flexion, extension, left and right lateral bending, and left and right axial rotation. As previously described (Mousavi et al., 2018), Euler angles were calculated between marker clusters to provide rotations for segments T1–T5, T5–T9, T9-L1, and L1-S1.

Agreement between model segmental angles and corresponding cluster angles was evaluated with intra-class correlation coefficients (ICCs) and RMS differences. ICC results were deemed weak (ICC < 0.5), moderate (0.5 ≤ ICC < 0.75), good (0.75 ≤ ICC < 0.9), or excellent (0.9 ≤ ICC) (Koo and Li, 2016), including their 95% CIs. One-way repeated measures ANOVAs were used to examine whether model angles were different from the corresponding cluster angles. Analyses were performed separately for flexion–extension, lateral bending, and axial rotation angles, grouping all segments and trials to provide an overall evaluation of agreement of segmental angles for each direction of spine motion.





RESULTS


RMS Error of Spine Markers

The mean and standard deviation of RMS error of spine markers for different sets of kinematic constraints [3–9DOF and no constraint (51DOF)] in three tasks are summarized in Figure 1. Our first statistical analysis demonstrated that although there were significant main effects of Task (p < 0.0001) and Constraint (p < 0.0001) on RMS error of spine markers, we did not observe a Task × Constraint interaction effect (p ~ 0.499). The Tukey HSD post-hoc analyses showed that RMS error of spine markers was significantly different for all pairs of different tasks [i.e., flexion–extension greater than lateral bending (p < 0.0001), flexion–extension greater than axial rotation (p < 0.0001), and lateral bending smaller than axial rotation (p < 0.0001)]. Additionally, the results of our second statistical analysis revealed that a significant effect of Constraint within each task was observed for RMS marker errors. All other pairwise comparisons for the constraints within each task are presented in Table 4. Across all tasks, the RMS errors of spine markers for 51DOF were significantly lower than other constraints (p-values ≤ 0.0002).


[image: Figure 1]
FIGURE 1. Mean RMS error of spine markers for all kinematic constraints (3–9DOF) and no constraint condition (51DOF) in all tasks (flexion–extension, lateral bending, and axial rotation). Error bars indicate the SDs. RMS, root mean square; DOF, degrees of freedom.



Table 4. Significant post-hoc pairwise comparisons (Tukey's HSD) of kinematic constraints for RMS error of spine markers in each task shown in Figure 1.
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For the flexion–extension, there were no differences in RMS errors between any pair of kinematic constraints with 4–9DOF, whereas the RMS errors for kinematic constraints with 4–9DOF were all significantly lower than the 3DOF model (p-values ≤ 0.0291) and higher than the 51DOF model (p-values < 0.0001). In the lateral bending, there were significant differences between models with lower and higher DOF [i.e., 3DOF >5–9DOF, and 4DOF >8–9DOF, (p-values < 0.05); Table 4], but there were no significant differences between any sequential pairs of constraints from 5 to 9DOF. Further, for axial rotation, 6DOF or higher kinematic constraints improved the RMS error of spine markers vs. 3–4DOF. However, no differences between any constraints from 6 to 9DOF were found.



Lag-One Autocorrelation Coefficient of the Angular Motions

The lag-one autocorrelation coefficients varied significantly by Task (p < 0.0001) and Constraint (p < 0.0001). The box plot of logit transformed autocorrelation coefficients for different tasks and constraints is shown in Figure 2, with larger values indicative of “smoother” joint motion [transformed autocorrelation values on y-axis extend from 0 (least smoothness) to 10 (smoothest)]. For the flexion–extension task, the lag-one autocorrelation coefficients for all but the 9DOF constraint showed significantly smoother motion than the 51DOF model (p < 0.0001; Table 5). Additionally, the motion was significantly smoother for the 3DOF model than for all other constraints. The lag-one autocorrelation coefficient did not differ between sequential constraints for flexion–extension, except for smoother motion in the 3DOF model than the 4DOF model (p = 0.0138). For lateral bending tasks, the lag-one autocorrelation coefficient differed for three pairs of constraints [3DOF vs. 9DOF, 3DOF vs. 51DOF, and 6DOF vs. 51DOF (p < 0.05)], but the differences in lag-one autocorrelation coefficients between sequential constraints were not significant. Finally, motion during all axial rotations was smoother for all constrained models than the 51DOF model (p < 0.0001) but was similar for all other constraint comparisons.


[image: Figure 2]
FIGURE 2. Boxplot of logit transformed lag-one autocorrelation coefficients of angular motions for each primary direction of tasks (FE, LB, and AR). Note that logit transformed autocorrelation values extend from 0 (least smoothness) to 10 (smoothest). FE, flexion–extension; LB, lateral bending; AR, axial rotation.



Table 5. Pairwise comparisons (Tukey's HSD) of kinematic constraints for lag-one autocorrelation coefficients of angular motions for each primary direction of tasks (FE, LB, and AR).
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Maximum ROM of Intervertebral Joint Angles

Boxplots of maximum ROM of intervertebral joint angles (grouped in three spine regions: thoracic: T1–T9, thoracolumbar: T9-L2, lumbar: L2-S1) for all kinematic constraints [3–9DOF and no constraint (51DOF)] and directions of motion (FE, LB, AR) are depicted in Figures 3 (FE), 4 (LB), and 5 (AR). To further compare our findings with the results reported in White and Panjabi (1978), we overlaid solid black horizontal lines in Figures 3–5, representing the minimum and maximum ROM of intervertebral joints in each spine region and direction of motion. The corresponding values of black horizontal lines in each panel plot in Figures 3–5 have been calculated based on the results in Table 2 of conducted study by White and Panjabi (1978). Readers of this paper are referred to Tables 1, 2 in Appendix C (Supplementary Material) for the range of maximum ROM of all individual intervertebral joint angles across four tasks (i.e., flexion, extension, lateral bending, axial rotation) for each combination of kinematic constraints [3–9DOF and no constraint (51DOF)] and direction of motion (FE, LB, AR). In Tables 1, 2 in Appendix C (Supplementary Material), the flexion–extension tasks were divided into flexion and extension separately.


[image: Figure 3]
FIGURE 3. Boxplot of maximum ROM of 17 intervertebral joint angles, grouped in three spine regions [i.e., “T1-T9”: T1/T2 to T8/T9; “T9-L2”: T9/T10 to L1/L2; “L2-S1”: L2/L3 to L5/S1)], for all kinematic constraints [3–9DOF and no constraint (51DOF)] in FE direction of motion. The black lines horizontally overlaid on each panel plot are minimum and maximum ROM of intervertebral joints for the corresponding spine regions in FE direction of motion, reported by White and Panjabi (1978). ROM, range of motion; DOF, degrees of freedom; FE, flexion–extension.



[image: Figure 4]
FIGURE 4. Boxplot of maximum ROM of 17 intervertebral joint angles, grouped in three spine regions [i.e., “T1-T9”: T1/T2 to T8/T9; “T9-L2”: T9/T10 to L1/L2; “L2-S1”: L2/L3 to L5/S1], for all kinematic constraints [3–9DOF and no constraint (51DOF)] in LB direction of motion. The black lines horizontally overlaid on each panel plot are minimum and maximum ROM of intervertebral joints for the corresponding spine regions in LB direction of motion, reported by White and Panjabi (1978). ROM, range of motion; DOF, degrees of freedom; LB, lateral bending.



[image: Figure 5]
FIGURE 5. Boxplot of maximum ROM of 17 intervertebral joint angles, grouped in three spine regions [i.e., “T1-T9”: T1/T2 to T8/T9; “T9-L2”: T9/T10 to L1/L2; “L2-S1”: L2/L3 to L5/S1], for all kinematic constraints [3–9DOF and no constraint (51DOF)] in AR direction of motion. The black lines horizontally overlaid on each panel plot are minimum and maximum ROM of intervertebral joints for the corresponding spine regions in AR direction of motion, reported by White and Panjabi (1978). ROM, range of motion; DOF, degrees of freedom; AR, axial rotation.


As seen in Figures 3–5, on average, the range and interquartile ranges of the maximum ROM of intervertebral joint angles for 51DOF are often much larger than with constraints and findings in White and Panjabi (1978). For FE direction of motion (Figure 3), the medians of the ROM for constraints with 4–9DOF were close to each other and were largely within the reported range of White and Panjabi (1978) for the thoracic (T1–T9) region, while 3DOF underestimated the expected ROM. The medians for most constraints fell slightly below the reported range in the thoracolumbar region (T9-L2) and more so for the lumbar region (L2-S1), but the maximum ROMs found fell within the reported range. For LB direction (Figure 4), medians with 3–5DOF fell within the range reported by White and Panjabi (1978) in all spinal regions, although the maximum ROMs exceeded the maximum reported ROM in the lumbar region (L2-S1). Median LB ROMs with 6–51DOF exceeded the maximum reported ROM from White and Panjabi for the lumbar region (L2-S1). For AR direction (Figure 5), the medians of the ROM for all constraints were within the ranges reported by White and Panjabi for thoracic (T1–T9) and lumbar (L2-S1) regions. But only 5 and 6DOF had medians within the range for the thoracolumbar (T9-L2) region, although the maximum ROMs exceeded the maximum reported ROM. Overall, it seems that constraints 4DOF through 9DOF all produced similar and largely reasonable ROMs in FE, and similarly constraints 3DOF through 5DOF for LB, and constraints 5DOF and 6DOF for AR.



Segmental Spine Angles in the Static Range of Motion Trials

The segmental angle RMS differences ranged from 9.1 to 10.0° for flexion–extension, 8.4–10.5° for lateral bending, and 10.3–12.1° for axial rotation angles (Table 6). Models with kinematic constraints had moderate to good ICCs for flexion–extension and lateral bending, though weak to moderate ICCs for axial rotation. The statistical results of ANOVAs indicated a significant effect of the angle evaluation approach (marker cluster orientations, models with kinematic constraints, model without kinematic constraints) for flexion–extension angles (p = 0.022), but not for lateral bending or axial rotation angles. However, post-hoc testing showed that none of the flexion–extension segmental angles evaluated by the models differed from those evaluated from marker cluster orientations (i.e., any differences were between different models).


Table 6. RMSD and ICCs for segmental spine angles from models with various spine DOFs vs. segmental angles calculated directly from the corresponding marker clusters.
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DISCUSSION

This study explored the effect of different kinematic constraints on model performance during IK analysis of the thoracolumbar spine. This novel examination addresses a gap in knowledge regarding the influence of kinematic constraints with multiple DOFs on spine motion assessments. Most kinematic constraints previously imposed in musculoskeletal modeling have assumed a single DOF for each direction of spinal bending or rotation. We evaluated the effect of kinematic constraints with four main outcome measurements, including (1) RMS error of spine markers (measured vs. model); (2) lag-one autocorrelation coefficients to quantify the smoothness of angular motions; (3) maximum ROMs of 17 intervertebral joint angles, grouped in three spine regions, and whether they are in a physiologically realistic range; and (4) segmental spine angles in the static range of motions trials to verify if the spine models with different kinematic constraints reasonably match measurements directly from marker clusters.


RMS Error of Spine Markers

On average, the RMS error of spine markers for flexion–extension was higher than lateral bending and axial rotation across all kinematic constraints and no-constraint conditions. It is possible that the skin-surface spine markers are more sensitive to flexion–extension motions as they are largely aligned with the spine in the sagittal plane. RMS error of spine markers in axial rotation appeared to be slightly larger than lateral bending, perhaps because the more complex nature of spine movement in axial rotation (i.e., combination of rotational and coupled bending movement) causes a larger difference between the modeled and experimental position coordinates. Any differences in RMS error of spine markers should be checked for practical significance, as they might not be meaningful if less than the precision of the optoelectronic motion capture system. Merriaux et al. (2017) investigated the positioning performance of the Vicon motion capture system. They reported that the optimal position performance depends on the sampling rate of the system and the marker size, but with optimized performance, the mean absolute error for static and dynamic tasks could be as low as 0.15 and 0.3 mm, respectively. Thus, to define the practical importance of the RMS error of spine markers in our study, we compared the reduction in RMS error of markers between pairs of sequential constraints with the dynamic error estimate of 0.3 mm. Based on this comparison (Figure 6), no meaningful improvements in RMS error of spine markers were observed for the flexion–extension task after 4DOF. For lateral bending and axial rotation tasks, meaningful improvements in mean RMS error of spine markers were observed when changing from 4 to 5DOF, and for axial rotation, an additional meaningful improvement was seen in changing from 5 to 6DOF. In sum, depending on the type of the task, the results suggest that kinematic constraints with 4, 5, or 6 DOF may be beneficial, but additional DOF above 6 would not produce meaningful improvements on the RMS error of spine markers. Figure 6 also includes the change in mean RMS error of spine markers from 9 to 51DOF, showing meaningful improvements in all tasks. It is expected that 51DOF would produce the smallest RMS error of spine markers among the conditions tested since the spine model with higher DOF can theoretically better adapt to the variation in subject motion. However, it is worth noting that the 1.8 mm improvement in RMS error (seen in flexion–extension) between the 9DOF and the 51DOF model comes by adding 42 more DOF. Thus, each additional DOF improves the RMS error by an average of 0.04 mm, seemingly well below any meaningful value.


[image: Figure 6]
FIGURE 6. Change in mean RMS error of spine markers for all pairs of sequential kinematic constraints in all tasks (flexion–extension, lateral bending, and axial rotation). RMS, root mean square.




Lag-One Autocorrelation Coefficient of the Angular Motions

The lag-one autocorrelation coefficients showed that kinematics in axial rotation were smoother with any constraint from 3 to 9DOF than without constraints (51DOF). This could also be visually inspected from Figure 3 in Appendix B (Supplementary Material), where the averaged angular motions of T9-L1 and L1-S1 spine segments for 51DOF were much less smooth than with kinematic constraints. Similarly, kinematics in flexion–extension was smoother with any constraint from 3 to 8DOF than 51DOF, where these findings suggested that moving from 2 to 3 FE DOF would lead the spinal angular motions to be less smooth compared to no-constraint conditions. For the lateral bending, in addition to 3DOF, the 6DOF constraint produced smoother angular motions compared with the 51DOF. This might be partially explained through interactions between LB and AR motions, as the 6DOF constraint is the only constraint with two AR DOF. Overall, the 3DOF constraint produced the smoothest motions during flexion–extension and lateral bending, and this is theoretically expected as the 3DOF constraint has the lowest DOF compared to all other constraints. The constraints 4–6DOF showed similar smoothness behavior in flexion–extension, and all produced smoother kinematics than the 9DOF constraint. Notably, flexion–extension tasks showed higher RMS error of spine markers and higher autocorrelation values (i.e., higher level of smoothness) than lateral bending or axial rotation tasks, indicating limiting DOF in flexion–extension may improve kinematic smoothness at the expense of accuracy. Overall, the lag-one autocorrelation results indicate that constraints between 4 and 6DOF produced similar levels of smoothness for angular motions across all tasks and generally improved smoothness compared to 9DOF or unconstrained models.



Maximum ROM of Intervertebral Joint Angles

The main objective of this section is to assess whether various constraint conditions produce maximum joint ROMs that fall within a physiologically reasonable range. Results in Figures 3–5 demonstrated that maximum ROMs without constraints (51DOF) were notably larger than with constraints for all directions of motion and all regions of the spine and exceeded reasonable physiological ranges. Thus, performing inverse kinematics without kinematic constraints (51DOF) is unsuitable for characterizing in vivo spine motion.

On average, results in Figure 3 suggested that for the FE direction of motion, kinematic constraints 4–9DOF produced quite similar maximum ROMs across all tasks and in all spine regions. The maximum ROM with these constraints did not exceed a physiologically reasonable value. However, the ROMs tended to underestimate the expected values of White and Panjabi (1978) in the thoracolumbar and especially the lumbar regions of the spine. It is possible that the participants tested for this study did not reach their maximum lumbar ROM during the flexion–extension task, which could explain this result. Nonetheless, our results revealed higher maximum ROM of the lumbar intervertebral joints than the thoracic and thoracolumbar joints, in agreement with the trend of expected ROM across different parts of the spine (White and Panjabi, 1978).

For LB direction of motion, larger maximum ROMs were observed for the thoracolumbar and lumbar regions than the thoracic region, consistent with the expected ROMs reported by White and Panjabi (1978). Figure 4 also indicated that ROMs for kinematic constraints with 3–5DOF were largely within the physiologically acceptable range as reported by White and Panjabi (1978), except that the maximum ROMs with these kinematic constraints could exceed the expected maximum ROM of the lumbar region. The 6DOF constraint uniquely appeared to underestimate LB ROM in the thoracic spine. Interestingly, 8 and 9DOF kinematic constraints demonstrated much higher variability in the thoracic region than 3–7DOF constraints. This is likely because these kinematic constraints have three LB DOF, while the other constraints have only one or two LB DOF.

For AR direction of motion, the maximum ROMs for kinematic constraints with 3–6DOF were largely within the reported physiologically acceptable range from White and Panjabi (1978) for thoracic and lumbar regions. However, all constraints tended to overestimate the expected ROM in the thoracolumbar region, where the lowest differences belonged to constraints with 5 and 6DOF. Our results generally found thoracolumbar joint ROMs to fall between thoracic and lumbar values, while the expected thoracolumbar ROM from White and Panjabi (1978) was identical to the lumbar values. Nonetheless, the maximum ROM of the thoracic intervertebral joints was notably larger than the lumbar intervertebral joints, following the expected trend reported in White and Panjabi (1978). Overall, it seems that kinematic constraints 5 and 6DOF produced the most consistent AR joint ROM results compared with the expected values of White and Panjabi (1978).

In sum, our findings suggest that the maximum ROM predicted using 4DOF through 6DOF constraints were within the physiologically acceptable range for the majority of spine regions, and directions of motions, based on comparison with the representative values reported in White and Panjabi (1978). The 5DOF kinematic constraint on balance seemed to provide the best and most stable result for all directions of motion. The 4DOF median ROM for thoracolumbar AR slightly exceeded the expected maximum value but was, in fact on quite similar to the 5DOF value. The 6DOF produced unusual LB motion patterns, underestimating expected thoracic ROM while exceeding expected lumbar ROM. It is important to note that the expected ranges of ROM reported by White and Panjabi (1978) are representative values based on a review of experimental data and expert opinion, thus should not be considered a “gold standard.” The observed discrepancies between our results and the expected ROM of White and Panjabi (1978) are not out of line with discrepancies between that and various other studies (e.g., Pearcy and Tibrewal, 1984; Pearcy et al., 1984; Li et al., 2009) reporting intervertebral joint ROM. These discrepancies can be explained by implementing different methodological approaches to measure the intervertebral joint angles and evaluate the ranges of motion.



Segmental Spine Angles in the Static Range of Motion Trials

Overall, the results suggest that all models predicted similar segmental angles to those calculated directly from the marker data. Introducing different kinematic constraints in the models had no discernable effect on the RMS differences or ICCs for flexion–extension and lateral bending angles. For axial rotations, the models with kinematic constraints had uniformly higher RMS differences than the unconstrained model and lower ICCs (though generally with some overlap in the confidence intervals). In sum, all models with kinematic constraints appear equally valid, and adding more DOF did not improve performance, matching segmental angles calculated directly from spine marker clusters. It is important to note that the segmental angles calculated directly from markers do not represent a gold standard measurement of the underlying spine motion. Thus, this analysis does not directly address the accuracy of the models in predicting underlying spine motion but shows that model-predicted values should have similar validity as marker-based spine motion directly.



Study Limitations

A few potential limitations should be noted for this study. First, the study had a small sample size of seven healthy participants, so it is possible that the range of healthy normal spine motions was not fully represented. Moreover, it is unclear to what extent our results would be applicable for patients with spinal disorders. Therefore, further studies with larger and more heterogeneous sample sizes are needed to verify the generalizability of our findings. Second, during the data collection, the retroreflective markers were placed on bony landmarks by multiple experimenters, consequently adding some errors to our study (Della Croce et al., 1999). Third, we used marker sets with clusters in our study, and the generalizability to the use of different marker sets was not examined. Fourth, passive structure contributions such as spinal ligaments and intervertebral discs are not currently considered, nor are muscle forces or vertebral loading. Additionally, vertebral joints were modeled as ball joints with 3DOF and did not explicitly introduce within joint motion coupling or allow for any joint translational motion. Coupled intervertebral motion has been established in cadaveric testing studies (Panjabi et al., 1976; Gardner-Morse and Stokes, 2004), including between axial and lateral bend rotational motions, but it remains unclear how to characterize such coupling in kinematic constraints for kinematics analyses appropriately. However, as the FE, LB, and AR directions of motion remained independent in all analyses, the models can adopt coupled motions to best match the marker data. Thus, the model neither requires nor precludes coupled motion. A few studies have proposed optimization methods to adjust individual-level spinal kinematics to minimize passive structure forces–called force-dependent kinematics (Meng et al., 2015; Ignasiak et al., 2016) or minimize muscle mass and spine loading (Shojaei et al., 2015). These approaches may ultimately help to assign vertebral kinematics more accurately than kinematic constraints uniquely. They may even incorporate coupling and translational motion, but they pose significant challenges, including the need to characterize passive structure properties accurately and increased computational cost. Fifth, there are numerous possibilities for reasonable kinematic constraint conditions beyond the seven examined here, both in terms of the ratios used and the number and distribution of spinal DOF. There is no assurance that the kinematic constraints examined here are optimal, and indeed the optimal constraint would likely vary for different conditions and individuals. Undoubtedly, more research on different sets of kinematic constraints will shed light on how they can affect the spine motion during different activities.




CONCLUSIONS

Taken together, our findings suggest that adding more spinal DOF up to 6DOF produces meaningful improvements in marker error and that kinematic constraints from 4 to 6DOF provide similar levels of kinematic smoothness that are better than unconstrained models. Moreover, all the constraint conditions examined were similarly valid in matching separately determined static segmental angles. Thus, adding more DOF (up to 9DOF) did not enhance the model's kinematic validity. Finally, on average, the joint ROMs produced the kinematic constraints from 4 to 6DOF were generally within physiologically reasonable ranges. These results indicate that the 5DOF model produces the best overall balance between the smoothness, realism of movement, and error of spine markers. The 6DOF model can provide a slight improvement in marker error during AR motions but at the expense of possibly less realistic LB motion patterns. It should be noted that most of the previous model validations focused on kinetic validations (e.g., Han et al., 2012; Bruno et al., 2015; Ignasiak et al., 2016), assessing whether a model can accurately predict musculoskeletal forces and muscle activations, by static optimization. These analyses require spinal kinematics to be specified as an input and are appropriately performed in models without kinematic constraints. However, our current work is a novel study that, for the first time, addresses the kinematic validity, whether a model precisely estimates the spine kinematics from inverse kinematics analysis through marker motion data. Our findings showed that this analysis is better performed in a model with kinematic constraints. Therefore, it is appropriate to utilize different versions of a model (with and without kinematic constraints) to evaluate kinematic and kinetic outcomes, respectively. In the future, additional research is warranted to understand the influence of kinematic constraints on the evaluation of spine motion during functional tasks and activities of daily living and in patients with spine disorders.
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Symptomatic adjacent segment disease (ASD) is a common challenge after anterior cervical discectomy and fusion (ACDF). The objective of this study was to compare the biomechanical effects of a second ACDF and laminoplasty for the treatment of ASD after primary ACDF. We developed a finite element (FE) model of the C2-T1 based on computed tomography images. The FE models of revision surgeries of ACDF and laminoplasty were simulated to treat one-level and two-level ASD after primary ACDF. The range of motion (ROM) and intradiscal pressure (IDP) of the adjacent segments, and stress in the cord were analyzed to investigate the biomechanical effects of the second ACDF and laminoplasty. The results indicated that revision surgery of one-level ACDF increased the ROM and IDP at the C2–C3 segment, whereas two-level ACDF significantly increased the ROM and IDP at the C2–C3 and C7-T1 segments. Furthermore, no significant changes in the ROM and IDP of the laminoplasty models were observed. The stress in the cord of the re-laminoplasty model decreased to some extent, which was higher than that of the re-ACDF model. In conclusion, both ACDF and laminoplasty can relieve the high level of stress in the spinal cord caused by ASD after primary ACDF, whereas ACDF can achieve better decompression effect. Revision surgery of the superior ACDF or the superior and inferior ACDF after the primary ACDF increased the ROM and IDP at the adjacent segments, which may be the reason for the high incidence of recurrent ASD after second ACDF.
Keywords: adjacent segment degeneration, finite element analysis, revision surgery, anterior cervical discectomy and fusion, laminoplasty
INTRODUCTION
Anterior cervical discectomy and fusion (ACDF) is generally accepted as the standard surgical treatment for cervical degenerative diseases (Oglesby et al., 2013; Kelly et al., 2018). ACDF is recognized as a comparatively safe procedure associated with few complications. However, adjacent segment disease (ASD), defined as new symptoms at nerve roots or myelopathy and new radiographic evidence of degenerative changes at adjacent segments of previously fused segments, is one of the major problems after ACDF (Hilibrand and Robbins, 2004). In a retrospective study of 177 patients who underwent ACDF, radiographic and clinical ASD were found in 92.1 and 19.2% of patients, respectively; approximately 7% of the patients required revision surgery (Chung et al., 2014). Another study reported an incidence of 2.4% per year of revision surgery at adjacent segments after primary surgery, and the authors estimated that 22% of patients would require second surgery due to symptomatic ASD within a decade (Lee et al., 2015).
ASD can occur in the superior, inferior, or both adjacent levels, depending on the levels affected. Considering the clinical situation and secondary preoperative imaging findings, ASD can be treated by second ACDF, laminoplasty, and posterior fusion (Wang F. et al., 2017; Cao et al., 2020). ACDF decompresses the nerve roots and myelopathy by removing the herniated disc and posterior osteophytes, followed by restoration of the disc height and cervical lordosis by cages and bone graft (Schroeder et al., 2016; Muzević et al., 2018). Cervical laminoplasty was considered to be an effective method for the treatment of cervical degenerative stenosis as it expands the stenosed spinal canal (Yeh et al., 2014; Kurokawa and Kim, 2015). Posterior decompression and fusion can decompress the spinal cord and achieve immediate stabilization, thereby, preventing the occurrence of kyphotic (Du et al., 2014). Therefore, the appropriate surgical approaches for the treatment of ASD after ACDF still need to be studied.
The finite element (FE) analysis is an important method to study the spinal biomechanics (Nikkhoo et al., 2019; Cai et al., 2020b; Mesbah and Barkaoui, 2020). The range of motion (ROM), intradiscal pressure (IDP), facet joint stress, and stress in the cord can be calculated and analyzed to evaluate the biomechanical effects of different spine surgeries (Mesbah et al., 2020; Nikkhoo et al., 2020; Srinivasan et al., 2021). FE analysis can also be used to assess the risk of complications of spinal surgery, such as degeneration and internal implants fractures. However, the biomechanical evaluation of different surgical approaches for the treatment of ASD after ACDF has not been reported. In the present study, FE models with superior and two-level ASD after C4-C6 ACDF were conducted. The aim of this study was to compare the biomechanical effects of a second ACDF and laminoplasty for the treatment of ASD after primary ACDF.
MATERIALS AND METHODS
Construction of Intact Cervical Model (C2–T1)
In this study, a three-dimensional FE model of C2–T1 segments was developed based on the computed tomography (CT) images of a healthy volunteer (male, 25 years old, 64 kg, and 176 cm). This study was approved by the ethics committee of Tongji Medical College, Huazhong University of Science and Technology. Written informed consent was obtained from the volunteer. The CT images of the participant were obtained at intervals of 0.625 mm (Dual Source CT; Siemens, Munich, Germany). Mimics Research 20.0 software (Materialize, Leuven, Belgium) was used to reconstruct the geometric structure of the vertebrae. Hypermesh (Altair Engineering, Troy, Michigan, United States) was used to mesh and build the FE models of C2-T1 vertebrae. Afterwards, the FE models were analyses by ANSYS (ANSYS Ltd., Canonsburg, Pennsylvania, United States). This C2–T1 FE model could be divided into cancellous bone, cortical bone, intervertebral disc (IVD), facet joints, and ligaments (Figure 1A). The cortical bone was constructed as a shell with the thickness of 0.4 mm (Mo et al., 2017). The IVD consisted of annulus fibrosus and nucleus pulposus with the volume ratio to be 6:4. The IVD was considered as an elastic material referring to the previous studies (Wu et al., 2019; Li et al., 2021). The endplates were constructed as a shell with the thickness of 0.5 mm. The facet joints were assumed with 0.5-mm thick cartilage with nonlinear, surface-to-surface, frictionless sliding contact (Li et al., 2017). The ligaments consisted of anterior longitudinal ligament, posterior longitudinal ligament, ligamentum flavum, interspinous ligament, supraspinous ligament, capsular ligament, and intertransverse ligament. These ligaments were established using nonlinear tension-only Spring element (Guo et al., 2021; Lin et al., 2021). The material properties of the model are listed in Table 2 (Cai et al., 2020a; Hua et al., 2020).
[image: Figure 1]FIGURE 1 | The FE model of the C2–T1. (A) The FE model of the cervical spine and spinal cord. (B) Axial view of the spinal cord at the C5 vertebrae. (C) Lateral view of the spinal cord model.
In addition, the spinal cord was reconstructed according to the geometry of the cervical column and human spinal cord. The spinal cord model included white matter, gray matter, dura mater, nerve roots, and cerebrospinal fluid (CSF) layers (Figures 1B,C). The dural sheath was placed approximately 2.5 mm from the cord, since the CSF layer in the human cervical spine was reported to be 1.5–4.0 mm in a previous literature (Holsheimer et al., 1994). The white and gray matter were assumed as Hyperelastic element based on study (Ichihara et al., 2001). The dura mater and nerve roots were constructed with elastic element according to study (Persson et al., 2010). CSF was assumed as Newtonian fluid according to the viscosity of CSF (Brydon et al., 1995). A one-way Fluid-Solid Interaction analysis method was used to couple the interaction between the fluid and solid material. Material properties of the spinal cord model are listed in Table 1.
TABLE 1 | Material properties of the spinal structures.
[image: Table 1]One-Level and Two-Level ASD Models After C4-C6 ACDF
A recent study demonstrated that patients treated with one- or two-segment anterior cervical arthrodesis were more likely to develop ASD than those treated with three or more segments (Lee et al., 2015). Therefore, the ASD models after primary surgery were based on the C4-C6 ACDF model (Figure 2A). The C4-C6 ACDF model was constructed according to a previous study (Hua et al., 2020). In brief, annulus fibrosus and nucleus pulposus were partly resected and the polyetheretherketone (PEEK) cages with bone graft were placed in the intervertebral space. Then, solid fusion was achieved with anterior titanium alloy plates and titanium alloy screws. The one-level and two-level ASD models after C4-C6 ACDF were shown in Figures 2B,C. A moderate degeneration in the adjacent segment was modified to simulate ASD according to study (Cai et al., 2020a). The disc height was reduced by 50% relative to the height of the normal model. An osteophyte, one quarter of the size of the herniated disc, was constructed to simulate intervertebral disc calcification. An occupying ratio of 40% was assumed to simulate the spinal cord compression by ASD. The occupying ratio was defined as the ratio of the thickness of herniated disc to the anterior–posterior diameter of the spinal canal. The material properties of PEEK cages, bone graft, titanium alloy and degenerative intervertebral disc were also listed in Table 2.
[image: Figure 2]FIGURE 2 | The FE models of C4-C6 ACDF and one-level or two-level ASD after primary ACDF. (A) The FE model of C4-C6 ACDF. (B) Cross-sectional views of the FE model of one-level ASD. (C) Cross-sectional views of the FE model of two-level ASD.
TABLE 2 | Material properties of the spinal cord.
[image: Table 2]Anterior Surgical Models for One-Level or Two-Level ASD After C4-C6 ACDF
As shown in Figure 3A, for the treatment of one-level ASD after C4-C6 ACDF, an additional ACDF (re-ACDF) at C3-C4 level was constructed. As shown in Figure 3B, the second ACDF at C3-C4 and C6-C7 levels was simulated to treat two-level ASD after C4-C6 ACDF. The steps of ACDF are described above.
[image: Figure 3]FIGURE 3 | The FE models of different revision surgeries after C4-C6 ACDF. (A) The revision surgery of C2-C3 ACDF. (B) The revision surgery of C3-C4 and C6-C7 ACDF. (C) The revision surgery of C3-C6 laminoplasty. (D) The revision surgery of C3-C7 laminoplasty.
Posterior Surgical Models for One-Level or Two-Level ASD After C4-C6 ACDF
As shown in Figures 3C,D, C3-C6 or C3-C7 laminoplasty (re-laminoplasty) was simulated to treat one-level or two-level ASD after C4-C6 ACDF, respectively. The laminoplasty models were developed based on conventional surgical protocols (Hirabayashi et al., 2010). Firstly, a longitudinal groove of 3 mm width was constructed between the lamina and lateral mass at hinge side of the lamina. Then, an opening width of 12 mm was made at the open side. The lamina was fixed using titanium alloy plates and screws.
Boundary and Loading Conditions
All models were fixed at the inferior surface of the T1 vertebrae. A follower load of 73.6 N combined with a moment of 1.0 Nm was applied over the superior surface of C2 to simulate the spinal motions of flexion, extension, lateral bending, and axial rotation (Mo et al., 2017; Zhao et al., 2018). The ROM, IDP, and maximum von-Mises stress in the cord were analyzed to investigate the biomechanical effects of the second ACDF and laminoplasty for the treatment of ASD after primary ACDF.
RESULTS
Model Validation
The FE model of the intact cervical spine used in this study was validated by comparison with previous biomechanical models (Wang K. et al., 2017; Wu et al., 2018). The ROM and IDP of each segment were consistent with those of previous studies (Figure 4; Supplementary Figure S1).
[image: Figure 4]FIGURE 4 | Validation of the intact cervical model. (A) ROM in flexion-extension. (B) ROM in lateral bending. (C) ROM in axial rotation.
Analyses of the Biomechanical Effects of Different Surgical Approaches for the Treatment of One-Level ASD After Primary ACDF
The segmental ROM and IDP of the FE models of different surgical approaches for the treatment of one-level ASD after primary ACDF were shown in Figure 5. The ROM at the C2–C3 segment of re-ACDF model increased than that of the one-level ASD model (Figures 5A,B). Similarly, the IDP at the C2–C3 segment of re-ACDF model was larger than that of the one-level ASD model (Figures 5C,D). Furthermore, no significant changes in the ROM and IDP of re-laminoplasty model were observed compared to the one-level ASD model (Figure 5).
[image: Figure 5]FIGURE 5 | ROM and IDP of different revision surgeries for the treatment of one-level ASD. (A) ROM in flexion. (B) ROM in extension. (C) IDP in flexion. (D) IDP in extension.
Analyses of the Biomechanical Effects of Different Surgical Approaches for the Treatment of Two-Level ASD After Primary ACDF
The segmental ROM and IDP of the FE models of different surgical approaches for the treatment of two-level ASD after primary ACDF were shown in Figure 6. The ROM at the C2–C3 and C7-T1 segments of re-ACDF model increased significantly than that of the two-level ASD model (Figures 6A,B). Similarly, the IDP at the C2–C3 and C7-T1 segments of re-ACDF model was significantly larger than that of the two-level ASD model (Figures 6C,D). The ROM and IDP of re-laminoplasty model increased slightly but the difference was not statistically significant (Figure 6).
[image: Figure 6]FIGURE 6 | ROM and IDP of different revision surgeries for the treatment of two-level ASD. (A) ROM in flexion. (B) ROM in extension. (C) IDP in flexion. (D) IDP in extension.
Analyses of the Stress in the Spinal Cord of Different Surgical Approaches for the Treatment of One-Level or Two-Level ASD After Primary ACDF
The maximum von-Mises stress in the spinal cord of the FE models of different surgical approaches for the treatment of one-level or two-level ASD after primary ACDF were shown in Figure 7. The maximum von-Mises stress in the cord of the re-ACDF model was greatly reduced compared to the one-level or two-level ASD model. The stress in the cord of the re-laminoplasty model decreased to some extent, although it was higher than that of the re-ACDF model. The stress distribution in the spinal cord in the sagittal plane of different surgical approaches for the treatment of one-level or two-level ASD after primary ACDF were shown in Figures 8, 9. The peak stress occurred where the cord and dural sheath attached. Anterior and posterior surgical approaches all decreased the stress in the spinal cord caused by ASD after the first surgery.
[image: Figure 7]FIGURE 7 | Maximum von-Mises stress in the cord of re-ACDF and re-laminoplasty models. (A) Stress in the cord of different revision surgeries for the treatment of one-level ASD. (B) Stress in the cord of different revision surgeries for the treatment of two-level ASD.
[image: Figure 8]FIGURE 8 | Distribution of von-Mises stress in the spinal cord of re-ACDF and re-laminoplasty models for the treatment of one-level ASD. (A) Stress distribution in flexion. (B) Stress distribution in extension.
[image: Figure 9]FIGURE 9 | Distribution of von-Mises stress in the spinal cord of re-ACDF and re-laminoplasty models for the treatment of two-level ASD. (A) Stress distribution in flexion. (B) Stress distribution in extension.
DISCUSSION
The purpose of this study was to compare the biomechanical effects of second ACDF and laminoplasty for the treatment of one-level or two-level ASD after primary ACDF. The biomechanical results indicated that both ACDF and laminoplasty can relieve the increased stress in the spinal cord caused by ASD after primary ACDF, whereas ACDF can achieve a better decompression effect than laminoplasty regardless of the level of ASD. Revision surgery of the superior ACDF or the superior and inferior ACDF after primary ACDF both increased the ROM and IDP at the adjacent segments. Furthermore, laminoplasty after primary ACDF had no significant effect on the biomechanical stability of the spine.
Recently, symptomatic ASD has become a major problem after spinal fusion surgeries Some experts think that ASD is the result of a natural history, while others believe that ASD is due to compensatory pressure on adjacent discs following vertebral fusion (Hilibrand and Robbins, 2004; Kavadi and Badve, 2019). If ASD occurs, conservative treatment is often the first choice for many patients. However, a revision surgery should be considered for the patients with obvious clinical manifestation and poor effect of conservative treatment. There remains some debate on the appropriate surgical approaches for the treatment of ASD after ACDF. Revision surgery via anterior approach was reported to be effective for patients who underwent primary ACDF for symptomatic ASD (Li et al., 2016; O'Neill et al., 2016). However, the incidence of radiculopathy and ASD recurrence after anterior revision surgery was higher than that undergoing posterior approached (Xu et al., 2014). Furthermore, posterior revision surgery could result in greater blood loss and a longer hospital stay (Steinhaus et al., 2020). When patients developed spinal stenosis at the initial surgical levels or ossification of the posterior longitudinal ligament, a revision surgery with an anterior approach cannot easily resolve the issue, but a posterior approach can achieve extensive decompression (Cabraja et al., 2010; Cole et al., 2015).
ACDF and laminoplasty were reported to be effective in treating ASD after primary ACDF (Wang and Green, 2003; Basques et al., 2017). The clinical outcomes of the two surgical approaches have also been compared. The ACDF was reported to reduce intraoperative bleeding and better preserve cervical lordosis, while laminoplasty retained more ROM (Montano et al., 2019). Recently, Mohamed et al. reported a higher incidence of dysphagia, new-onset cervicalgia, and increased incidence of recurrence in patients with ACDF compared to those with laminoplasty (Mesregah et al., 2021). In a prospective cohort study of 60 patients with lordotic cervical spine, Liang et al. reported similar sagittal alignment results between ACDF and laminoplasty, while ACDF was associated with poor cervical lordosis preservation (Liang et al., 2019). Another study reported that both ACDF and laminoplasty can achieve favorable clinical results in patients with multilevel cervical spondylotic myelopathy (Chen et al., 2019). Compared with laminoplasty, ACDF has the advantage of less trauma and may be more suitable for elderly patients with poor surgical tolerance. However, the biomechanical evaluation of ACDF and laminoplasty for the treatment of ASD after ACDF is limited.
In the present study, the FE models of the one-level and two-level ASD based on C4-C6 ACDF were constructed to simulate the postoperative degeneration after primary ACDF. Revision surgeries of ACDF and laminoplasty were stimulated to compare the biomechanical effect of different surgical approaches for the treatment of ASD after primary ACDF. The biomechanical results suggested that revision surgery of the superior ACDF or the superior and inferior ACDF after the primary ACDF both increased the ROM and IDP at the adjacent segments. Increased IDP at the adjacent segments of the fused surgeries was supposed to be an important factor in the development of ASD (Eck et al., 2002). Xu et al. (2014) reported that patients who underwent a second ACDF after primary ACDF had a higher chance of developing recurrent ASD, up to 25%. The increased ROM and IDP at the adjacent segments of the re-ACDF model in our study may be a possible reason for the high incidence of recurrent ASD after second ACDF. Furthermore, no significant changes in the ROM and IDP of the re-laminoplasty model were observed, which is similar to the finding of a previous study (Xu et al., 2014). Decompression of the spinal cord is the main objective of revision surgery and it determines the outcome. The biomechanical results indicated that both ACDF and laminoplasty can decrease the stress in the spinal cord caused by ASD after primary ACDF, but ACDF can achieve a better decompression effect than laminoplasty regardless of the level of ASD. Compared with ACDF, laminoplasty serves as a motion-preserving procedure that allows for indirect decompression, which may be safer than direct decompression (Bakhsheshian et al., 2017).
Taken together, our results suggested that both ACDF and laminoplasty were effective for the treatment of ASD after primary ACDF. Although ACDF can achieve a better decompression effect, laminoplasty retained more ROM of the surgical segments. For decompression of one-level ASD after primary ACDF, both ACDF and laminoplasty were feasible and open to consideration. As for the superior and inferior ASD, multilevel laminoplasty may be a suitable choice, while ACDF could significantly increase the ROM and IDP at the adjacent segments. The biomechanical results of this study provided guidance for surgical decisions for the treatment ASD after primary ACDF, but the actual situation should also be considered in clinical practice.
There are some limitations in the present study. First, only linear elastic materials were used for the vertebral body and IVD, which ignored the anisotropic properties of materials. Second, the muscles and collagen fibers were not considered in this study, which may affect the stability of cervical spine. Third, the ligaments were considered as nonlinear Spring element with no effect on compression. Furthermore, the model was constructed based on the data from a single volunteer. Although it had the advantage of making comparisons between different conditions and treatments, the results were somewhat haphazard. However, the simplified model can objectively reflect the biomechanics of the spine and has certain clinical guiding value for the evaluation of different surgical methods. Meanwhile, more accurate FE model and clinical studies are needed to explore the effect of different surgical methods in the future.
CONCLUSION
In conclusion, ACDF and laminoplasty can relieve the high level of stress in the spinal cord caused by ASD after primary ACDF, whereas ACDF can achieve a better decompression effect than laminoplasty regardless of the level of ASD. Revision surgery of the superior ACDF or the superior and inferior ACDF after primary ACDF increased the ROM and IDP at the adjacent segments, which may be the reason for the high incidence of recurrent ASD after second ACDF. Due to some defects in finite element analysis, it may not fully represent the real situation in vivo. The biomechanical results of this study provided guidance for surgical decisions for the treatment ASD after primary ACDF, but the actual situation should also be considered in clinical practice.
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An optimal surgical strategy for adolescent idiopathic scoliosis (AIS) is to provide maximal deformity correction while preserving spinal mobile segments as much as possible and obtaining a balanced posture. From a spatiotemporal deformity correction standpoint, we recently showed that anatomical four-dimensional (4D) spinal correction could be accomplished by curving the rod. In the surgical procedure, two rods are bent identically to confirm spinal anatomical alignment without referring to the intraoperative alignment of the deformity. Therefore, anatomically designed rods have been developed as notch-free, pre-bent rods for easier anatomical reconstruction. In addition to providing the best spinal instrumentation configurations as pre-bent rods, prediction of surgical outcome along with its biomechanical impact can be obtained by simulation of the surgical procedures with computer modeling. However, an objective model that can simulate the surgical outcome in patients with AIS has not been completely elucidated. The present study aimed to compare simulated deformity corrections based on our newly developed spatiotemporal morphological 4D planning simulation system incorporating pre-bent rods and actual deformity corrections in patients with AIS. A consecutive series of 47 patients who underwent anatomical posterior correction for AIS curves were prospectively evaluated. After multilevel facetectomy, except for the lowest instrumented segment, 11 types of pre-bent rods were used. Patient demographic data, radiographic measurements, and sagittal rod angles were analyzed within 1 week of surgery. Our simulation system incorporating pre-bent rods showed a significant correlation with the actual postoperative spinal alignment. The present study demonstrated the feasibility of our simulation system and the ability to simulate the surgical procedure using the pre-bent rods. The simulation system can be used to minimize the differences between the optimal and possible outcomes related to the instrumentation levels and rod shapes. Preoperative assumption of rod shape and length can contribute to a reduction in operative time which decreases blood loss and risk of infection. The results of the finite element analysis in the simulation system measured for each individual patient would also provide a more realistic representation of the surgical procedures.
Keywords: surgical outcome, simulation system, finite element analysis, pre-bent rods, adolescent idiopathic scoliosis
INTRODUCTION
Adolescent idiopathic scoliosis (AIS) is the most commonly encountered pediatric musculoskeletal disease presenting a three-dimensional (3D) deformity of the spine. Standard measurement in scoliosis is the Cobb angle, which is the coronal plane angle measured between the vertebrae at the upper and lower bounds of the curve on a standing radiograph. Patients with severe (Cobb angle >40°–50°) or progressive curves may require surgery to correct the deformity.
An optimal surgical strategy is to provide maximal deformity correction while preserving spinal mobile segments to the best extent and obtaining a balanced posture. For instance, inadequate selection for instrumentation length may lead to a postoperative postural imbalance. In addition, although surgical technique as well as spinal instrumentation has been developed in which the 3D correction is achieved, there is still a possibility of implant-related complications such as pedicle screw loosening, screw or spinal rod breakage, and pedicle fracture. Load levels of the screws and rods are important concerns in surgical outcomes. Furthermore, although a rod shape considerably affects postoperative spinal alignment (Salmingo et al., 2014; Kokabu et al., 2016; Sudo et al., 2016; Le Navéaux, et al., 2017), the rod-bending maneuver relies excessively on surgeons’ experience. If the rod curvature does not match the patient’s deformity and does not allow for deformity correction, such situations will lead to an inadequate correction or implant-related complications due to the overstress on the implant and spine (Sudo et al., 2018). These issues require some innovative systems to assist surgery or predict the most probable outcome of surgery (Aubin et al., 2008; Sudo et al., 2021).
The typical thoracic AIS presents itself with thoracic hypokyphosis. Therefore, the surgical goal should be a correction of the thoracic kyphosis (TK) and achieves an anatomically correct thoracic curve. Post-surgery hypokyphosis can occur after using pedicle screw instrumentation. Several posterior surgical techniques have been developed to maintain and/or improve the TK (Clement et al., 2008; Sudo et al., 2014). However, next-generation surgical techniques are required in order to achieve true anatomical correction. In a healthy human population, the apex of the TK is typically located at T6–T8, when viewing standing sagittal films (Hasegawa et al., 2017). However, for some AIS, the postoperative apex of the TK is almost identical with the apex of the preoperative thoracic scoliosis (Sudo et al., 2018), which is not anatomically correct. This insufficient correction resulting in a postoperative non-anatomical TK is thought to be, because the spinal rods are being bent to match the curvature of scoliosis. From the standpoint of spatiotemporal deformity correction, we recently showed that anatomical four-dimensional (4D) spinal correction could be accomplished by curving the rod (Figure 1) (Sudo et al., 2018; Sudo et al., 2021). In the surgical procedure, two rods are bent in a nearly identical fashion to confirm spinal anatomical alignment without reference to the intraoperative alignment of the deformity (Sudo et al., 2018; Sudo et al., 2021). Consequently, pre-bent rod geometries were obtained from intraoperative tracings of the rod shapes, and optimized rod shapes were derived using iterative closest point method followed by hierarchical cluster analysis (Kokabu et al., 2018). Currently, 11 types of pre-bent cobalt-chrome (CoCr) alloy rods are available based on the deformity types and its lengths in Japan that can guide anatomical spinal correction regardless of the surgeons’ experience (Figure 1, Sudo et al., 2021).
[image: Figure 1]FIGURE 1 | Biomechanical model of the spine (A) A custom spinal finite element model was constructed based on the preoperative computed tomography (CT) data. The collected raw data in the Digital Imaging and Communications in Medicine (DICOM) format were imported in a standard triangle language (STL). Subsequently, the STL data were converted to a solid structure, which were built of 10-node tetrahedral element meshes. Eleven types of beam element rods were selected based on the deformity types and its lengths, and positioned for the screws. Representative pre(B)- and post(C)operative images of radiograph, CT, and simulation model.
In addition to providing the best spinal instrumentation configurations as pre-bent rods, prediction of surgical outcome along with its biomechanical impact can be obtained by simulation of the surgical procedures with computer modeling (Aubin et al., 2008). However, an objective model that can simulate the 3D outcome of the AIS surgery by considering the preoperative spinal alignment and the surgical intervention has not been completely elucidated (Pasha and Flynn, 2018). In addition, most planning tools in AIS surgery only simulate morphology-based changes of the spinal alignment, lacking the biomechanical analysis (Ferrero et al., 2008; Pasha and Flynn, 2018; Shao et al., 2018). A planning simulator based on spatiotemporal morphological postoperative 4D changes with a patient-specific finite element analysis (FEA) can allow surgeons to predict postoperative outcomes and effectively assist in performing AIS surgery (Galbusera et al., 2015; Wang et al., 2016; Le Navéaux et al., 2016; Cobetto et al., 2020; La Barbera et al., 2021; Galbusera et al., 2021).
The hypothesis of the present study was that our newly developed 4D planning simulation system incorporating pre-bent rods would significantly correlate with the actual postoperative spinal alignment after anatomical 4D spinal correction surgery. The current study aimed to compare simulated and actual deformity corrections in patients with AIS.
MATERIALS AND METHODS
Patient Selection
After institutional review board approval, data from a consecutive series of 47 patients who underwent 4D anatomical correction surgery for AIS curves between 2019 and 2021 were prospectively evaluated; all patients had a Cobb angle of ≤90°. We did not define the lower limit of the Cobb angle. However, patients with severe (Cobb angle >40°–50°) and/or progressive curves were included. The Ethics Committee of Hokkaido University Hospital approved this research including any relevant details. All methods were performed in accordance with the relevant guidelines and regulations. Written consents were obtained from all the subjects, and when applicable from their guardians. The exclusion criteria were neuromuscular, congenital, and other syndromic scoliosis.
Standing posteroanterior radiographs were recorded preoperatively and within 1 week after surgery. Regarding Cobb measurements, the end vertebrae levels were determined on preoperative radiographs and measured on subsequent radiographs to maintain consistency for statistical comparisons (Cidambi et al., 2012; Sudo et al., 2013). The angle of rotation of the main thoracic (MT) and/or thoracolumbar/lumbar (TL/L) apical vertebra was determined on computed tomography (CT) images (Cidambi et al., 2012; Silvestre et al., 2013; Sudo et al., 2014). Internal studies of the present interrater and intrarater reliability have demonstrated high kappa statistics for all continuous measures (0.90–0.98).
Surgical Procedures
While the end vertebrae were to be considered part of the instrumentation levels, the selection of the upper or lower instrumented vertebrae was dependent on several preoperative anatomical conditions. Shoulder balance and anatomical TK determine the vertebra that was selected for the upper instrumented vertebra (UIV); T2 was selected if the radiographic shoulder height (RSH) was positive, T3 if RSH was between −5 and 0 mm, and T4 if RSH was < −5 mm (Sudo et al., 2018). However, in case with TK < 20° and T5 or T6 upper-end vertebra, the UIV selected was T4 to create anatomical TK (Sudo et al., 2018). The lowest instrumented vertebra (LIV) depends on the lumbar modifiers. For a lumbar modifier A or B, the last vertebra touching the center sacral vertebral line was the LIV (Matsumoto et al., 2013). In the case of lumbar modifier C, LIV was determined at L3 (Sudo et al., 2021).
Side-loading polyaxial pedicle screws (CVS spinal system; Robert Reid, Tokyo, Japan) were inserted. Our previous studies have shown that multilevel facetectomy and screw density on the concave side rather than the convex side significantly impact scoliosis correction and TK restoration (Sudo et al., 2016). This means it is important to place as many screws as possible on the concave side. On the convex side, screws should be placed at 1) the UIV, 2) the upper-end vertebra, 3) the lower-end vertebra, 4) the LIV, and 5) at the apex of scoliosis and its periapical lesions. All-level facetectomy was performed in all patients except for the lowest instrumented segment to avoid pseudoarthrosis at this site (Sudo et al., 2018). For pre-bent rods, CoCr alloy rods (φ 5.5 mm) were bent identically to duplicate the postoperative anatomical TK (Sudo et al., 2018; Sudo et al., 2021). The apex was anticipated to be at T6–T8 for the postoperative TK (Sudo et al., 2018). The rod configurations were split into two types of shapes: single curve and double curves. In the case that LIV was L1 or above, the single-curve rods were applied (Sudo et al., 2018; Sudo et al., 2021), and the TL/L region remained straight. When the LIV was L2 or L3, the double-curve rods were applied (Sudo et al., 2018; Sudo et al., 2021). Each shape was provided by increments of 3 cm. After connecting to the screw heads, the rods were simultaneously rotated. During the rod derotation maneuver, the present technique helped prevent the hypokyphotic deformation of the rod compared with the simple single-rod derotation maneuver or direct vertebral rotation technique (Sudo et al., 2014). The simultaneous rod rotation maneuver does not intend to manipulate vertebral rotation at each level separately and works to correct the rotational deformity not at each segment separately but in the entire instrumentation area simultaneously (Sudo et al., 2014). After 90° rod rotation, several screw heads were tightened to lock the rods. The presence of a mark on the rod helped confirm 90° rotation. Distraction force was first applied on each screw head on the concave side of the thoracic curve, so that not only scoliosis but also TK could be corrected more effectively by lengthening the posterior column. Subsequently, compression force was applied segmentally on the convex curve. In situ rod-bending procedure was not performed (Sudo et al., 2014; Sudo et al., 2016; Sudo et al., 2018).
Biomechanical Model of the Spine
For each patient, a custom spinal finite element model (FEM) was constructed based on the preoperative CT Digital Imaging and Communications in Medicine (DICOM) data (Figure 1). The software ANSYS 19.2 (ANSYS JAPAN, Tokyo, Japan) was used to model the spine and perform surgical simulations. The collected raw data in the DICOM format were imported into Mimics research 19.0 (Materialize, Leuven, Belgium) to generate 3D vertebral models in a standard triangle language (STL). Subsequently, the STL data generated were imported into ANSYS 19.2 in the form of solid 3D structure (Peng et al., 2020; Zhou et al., 2020), which was built of 10-node tetrahedral element meshes (Ulrich et al., 1998). Screws were positioned and oriented in the desired locations. A new triangulated surface of the instrumented vertebra was generated by Boolean subtraction between the original vertebral surface and the surface of the screws to represent the insertion of screws into the vertebrae. Tetrahedral finite element meshes of the vertebrae and screws were then automatically generated (Galbusera et al., 2015). Eleven types of beam element rods were selected based on the deformity types and its lengths, and positioned for the screws.
Vertebrae were considered as rigid elements in the model to avoid penetration of bone structures. Spinal rods were modeled with a cross-sectional diameter of 5.5 mm, Young’s modulus of 420 GPa, and Poisson’s ratio of 0.3 according to CoCr alloy properties (Yamada et al., 2020). The screws were modeled as cylinders with a length of 30 mm, cross-sectional diameter of 5.5 mm, Young’s modulus of 5,000 MPa, and Poisson’s ratio of 0.3 (Zhou et al., 2020). Rods and screws were modeled with materials of isotropic elastic linear material properties. The number of elements in the implants was 790 in the rod and 88 in each screw (Shin et al., 2018).
Connections between the geometries were defined to simulate spatiotemporal morphological postoperative 4D changes. For stability of simulation, intervertebral discs were completely removed, and each vertebra was connected with joint element having intervertebral stiffness (Galbusera et al., 2015). The stiffness matrix components used in this study (Table 1) were using the ANSYS software. We set the stiffness matrix components based on the literature (Argoubi and Shirazi-Adi, 1996). The intervertebral stiffness was calculated from reaction forces and moments according to the relative amount of translational and rotational displacements between two vertebrae (Senteler et al., 2016). The values were same through T1/2 to L4/5. However, the value of stiffness matrix component was reduced to be representative of facetectomy (Oda et al., 2002) where facetectomy was performed. The connection between vertebra and screw was set as a joint where boundary condition was defined with all translational and rotational degrees constrained. A spring contact model was defined between screw head and rod to simulate the rod being captured in the screws. Finally, a spring contact model was defined between the concave and convex rods to simulate the rotation of rods simultaneously. In this study, distractioncompression force was not applied on each screw head.
TABLE 1 | Stiffness matrix components used in this study.
[image: Table 1]Surgical Simulations
During the whole simulation process, boundary conditions were imposed on the spinal FEM to mimic conditions observed in a surgical setting and ensure simulation convergence. Boundary conditions of the spinal FEM were defined with the sacrum fixed and T1 free to rotate and to translate in the caudocranial direction, allowing possible lengthening of the spine during the simulation of the correction process. For multilevel facetectomy simulation, contacts between posterior facets were neglected at instrumented levels except for the lowest instrumented segment to mimic their surgical removal. Regarding rod rotation maneuver, connecting concave and convex rods to screw head was simulated by setting the spring length between the rod and the screw to zero. Furthermore, the power delivered to the concave rod was gradually increased towards concave (66 ± 106 N; range, 0–300 N) and dorsal sides of scoliosis (922 ± 169 N; range, 400–1,000 N) to perform a 90° rotation of the rod. Then, final locking of the screws was simulated. For each screw, null relative translations and rotations between the appropriate rod node and the screw head were imposed. Therefore, the rods could not slide or rotate anymore into the screw heads. Moreover, all external constraints (displacement or forces) were released at this step, and the new equilibrium state was computed. The model was left free to reach equilibrium at the end of the simulation. In this surgical simulation, distractioncompression force was not applied on each screw head. Hence, intraoperative surgical steps described in the simulation included precisely the same as actual surgery except for distractioncompression procedure and screw length and diameter. However, the stiffness matrix does not correctly describe the real condition because this model did not consider preoperative curve flexibility.
Simulation Data Analysis
The spinal profile, quantified in terms of coronal MT Cobb angle, TK and TL/L lordosis, and apical vertebral rotation angle, was monitored over the course of the surgery simulation process. Von Mises stress, which is an equivalent stress, was shown as the reaction forces on the concave and convex rods at the end of the correction (Shin et al., 2018; Peng et al., 2020). Axial forces at the bonescrew interface were analyzed for all the pedicle screws with respect to their simulated final positions and the postoperative ones. The direction of these forces was along the direction of the screw’s shaft. They were supposed to be responsible for the pull-out phenomenon; therefore, the expression “pull-out forces” was used to describe them. This first phase study did not analyze other forces and moments components such as medio-lateral forces and screw bending moments (responsible for pedicle wall breach and screw breakage, respectively) because the pull-out phenomenon is likely observed compared to the other phenomena in actual AIS surgery (Abul-Kasim and Ohlin, 2014; Oda et al., 2021).
Analysis of Rod Configuration
The angle between the cranial and caudal tangential lines was obtained before implantation (θ1) (Figure 2). Similarly, the postoperative rod angle was obtained (θ2) using reconstructed sagittal CT images and simulation models (Cidambi et al., 2012; Kokabu et al., 2016; Sudo et al., 2021). The angle of rod deformation was defined as the difference between θ1 and θ2 (θ1–θ2) (Kokabu et al., 2016; Sudo et al., 2021).
[image: Figure 2]FIGURE 2 | Rod angle before and after implantation (A) Prior to implantation, the angle between the proximal and distal tangential line was measured (θ1). Postoperative implant rod geometry (θ2) was obtained after the surgery using computed tomography (B) and the simulation model (C).
Statistical Analysis
All data were presented as means ± standard deviation and range. The entire cohort was first analyzed and then further assessed based on selective thoracic fusion to L1 in ten Lenke 1 A patients to confirm the feasibility of our simulation system and the ability to simulate the uninstrumented lumbar segments. Repeated-measures analysis of variance was used to compare differences among the standing radiographs, CT images, and simulation data. Data were checked for normality and equality of variances, and Bonferroni post-hoc analysis was used to set the significance level at 0.05. Comparisons of radiographic quantitative variables and rod angles were performed using MannWhitney U test or paired t-test. Spearman’s correlation coefficient analysis was used to assess relationships between CT images and simulation models. Data analyses were performed using JMP statistical software for Windows (version 14; SAS, Inc, Cary, NC, United States). p < 0.05 was considered statistically significant.
RESULTS
Patient Demographic Data
Demographic data are summarized in Tables 2, 3. The cephalad-instrumented vertebrae ranged from T2 to T6, and the caudal-instrumented vertebrae ranged from T12 to L3. Preoperative standing radiographic MT and TL/L curves averaged 52° and 37°, respectively, and TK angle was 17°, whereas the lumbar lordosis angle was of 47°. Postoperatively, MT and TL/L curves averaged 11° and 9°, respectively, and TK angle was 30°, whereas the lumbar lordosis angle was 48°. The average MT and TL/L curve correction rate was 81% (range, 64–98%) and 75% (range, 36–98%), respectively. The average preoperative MT and TL/L vertebral rotation angles measured on CT images were 18° each, which decreased after surgery to an average of 11° each.
TABLE 2 | Patient demographic data.
[image: Table 2]TABLE 3 | Radiographic and CT parameters.
[image: Table 3]Comparison Among Standing Radiographs, CT Images, and Simulation Models
Preoperatively, there were significant differences between standing radiographs and CT images or simulation models in both coronal and sagittal plane data (p < 0.05). However, there were no significant differences among postoperative standing radiographs, CT images, and simulation models in both coronal and sagittal plane data (p > 0.05). Regarding postoperative vertebral rotation angle, there was no significant difference between CT images and simulation model (p > 0.05).
Correlation Analysis and Accuracy Evaluation
Spearman’s correlation coefficient analysis showed that simulated coronal and sagittal plane data as well as vertebral rotation angle were significantly correlated with those of data on postoperative CT images (p < 0.001, Figure 3). Mean absolute error and root mean squared error between CT images and simulation model are summarized in Table 4. Simulated coronal and sagittal plane data as well as vertebral rotation angle were predicted within 5° compared to actual postoperative measurements.
[image: Figure 3]FIGURE 3 | Correlation analysis between the postoperative computed tomography (CT) measurement and the simulation model.
TABLE 4 | MAE and RMSE between CT images and simulation model.
[image: Table 4]Subgroup Analysis
There were no significant differences between postoperative CT images and simulation models in all coronal, sagittal, and axial plane data in Lenke 1 A patients (Table 5, p > 0.05). Regarding mean absolute error and root mean squared error between CT images and simulation model, the simulated coronal and sagittal plane data as well as vertebral rotation angle were predicted within 5° compared to actual postoperative measurements (Table 6).
TABLE 5 | Postoperative CT and simulation model parameters in patients with Lenke type 1 A.
[image: Table 5]TABLE 6 | MAE and RMSE between CT images and simulation model.
[image: Table 6]Analysis of Rod Stress and Screw Forces
We estimated rod stress and screw force in simulation models. The models showed that peak stress was located near the apex of the curve in both single and double curve type rods (Figure 4). In addition, another peak was located near the extremities of the instrumented segments. Table 7 shows estimated rod stress and screw force in one simulation model. The rod stress was significantly higher at the concave side compared to the convex side (p < 0.05). Regarding pull-out forces on screws, peak forces were located near the apex of the MT curve at the concave side in both single and double curves. In addition, another peak was located near the LIV at both concave and convex sides in double curve. The pull-out forces on screws were significantly higher at the concave side compared to the convex side (p < 0.05).
[image: Figure 4]FIGURE 4 | Representative images of radiograph and simulation model using single-curve rod (upper) and double-curve rods. Results of rod stress and screw forces analysis of all 47 cases were also presented. Positive value in the screw force means pull-out force. UIV; upper instrumented vertebra, MT; main thoracic, LIV; lowest instrumented vertebra, TL/L; thoracolumbar/lumbar.
TABLE 7 | Estimated rod stress (MPa) and screw forces (N) in simulation model.
[image: Table 7]Implant-Rod Angles of Curvature
The rod deformation angle was significantly higher on the concave side than on the convex side (p < 0.001; Table 8). There were no significant differences between postoperative CT images and simulation model in the rod deformation angle at both concave and convex sides (p = 0.129 and p = 0.237, respectively).
TABLE 8 | Implant-rod angle of curvature.
[image: Table 8]DISCUSSION
Our personalized finite element spinal biomechanical model and its simulated response to surgical instrumentation allowed to evaluate the effect of the 4D anatomical correction technique on AIS deformity correction and on loads in the instrumentation. Not only geometric aspects of the deformity correction but also biomechanical results were simulated using existing pre- and postoperative information of 47 patients and 11 types of pre-bent rods. Despite the heterogeneity in the cohort of patients with various Lenke types, this study analyzed a cohort of patient-specific surgery models and found that our newly developed 4D planning simulation system incorporating pre-bent rods showed a significant correlation with the actual postoperative spinal alignment after anatomical 4D spinal correction surgery. The simulated measurements were all within 5° agreement with the clinical values, equivalent to the generally accepted clinical error of 5° (Majdouline et al., 2009).
The present study demonstrated the feasibility of our simulation system and the ability to simulate the surgical procedure using the pre-bent rods. The preoperative assumption for rod shape and length will help reduce operative time, thereby decreasing blood loss and risk of infection. However, in this model, the values of intervertebral stiffness matrix components were same through thoracic to lumbar spines and not personalized. We consider this as a main factor that may justify imperfect correlations of the slope and intercept. It may be important to consider the personal stiffness matrix for improving the capability of the model in predicting the perfect values. Other factors affecting the correlations could be that boundary conditions applied during simulation were not the same as during the actual surgery for each patient, and there was an issue that clinical measurements of the parameters of interest were not perfect. In addition, we cannot provide a quantitative justification regarding the prediction accuracy because no steps were used to ensure the credibility of our model in predicting the right values. Although computational models are increasingly used to support surgical planning, varying levels of model verification and validation limit the level of confidence in their predictive potential (Poncelas et al., 2021). Recently, Poncelas et al. performed a credibility assessment of their model to investigate proximal junctional failure in clinical cases with adult spine deformity using ASMEV&V40 standard (Poncelas et al., 2021). We should also assess the credibility of our model for AIS surgery using the recommended strategies in the future.
In the present study, the surgical simulations were conducted using the DICOM CT scans in a supine position and approximated with the surgical procedures performed on patients lying prone. In addition, the postoperative corrected angles were measured clinically using the DICOM CT data in a supine position. Consequently, supine CT scans were obtained after surgery, while the patient was still recovering; therefore, it was not yet load-bearing, and provided a better comparison between the clinical and simulated measurements (Little et al., 2013). The difference between the present simulation model and reality was small in the instrumented segments. Conversely, there is a possibility that the results for the uninstrumented regions are not accurate because the gravity and postural control were not simulated in the standing posture (Robitaille et al., 2009). Due to the aforementioned reasons, we performed comparisons using standing radiographs. Consequently, while there were significant differences in preoperative measurement values between standing radiographs and simulation model, there were no significant differences in postoperative measurement values between the standing radiographs and simulation model, indicating that the simulation model can predict postoperative spinal alignment in standing position including uninstrumented lumbar segments in the case with selective thoracic instrumentation for Lenke 1 A curves.
There have been computational studies that similarly predicted 3D correction and implant loads (Wang et al., 2016; Le Navéaux et al., 2016; La Barbera et al., 2021; Galbusera et al., 2021). These studies determined how several instrumentation parameters such as screw density and rod contouring angle affected correction and stress in the instrumentation. Because our previous studies have shown that multilevel facetectomy and screw density on the concave side significantly impact the amount of scoliosis correction and also TK restoration, especially in preoperative hypokyphotic (TK <15°) thoracic spine (Kokabu et al., 2016; Sudo et al., 2016), we currently attempt on inserting the screw as much as possible on the concave side. Also, rod curvatures were limited to up to 11 types. We have analyzed the correlation between preoperative rod angle and rod stress in the apex of the MT curve or TL/L curve. In addition, the correlation between postoperative TK in the simulation model and screw density on the concave side or preoperative rod angle in patients with hypothoracic (TK <15°) Lenke one curves was analyzed. The results showed that there were no significant correlations between the simulated correction and rod stress and instrumentation parameters (Supplementary figures S1, S2). Therefore, we could not confirm that clinical observation reported by Sudo et al. (2016) and Kokabu et al. (2016) was confirmed by the present biomechanical models. Because there was no range of numbers for the screw density and rod curvature, as well as sufficient quantity of sample numbers, there may be limitations in statistical analysis.
However, because both pre- and postoperative rod measurements were available in the current study, it was possible to utilize the initial rod shape and simulate its elastic deformation precisely. In this simulation model, the maximum power delivered to the rod was 1,000 N. We previously documented that the notch-free, pre-bent CoCr alloy rod (φ5.5 mm) showed an approximated linear loaddisplacement curve under 1000 N of load (Yamada et al., 2020). Due to these reasons, we opine that almost only elastic deformation occurred. However, elastoplastic phenomena involved in rod contouring may be considered in future studies to better elucidate whether both elastic and plastic deformation may be involved in vivo to explain any change in rod shape in vivo. Although it has been demonstrated that the amount of curvature incorporated into the rods before their insertion impacts TK restoration (Salmingo et al., 2014; Kokabu et al., 2016; Sudo et al., 2016; Le Navéaux, et al., 2017), there are a few studies that have estimated the loads in the rod during and after deformity collection (Galbusera et al., 2015). To our knowledge, this is the first study to show that the simulation model can predict the deformation of the implanted rod. The simulation model determined significant changes in the rod contours, especially on the concave side which has been clinically reported (Sudo et al., 2021). In addition, based on the changes in rod geometry and FEA, the highest stress was found at the apex of the rod curvature and the extremities of the instrumented levels, which is in agreement with previous results (Belmont et al., 2001; Aubin et al., 2008; Abe et al., 2015). Qualitative understanding of the stress in the rods is useful to estimate the risk of implant failure and loosening intraoperatively and/or postoperatively, which currently depends on the surgeon’s experience (Galbusera et al., 2015).
Further understanding of bonescrew forces in AIS instrumentation is essential as high-stresses at the bonescrew interface can cause screw loosening or breakage. Shear forces on the screws are more relevant to be reported rather than only pull-out values. In addition, because we did not observe intraoperative complications such as screw pull-out and bending, we could not analyze the predicted forces in cases with complications. However, in this study, the forces generated at the bonescrew interface (peak 497 N) were lower than the thoracic pedicle screws pull-out forces of approximately 800 N reported in experimental studies (Liljenqvist et al., 2001). The present study validated only the geometrical aspects, and more investigations are needed to validate the model in terms of forces at the bonescrew interfaces. However, the implants tested by Liljenquist et al. were monoaxial pedicle screws which were different from the screws in the current study (poly-axial screws). Bonescrew forces were higher for monoaxial screws than polyaxial screws, indicating that in patients with large and stiff spinal deformities or in patients with compromised bone quality, screws with more degrees of freedom would offer better perspective to reduce bonescrew connection failure (Wang et al., 2012). Although the thresholds may serve as a comparison in the present study, therefore, those simulated cases exceeding the threshold may not be considered necessarily unsafe, it is likely that the anatomical correction technique may be used safely.
Our study has some limitations. First, we applied boundary conditions only to the pelvis and did not include the cervical spine, ribs, and scapulae. Although this simplification of the real spine represents a condition wherein the vertebral levels are not entirely fixed, including the cervical vertebrae could demonstrate a more naturalistic behavior of the uninstrumented spinal segment (Majdouline et al., 2012). Second, we only simulated one diameter although the screw diameter is known to have the highest effect on the force to failure compared to screw length (Cho et al., 2010; Bianco et al., 2019). Since this was a first phase study to simulate the surgical procedure, the simulation was maintained as simple as possible. Additionally, model validation was purely based on the final rod geometry and the main spinal curves. However, to ensure that the simulation model can predict postoperative alignment, a more detailed validation on single vertebra position and rotation, together with individualized screw’s models and trajectories, would be needed. Third, this study did not analyze other forces and moments such as medio-lateral forces and screw bending moments. The other loading components may play a role in other clinically relevant failure modes and may be addressed in the future. Finally, in this surgical simulation, preoperative curve flexibility was not considered, and distractioncompression force was not applied on each screw head. Nonetheless, the simulation model can predict postoperative surgical alignments. However, we are currently improving the model to incorporate both preoperative curve flexibility based on bending radiographs and distractioncompression procedures, as well as actual screw length and diameter. There may be a limit to improve the comparison between model prediction and actual postoperative correction; however, the incorporation may further improve the estimation of rod stress and screw force because this information will contribute to set stiffness matrix components and connections between the geometries.
CONCLUSION
Our newly developed 4D planning simulation system incorporating pre-bent rods showed a significant correlation with the actual postoperative spinal alignment after anatomical 4D spinal correction surgery. The present study demonstrated the feasibility of our simulation system and the ability to simulate the surgical procedure using pre-bent rods. The FEA results in the simulation system measured for each individual patient would also provide a more realistic representation of the surgical procedures.
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Literature and field data from CIREN database have shown that lumbar spine injuries occur during car crashes. There are multiple hypotheses regarding how they occur; however, there is no biomechanical explanation for these injuries during collisions with road safety barriers (RSBs). Therefore, the objective of this study was to investigate the mechanics of vertebral fractures during car collisions with concrete RSBs. The finite element method was used for the numerical simulations. The global model of the car collision with the concrete RSB was created. The lumbar spine kinematics were extracted from the global simulation and then applied as boundary conditions to the detailed lumbar spine model. The results showed that during the collision, the occupant was elevated, and then dropped during the vehicle landing. This resulted in axial compression forces 2.6 kN with flexion bending moments 34.7 and 37.8 Nm in the L2 and L3 vertebrae. It was shown that the bending moment is the result of the longitudinal force on the eccentricity. The lumbar spine index for the L1–L5 section was 2.80, thus indicating a lumbar spine fracture. The minimum principal strain criterion of 7.4% and damage variable indicated L2 and L3 vertebrae and the inferior part of L1, as those potentially prone to fracture. This study found that lumbar spine fractures could occur as a consequence of vehicle landing during a collision with a concrete RSB mostly affecting the L1–L3 lumbar spine section. The fracture was caused by a combination of axial forces and flexion bending moments.
Keywords: car crash, numerical modeling, road safety, spine fracture, spine injury
1 INTRODUCTION
Road barriers are used to prevent road injuries and fatalities. However, these barriers can cause severe or fatal injuries by transferring impact forces on vehicle occupants during crashes (Karim et al., 2012). According to the report of National Police Headquarters in Poland (2020), 1.4% of all road injuries were associated with vehicle crashes against road safety barriers (RSBs). The most serious consequences of those accidents are vertebral fractures and spinal cord injuries (Muller et al., 2014). Wang et al. (2009) revealed that front-seat occupants involved in crashes sustained spinal fractures in 12.5% of the considered cases. Adolph et al. (2013) showed that 15% of crashes with MAIS 2 + injuries included lumbar and/or thoracic spine injuries. Moreover, lumbar spine fractures occurred more frequently in late model vehicles than in early ones in frontal crashes (Pintar et al., 2012; Kaufman et al., 2013). None of the regulated or consumer information crash tests (US-NCAP, IIHS) considered lumbar spine injury as a part of their safety evaluation process, which is a cause of concern. The primary mechanism of lumbar spine fractures is caused by high-energy axial compression forces with resultant bending moments (Richards et al., 2006; Ivancic, 2013). Begeman et al. (1973) showed that the compression force was transferred from the seat pan to the lumbar spine. Munjin et al. (2011) reported that a fracture at the Th12 or L1 vertebra occurred when the patient was launched from the seat or when the patient fell back down into the seat after being launched. It is unclear how an axial compression force can act on the lumbar spine in frontal crashes. Huelke et al. (1995) hypothesized that three-point-belted occupants sustained lumbar fracture due to “submarining” of the pelvis under the lap belts. However, Tang et al. (2020) found that features that prevented submarining increased the lumbar spine forces, and as a consequence, the risk of fracture.
In previous studies, the authors demonstrated the ability to reconstruct real-world crashes using finite element method (FEM) and various types of FE human body models (HBMs) or FE models of anthropomorphic test devices (ATDs). For instance, a 50th percentile male Hybrid III ATD model was used in the work of (Li et al., 2015; Tang et al., 2020). In the research by (Arun et al., 2017), they used the HBM developed by Global Human Body Model Consortium (GHBMC). However, THUMS was used by (Golman et al., 2014; Gaewsky et al., 2015; Jones et al., 2016; Ye et al., 2018), and ViVA – open source HBM was adopted by (Östh et al., 2015; Östh et al., 2016a; Östh et al., 2016b; Östh et al., 2017a; Östh et al., 2017b). The latter model was chosen for this study because it was an open source project, and it was a model of 50th percentile female, for whom there was evidence that they could be more vulnerable during vehicle collisions (Pintar et al., 2012; Kaufman et al., 2013; Östh et al., 2017b).
The analysis of spine biomechanics during impacts was limited to frontal and side crash simulations in previous numerical studies. Although the Crash Injury Research and Engineering Network (CIREN) database described the spine fractures as a result of a vehicle collision with concrete barriers, the biomechanics has not been yet clarified. Because of lack of data required to simulate a specific barrier collision from CIREN database, the objective was to investigate the mechanism of vertebral fracture during a normative TB32 crash test (BSI, 2010) with a concrete road safety barrier using FEM.
2 MATERIALS AND METHODS
2.1 Global Model of Vehicle Collision
A global FE model was created in the LS-DYNA environment (Hallquist, 2006; LSTC, 2017a). The global model consisted of a concrete RSB, an impacting vehicle, and an occupant. The setup of the global model is illustrated in Figure 1. The simulation accounts for geometric and material nonlinearities and contact effects in explicit time-integration dynamics. Because the impact angle and impact speed were difficult to infer, the TB32 crash test (BSI, 2010) was selected as a representative case (see Figure 1), i.e., a velocity of 110 km/h and an impact angle of 20°. The vehicle was positioned to hit the barrier after 0.05 s of the simulation. The selected barrier was a concrete safety system of a H2W5B class (BSI, 2010). The model of this barrier has been validated and successfully used in previous studies (Pachocki and Wilde, 2018; Pachocki and Bruski, 2020). The impacting vehicle was a 2014 Honda Accord, developed and validated by the NHTSA (Singh et al., 2018). The NHTSA’s model contained seats, seatbelts with pretensioners, and required compartment elements. It weighs approximately 1,600 kg without an occupant. For the occupant, the ViVA HBM was adopted (Östh et al., 2017a; 2016b), a 50th percentile female located on the passenger side of the vehicle. The entire simulation covered 1 s of the collision. Once the global simulation was terminated, the translations and rotations of the Th12 and L5 vertebrae from the model were extracted and then imposed as boundary conditions for the detailed lumbar spine model. Specifically, the displacements were extracted from a node above Th12 and a node below L5 of the ViVA HBM. Those nodes were also used for the definition of 6-degree of freedom springs that connected adjacent vertebras.
[image: Figure 1]FIGURE 1 | Setup of the global collision FE model.
2.2 Detailed Lumbar Spine Section Model
The detailed lumbar spine model was based on the section from the 50th percentile Total HUman Model for Safety v6.1 (THUMS) developed by Toyota Motor Corporation, and it was used e.g. in research by (Mendoza-Vazquez et al., 2015; Jones et al., 2016). The setup of the model is shown in Figure 2A. The comparison between the global and the local model of L-spine is provided in Supplementary Appendix A. As in the global model, a nonlinear dynamic analysis with time integration of an explicit scheme was performed. The boundary conditions from the global model were imposed on load tables that were constrained to the adjacent parts of the vertebrae: Th12 and L5. The load tables were positioned so that their centers of gravity coincided with the nodes in the global model that were used for the extraction of boundary conditions. Furthermore, the detailed model setup was rotated 25.5° in sagittal plane, which is based on the positioning of L-spine in the global model. Figure 2B presents the half-section A-A with the names of specific parts of the lumbar spine model. The internal forces in the respective vertebras were calculated in the cross-sections (CSs) located at the height of their center of gravity (CG), as shown in Figure 2C. The normal directions of the CSs planes were calculated as an average of the normal directions of the planes created on the superior and inferior endplates of the given vertebra.
[image: Figure 2]FIGURE 2 | Setup of the detailed lumbar spine FE model: (A) general view, (B) half-section view, and (C) view on cross-sections with global and local coordinate systems.
To pass several validation tests described in the works by (Demetropoulos et al., 1998; Renner et al., 2007; Xu et al., 2017) some parts and parameters of the THUMS model were modified. The FE mesh of the THUMS model was refined to a size of 1.5–2.0 mm. The detailed model consisted of 111,457 nodes comprising 37,740 shells, 503,712 solids, and 17,478 seatbelt elements (LSTC, 2017b). The properties of vertebras remained unchanged, however, the thicknesses and material properties of ligaments were modified according to the experimental data from research by (Chazal et al., 1985; Pintar et al., 1992). Figure 3 depicts the thickness of ligaments in specified sections of the L-spine. The material data for nucleus pulposus (NP) and annulus fibrosus (AF) ground substance of lumbar discs were taken from the experimental work (Schmidt et al., 2006; Schmidt et al., 2007). Additionally, NP was separated from the surrounding bones and ground substance of AF, and appropriate contact was defined. Fibers of AF were rearranged into five layers and their direction was modified to be closer to 30°. The volume content of the fibers was equal to 16% of the volume of AF’s ground substance. Their material characteristics were based on the work by Shirazi-Adl (1986). Material characteristics of soft tissues in the lumbar spine model are summarized in Table 1.
[image: Figure 3]FIGURE 3 | Thickness of ligaments in the lumbar spine model.
TABLE 1 | Material properties of soft tissues in the lumbar spine model.
[image: Table 1]Several criteria from the literature were applied to capture the possible fractures in the detailed model. The first was a lumbar spine index (LSI) proposed by (Ye et al., 2018). This index is based on the combined load of an axial compression force and the resultant bending moment in each vertebra of the lumbar spine. They proposed a threshold value for the L1–L4 LSI that indicated a fracture as 2.29. Another fracture criterion was based on experimental research by (Hansson et al., 1986). They described the material characteristics of a trabecular bone in the lumbar spine for compressive loads. The mean value of ultimate compressive stress equaled 1.55 ± 1.11 MPa with corresponding strain 7.4 ± 2.4%. Thus, the value of 7.4% minimum principal strain was selected as the injury criterion. The two remaining criteria of the Huber–von Mises–Hencky (HMH) effective stress and the damage variable were based on the material properties available in THUMS. For the trabecular bone, the yield stress was set as 1.8 MPa. The damage variable criterion, based on the continuum damage mechanics model, had no specific threshold assigned; thus, we proposed our own interpretation of its value.
3 RESULTS
3.1 Global Model
The views of the vehicular crash with the H2W5B concrete RSB are presented in Figure 4 for the selected time instances. In the simulation, the vehicle hits the barrier in the connection between two segments of the barrier (0.05 s). The front left wheel of the car drove over a segment of the barrier (0.15 s), which resulted in an elevation of the entire vehicle (0.33 s). The vehicle remained in contact with the barrier, moved along the barrier, finally landed (0.65 s), and separated from the RSB (0.76 s). Owing to inertia forces, the passenger of the vehicle, after the initial impact, was forced to move forward (0.15 s). The chest and pelvis of the occupant were restrained by a three-point seatbelt system. However, because of the force vector of the impact acting in the front-left direction, the occupant bent laterally, and the shoulder belt slipped down from the upper torso. Then, the head of the passenger flexed and missed the deployed passenger airbag. While the vehicle was still elevated (0.33 s), the entire chest was placed above the shoulder belt, and the entire body of the occupant was floating over the bottom seat. The body position was maintained until the vehicle landed. Then, the upper torso wrapped above the shoulder belt, resulting in flexion of the spine, and the pelvic region dropped on the seat. The specific displacements and rotations extracted from the global model are provided in Figure 5. Those results are presented in the global coordinate system XYZ, as in Figure 2C.
[image: Figure 4]FIGURE 4 | Different views on the selected time instances of the car collision with the H2W5B concrete RSB.
[image: Figure 5]FIGURE 5 | Displacement and rotation curves extracted from the global L-spine model.
3.2 Detailed Model
The compression force and the flexion moment were the highest internal forces in the lumbar spine. They occurred during the landing of the vehicle at 0.65 s. Consequently, a time instance of 0.65 s was selected for the analysis of the detailed model. A comparison of the passenger positions between the initial configuration and the configuration during landing is depicted in Figure 6. The hands and legs of the occupant from the global model (Figures 6A–C) were switched off for clarity, and the location of the lumbar spine section was highlighted. The detailed model results of the lumbar spine (Figures 6B–D) are presented only for the left half-section A-A. Figure 6D shows a simplified version of the trajectory of the compressive forces (denoted by the red line) during landing. The normal force and bending moments determined for each CS vertebra are listed in Table 2. Then, the longitudinal compressive force acting on the eccentricity, calculated as the bending moment divided by the normal force, was determined. For clarity, the eccentricity is shown in Figure 6D only in the local x-direction (see Figure 2), and it was calculated relative to the CG of the cross-section. The longitudinal force in the lumbar spine was approximately 2.6 kN, and the differences between vertebras were under 10%. The highest resultant bending moment and the greatest x-eccentricity was observed for L3. The eccentricities for each vertebra in both directions are listed in Table 2. As seen in Table 2, the moments in flexion were dominant in relation to the lateral bending moments.
[image: Figure 6]FIGURE 6 | Comparison between the results for initial configurations of (A) global and (C) detailed models, and landing configurations of (B) global and (D) detailed models.
TABLE 2 | The internal forces, eccentricities and LSIs of specific vertebras during landing.
[image: Table 2]The criterion used to estimate the risk of lumbar spine fracture was the LSI. The age-adjusted L1-L5 LSI was 2.76, and the age-adjusted L1-L4 LSI was 2.80. The threshold was 2.29; hence, the index indicated a fracture in the lumbar spine section. The LSI values for specific vertebras are presented in Table 2.
The other results from the detailed lumbar spine model are presented in Figure 7 only for the trabecular bone. Figure 7A presents the map of the minimum principal strain, where the criterion of ultimate compressive strain of 7.4% was assumed. Figure 7B shows the fringe plot of effective stresses according to the HMH hypothesis, and Figure 7C shows the isosurfaces of the damage variable. The eccentric force that acted on the lumbar spine during landing resulted in kyphosis in sections Th12–L5 (see Figure 7). The largest stress and strain concentrations were found in L2 and L3 vertebras, where the highest x-eccentricities of normal forces were found. An area of high strain and HMH stress was observed in the inferior part of L1. The distribution of the damage variable indicated similar locations of potential vertebral fractures as the two previous indicators (see Figure 7C).
[image: Figure 7]FIGURE 7 | Results for the detailed lumbar spine model: (A) the map of minimum principal strain, (B) the fringe plot of HMH stresses, and (C) the isosurfaces of the damage variable.
4 DISCUSSION
This study aimed to analyze the possible injury mechanism of the lumbar spine during a car crash against concrete RSBs. FEM proved to be a useful tool for creating a complex description of a spine injury and analyzing the influence of different parameters on the risk of vertebral fracture (Fradet et al., 2014). Thus, FEA was selected to determine the physical components that appeared to be associated with lumbar spine fractures. Numerical modeling of the whole collision of the vehicle versus the concrete road barrier allowed consideration of potential risk factors indicated by other researchers, such as submarining (Huelke et al., 1995; Richards et al., 2006), belt loading on the thorax (Kaufman et al., 2013) and high-energy axial loads in the lumbar spine (Ivancic, 2013; Yoganandan et al., 2013). Apart from the global analysis of the vehicle crash, we also used a detailed model of the lumbar spine to assess the injury risk in this section. Because the essential step for the FEM is the validation of numerical results, we confirmed that our results of the concrete barrier crash test simulation were consistent with the data available in the literature (Zain and Mohammed, 2015; Pachocki and Bruski, 2020). Furthermore, the detailed model of the lumbar spine section was an improvement over the original THUMS.
Several phases of the accident can be distinguished by focusing on the occupant’s response. First, when the car hit the barrier, the passenger moved forward and was restrained by the seat belts. Subsequently, the elevated vehicle moved along the barrier. This change in the direction of the vehicle’s movement caused the occupant to lean to the left and flex over the shoulder belt. This position of the occupant during the vehicle landing might have caused the deepening of flexion of the whole spine, thereby increasing the flexion moment. Some researchers have described how axial loading with spine flexion during frontal crashes can act on the lumbar spine of a belted occupant. Begeman et al. (1973) presented experimental evidence that an axial force along the lumbar spine did exist during frontal crashes, and they hypothesized that it was transferred through a seat pan. Huelke et al. (1995) postulated that three-point belted occupants could still sustain a spinal fracture due to “submarining” of the pelvis of the occupant under the lap belt. The lumbar spine injury mechanism similar to that in the current work was described by (Munjin et al., 2011), who presented a “catapult effect”. However, Munjin et al. (2011) only indicated the influence of an axial force that was generated in the spine during the landing of the occupant. Our results showed that flexion moment could also contribute to some types of lumbar spine injuries. The described phenomenon occurred even without apparent malfunctions of vehicle interiors, as e.g. buckling of the floor or bulging of the seat that were described by (Kaufman et al., 2013).
During vehicle landing, the compression force in the lumbar spine was calculated to be approximately equal to 2.6 kN. The force acting on the eccentricities caused bending moments in the CG of the analyzed cross-section. The largest eccentricity was found at the height of vertebrae L2 and L3, which also corresponded to the highest flexion moments of 34.7 Nm and 37.8 Nm respectively. In the work by (Yoganandan et al., 2013), they proposed a fracture probability assessment based on an axial force. Authors used a drop tower tests and found a peak force of 3.7 kN that corresponded to a 50% risk of a fracture for both, thoracic and lumbar spine. In our study, the proposed method indicated a fracture probability of 11%, which led to the conclusion that some additional factors should be considered. As our research showed, flexion bending should be considered in the evaluation of injury risk as it might highly contribute to lumbar spine fractures. The combined load of an axial compression force and bending moment was investigated by (Ye et al., 2018). They proposed LSI which in our study indicated that a fracture may occur in the lumbar section; however, the index was not able to indicate the specific location of the injury. Thus, we tried other injury metrics.
In a study by (Hansson et al., 1986), based on 231 specimens, the authors described the material characteristics of trabecular bone in lumbar spines for compressive loads. The strength of Hansson’s study was a relatively large sample of simple compressive tests. Based on this research, we selected the value of 7.4% minimum principal strain as the injury criterion. This criterion indicated that the L2 and L3 vertebrae were most prone to injury. A small area of the inferior part of L1 is also marked. The distribution of HMH stress in the trabecular bone showed a large area of plastic yielding during the landing of the vehicle. The highest stress concentrations were observed in L2 and L3. This criterion also indicated a risk of yielding in other vertebrae of the lumbar spine. However, as a plasticity-based criterion, it did not immediately indicate complete failure of the material of the bone. Another criterion used was the damage variable. There are no specific usage guidelines for the damage variable for the current application. It was found that letting the damage variable equal to 10% revealed similar locations of potential injury as the strain criterion that was used.
The simulations in the current study could be associated with real-life accident cases. Querying CIREN database, accidents were filtered to cases where a vehicle impacted a concrete RSB and the belted occupant sustained a lumbar spine injury. Three cases that met these criteria were found: 100,113,783, 340,863,218, and 431,438,444. In 1st case, the occupant sustained a L1 burst fracture with a major compression (>20% loss of anterior height) and disc herniation in L1–L2. In 2nd case, the occupant sustained a L3 burst fracture with minor compression (≤20% loss of anterior height). In 3rd case, the occupant sustained a L1 burst fracture with major compression. The locations of the potential injury obtained in the detailed model agreed with the data from the selected CIREN cases. Moreover, they were also consistent with the results available in the literature, where the authors indicated that most injuries occurred in the L1–L3 section (Begeman et al., 1973; Munjin et al., 2011; Pintar et al., 2012; Kaufman et al., 2013). Our study showed that lumbar spine injuries, most common in the frontal vehicle crashes (Pintar et al., 2012), could also occur in collisions with concrete RSBs. Moreover, to the best of the authors’ knowledge, this particular fracture mechanism was described for the first time, and it was important, e.g., in the context of the design of vehicles and road safety equipment.
The current study has its limitations as follows.
• The numerical simulation was limited to a single case study. The selected conditions were set to a TB32 crash test for a single vehicle, occupant, and RSB. However, the current approach was sufficient to explain the specific mechanism of lumbar spine injury during a car collision against the concrete RSB. The future studies should discuss the influence of impact conditions, vehicle model and passenger anatomy on the presented injury mechanism. It can be done using the methodology from e.g. Pascoletti et al., 2019a, Pascoletti et al., 2019b, where authors generated human body model, basing on the weight and height, and then using the design of experiment, they limited the number of simulations required to draw conclusion.
• The analysis of injury risk was limited to compression injuries of the lumbar spine only, because this was the injury mechanism indicated in the CIREN database. Therefore, the analysis focused only on the injuries during the landing of the vehicle; for example, a potential flexion-distraction injury from the initial impact was omitted from consideration. Further studies could investigate the potential risk of damage in other phases of collisions with RSBs.
• The detailed lumbar spine model used in this study has its limitations. Similar to THUMS v6.1, the model assumed the homogeneity of the material properties and did not describe the bone microstructure. Next, strain-rate-dependent properties were applied only to the cortical part of the vertebra. Our detailed model did not account for muscle contribution during the impact, which was justified when analyzing passenger responses. Hence, we were not able to demonstrate the specific fracture morphology, and we focused only on fracture risk assessment.
5 CONCLUSION
The current study confirmed that during a car crash with the H2W5B concrete RSB, there was a potential risk of a lumbar spine fracture at the height of vertebrae L1–L3. The fracture occurred as a consequence of a high eccentric compression force during the landing of the vehicle that was lifted by the concrete RSB. The highest eccentricity and flexion bending moments were found in vertebras L2 and L3. The largest effective stresses and minimum principal strains were also observed at L2 and L3, and the inferior part of L1. The material damage variable also indicated same location where a potential fracture could occur.
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Manual material handling (MMH) is considered as one of the main contributors to low back pain. While males traditionally perform MMH tasks, recently the number of females who undertake these physically-demanding activities is also increasing. To evaluate the risk of mechanical injuries, the majority of previous studies have estimated spinal forces using different modeling approaches that mostly focus on male individuals. Notable sex-dependent differences have, however, been reported in torso muscle strength and anatomy, segmental mass distribution, as well as lifting strategy during MMH. Therefore, this study aimed to use sex-specific models to estimate lumbar spinal and muscle forces during static MHH tasks in 10 healthy males and 10 females. Motion-capture, surface electromyographic from select trunk muscles, and ground reaction force data were simultaneously collected while subjects performed twelve symmetric and asymmetric static lifting (10 kg) tasks. AnyBody Modeling System was used to develop base-models (subject-specific segmental length, muscle architecture, and kinematics data) for both sexes. For females, female-specific models were also developed by taking into account for the female’s muscle physiological cross-sectional areas, segmental mass distributions, and body fat percentage. Males showed higher absolute L5-S1 compressive and shear loads as compared to both female base-models (25.3% compressive and 14% shear) and female-specific models (41% compressive and 23.6% shear). When the predicted spine loads were normalized to subjects’ body weight, however, female base-models showed larger loads (9% compressive and 16.2% shear on average), and female-specific models showed 2.4% smaller and 9.4% larger loads than males. Females showed larger forces in oblique abdominal muscles during both symmetric and asymmetric lifting tasks, while males had larger back extensor muscle forces during symmetric lifting tasks. A stronger correlation between measured and predicted muscle activities was found in females than males. Results indicate that female-specific characteristics affect the predicted spinal loads and must be considered in musculoskeletal models. Neglecting sex-specific parameters in these models could lead to the overestimation of spinal loads in females.
Keywords: manual material handling, spinal loads, trunk muscle forces, sex differences, musculoskeletal models
INTRODUCTION
Manual material handling (MMH) activities are regularly performed in daily life as well as in occupational workstations (Craig et al., 2015). These activities could expose the worker to external forces/moments under various postures such as trunk bending and twisting or a combination thereof. During MMH activities, trunk muscles demonstrate high levels of activation/coactivation thus imposing large loads on the spine passive structures (Zander et al., 2015; Corbeil et al., 2019). While several studies have indicated an association between MMH tasks and increased spinal loads thus identifying MMH as a risk factor for low back pain (Hoogendoorn et al., 2000; Palmer et al., 2003; Davis et al., 2005), this association remains debatable (Swain et al., 2020). The knowledge of spinal loads under various MMH conditions can therefore provide appropriate insight into the mechanism of such a likely association. An accurate estimation of trunk muscle forces and spinal loads during MMH activities is also required to design safer workplaces and effective injury prevention programs.
In an effort to gain an in-depth evaluation of spinal loads during MMH tasks, multiple in vivo and in silico methods have been used (Cruz et al., 2019; Dreischarf et al., 2016). Although in vivo studies provide valuable knowledge on spinal loading (Nachemson, 1981; Rohlmann et al., 2014; Wilke et al., 2001), these measurements are challenging, complex, costly and invasive. As alternatives, biomechanical models have therefore been developed to predict internal spinal loads. In this context, a number of musculoskeletal models (open-source/commercial software), regression equation, and artificial neural networks have emerged as robust and relatively accurate options (Damsgaard et al., 2006; Delp et al., 2007; Arjmand et al., 2011; Dreischarf et al., 2016; Aghazadeh et al., 2020). Electromyography (EMG)-driven (Marras and Granata, 1997; McGill and Norman, 1986), optimization-driven (Brown and Potvin, 2005; Damsgaard et al., 2006) and hybrid (EMG-Assisted Optimization) (Cholewicki and McGill, 1994; Mohammadi et al., 2015; Gagnon et al., 2016; Samadi and Arjmand, 2018) models have been used. These models predict joint loads and muscle forces through in vivo kinematics and/or EMG data. However, to account for the differences between individuals, models should be personalized or scaled based on individuals’ kinematics and anthropometric data.
Anybody Modeling (AB) System (Anybody® Technology, Aalborg, Denmark), an optimization-driven model, is a scalable full-body model with a highly detailed musculature for the lumbar spine. This model has been used in many studies to predict spinal loads (Arshad et al., 2017; Asadi and Arjmand, 2020; Behjati and Arjmand, 2019; Ignasiak et al., 2016b; Rajaee et al., 2015; Zander et al., 2015) and could be applied to simulate a wide range of MMH activities. Spinal compressive loads predicted by the AB full-body model during different activities, including the MMH, have been validated versus in vivo intradiscal pressure data (Wilke et al., 2001) by several studies (Bassani et al., 2017; Ignasiak et al., 2016a; Rajaee et al., 2015; Rasmussen et al., 2009). These studies have indicated that the AB model is a robust tool for accurately evaluating spinal loads in physiological activities.
For the biomechanical risk assessment, the majority of previous studies have evaluated spinal loads while focusing on male individuals. However, notable sex-dependent kinematic differences in joint movements (Plamondon et al., 2017; Sheppard et al., 2016), lumbo-pelvic coordination (Pan et al., 2020; Pries et al., 2015), and lifting style (Haddas et al., 2015; Lindbeck and Kjellberg, 2001) have been reported. Furthermore, muscle cross-sectional areas (Anderson et al., 2012; Marras et al., 2001), body anthropometric measures, and mass distribution in upper body (Shan and Bohn, 2003; Davis et al., 2005) are also significantly different between sexes. These sex differences may influence muscle activities and spinal loads during MMH tasks (Marras et al., 2003; Plamondon et al., 2017) thereby suggesting that the previous model findings for male workers cannot be generalized to female ones. In accordance with recent greater participations of females in physically demanding jobs, epidemiological studies have reported higher work-related physical injuries (Hansen et al., 2018) and prevalence of low back pain in females than males (Wu et al., 2020).
To date, only few studies have investigated the role of sex and differences in spinal loads between males and females during common lifting tasks (Ghezelbash et al., 2016; Ghezelbash et al., 2018; Kumar, 1990; Marras et al., 2003). Marras et al. (2003), using a single level EMG-driven model without a comprehensive scaling approach, showed that males had significantly greater compression spine forces than females. Ghezelbash et al. (2016) investigated the effect of sex differences and other personalized factors (age, body height (BH), and body weight (BW)) on spinal loads using a kinematics/optimization-driven musculoskeletal trunk finite element model and found that sex has small effects on spinal loads during symmetric lifting tasks. For their model simulations, they used available kinematics data in the literature (Pries et al., 2015) that had been collected during maximal upper body flexion with no loads in hands. It has, however, been shown that lifting/holding external loads in hands influences trunk kinematic (Davis and Marras, 2000; Granata and Sanford, 2000). In addition, identical segmental mass distributions were used for both sexes despite the fact that the mass distribution of the upper body is significantly different between males and females (Davis et al., 2005).
All the sex-related differences findings in the literature and epidemiology studies highlight the urgent need to account for inherent sex differences when predicting spinal loads via biomechanical modeling approaches. Therefore, the current study aimed to predict spinal loads and trunk muscle forces during different MMH tasks, using the full-body, subject- and sex-specific models driven by in vivo kinematic and ground reaction data. Absolute and normalized (to BW) L5-S1 loads were compared between males and females. It was hypothesized that including sex-specific parameters into the musculoskeletal model markedly affect their predictions for spinal loads during MMH tasks.
MATERIALS AND METHODS
Participants
Twenty healthy volunteers (10 males and 10 females) with no professional lifting experience participated in the study. Males had a significantly greater body height, weight, body mass index (BMI) (p < 0.05) but not age (p = 0.724) than females (Table 1). Participants had no history of pain in the back, pelvis, and hip in the 12 months prior to the measurements and no spinal or pelvic surgery history. The study was approved by the Ethics Committee of the Charité—Universitätsmedizin Berlin (EA1/059/21). After explaining the tests to each participant, he/she signed a written informed consent.
TABLE 1 | Demographic data (mean ± standard deviation) of the participants. Bold values show that males have a significantly greater body height, weight, and body mass index (BMI) (p < 0.05) than females.
[image: Table 1]Measurement Devices
Three-dimensional motion analysis was carried out using the Vicon Motion Capturing System (Vicon Motion Systems, Inc., Oxford, United Kingdom). The system consisted of 10 high-speed infrared cameras to track retro-reflective skin markers placed over participant’s body with a sampling rate of 200 Hz. Ground reaction forces (GRFs) were measured by two floor-embedded force plates (AMTI, model OR6-6, Watertown, MA, USA) sampling at 1,000 Hz. A wireless EMG device (Delsys, Inc., Boston, MA) was used to record muscle activities at 2000 Hz. EMG and force plate data were integrated into the Vicon Nexus system and synchronized with the Vicon data.
In vivo Data Collections
A marker set consisting of 47 reflective markers (12 mm diameter) was used to capture body motion during gait and different lifting tasks. According to our previous study (Arshad et al., 2017), markers were placed on the anatomical landmarks of different body segments (head–neck, trunk, pelvis, arms, forearms, thighs, and feet) based on the Vicon Plug-in gait marker configuration. Six additional markers were placed on the superior spinal process of the lumbar vertebrae and the sacrum (Figure 1). Twelve surface EMG electrodes recorded trunk muscle activities. Electrodes were positioned bilaterally on six superficial back and abdominal muscles as follows (McGill, 1991): multifidus (∼2 cm lateral to midline at the L5), lumbar erector spinae (∼3 cm lateral to midline at the L3), thoracic erector spinae (∼5 cm lateral to midline at the T9), external oblique (∼10 cm lateral to midline above umbilicus and aligned with muscle fibers), internal oblique (below to the external oblique sensors and superior to the inguinal ligament), and rectus abdominis (∼3 cm lateral to midline above the umbilicus) (Figure 1). Participants performed 3 trails of Maximal Voluntary Contractions (MVC) for back and abdominal muscles (Konard, 2006). During MVC measurements, subjects were verbally encouraged to exert their maximum efforts. Their hands were held crossed on the chest while the hip and legs were fully constrained.
[image: Figure 1]FIGURE 1 | Position of VICON markers (white ones) (Arshad et al., 2017) and EMG sensors (black ones) (McGill, 1991) from (left) back and (right) front views.
To prepare the kinematics data for model simulations, motion capture data were pre-processed in Vicon Nexus 2.8.1 (Vicon Motion System, Oxford Metrics Inc., Oxford, UK) for marker labeling and gap-filling. Missing or occluded markers were reconstructed via the spline fill, pattern fill, or rigid body fill algorithms (Vicon Nexus 2, 2018). A zero-lag 2nd order low-pass Butterworth filter was used with the cut-off frequency of 6 Hz for trajectories of the reflective markers, and the cut-off frequency of 20 Hz for measured GRFs. A band-pass filter (30–450 Hz) was applied to the EMG signals to reduce the effect of artifacts and noises. Subsequently, the signals were rectified, low-pass filtered (cut off frequency 3 Hz), and normalized relative to their MVC peak values.
Tasks
Participants performed a dynamic lifting task that started from the moment they touched the weight, lifted it, held it in the final position for 3 s and finally ended with putting it back on the ground. For our analyses here, we only considered the 3 s of static holding of the weight (Figure 2). They performed a total of twelve symmetric and asymmetric static load-handling tasks in a randomized order (Figure 2). These tasks have been selected so that different parameters that might influence spinal loads, such as postures, lifting techniques, horizontal distance of the hand load, and lifting height could be included in the analyses (Rajaee et al., 2015). The end (static) position of each lifting task differs as follows:
[image: Figure 2]FIGURE 2 | Different lifting tasks performed by participants and simulated by the model.
Reference Postures:
➢Task 1 (T1): relaxed upright standing
➢Task 2 (T2): full upper body flexion with straight knees and without loads in hand
Symmetric holding of two 5 kg dumbbells on each side of the body with:
➢ Task 3 (T3): arms close to the trunk at the thigh height
➢ Task 4 (T4): arms abducted 45° at the hip height
➢ Task 5 (T5): arms abducted 90° at the shoulder height
Symmetric holding of a 10 kg box in front of and close to the body at the:
➢ Task 6 (T6): hip height
➢ Task 7 (T7): chest height
➢ Task 8 (T8): head height
Symmetric holding of a 10 kg box in front of the body:
➢ Task 9 (T9): at the chest height with extended elbows
➢ Task 10 (T10): with flexed back and extended knee
Asymmetric holding of a 10 kg box:
➢ Task 11 (T11): by one hand in the favored side
➢ Task 12 (T12): in front of the body and twisting the trunk to the right side
Musculoskeletal Model
Base Models
In this study, a commercially available MoCap-FullBody musculoskeletal model from the AnyBody Managed Model Repository v.1.6.2 of the AnyBody Modeling System software v. 6.0.4 (AnyBody Technology A/S, Aalborg, Denmark) was used as the base-model. This validated model for males (Bassani et al., 2017) included the Twente Lower Extremity Model (TLEM) (Klein Horsman et al., 2007) and a detailed lumbar spine model (Zee et al., 2007). The spine model consisted of 7 rigid-bodies, including the pelvis, lumbar, and a rigid thoracic segment. In the lumbar part, each vertebra was modeled as a rigid segment with 3-DoF spherical joints in between. All significant muscles related to the trunk, arms and legs were included in the model. A total of 188 muscle fascicles were used to represent the muscular architecture of the lumbar spine model. Trunk muscles were grouped as global (attached to thoracic spine) and local (attached to lumbar spine) (El-Rich et al., 2004). Intervertebral joint stiffnesses were considered as linear in flexion, extension, lateral bending, and axial rotation. Intra-abdominal pressure was modeled as an abdominal volume wrapped by the transverse muscles with the maximum upper bound limitation of 26.6 kPa (Essendrop, 2004). During body movements, these muscles acted on the abdominal volume, and due to the change in the volume, the intra-abdominal pressure was generated. The spine curvature was adjusted based on the markers on the hip and thorax. Intersegmental lumbar rotations (lumbar spine movement rhythm) were prescribed as a function of the 3D angle between pelvis and trunk. This lumbar spine rhythm was taken from (White and Panjabi, 1990), which provides the representative rotation of each lumbar joint in flexion/extension, lateral bending, and axial rotation from several in vivo and in vitro studies. A 10 kg box and two 5 kg dumbbells were added in the model with the same size, mass, location, and orientation as those used in the experiments while also considering the hand-load contact reaction forces. Three markers captured the motion trajectories of the hand load during the tasks. Markers were defined in the model precisely as they were placed on the weight during the motion capturing.
For each subject, the model was adjusted in terms of body height, body weight, and segmental lengths according to the subject’s body measures. Distribution of segmental body masses and body fats were also adjusted (Frankenfield et al., 2001; Winter, 2009). Simulations by an AnyBody motion-captured model required the subject-specific kinematic data as input, and consisted of the following two steps: parameter optimization and inverse dynamic. In the first step, the model was adjusted subject-specifically. The segmental lengths were scaled using a linear method through an optimization procedure that minimized the least-square errors for virtual markers on the model according to the position of corresponding experimental reflective markers placed on the subject (Andersen et al., 2010). Besides, muscle strengths were also scaled using length-mass-fat scaling law by taking the body fat percentage into account (Rasmussen et al., 2005). The optimized and scaled model was then used in kinematic analysis to calculate joint angles from an over-determinate kinematic solver.
In the second step, individual joint angles together with the measured GRFs were used as input for the inverse dynamics analysis. In the course of an inverse dynamics simulation, joints and muscle forces were estimated from known kinematics by solving Newton’s equations. As muscles outnumbered the Newton’s equations for a given movement (i.e., joint kinetic redundancy), an optimization algorithm was applied to estimate muscle forces (Damsgaard et al., 2006). In this study, a third-order polynomial objective function minimizing the sum of cubed muscle stresses was employed (Arjmand and Shirazi-Adl, 2006).
Female-specific Models
To develop female-specific models, the anatomical attributes that vary as a function of sex were taken into account, and the base-models were modified for females. Muscle physiological cross-sectional areas (PCSAs), segmental mass distributions, and body fat percentage were modified based on available in vivo data. PCSAs of trunk muscles were taken from (Marras et al., 2001; Stokes et al., 2005) (Table 2). Mass distribution of each segment was calculated from (Shan and Bohn, 2003) based on a regression equation that estimates the segmental mass distribution based on the body mass and height (Table 3). Moreover, body fat percentage for females was calculated using a regression equation (Frankenfield et al., 2001) based on BMI.
TABLE 2 | PCSAs (cm2) of trunk muscles for male and female base-models as well as female-specific model.
[image: Table 2]TABLE 3 | Mass distribution of body segments for male and female base-models as well as female-specific model. Values are expressed as the percentage of total body mass (% of BW).
[image: Table 3]A base-model was developed for each male and two models were developed for each female participant to consider the sex differences into account; female base-model (before applying sex-specific parameters) and female-specific model that was a modified version of the base-model according to the abovementioned female-specific parameters. First, both male and female participants were simulated by the base-model for all the tasks then females were simulated with the corresponding developed female-specific model. Total of 360 model simulations (10 male base-models + 10 female base-models + 10 female-specific models times 12 tasks) were carried out in AnyBody.
Data Analyses
The resulting forces were calculated over the 3 s of the holding period. Global and local trunk muscle forces as well as L5-S1 compressive and shear (resultant of mediolateral and anteroposterior) loads were computed. Statistical analyses were performed in MATLAB R2019b (The Math Work, Inc.). Pearson analysis was used to analyze anthropometric data. Independent (unpaired) student t-test was applied to assess the sex-dependent difference between males and females. A p-value < 0.05 was considered statistically significant. Paired student t-test was applied to assess loads predicted by models for females before and after applying the sex-dependent parameters. Pearson correlation analysis was applied to determine the correlation between normalized measured EMG and model predicted muscle activities (muscle force divided by muscle strength).
RESULTS
Spinal Loads in Male’s vs. Female’s Base-Models
Males had considerably larger L5-S1 compressive and resultant shear loads than females in average (25.3% compressive and 14% shear loads) for all the simulated tasks but T12 (Figure 3). The lowest and highest loads, without significant differences between males and females (base-models), were predicted for, respectively, task T1 (upright standing posture) and T12 (trunk axial rotation with 10 kg load in hands). Interestingly, in females, the compressive forces for symmetric lifting tasks in the sagittal plane only slightly varied in T1 through T8 tasks despite the fact that a 10 kg weight was held in hands for some of these activities; i.e., only T9 to T12 tasks caused a substantial load increase as compared to T1 task in females. For males, flexion task (T2) resulted in a significant increase in L5-S1 compressive loads (Figure 3A). When the predicted loads were normalized to the BW, the large differences between the base-models of males and females disappeared and even for some tasks the predicted loads in females became slightly larger than those in males (Figure 4). That is, female base-models predicted, in average (of all tasks), larger compressive (9%) and shear (16.2%) normalized loads than males’ based-models.
[image: Figure 3]FIGURE 3 | Predicted mean (standard deviations as error bars) absolute L5-S1 compressive (A) and shear (B) forces by the base-models for both sexes and female-specific models for females. ⌺ indicates a significant difference (p < 0.05) between males and females load predicted by base-models. * indicates a significant difference (p < 0.05) between loads predicted by male models and female-specific models. ⌺ indicates a significant difference (p < 0.05) between loads predicted by female-base models and female-specific models.
[image: Figure 4]FIGURE 4 | Predicted mean (standard deviations as error bars) L5-S1 compressive (A) and shear (B) forces normalized to body weight (%BW) by the base-models for both sexes and female-specific models for females. ⌺ indicates a significant difference (p < 0.05) between males and females load predicted by base-models. * indicates a significant difference (p < 0.05) between loads predicted by male models and female-specific models. ⌺ indicates a significant difference (p < 0.05) between loads predicted by female-base models and female-specific models.
Spinal Loads in Female-Specific Models
On average (of all tasks), the predicted absolute forces by males’ models were considerably larger than the female-specific models (41% compressive and 23.6% shear loads). However, the normalized (to BW) compressive and shear loads in female-specific models were, respectively, 2.4% smaller and 9.4% larger than males in average. Moreover, the predicted loads by the female-specific models were significantly smaller than those predicted by the female based-models except for T12 task (Figure 3) (p < 0.05 in most of the simulated tasks). The largest effect of female-specific parameters on the predicted L5-S1 loads was 22.7% reduction in the predicted compressive load (task T9) and 18.6% increase in the predicted shear load (task T12) (Figure 3). Such an effect was in average (all tasks) 11.4 and 9.8% reduction for the predicted compressive and shear loads, respectively.
Muscle Forces
Normalized (to BW) muscle forces predicted by males’ models and female-specific models are shown in Figures 5, 6. Females showed larger oblique muscle forces (p < 0.05 in most of the simulated tasks) while males had larger trunk extensor muscle (global) forces during most of the symmetric lifting tasks (p < 0.05). The maximum global force for symmetric lifting tasks in both groups was predicted for the longissimus thoracis pars thoracic (LTPT) muscle in task T10 (41.8 %BW for males and 32.2 %BW for females) (Figure 5). In asymmetric tasks, maximum global muscle forces were predicted in T12 for the internal oblique muscle (50 %BW for males and 78 %BW for females) (Figure 5).
[image: Figure 5]FIGURE 5 | Global muscle forces (average of left and right) as predicted by males’ models and female-specific models: (A) iliocostalis lumborum pars thoracic (ILPT), (B) longissimus thoracis pars thoracic (LTPT), (C) internal oblique (IO), (D) external oblique (EO), and (E) rectus abdominis (RA). * indicates a significant difference (p < 0.05) between males and females.
[image: Figure 6]FIGURE 6 | Local muscle forces (average of left and right) as predicted by males’ models and female-specific models: (A) iliocostalis lumborum pars lumborum (ILPL), (B) longissimus thoracis pars lumborum (LTPL), and (C) multifidius (MF). * indicates a significant difference (p < 0.05) between males and females.
For the local muscles, the highest forces for symmetric lifting tasks were predicted in T10 for iliocostalis lumborum (ILPL) muscle (24.8 %BW for males and 23 %BW for females) (Figure 6). For asymmetric lifting tasks, multifidus showed the largest force (56.7 %BW for males and 75.7 %BW for females) (Figure 6).
Predicted vs. Measured Muscle Activities
The measured EMGs collected from twelve back and abdominal muscles and their corresponding model predicted muscle activities (female base-model, female-specific model, and male base-model) were compared (Table 4). As compared to female base-model, female-specific model improved the correlations for back extensor muscles. The erector spinae muscles (iliocostalis and longissimus) showed a strong correlation (r = 0.72) in females, and a moderate correlation in males (r = 0.57). For abdominal oblique muscles, the correlation was moderate for females (r = 0.50) and weak for males (r = 0.27). For both sexes, internal oblique muscles showed a higher correlation than external oblique muscles. The small measured and predicted activities in rectus abdominis (Figure 5) were poorly correlated for both sexes (Table 4).
TABLE 4 | Pearson correlations between muscle activities predicted by models and EMG signals recorded from participants’ muscles during lifting tasks. The bolded values indicate a linear relationship between measured and predicted muscle activity (p < 0.05).
[image: Table 4]DISCUSSION
The present study aimed to predict spinal loads and trunk muscle forces at the lumbosacral (L5-S1) joint during a number of manual material handling tasks using full-body, subject- and sex-specifics models driven by subject-specific in vivo kinematic data. Literature has demonstrated notable sex-dependent differences in joint angles during lifting activities (Plamondon et al., 2017; Sheppard et al., 2016), lumbo-pelvic coordination (Pan et al., 2020; Pries et al., 2015), lifting style (Haddas et al., 2015; Lindbeck and Kjellberg, 2001), muscle cross-sectional area (Marras et al., 2001; Anderson et al., 2012), anthropometry measures, and mass distribution (Shan and Bohn, 2003). These sex-specific parameters influence spinal loads and can explain sex-dependent differences in the predicted spinal loads.
Comparing the predicted L5-S1 loads in females with and without applying sex-specific parameters showed a maximum of ∼23% reduction for the L5-S1 compressive forces in tasks T9 and T10 (Figure 3). Our results showed that sex could significantly affect predicted spinal loads and revealed that the differences in spine loads between males and females were not only a function of body size. In contradiction with earlier findings (Ghezelbash et al., 2016) that showed sex had a small effect on spinal loads, in our study sex-specific parameters for females significantly affected the predicted loads in almost all tasks. On average (all the simulated tasks), the compressive and shear forces were 11.4 and 9.8%, respectively, smaller in female-specific models than female-base models. Ghezelbash et al. (2016), assumed identical body weight, height, and age for their males’ and females’ models and showed that during symmetric lifting activities the effect of sex on spinal loads was small (0.7% for compression and 2.1% for shear). In the present study, however, the effect of sex was found to be much larger (18% for compression and 10.9% for shear) during symmetric lifting tasks (T6-T10). This could be explained by the fact that (Ghezelbash et al., 2016) neglected proper sex/subject-specific kinematics. Moreover, they used kinematics data of unloaded motion (Pries et al., 2015) to simulate lifting tasks while holding external loads in hands influences trunk kinematics (Davis and Marras, 2000; Granata and Sanford, 2000). Altogether, these assumptions in the study of Ghezelbash et al. (2016) may explain their findings as to the small effect of sex on spinal loads. Our findings showed that spinal loads in females and for almost all the simulated tasks except T12 were in average smaller (11.8% for compressive and 9% for shear forces) when the female-specific models were used. Note that the PCSA’s values of back muscles in the base-models were larger (39%) than corresponding values in female-specific models.
Both sexes showed large L5-S1 compressive and shear forces in task T12. Combination of trunk axial rotation and load-handling is a significant risk factor for back injuries. External and internal oblique muscles have been identified as prime trunk rotators. It has been shown that during axial rotation, compared to movements in the coronal or sagittal planes, higher co-contractions are produced in these muscles (Ng et al., 2001), resulting in increased spinal loads (Granata and Marras, 1995). In agreement, in our study lifting a 10 kg hand load while also twisting the trunk (task T12) showed the highest L5-S1 loads and muscle forces of the contralateral external oblique and ipsilateral internal oblique (Figures 3–5). In the female base-models, the PCSAs of oblique abdominal muscles was, in average, 7.2% smaller than PCSAs of female reported in the literature (Marras et al., 2001) that used in female-specific model. This could be the reason for the increase of the predicted spinal loads (7.3% compressive, 18.6% shear) in task T12 (lifting while twisting the back) for females after applying sex-specific parameters. Therefore, it is important to consider sex-specific parameters, especially when simulating tasks with a large trunk axial rotation.
In agreement with previous EMG-assisted biomechanical model (Marras et al., 2002; Marras et al., 2003), and subject-specific kinematics driven models (Ghezelbash et al., 2018), in our study males showed larger absolute compressive (41%) and shear (23.6%) loads. In these studies, however, other confounding parameters such as BW and body height were not controlled. It has been shown that BW markedly affects spinal loads (Ghezelbash et al., 2016; Hajihosseinali et al., 2015), thus larger absolute spinal loads in males could partially be due to their larger body masses. Marras et al. (2002), during two lifting conditions (isolated torso and whole-body free-dynamic), showed that even when differences in body weight were accounted for, sex differences in spine loading persisted. He showed when lifting motions were confined to torso (i.e., having the same lifting style), the sex differences in the spine loading were directly due to the variations in BW. However, when greater kinematics freedom was permitted, females’ spinal loads increased as compared to those in males. According to their findings, it became complicated to relate spinal load differences between males and females to their BW alone. Spinal load differences also are linked to the degree of control required during exertion (Marras et al., 2002; Marras et al., 2003). Females adopt different lifting kinematics in demanding lifting activities. While females perform these tasks by mainly relying on their hips, males rely more on their lumbar spine. The larger motion in females’ hip is attributable to their lower trunk strength. In our study, during task T12 (lifting and twisting the trunk), which is a demanding task, larger absolute and normalized spinal forces were predicted in females, despite their smaller body mass as compared to male participants. However, when the predicted loads were normalized to BW, the difference in spinal loads between males and females almost disappeared (males had 2.4% larger compressive, and 9.4% smaller shear loads than females). By assuming identical BWs in males’ and females’ models, (Ghezelbash et al., 2016) also found small differences in spinal load between both sexes; females had slightly larger (4.7% for compression and 8.7% for shear) loads than males. Moreover, we compared the predicted relative loads for four matched participants [2 males (weight: 61.9 kg, height: 166.3 cm) and 2 females (weight: 60.8 kg, height:165.5 cm)]. Males had, in average, ∼%6 larger relative compressive forces than females thus confirming the general finding of our study.
Our previous in vivo study on a large asymptomatic population (141 males and 179 females) indicated that BMI did not affect lumbar range of flexion or spine rhythm (Zander et al., 2018) as long as BMI remains below a threshold of 26 kg/cm2. More importantly, another recent study of our group (Ghasemi and Arjmand, 2021) found that BMI had no significant effects on the three-dimensional spine (trunk, lumbar, and pelvis) kinematics of males during various symmetric and asymmetric load-handling activities. Moreover, some studies reported remarkable effects of sex on lifting kinematics (Lindbeck and Kjellberg, 2001; Plamondon et al., 2014). Similarly, significant lumbo-pelvic movement differences between females and males were reported in our previous study (Pries et al., 2015); larger contribution of the pelvis and less trunk flexion in females compared to males. Altogether, these findings indicate that spine kinematics are mainly affected by sex rather than BMI.
It has been shown that during identical lifting activities, females produce higher levels of muscle activities (Marras et al., 2003). In agreement, our models (on average) predicted slightly higher muscle forces in females. Measured and predicted muscle activities showed a stronger correlation for females. A linear correlation between AB predicted muscle activities and measured EMGs for erector spinae muscles has been found during lifting activities at two different heights (r = 0.62 and r = 0.70) (Stambolian et al., 2016). In agreement, our study showed a strong correlation (r = 0.72) in females and moderate (r = 0.57) correlation in males for the erector spinae muscles.
Females on average are smaller in size and have lower muscular strength than males (Lindbeck and Kjellberg, 2001; Plamondon et al., 2014). Significantly smaller muscle PCSAs in females (Anderson et al., 2012; Marras et al., 2001) could, at least partly, be responsible for their smaller muscular strength. Females’ lifting strength ranges between 48 and 70% of that of males (Kumar and Garand, 1992; Marras et al., 2002; Plamondon et al., 2014), and therefore they have lower spine tolerant limits. Sex differences in strength have an impact on their lumbo-pelvic coordination and their muscle activity patterns. Larger contribution of the pelvis in females during lifting tasks might be a compensation mechanism to help them flex less their trunk due to the lower trunk strength capacity in the lumbar region (Marras et al., 2002). Furthermore, females tend to increase their muscle activities to stabilize the trunk and flex it less (Lindbeck and Kjellberg, 2001). Subramaniyam et al. (2019) showed sex-dependent muscle activity patterns during identical lifting tasks. Abdominal coactivities increase spinal stability during lifting (El-Rich et al., 2004), and significantly contribute to spine shear forces (Marras et al., 2002). In vivo studies, in agreement with our simulation results, showed that females had more active trunk stabilizer muscles, MF, IO, and EO, during symmetric and asymmetric lifting tasks (Marras et al., 2002; Subramaniyam et al., 2019). Although the higher activity of nonprimary extensor muscles during lifting plays a stabilization role for the trunk by providing greater stiffness, it could adversely increase spinal loads (El-Rich et al., 2004). A comparison of spine loads relative to the tolerance limits indicated that females were 25% closer to their expected tolerance (Marras et al., 2003). Having higher muscular coactivities and smaller strength capacity, cause females to experience greater muscle fatigue and be more vulnerable to muscle strain and injury. This is supported by findings of the epidemiological studies that report higher work-related physical injuries (Hansen et al., 2018) and a higher prevalence of low back pain (Wu et al., 2020) in females than males. Under different lifting conditions in the work environment, female workers also behave differently than males in terms of kinematics and muscle activities (Plamondon et al., 2014). Altogether, and taking into account the sex-specific differences, males and females are to be treated differently while designing their work environments (Lindbeck and Kjellberg, 2001).
This study had some limitations. The BMI of male and female participants was not controlled. Unequal body masses influence absolute spinal loads (Ghezelbash et al., 2016; Hajihosseinali et al., 2015). Although loads normalized to a subject’s BW account for certain anthropometric differences, it would be preferable to consider matched male-female subjects (in terms of BW and BH) when sex-dependent spinal load differences are investigated during identical lifting activities. Soft tissue artifacts are the main source of errors in skin marker-based motion analysis (Benoit et al., 2006; Leardini et al., 2005; Stagni et al., 2005). In order to minimize such errors, a local optimization method (Andersen et al., 2010) was used to update the initial segment lengths and marker locations on the model with respect to the experimental ones. As motion capture data do not provide individual lumbar vertebrae kinematics, a pre-defined 3D lumbar spine rhythm was used to define intervertebral rotations during upper body inclination; the likely inter-individual differences in lumbar spine rhythm were overlooked (Arshad et al., 2016; Pearcy, 1985; Zander et al., 2018). Recorded skin EMGs were limited to select muscles subjected also to the cross-talk issue. As to the model itself, force-length-velocity relationships were neglected. Spinal ligaments and facet articulations were not considered and intervertebral joints were modeled as spherical joints with fixed centers of rotation. The moment arms of muscles were not sex-dependent in the model. AnyBody Modeling System (Damsgaard et al., 2006) uses a general linear scaling approach to adjust the segment-fixed insertion nodes of muscles based on subject’s anthropometric characteristics. This is in accordance with the MRI imaging study (Jorgensen et al., 2001) that showed the distance of the muscles from the spine (e.g., moment arm) depends upon anthropometric characteristics such as torso depth/breadth, body mass, and stature. Finally, while sex-dependent parameters influenced spinal loads, their distinct effects remains to be investigated.
CONCLUSION
The present study aimed to predict spinal loads and trunk muscle forces at the lumbosacral (L5-S1) joint during a number of manual material handling tasks using full-body, subject- and sex-specifics models driven by subject-specific in vivo kinematic data. Base-models (subject-specific segmental length, muscle architecture, and kinematics data) used for both sexes. For females, female-specific models were also developed by taking into account the female-specific parameters (muscle physiological cross-sectional areas, segmental mass distributions, and body fat percentage). Males showed significantly larger absolute compressive and shear spinal loads than females for almost all the simulated tasks in this study. When the spine loads were normalized to BW, differences between the predicted spinal load for males and females became less pronounced. Female-specific models predicted significantly smaller L5-S1 loads as compared to female base-model. Neglecting sex-specific parameters in musculoskeletal models of the spine could result in overestimation of the spinal loads in females.
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Introduction: In developed countries, the age structure of the population is currently undergoing an upward shift, resulting a decrease in general bone quality and surgical durability. Over the past decade, oblique lumbar interbody fusion (OLIF) has been globally accepted as a minimally invasive surgical technique. There are several stabilization options available for OLIF cage fixation such as self-anchored stand-alone (SSA), lateral plate-screw (LPS), and bilateral pedicle screw (BPS) systems. The constructs’ stability are crucial for the immediate and long-term success of the surgery. The aim of this study is to investigate the biomechanical effect of the aforementioned constructs, using finite element analysis with different bone qualities (osteoporotic and normal).
Method: A bi-segmental (L2–L4) finite element (FE) model was created, using a CT scan of a 24-year-old healthy male. After the FE model validation, CAD geometries of the implants were inserted into the L3–L4 motion segment during a virtual surgery. For the simulations, a 150 N follower load was applied on the models, then 10 Nm of torque was used in six general directions (flexion, extension, right/left bending, and right/left rotation), with different bone material properties.
Results: The smallest segmental (L3–L4) ROM (range of motion) was observed in the BPS system, except for right bending. Osteoporosis increased ROMs in all constructs, especially in the LPS system (right bending increase: 140.26%). Osteoporosis also increased the caudal displacement of the implanted cage in all models (healthy bone: 0.06 ± 0.03 mm, osteoporosis: 0.106 ± 0.07 mm), particularly with right bending, where the displacement doubled in SSA and LPS constructs. The displacement of the screws inside the L4 vertebra increased by 59% on average (59.33 ± 21.53%) due to osteoporosis (100% in LPS, rotation). BPS-L4 screw displacements were the least affected by osteoporosis.
Conclusions: The investigated constructs provide different levels of stability to the spine depending on the quality of the bone, which can affect the outcome of the surgery. In our model, the BPS system was found to be the most stable construct in osteoporosis. The presented model, after further development, has the potential to help the surgeon in planning a particular spinal surgery by adjusting the stabilization type to the patient’s bone quality.
Keywords: degenerative disc disease, spine surgery, finite element analysis, osteoporosis, oblique lateral interbody fusion, stand-alone
INTRODUCTION
Lumbar interbody fusion (LIF) is a gold-standard surgical treatment option for a range of spinal disorders, including degenerative pathologies, infection, trauma, and neoplasia (Mobbs et al., 2015; Resnick et al., 2005). LIF can be achieved via different approaches and techniques, each with its own unique instruments, implants (exp. cages), advantages, disadvantages, indications, and limitations. The age structure of the global population is currently undergoing an upward shift due to decreasing fertility rates and increasing life expectancy (Fuster, 2017), resulting in the changing epidemiology of diseases and spinal disorders (Fehlings et al., 2015). Advancement in minimally invasive spinal fusion technology (Yue et al., 2010) can provide an answer for the challenges posed by the ageing population (Shamji et al., 2015). The minimally invasive anterior approach to the lumbar spine through retroperitoneal access was first described by Mayer (1997). Silvestre et al. (2012) used Mayer’s minimally invasive retroperitoneal anterior approach for LIF, and it was referred to as oblique lumbar interbody fusion (OLIF). The OLIF technique is widely accepted (Mobbs et al., 2015; Phan et al., 2016) and provides, from the patient’s left side, a safe access corridor from L2 to L5 vertebra between the psoas and the aorta. Through the corridor, the surgeon can resect the disc, remove the cartilage endplate, insert a large intervertebral cage, and achieve the goal of intervertebral fusion and indirect decompression (Mehren et al., 2016) by keeping the lumbosacral plexus safe (Phan et al., 2016; Mehren et al., 2016; Chung et al., 2017). During the OLIF procedure, different additional fixation methods can be applied, and there is no consensus about the indication for choosing a particular type. Self-anchored stand-alone (SSA) OLIF cages contain a screw fixation part besides the intervertebral spacer. Lateral plate-screw (LPS) fixation has a longer history in spinal trauma, but a new plate design has recently emerged, dedicated for OLIF. Percutaneous bilateral pedicle screw (BPS) fixation can be used after turning the patient to prone position, which, in general, increases the operation time (Li et al., 2020) and the invasiveness by the posterior incisions used to insert the pedicle screws. For experienced spine surgeons, there is no difference in the complexity of the 3 procedures. Several other fixation methods and a combination of these have been reported considering their technical specifications. However, only a few studies have investigated the biomechanical characteristics of OLIF with various fixation options (Hah and Kang, 2019), especially focusing on the effect of osteoporosis, which is widely present in the ageing population (Fehlings et al., 2015). Biomechanical characteristics of the different OLIF constructs can significantly influence the short- and long-term implant-related complication rate, as well as the possibility of achieving bony fusion, thus the therapeutic outcome.
The first application of finite element analysis (FEA) in biomechanics was published by Brekelmans et al. (1972). In the last decades, FEA contributed to the understanding of the spine, its components, and its behavior in healthy, diseased, or damaged conditions (Fagan et al., 2002), complementing the in vitro experiments. FEA has become a common research method in the field of in silico medicine (Viceconti et al., 2008).
To the best knowledge of the authors, there is no study comparing the 3 aforementioned OLIF implants with different bone material properties in the current literature. The aim of this study was to use FE analysis to evaluate the stability of different OLIF fusion constructs (BPS, LPS, and SSA) in normal and osteoporotic conditions. While a direct validation of the outputs of the models for this specific application was not the goal of this study, the present comparative computational approach enables to highlight the importance of bone material strength and stiffness reduction (ageing, metabolic bone diseases, etc.) in the surgeon’s decision-making process of choosing between different fixation options.
MATERIALS AND METHODS
Generation of L2–L4 Lumbar Spine Bi-Segment Finite Element Model
A CT scan (Hitachi Presto, Hitachi Medical Corporation, Tokyo, Japan) of a 24-year-old patient’s lumbar spine was selected from a study of 270 patients who underwent different treatments due to lower back pain in our clinic (MySPINE, Project ID: 269909, Funded under: FP7-ICT). The imaging protocol was previously defined in the MySPINE project (Castro-Mateos et al., 2015), (Rijsbergen et al., 2018), and the images were reconstructed with a voxel size of 0.6 × 0.6 × 0.6 mm3. The L2–L3 and L3–L4 segments were not affected by any musculoskeletal pathology. The data were extracted from the hospital PACS in DICOM file format. To comply with the ethical approval of the patient data protection, de-identification of the DICOM data was performed using Clinical Trial Processor software (Radiological Society of North America, https://www.rsna.org/ctp.aspx) (Aryanto et al., 2015). In order to define the 3D geometry, we performed a segmentation procedure using Mimics image analysis software (Mimics Research, Mimics Innovation Suite v23.0, Materialise, Leuven, Belgium) via the Hounsfield thresholding algorithm and manual segmentation tools. To evaluate the accuracy of the segmentation process, we calculated the Dice Similarity Index (DSI) (Zou et al., 2004; Bharatha et al., 2001) based on two segmentation sessions of the same geometry.
From the segmented masks, a triangulated surface mesh was automatically generated in STL (Stereolithography) format. In 3-Matic (Mimics Research, Mimics Innovation Suite v21.0, Materialise, Leuven, Belgium) software, surface smoothing (iteration: 6, smoothing factor: 0.7, with shrinkage compensation) and uniform remeshing (target triangle edge length 0.6 mm, sharp edge preservation, sharp edge angle 60°) were applied on the 3D geometries.
In 3-Matic, the vertebrae were divided into posterior and anterior parts (Shirazi-adl et al., 1984). The anterior parts were divided into a cortical shell (thickness: 1 mm), vertebral bony endplates (thickness: 0.5 mm), and a cancellous core. Facet joints were modeled manually, with 0.25 mm cartilage height and a minimum 0.5 mm gap between the two facets (Dreischarf et al., 2014) (Figure 1A). The intersection-based non-manifold assembly was exported to Hypermesh software (Altair Engineering, Inc., Troy, Michigan, United States), and all of the surfaces were remeshed with a uniform triangulated surface mesh (target tringle edge length: 1 mm). From the resulting 3D surfaces, an adaptive tetrahedral volume mesh was generated, with the exception of the bony endplates, where pyramid elements were used (Table 1).
[image: Figure 1]FIGURE 1 | FE model of the intact L2–L4 spine bi-segment. (A) Model of the vertebral body, bony endplates, cortical shell, trabecular core, posterior elements, and articular facet. (B) Model of the intervertebral disc, nucleus pulposus, annular collagen fibers, and ground substance. (C) Intact L2–L4 lumbar spine bi-segment FE model, with facet joints and ligaments from a left posterior-lateral view.
TABLE 1 | Material properties and mesh type assigned to the FE model.
[image: Table 1]The annulus fibrosus (AF) and the nucleus pulposus (NP) defining the intervertebral disc were modelled manually according to the literature (Figure 1B) (Shirazi-Adl et al., 1986), (Schmidt et al., 2007). The NP accounted for 45% of the intervertebral volume and was moved in the posterior direction, so that the sagittal thickness of the posterior AF substance became 80% of the anterior AF (Shirazi-Adl et al., 1986). The fluid-like behavior of the NP was modeled using an isotropic, hyperelastic Mooney-Rivlin formulation (hexahedral mesh) (Schmidt et al., 2007). The AF consisted of 2 times 6 annulus fiber sets embedded into a hexahedral ground substance matrix of six layers with alternating orientations about ±30° to the mid-cross-sectional area of the disc (Lu et al., 1996). The fiber cross-sectional areas were calculated using the assumed collagen fiber volume fractions: 23% at the outermost layer, gradually decreasing to 5% at the innermost layer (Shirazi-Adl et al., 1986; Lu et al., 1996). The cartilaginous endplate thickness was set to 0.5 mm with hexahedral elements (Table 1), (Finley et al., 2018).
In total, seven ligaments were modeled as tension-only spring elements with non-linear material properties, namely, the ALL (anterior longitudinal ligament), PLL (posterior longitudinal ligament), LF (ligamentum flavum), ISL (interspinal ligament), SSL (supraspinal ligament), ITL (intertransverse ligament), and CL (capsular ligament) (Table 2). The attachment points, orientation and the element number of the ligaments were adopted from a previous study (MySPINE, Project ID: 269909, FP7-ICT), (Figure 1C). The material properties were adopted from the literature (Rohlmann et al., 2006). The facet cartilage material was described by using a Neo-Hookean model, and a surface-to-surface contact without friction was set between the facet surfaces (Lu et al., 1996).
TABLE 2 | Properties of the ligaments (Rohlmann et al., 2006).
[image: Table 2]Cage, Implant Construct and Surgical FE Model Development
A PEEK (polyether-ether-ketone) OLIF cage (EMERALD™, Sanatmetal, Eger, Hungary, 45 mm × 22 mm × 12 mm, with 6⁰ lordosis) was scanned using a ScanBox 3D scanner (Smart Optics Sensortechnik GmbH, Bochum, Germany). The obtained point cloud was used to reconstruct the virtual 3D cage model using 3-Matic software. The model was exported in STL format to Autodesk Fusion 360 (Autodesk Inc., San Rafael, CA, United States) CAD (Computer Aided Design) software and served as a base for creating a simplified cage mesh (Figure 2A). The resulting geometry was used in all three (BPS, LPS, and SSA) FE models in the same central position. In order to simulate the surgical nucleotomy, the NP, 4 inner layers of the AF, and the cartilage endplates were removed from the investigated motion segment (L3–L4), and a window was created to insert the cage from the left side of the disc (Figure 2B). For the BPS model, 4 identical simplified transpedicular screws (5.5 mm × 70 mm) were placed inside the L3 and L4 pedicles. The screwheads were connected using a 5.5-mm titanium rod (Figure 2C). A lateral plate (32 mm × 23 mm × 4 mm) was designed to match the geometry of the L3 and L4 vertebrae with a coronal and an axial curvature for the LPS model, and 4 simplified lateral screws (40 mm × 5.5 mm) were inserted to fix the plate. There was no connection between the plate and the inserted cage (Figure 2D). For the SSA model, a smaller bicurved plate (26 mm × 23 mm × 4 mm) was anchored to the cage using a simplified screw (15 mm × 5.5 mm), and the 4 lateral screws were inserted at a different (diverging) axial angle compared to the LPS model (Figure 2E). “Tie constraint” was defined between bone–titanium, titanium–titanium, and PEEK–titanium contact surfaces to simulate rigid fixation, and in order to model the knurled surface of the PEEK cage, a 0.2-friction coefficient was set for the bony endplate–PEEK contact surfaces (Ambati et al., 2015). The material properties used in the intact and surgical models can be seen in Table 1. Osteoporotic bone mineral density was modeled by decreasing Young’s modulus of elasticity by a set amount (Table 1), (Polikeit et al., 2003), (Salvatore et al., 2018). Figure 3 presents the construction of OLIF models with various fixation options (BPS, LPS, SSA).
[image: Figure 2]FIGURE 2 | 3D models of the implants. (A) Physical OLIF cage and virtually simplified CAD geometry obtained via 3D scanning (point cloud). The 3D surface mesh model oriented the design simplification process. (B) Position of the cage inside the intervertebral space. The internal space of the cage is filled with bone graft. (C) Bilateral pedicle screw fixation (BPS) model. (D) Cage model and lateral plate fixation system with screws (LPS). The cage is not connected to the plate (blue box: axial plane section, red box: sagittal plane section). (E) Cage connects to the plate with a screw (SSA) forming a self-anchoring mechanism (blue box: axial plane section, red box: sagittal plane section).
[image: Figure 3]FIGURE 3 | 3D geometry of the bi-segment (L2–L4) model with the three investigated (OLIF) fixation constructs: OLIF cage with bilateral pedicle screws (BPS), OLIF cage with lateral plate system (LPS), OLIF cage with self-anchoring stand-alone system (SSA). Lateral left–right, and frontal view.
Material Properties, Boundary and Loading Conditions, FE Model Validation
The intact L2–L4 and the six surgical bi-segment FE models (3 normal and 3 osteoporotic) were exported to Abaqus/CAEv11 (Dassault Systemes, Simulia Corp, Providence, RI, United States) software. Material properties and mesh types assigned to the FE models are summarized in Tables 1, 2. In order to validate the created L2–L4 intact model, a pure torque of 7.5 Nm was applied to the L2 vertebral body upper endplate in 3 general directions (flexion-extension, right/left bending, and right/left rotation), while the lower endplate of the L4 vertebra was fixed in place. The intact L2–L3 and L3–L4 segmental range of motions was compared to a cadaveric study (Ilharreborde et al., 2011). The lower endplate of the L4 vertebra was fixed in the case of the six surgical models as well. The simulations were conducted in two steps: first, a 150 N follower load was applied between the vertebral bodies; second, a pure 10 Nm torque was applied to the L2 vertebral body’s upper endplate in the three general directions used for the validation process.
RESULTS
Model Validation
In order to evaluate the accuracy of the L2–L4 segmentation process, two investigators created the 3D geometries of the L2–L4 bony structures separately. The obtained DSI value for the vertebrae was 94%, indicating the high accuracy of the segmented models (Yao et al., 2016). The FE mesh quality was evaluated by defining the aspect ratio (AR) of the volume elements (Supplementary Table S1) and interpreted according to the literature (Burkhart et al., 2013), (Zhu et al., 2017).
The resulting ROMs were in accordance with the findings of a previous cadaveric study by Ilharreborde et al., 2011 (Ilharreborde et al., 2011), (Figure 4). The ROM of the L2–L3 segment in flexion–extension, lateral bending, and axial rotation was 5.86°, 9.01°, and 4.59° respectively. In the cadaveric experiment, the corresponding ROM of the L2–L3 segment was 6.8° ± 2.5°, 7.3° ± 2.3°, and 4.7° ± 2.7°, respectively. For the L3–L4 segment, the ROM for flexion–extension, lateral bending, and axial rotation was 6.19°, 7.92°, 4.72°, respectively in our model and 6.6° ± 3.5°, 7.9° ± 4.5°, and 5.5° ± 3.9° for the cadaveric experiment, respectively.
[image: Figure 4]FIGURE 4 | Comparison of the computed range of motions given by the intact L2–L4 bi-segmetal model with experimental results for 7.5-Nm pure moments.
The ROM comparison’s results suggested that the intact L2–L4 FE model in the present study was successfully constructed and could be used for further investigation.
ROM, Displacement, and Cortical Endplate Stress Distribution
In order to compare the primary stabilizing properties of the 3 investigated implants, the ROMs of the virtually operated motion segments were compared. To evaluate the interaction between the inserted cage and the bony endplate below it, the cage’s caudal displacement and the endplate’s surface stress distribution were investigated. Additionally, the osteoporosis-induced increase in L4 screw displacement was studied to better understand which implant’s screws are the least affected by osteoporosis. A total of six surgical constructs were modeled and analyzed, corresponding to the BPS, LPS, and SSA fixation options with normal and osteoporotic bone material properties. The ROM of the surgical models under a combined load of 150 N follower load and 10 Nm torque is shown in Figure 5A. After the OLIF cage was inserted, the predicted ROM at the surgical level (L3–L4) decreased under all motion conditions compared with the intact model (Figures 4, 5A). Osteoporosis increased the ROM in all directions compared to the normal bone material property models. The highest impact caused by osteoporosis on the ROM occurred in the LPS fixation construct, where the ROM increased by 97.3% in flexion, 86.3% in extension, 30.14% in left bending, 140.26% in right bending, 50.96% in left rotation, and 53.38% in right rotation. The BPS provided the most stable primary fixation with low ROM values in normal and osteoporotic conditions with the exception of the right-bending scenario. The highest difference between the BPS and lateral plate systems (LPS, SSA) was found in the left- and right-side rotations. For normal bone, the difference in BPS vs LPS was 99% and BPS vs SSA was 119.73%, and for the porotic bone, BPS vs LPS was 158.94% and BPS vs SSA was 145.49%.
[image: Figure 5]FIGURE 5 | Results of the simulations extracted from the surgically reconstructed bi-segmental FEA model according to the six loading scenarios in normal and osteoporotic conditions. (A) Range of motion (ROM) values for the operated L3–L4 segment containing the investigated implant constructs (BPS: bilateral pedicle screw, LPS: lateral plate-screw, SSA: self-anchored stand-alone). (B) Cage displacement in the caudal direction (U3 in Abaqus). (C) Von Mises stress peaks on the L4 cranial bony endplate. (D) Measured L4 screw displacement increase (%) caused by osteoporotic bony conditions compared to L4 screw displacements inside the normal bone.
Osteoporosis increased the cage’s displacement in the caudal direction (U3) for all of the fixation constructs (Figure 5B). The highest increase in displacement was found in right bending for the LPS (from 0.115 to 0.24 mm, 109%) and for the SSA (from 0.113 to 0.237 mm, 110%) fixation. With the exception for flexion and left bending, the BPS fixation had lower displacement values both for normal and osteoporotic conditions compared to the LPS and SSA fixation. Overall, the cage displacement values were similar for the SSA and LPS fixation.
The von Mises stress peaks on the L4 upper cortical endplate are shown in Figure 5C. Compared to the normal bone, the stress peaks increased in the osteoporotic models for extension, right bending, and right rotation. In flexion and left bending, the stress peaks for the BPS model were much higher compared to the other models (LPS, SSA) regardless of the bone material properties (Von Mises stress peaks for BPS were 10.92 and 13.31 MPa for flexion and left bending in normal bone, respectively, and 14.43 and 16.06 MPa in osteoporotic condition, respectively). To investigate this phenomenon, the von Mises stress distribution on the L4 upper cortical endplates was visualized using contour plots (Figure 6). This showed that the exceeding von Mises stress peaks in flexion and left bending for the BPS models are stress concentrations at the place of the fenestration made on the AF and the OLIF cage border.
[image: Figure 6]FIGURE 6 | Von Mises stress distribution on the cranial bony endplate of the L4 vertebra, with various fixation options (BPS: bilateral pedicle screw, LPS: lateral plate-screw, SSA: self-anchored stand-alone) in normal and osteoporotic conditions under six loading scenarios. Color bar (blue/green/red), scale (0–10 MPa), top view.
The screw displacement was measured by highlighting the screw tips inside the L4 vertebra in the 3 constructs. The distance between two points were measured: Point 1: screw tip location before applying the forces. Point 2: screw tip location after the last “step” (“step” is a basic concept in Abaqus FE solver software) (Manual, 2020) of the simulation in a direction, and the result was the average of the 2 values (there were always 2 screws inside the L4 vertebra).
Osteoporosis increased the screw displacement in the L4 vertebra in all motion conditions compared to the normal bone models (Figure 5D). The highest increase was found in the case of LPS fixation for left (100%) and right (100%) rotation. The impact of osteoporosis on the BPS fixation’s screw displacement was lower in all of the six modeled motions, compared to the other two implants (screw displacement increase in the BPS model for flexion: 61.38%, extension: 40.38%, left bending: 31%, right bending: 39%, left rotation: 36.32%, and right rotation: 33.48%).
DISCUSSION
In the past decade, due to the advancement in minimally invasive spinal fusion technologies (Yue et al., 2010), the OLIF procedure has emerged, and it has been used ever more often by spine surgeons. The advantages of the OLIF surgical technique include the preservation of the posterior structures of the lumbar spine, reduced blood loss, and shorter hospital stay (Phan et al., 2016). Despite the fact that OLIF has been successfully adopted in the clinical environment, the risks of cage subsidence and screw loosening are possible postoperative complications related to this technique (Quillo-Olvera et al., 2018). Biomechanical failure of the stabilization construct (cage subsidence and loosening of the screws) is a multifactorial phenomenon (damage to endplates during preparation, overdistraction, cage design, etc.) (Quillo-Olvera et al., 2018). Bone quality as well as the biomechanical stability of the whole fusion construct can play a significant role in the development of this complication, possibly influencing the short- and long-term therapeutic outcome. The present study aimed to investigate the effect of bone quality on the stability of a fused segment with the aid of FEA models in 3 different fixation options.
First, an intact L2–L4 bi-segment FE model was developed and validated by comparing the ROMs (ante-retroflexion, lateral flexion, and rotation) under a pure 7.5 Nm torque to the findings of a previous cadaveric study by Ilharreborde et al. (Ilharreborde et al., 2011). The adequate validation results (Figure 4) allowed us to take a step further and modify the FE model to establish different OLIF construct models: BPS, LPS, and SSA with normal and osteoporotic bone material properties (Figure 3).
The ROM of the surgical models under a combined load of 150 N follower load and 10 Nm torque (Figure 5A) showed different behaviors based on the fixation type and bone material properties (normal/osteoporotic). The BPS fixation provided the most stable primary fixation in both normal and osteoporotic conditions. These findings are in accordance with the study by Guo et al. (Guo et al., 2020) who used a L3–L5 bi-segment FE model to evaluate OLIF constructs with various fixation options under the same combined loading of 150 N follower load and 10 Nm torque. They applied normal bone material properties and found similar results for the ROMs and also found that the BPS fixation provides the highest stability compared to lateral-only fixations.
To our knowledge, the first study to apply FE models to establish an osteoporotic spine model (L1–S1) to research the single-segment (L3–L4) biomechanical stability of OLIF with different fixation methods was recently published by Song et al. (Song et al., 2021). They found a similar trend in their results that the BPS fixation provides a more stable fixation than lateral plates in normal and osteoporotic conditions despite the differences between their (boundary conditions: axial compressive preload of 400 N, and torsional moment of 10 Nm) and our models. Song’s lateral plate fixation design concept differed from our model (the lateral plate was fixed to the vertebral body with 2 screws in their model, while 4 screws were used in our constructs), and his investigation did not include the SSA OLIF cage concept. Based on our results, osteoporosis increased the ROM in all motion conditions compared to the normal bone material property models. The highest impact caused by osteoporosis on the ROM occurred in the LPS fixation construct. The highest difference between the BPS and lateral plate systems (LPS, SSA) was found in rotational movements.
Osteoporosis increased the cage displacement in the caudal direction (U3 in Abaqus) for all of the fixation options (Figure 5B). Overall, the cage displacement values were similar for the SSA and LPS systems. The highest increase in displacement was found in right bending for the LPS and SSA implants. With the exception of flexion, and left bending BPS fixation had lower displacement values both for normal and osteoporotic conditions. Parallel to the caudal displacement, the opposite side of the cages can move in the cranial direction (Supplementary Figure S1). The complex mechanism of subsidence involving the upper and lower endplates supported by radiologic findings is still widely investigated (Quillo-Olvera et al., 2018).
Compared to normal bone, in the osteoporotic models we have measured increased values for the von Mises stress peaks on the L4 upper cortical endplate (Figure 5C) for extension, right bending, and right rotation. In flexion and left bending, the BPS model’s peek stress values were much higher compared to the other models (LPS, SSA) regardless of the bone material properties. Stress concentrations at the place of the AF fenestration and the OLIF cage border occurred in the BPS model in flexion and left bending (Figure 6). In the other loading scenarios, higher stresses can be observed on the endplate surface for the LPS and SSA models compared to the BPS model. Song’s study found that on the investigated L4 endplate, the stress increases with osteoporosis, but it is lower for the BPS implants compared to lateral plate fixation (Song et al., 2021).
Osteoporosis increased the screw displacement in the L4 vertebra in all motion conditions compared to normal bone models (Figure 5D). The highest increase was found in the case of LPS fixation for left (100%) and right (100%) rotation. The impact of osteoporosis on the BPS fixation screw displacement was lower in all of the six modeled motions compared to the other fixations.
The results of this study highlight that the possible advantages of the LPS and SSA fixations (e.g., lower operation time and invasiveness due to the lack of the posterior–percutaneous–fixation steps) could be hindered in osteoporotic patients. In osteoporotic patients, the BPS fixation provides a more stable fixation than the LPS and SSA fixation, which is important to avoid mechanical complications and provide optimal therapeutic outcome.
Although the FE analysis has many advantages over in vitro experiments, it has limitations as well, for example, its inability to “perfectly” mimic the human tissue mechanics. In order to simulate certain biomechanical processes inside the human body, simplifications need to be performed due to the limitations of in silico software. Osteoporotic and normal bone qualities are not uniformly distributed within the human skeleton. There can be vertebrae and regions inside the vertebrae that are more affected by osteoporosis and can lead to weaker spots. This line of thought leads to an infinite amount of bone material property distribution models, so we have chosen the path of creating a uniform bone material model for our investigations. The osteoporosis FE model was constructed by decreasing the elastic modulus of the normal uniform cortical and cancellous bone by a certain proportion. However, in the literature, more complex approaches are described to model osteoporosis, by integrating micro-level trabecular structural mechanics (McDonald et al., 2010). With ageing, degenerative changes can occur in the spine not only affecting the vertebral bone material properties but also the geometry (exp. stabilizing osteophytes) (Margulies et al., 1996) and the internal structure of the intervertebral disc as well. Therefore, in an osteoporotic model, the non-surgically treated discs and bony structures should be altered accordingly.
In this study, the osteoporotic model had the same bony geometry and intervertebral disc material properties as the normal bony model.
The developed model investigated the primary stability of the constructs right after the surgery, not taking into consideration the expected fusion process because long-term bony fusion is often the desired result of an adequately chosen implant and correctly executed surgery.
CONCLUSION
Bilateral pedicle screw (BPS) and rod fixation provided superior primary biomechanical stability for OLIF cages, compared to self-anchored stand-alone (SSA) or lateral plate-screw fixated (LPS) cages in both normal and osteoporotic conditions. Osteoporosis amplified the difference between the stability of the bilateral pedicle screw fixation and the two other investigated fixation methods. Clinically, in the case of decreased bone quality (primary or secondary osteoporosis), the surgeon has to take into consideration the limits of the SSA and LPS fixations, despite the advantage that there is no need for a second step in the surgery by turning the patient to the prone position to perform the percutaneous pedicle screw fixation. This study highlights the need for further investigation (experimental and clinical trials) to adjust the indication of the fixation methods in OLIF to the patient’s bone quality.
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Simplified loading conditions such as pure moments are frequently used to compare different instrumentation techniques to treat spine disorders. The purpose of this study was to determine if the use of realistic loading conditions such as muscle forces can alter the stresses in the implants with respect to pure moment loading. A musculoskeletal model and a finite element model sharing the same anatomy were built and validated against in vitro data, and coupled in order to drive the finite element model with muscle forces calculated by the musculoskeletal one for a prescribed motion. Intact conditions as well as a L1-L5 posterior fixation with pedicle screws and rods were simulated in flexion-extension and lateral bending. The hardware stresses calculated with the finite element model with instrumentation under simplified and realistic loading conditions were compared. The ROM under simplified loading conditions showed good agreement with in vitro data. As expected, the ROMs between the two types of loading conditions showed relatively small differences. Realistic loading conditions increased the stresses in the pedicle screws and in the posterior rods with respect to simplified loading conditions; an increase of hardware stresses up to 40 MPa in extension for the posterior rods and 57 MPa in flexion for the pedicle screws were observed with respect to simplified loading conditions. This conclusion can be critical for the literature since it means that previous models which used pure moments may have underestimated the stresses in the implants in flexion-extension and in lateral bending.
Keywords: muscles forces, pure moments, spinal fixation, lumbar fixation, realistic loading conditions, simplified loading conditions
INTRODUCTION
Spinal fixation has become a consolidated treatment for severe degenerative spinal disorders such as adult scoliosis, fixed sagittal imbalance, and high-grade spondylolisthesis (Ha et al., 2008; Casaroli et al., 2019; Galbusera et al., 2020). Despite the generally high success rates of spine surgeries nowadays, biomechanical complications such as hardware failure and loosening are relatively frequent (Kuklo et al., 2001; Tsuchiya et al., 2006; Kebaish, 2010). The literature indeed includes several studies in which different spinal fixation techniques have been investigated in terms of stresses and strains in the instrumentation (Fleischer et al., 2012; Burns et al., 2016; Sutterlin et al., 2016; Casaroli et al., 2019; Cunningham et al., 2019; Zhang and Zhu, 2019), which can be considered as indicators of the risk of biomechanical complications.
Most of the in vitro and finite element (FE) studies have been conducted using simplified loading conditions, usually consisting of pure moments, in some cases in combination with compressive forces, which are easier to implement than more realistic conditions involving muscle forces (Stokes and Gardner-Morse, 1995; Wilke et al., 2001; Kim et al., 2014; Zhang and Zhu, 2019). Although several studies confirmed that applying simplified or realistic loading conditions provides the same motion in intact spines (Rohlmann et al., 2009; Han et al., 2011; Zhang and Zhu, 2019), the effect on the instrumentation stresses has never been documented.
As regards the identification of realistic loads, software for musculoskeletal (MSK) modelling such as AnyBody (AnyBody Technology, Aalborg, Denmark) and OpenSim (Stanford University, Stanford, US) provide pre-built models able to predict the muscle forces for any imposed motion of the body segments using algorithms based on inverse dynamics (Bruno et al., 2015; Bassani et al., 2017; Benditz et al., 2018; Liu et al., 2018; Liu et al., 2019). Such models are based on the equations of motion of rigid bodies and cannot therefore be used to estimate the stresses in the implants or in biological structures (Zhu et al., 2013; Arshad et al., 2016; Liu et al., 2018; Bassani et al., 2019). However, the computed muscle forces can be applied as loading condition from the MSK model to the FE model, from which detailed information regarding the hardware stresses can be extracted (Bassani et al., 2017; Liu et al., 2018; Bassani et al., 2019; Liu et al., 2019). Such strategy, coupling FE and MSK models, has never been used to investigate the instrumentation stresses after spinal fixation, and can represent an advantageous approach to determine if the simplified loading conditions consisting of pure moments used in the majority of the available studies are good enough to accurately estimate the hardware stresses in physiological conditions. The aim of this study is therefore to develop and validate coupled FE-MSK models with and without instrumentation and to explore the differences, in terms of hardware stresses, between simplified (pure moment without follower load) and realistic loading conditions.
MATERIALS AND METHODS
Intact Model
The three-dimensional (3D) geometry of T10-T12 thoracic vertebrae, lumbar vertebrae, and pelvis of the body model from the AnyBody Managed Model Repository (AMMR, version 2.0.0) in the standing posture was used to construct a FE model (Figure 1) made of linear tetrahedral elements after the surfaces were cleaned using MeshLab software (http://www.meshlab.net). Then, the triangular elements of the surfaces of the vertebral endplates were extruded in order to obtain a volume made by tetrahedral elements representing the discs, which were divided into nucleus pulposus and annulus fibrosus based on anatomical data from the literature (Zhong et al., 2014). The annulus included collagen fibers modeled with nonlinear springs; ligaments were also modelled with the same type of elements. The material properties of the bones, intervertebral discs and ligaments were obtained with a calibration procedure based on data reported in the literature (Schmidt et al., 2007). Pure moments of 7.5 Nm in extension, flexion, lateral bending, and axial rotation were applied as simplified loading condition to the upper endplate of T10 through a set of rigid beam elements (Figure 1). The acetabula were completely fixed during all the simulation. The range of motion (ROM) calculated at all levels were then compared to in vitro data in order to validate the FE model under simplified loading conditions (Cook et al., 2015; Lindsey et al., 2018).
[image: Figure 1]FIGURE 1 | The combination of the intact FE model with the intact MSK model. Simplified loading conditions are applied to the FE model in order to obtain the motion. This motion is imposed as input to the MSK model and muscles forces that contribute to give that motion are predicted by this model. Muscles forces are then applied to the FE model to realistically simulate the loading conditions. The motion under realistic loading conditions is then obtained.
Then, the obtained ROMs were used as inputs for the MSK model of the thoracolumbar spine with articulated ribcage (Figure 1) developed and validated by Ignasiak et al. (Ignasiak et al., 2016). The muscles simulated in this MSK model were transversus, spinalis, semispinalis, erector spinae, obliquus internus, obliquus externus, psoas major, multifidi, and quadratus lumborum. In this model, the rotational stiffness of the intervertebral joints was calibrated in order to match the linear moment-rotation behavior of the FE model, including the effects of all the joint structures (including facet joint and ligaments). This stiffness does not account for compressive loading or coupling. The pelvis was constrained to the ground. Extension, flexion, and left and right lateral bending movements were simulated by imposing intervertebral rotations matching those calculated with the validated FE model under simplified loading conditions. The muscle forces were calculated for each simulated motion by inverse static analysis (Figure 1).
After that, the obtained muscles forces were modelled at each level (from T10 to the pelvis) in the FE model as concentrated loads to simulate the realistic loading condition (Figure 1), removing the pure moment which implemented the simplified loading conditions; the upper endplate of the T10 vertebra was subjected to a 3D translation equal to that predicted by the MSK model, using a set of rigid beam elements. Moreover, reaction loads from the MSK model were applied to the upper endplate of the T10. Such loading conditions were applied to the FE model for all the investigated motions: extension, flexion, left and right lateral bending. Finally, a validation of the FE model under realistic loading conditions was performed by comparing the ROMs obtained under realistic loading conditions (Figure 1) and the one imposed as input for the MSK model. Ideally, for the validation the ROMs values had to be equal. Moreover, the reaction moment at the upper endplate of T10 was compared between MSK model and FE model in order to provide an extra validation.
Instrumented Model
From the intact FE model, an instrumented model was derived. This model included a posterior lumbar fixation in which pedicle screws and rods were inserted in the lumbar region between L1 and L5 vertebrae. 3D models of rods and screws were created with commercial software Solidworks (Dassault Systèmes, Waltham, MA, USA). Rods had a circular section with a diameter of 5.5 mm. Pedicle screws had a length of 45 mm and a diameter of 6 mm. The instrumentation was modelled in titanium with an elastic modulus of 110 GPa and a Poisson coefficient of 0.3. Simplified loading conditions and boundary conditions were the same as in the intact model (Figure 1).
Similarly, an instrumented MSK model was created from the intact one. Spinal fusion was modeled by introducing rigid kinematic and kinetic constraints from L1 to L5 vertebrae, guaranteeing rigid connection (no relative motion between vertebrae) and full force and moment transmission (Ignasiak et al., 2018; Ignasiak, 2020). The validation of this model was performed against an in vivo study by Rohlmann (Rohlmann et al., 1997), in which bending moments in the posterior rods were measured by means of instrumented implants. Extension, flexion, and left and right lateral bending movements were simulated imposing the intervertebral rotations calculated with the instrumented FE model under simplified loading conditions. From this model, muscle forces were obtained for the four different motions, as for the intact model (Figure 1).
Realistic loading conditions were then simulated in the instrumented model as for the intact model (Figure 1). The FE model under realistic loading conditions was then validated by comparing the intervertebral motion calculated with it with the one imposed as input for the MSK model. As for the intact model, the reaction moment at the upper endplate of T10 was compared between those predicted by the MSK and the FE models in order to provide an extra validation.
Validation and Output
The outputs of the intact models that were calculated for two types of loading conditions were: 1) the ROM of L1-S1 vertebrae and SIJ; 2) the reaction moment at the upper endplate of T10 joint. The 1) values were used to validate the intact FE model under simplified loading conditions (Cook et al., 2015; Lindsey et al., 2018). 1) and 2) values were used to validate the intact FE model under realistic loading conditions.
The outputs of the instrumented models that were calculated for two types of loading conditions were, in addition to those of the intact model, also: 3) the maximal von Mises stresses in L1-L5 pedicle screws; 4) the maximal von Mises stresses in the posterior rods between the pedicle screws in L1 and L5. The 1) values were used to validate the instrumented FE model under simplified loading conditions. The 1) and 2) values were used to validate the instrumented FE model under realistic loading conditions. The 3) and 4) values were used to compare the hardware stresses between the finite element model under simplified loading conditions and those under realistic loading conditions.
RESULTS
Validation of the Intact Model
The ROMs calculated with the intact FE model under simplified loading conditions showed a tendency toward a higher rigidity with respect to the literature (Cook et al., 2015; Lindsey et al., 2018) (Figure 2); despite this, the predicted values were inside the standard deviations of the in vitro data in flexion-extension and axial rotation, except for the L1-L2 ROM in axial rotation which was higher than the corresponding experimental finding. In lateral bending, the ROM was approximately equal to the lower limit of the standard deviations of the in vitro studies, except for the SIJ ROM which was in agreement with the value found in the literature.
[image: Figure 2]FIGURE 2 | Validation of the intact FE model under simplified loading conditions. Predicted ranges of motion of L1-S1 and sacroiliac joints of the intact model under simplified loading conditions in flexion-extension (left), lateral bending (middle) and axial rotation (right), as compared with data from in vitro experiments, shown as mean and standard deviation (Cook et al., 2015; Lindsey et al., 2018).
The ROM calculated with the intact model under realistic loading conditions revealed values similar to those calculated with the intact model under simplified loading conditions in flexion-extension and lateral bending, as expected (Figure 3A); nevertheless, some relatively small differences were observed. For instance, negligible differences up to 0.7° were found in lateral bending. The reaction moment at the upper endplate of T10 showed a maximal relative difference of 3.5% between the FE model and the MSK model.
[image: Figure 3]FIGURE 3 | Predicted ranges of motion of L1-S1 and sacroiliac joints under simplified loading conditions and under realistic loading conditions. (A) For the intact model in flexion-extension (left) and lateral bending (right). (B) For the instrumented model, in flexion-extension (left) and lateral bending (right).
Validation of the Instrumented Model
The instrumented FE model showed that the ROM of instrumented levels was negligible with respect to the case without instrumentation, as seen in computational and in vitro studies (Rohlmann et al., 2007; Dmitriev et al., 2008). The reaction moments at the instrumented levels obtained with the MSK model were inside the range of fixator load measurements assessed in vivo (Rohlmann et al., 1997), demonstrating the plausibility of the results.
The comparison of the ROMs under simplified and realistic loading conditions revealed very similar values in the two cases, with small differences up to 0.3° in flexion-extension (Figure 3B). The reaction moment at the upper endplate of T10 showed a negligible difference between the FE model and the MSK model.
Stresses in the Pedicle Screws
In extension, flexion, lateral bending on the left side, and lateral bending on the right side, the maximum stresses on the L1-L5 pedicle screws were higher when realistic loading conditions were applied to the model (Figures 4A,B). In extension, the maximum stresses for the L1-L4 pedicle screws were higher than the values found with simplified loading conditions. With respect to simplified loading conditions, an increase of 44 MPa (5.6% with respect to the yield stress) for the right pedicle screw in L1 was found under realistic loading conditions. The maximum stresses for the L5 pedicle screws showed more comparable values, with changes up to up to 3 MPa. In flexion, results similar to the extension case were found, but with bigger differences; the highest difference was found for the left pedicle screw in L3 (7.2% with respect to the yield stress) (Figure 4A). For lateral bending, higher stresses on all pedicle screws were predicted when realistic loading conditions were used; the maximal difference resulted to be 45 MPa (5.7% with respect to the yield stress) (Figure 4B).
[image: Figure 4]FIGURE 4 | Stresses in the left and right lumbar instrumentation and in the left and right posterior rods. (A) Maximal stresses in the L1-L5 pedicle screws and posterior rods in extension (left) and in flexion (right). (B) Maximal stresses in the L1-L5 pedicle screws and posterior rods in lateral bending on the left side (left) and on the right side (right).
Stresses in the Posterior Rods
The maximal stresses on the left and right posterior rods had similar values among simplified and realistic loading conditions (Figures 4A,B). Similar to the pedicle screws, the maximal stresses on the posterior rods were highest when realistic loading conditions were simulated. In flexion-extension, increases exceeding 99% were found with a maximal difference of 40 MPa in extension (5.1% with respect to the yield stress) (Figure 4A). The same trend was observed in lateral bending, but with smaller differences up to 33 MPa (4.2% with respect to the yield stress) (Figure 4B).
DISCUSSION
This paper presents a preliminary biomechanical comparison between simplified and realistic loading conditions to determine the hardware stresses in a spinal fixation model, aimed at investigating if the implementation of a more realistic loading scenario has the potential to significantly affect the results. Simplified loading conditions consisting of pure bending moments, in some cases combined with compressive loads, are often preferred for in vitro and computational testing of spine specimens being easier to implement than more realistic conditions involving muscle forces, while ensuring better reproducibility. Nevertheless, this study demonstrated that applying simplified loads can result in an underestimation of the hardware stresses in the instrumented models, with potential implications about the safety of the implants (Wilke et al., 2001).
In this study, the metrics used to evaluate the importance of the loading conditions were the stresses in the L1-L5 pedicle screws and those in the posterior rods. The results showed that realistic loading conditions increase the stresses in the hardware, up to 57 MPa in flexion (Figures 4A,B). For the pedicle screws in L1-L5, the stresses were higher for all four motions when realistic loading conditions were used. For the posterior rods, higher stresses were found for all conditions with realistic loading conditions (Figures 4A,B). This is a very interesting result because the most common type of biomechanical failure of the fixation is indeed rod breakage (Yamanaka et al., 2015).
Since this approach (coupling FE and MSK modelling) is reported here for the first time for an instrumented spine model, no comparison of the current results with similar existing data can be performed. Despite this, previous studies investigated the validity of simplified loading conditions by comparing in vivo measurements with in vitro experimental tests. Wilke et al. compared the loads acting on an internal spinal fixator in 10 patients (in vivo) with an equivalent in vitro simulator under the application of pure bending moments (Wilke et al., 2001). They found good agreement for the loads acting in the internal fixator for axial rotation and lateral bending. For flexion ad extension, reasonable agreement was found only for the healthy spines instrumented with fixators, while for specimens in which a bone graft was implanted in the intervertebral space a lower agreement between in vivo and in vitro data was found. As regards the proposed FE-MSK approach, other studies in the literature have exploited such combination, but not to investigate instrumented scenarios. For instance, in a computational study by Liu and colleagues a coupled FE-MSK model was used to investigate the load-sharing in the lumbosacral spine, where muscle forces, as predicted by a MSK model, were used as loading conditions for the FE model (Liu et al., 2018; Liu et al., 2019).
This present study has some limitations. Axial rotation was not investigated; however, it is worth considering that the previous papers exploiting coupled FE-MSK models only considered flexion-extension motion, therefore the simulation of lateral bending motion still constitutes an advance with respect to the state-of-the-art (Rohlmann et al., 2006; Liu et al., 2018; Liu et al., 2019). Another limitation was the translation imposed to the most cranial vertebra, which was chosen as boundary condition after verifying that a pure load-controlled simulation driven by muscle forces and the reaction force calculated by the MSK model at the most cranial joint did not lead to convergence. This is however an improvement with respect to the method used by Liu et al., in which the L1 vertebra was subjected to a translation in the direction of the force equal to the one predicted by the MSK model in order to ensure quick convergence of the FE model, but the applied translation was adjusted if the difference of the reaction force in the MSK model and in the FE model was greater than predefined tolerances (Liu et al., 2018; Liu et al., 2019); in the present study, no adjustment was necessary. Besides, only one instrumented configuration was presented in this study while various instrumentation strategies are used in the clinical practice, depending on the condition of the spine of the patient; the simulation of other common configurations is indeed ongoing. Another limitation was that the simplified loading conditions included only pure bending moments without a compressive load mimicking the body weight, such as for example a follower load (Patwardhan et al., 2003). This simplification could justify the difference found in the hardware stresses between the two types of loading conditions, but it should be said that the use of pure moment without compressive loads is very common in vitro and computational studies investigating the stresses in the implants (e.g., Wilke et al., 2001; Galbusera et al., 2020), and pure moments have been recommended as the preferred method to test spinal implants in standardized laboratory tests (Wilke et al., 1998). However, we acknowledge that additional studies should be done using a follower load in combination with pure moments in order to simulate another commonly implemented set of simplified loading conditions. Moreover, it should be noted that the motion imposed as input for the MSK model was equal to the validated output of the corresponding FE model under simplified loading conditions, being therefore possibly different from the physiological motion of the spine. In this respect, gait analysis and fluoroscopy can be potential alternatives to determine the motion of the spine to be used as input for the MSK model (Haddas et al., 2018; Breen and Breen, 2020). Finally, it should be noted that the stiffness imposed to the MSK model does not account for compressive loading, but only for the pure moment applied to the FE model.
In conclusion, hardware stresses resulted markedly higher when realistic loading conditions, consisting of muscles forces applied to several vertebrae from T10 to the pelvis, are used instead of simplified loading conditions. This conclusion has relevant biomechanical implications since it means that previous models which used pure moments may have underestimated the stresses in the implants in flexion-extension and in lateral bending. Further studies, using different spinal fixation techniques and follower load, need to be done in order to understand if this combined method is more useful than a simplified one to predict implants failure.
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Musculoskeletal disorders of the cervical spine have increased considerably in recent times. To understand the effects of various biomechanical factors, quantifying the differences in disc loads, motion, and muscle force/activity is necessary. The kinematic, kinetic, or muscle response may vary in a neutral posture due to interindividual differences in segmental mass, cervical disc stiffness, and muscle strength. Therefore, our study aimed to develop an inverse dynamic model of the cervical spine, estimate the differences in disc loads, translations, intradiscal pressure, and muscle force/activity in a neutral posture and compare these results with data available in the literature. A head–neck complex with nine segments (head, C1–T1) was developed with joints having three rotational and three translational degrees of freedom, 517 nonlinear ligament fibers, and 258 muscle fascicles. A sensitivity analysis was performed to calculate the effect of segmental mass (5th to 95th percentile), translational disc stiffness (0.5–1.5), and muscle strength (0.5–1.5) on the cervical disc loads (C2–C3 to C7–T1), disc translations, intradiscal pressure, and muscle force/activity in a neutral posture. In addition, two axial external load conditions (0 and 40 N) were also considered on the head. The estimated intradiscal pressures (0.2–0.56 MPa) at 0 N axial load were comparable to in vivo measurements found in the literature, whereas at 40 N, the values were 0.39–0.93 MPa. With increased segmental mass (5th to 95th), the disc loads, translations, and muscle forces/activities increased to 69% at 0 N and 34% at 40 N axial load. With increased disc stiffness (0.5–1.5), the maximum differences in axial (<1%) and shear loads (4%) were trivial; however, the translations were reduced by 67%, whereas the differences in individual muscle group forces/activities varied largely. With increased muscle strength (0.5–1.5), the muscle activity decreased by 200%. For 40 vs. 0 N, the differences in disc loads, translations, and muscle forces/activities were in the range of 52–129%. Significant differences were estimated in disc loads, translations, and muscle force/activity in the normal population, which could help distinguish between normal and pathological cervical spine conditions.
Keywords: cervical spine, musculoskeletal model, inverse dynamics, intervertebral disc loads, intradiscal pressure
INTRODUCTION
Musculoskeletal disorders such as neck pain are frequent across all age and sex groups. Globally, neck pain prevalent cases were 288.7 million in 2017 (Safiri et al., 2020). Several factors could contribute to neck pain, such as sedentary lifestyle, sustained or awkward posture, vibration, and psychological or socioeconomic factors (Linton, 2000; Charles et al., 2018). Not all but several causes may be linked with a biomechanical condition of the cervical spine (Kong et al., 2017). For example, neck pain may arise from spinal cord compression due to degenerative changes in the spinal structures (Cohen, 2015; McCormick et al., 2020).
To distinguish between asymptomatic (pain-free) population with physiologically intact structures and symptomatic population with a pathomorphological condition, knowledge of the variation in the cervical spine loads, motion, and muscle activity in asymptomatic population is crucial. Previously, experimental studies (Panjabi et al., 1986, 2001; Wheeldon et al., 2006; Ackland et al., 2011; Suderman and Vasavada, 2017) measured load-displacement behavior, muscle moment arm, or the range of motion in flexion, extension, lateral bending, or axial rotation. In addition, computational studies either based on the finite element (Mesfar and Moglo, 2013; Bredbenner et al., 2014; Mustafy et al., 2014; Lasswell et al., 2017), inverse dynamic (Anderst et al., 2013; Diao et al., 2018, 2017), or forward dynamic models (Sartori et al., 2014; Silvestros et al., 2019) investigated the effect of variation in geometrical or material properties on the cervical spine loads, motion, or muscle force. However, in an asymptomatic population, quantification of the differences in spinal loads, segment translations, or muscle activity in a neutral posture needs further attention. Such data provided could help improve the prognosis and outcome of the interventions applied to prevent or treat pathological conditions of the cervical spine.
The anthropometric and biomechanical characteristics in the general population are subject-specific (Vasavada et al., 2008; Winter 2009). Such interindividual variations may lead to significant differences in segmental kinematics, disc loads, or muscle force/activity in a neutral posture. Therefore, we hypothesize that parameters such as segment mass, intervertebral disc stiffness, and muscle strength significantly affect the kinematic, kinetic, or muscle response of the cervical spine in a neutral posture. For example, the cervical segments and head mass vary considerably among the general population. The head has the largest mass, which could vary due to differences in head circumference (Ching, 2007). In addition, the head mass could differ significantly in a specific percentile population of a certain height and body mass (Nguyen et al., 2012). The disc stiffness plays a vital role in flexibility and load-bearing mechanism. Previously, in vitro studies showed a large variation in cervical disc axial and shear stiffness (Moroney et al., 1988; Yoganandan et al., 2001; Dowling-Medley et al., 2020). These differences may influence the local kinematics, the initial contact mechanics between the facet joints (Yoganandan et al., 2003; Jaumard et al., 2011), and the cervical spine’s overall motion and load sharing mechanism (Cripton, 1999; Patwardhan et al., 2000). In addition, neck muscle strengths vary widely among the population (Ikai and Fukunaga, 1968; Maganaris et al., 2001; Catenaccio et al., 2017), leading to significant differences in the level of muscle activity required to stabilize the cervical spine in a neutral posture.
In the asymptomatic population, quantification of the differences in the cervical disc loads, disc translations, and neck muscle force/activity due to variation in segmental mass, disc stiffness, and muscle strength still requires more consideration. Therefore, the aim of this study was 1) to develop an inverse dynamic musculoskeletal model of the cervical spine, 2) calculate the differences in cervical disc loads, disc translations, intradiscal pressure, and the muscle force/activity due to segmental mass, translational disc stiffness, and muscle strength in a neutral posture, and 3) compare these results with data available in the literature.
METHODS
Model Development
For developing an inverse dynamic musculoskeletal model, the 3D geometry for the head and neck complex was acquired from a previous study (Mesfar and Moglo, 2013) (Figure 1), where they used data from the Visible Human Project (Spitzer et al., 1996; Ackerman, 1998). The male subject’s measured height was 180 cm, which is close to the 50th percentile of Caucasian populations (Cassola et al., 2011).
[image: Figure 1]FIGURE 1 | Head and neck model. (A) Model with cervical ligament fibers. Apical, alar, TL; transverse ligament, AAOM and PAOM; anterior and posterior atlantooccipital membranes, ALL; anterior longitudinal ligament, PLL; posterior longitudinal ligament, SSL; supraspinous ligament, ISL; interspinous ligament, ITL; intertransverse ligament, CL; capsular ligament, and LF; ligament flavum. (B) Model with 34 muscle groups and headgear. (C) Detailed front, back, and side view of 34 muscle groups added in the model.
The center of mass for each vertebral segment was computed for uniform density across the segment volume. The spherical joints were defined between the head–neck complex with three rotational degrees of freedom and were placed at the geometric centroids of the cervical discs. Furthermore, three translational degrees of freedom using force-dependent kinematics (FDK) were added from C2–C3 to C7–T1, allowing soft constraints defined by the stiffness given in the local x, y, and z directions. During inverse analysis, the system resolves the equilibrium equations quasi-statically and computes translations so that the forces in these directions are in equilibrium (Andersen et al., 2011).
The cervical spine ligaments (Figure 1A) such as apical, alar, transverse, anterior longitudinal, posterior longitudinal, supraspinous, interspinous, intertransverse, capsular, ligament flavum, and anterior and posterior atlanto-occipital membranes were added (Table 1). The origin and insertion points for ligaments were taken from a previously developed finite element model of the cervical spine (Mesfar and Moglo, 2013). The nonlinear ligament stiffness properties at a slow strain rate were defined based on previously published experimental data (Shim et al., 2006). The ligament fibers were calibrated for no stress in a neutral posture. The forces did not exceed the maximum computed for 75 percent of the failure strain for the physiological ranges of motion.
TABLE 1 | Cervical ligament fibers included in the musculoskeletal model.
[image: Table 1]The head and neck muscles were added (Figure 1B) based on the previously published dataset of muscle parameters (Borst et al., 2011). In total, 34 muscle groups and 129 muscle fascicles were included (Figure 1C) on each side. These muscle groups were further grouped as anterior/anterolateral, posterior/posterolateral, or lateral muscles (Table 2). The muscle behavior was defined by a simple contractile element with constant specific muscle strength.
TABLE 2 | Head and neck muscle groups and the number of fascicles (sum of left and right) included in the musculoskeletal model.
[image: Table 2]Sensitivity Analysis
Three parameters were considered for sensitivity analysis, namely, 1) segmental mass, 2) cervical disc stiffness in compression and shear, and 3) muscle strength. In addition, two external load (EL) conditions (0 and 40 N axial loads on the head) were considered to simulate the head without or with typical headgear, such as in the case of a helicopter pilot wearing a helmet with night vision goggles (NVGs) (Figure 1B). The segmental masses were computed using a scaling function for the 5th, 50th, and 95th percentile implemented in the AnyBody Standing Model (AMMR v. 2.2.3). The axial and shear stiffness were adapted from previous studies (Yoganandan et al., 2001; Dowling-Medley et al., 2020), which were varied as 0.5, 1, and 1.5 of the disc stiffness. For quasi-static inverse analysis, simple muscles were considered with three specific muscle strengths of 30, 60, and 90 N/cm2, whereas these values were within the normal range as published in previous literature (Ikai and Fukunaga, 1968; Maganaris et al., 2001). The values set for the three parameters are given in Table 3. In total, 54 simulations were performed for two external load conditions and with parameter settings for 27 models (Supplementary Table S1).
TABLE 3 | Model parameter values for segmental mass (M), disc stiffness (DS), and muscle strength (MS).
[image: Table 3]Inverse Analysis
In AnyBody, the muscle and joint forces were calculated by inverse analysis while taking known inertia and external forces into account. To estimate muscle forces in the model, a polynomial-based muscle recruitment criterion was considered that minimizes the muscle stresses with better synergism between neck muscles, which is given in Eq. 1.
[image: image]
Here, G represents the cost function, [image: image] represents the muscle number, N represents the total number of muscles, [image: image] represents the actual muscle force at any instant of the simulation, and [image: image] represents the strength of the muscle. The system of equilibrium equations was represented by [image: image], where [image: image] represents a vector of the muscle and joint forces, [image: image] represents a matrix of equation coefficients, and [image: image] represents a vector of known inertia and external forces.
Results and Validation/Verification
The intradiscal pressure (IDP) for the cervical discs was estimated as given in Eq. 2.
[image: image]
[image: image] is the estimated axial force from inverse analysis, and [image: image] is the cross-sectional area of the cervical discs taken from the literature (Pooni et al., 1986). No studies were available that, in particular, presented the correction factor ([image: image]) to estimate IDP in the cervical spine; however, we used the typical [image: image] range (0.55–0.77), with a mean value of 0.66 recommended for the lumbar spine (Dreischarf et al., 2013). The estimated IDP from the model for the 5th, 50th, and 95th percentile population was compared with in vivo measurements found in the literature (Kambin et al., 1980; Hattori et al., 1981).
The axial load and translation were taken perpendicular to the surface, and shear force or translation was taken parallel to the surface of the lower segment. The axial and shear loads estimated were compared with the findings in the literature (Barrett et al., 2020). In addition, the estimated 34 group muscle forces and activities were also compared qualitatively with data found in the literature (Assi et al., 2005; Ibrahim, 2015; Van den Abbeele et al., 2018).
RESULTS
IDP
The estimated IDP for C2–C3 to C7–T1 discs and its comparison with in vivo measurements are given in Figure 2. With 0 N axial load, the range of average IDP was 0.2–0.56 MPa with a mean correction factor of 0.66 (Figure 2A). These estimations were comparable to in vivo measurements (0.3–0.45 MPa). At 40 N axial load, the values increased to 104% (5th percentile mass) and 62% (95th percentile mass), with values in the range of 0.39–0.93 MPa (Figure 2B). Higher values of IDP were estimated in the upper than the lower-level cervical discs. The IDP for the 5th, 50th, and 95th percentile mass showed noticeable differences; however, no significant differences were seen due to disc stiffness and muscle strength. Due to segmental mass, the estimated IDP showed a difference of about 68% at 0 N and 33% at 40 N axial load.
[image: Figure 2]FIGURE 2 | Estimated IDP in a neutral posture for the 5th, 50th, and 95th percentile segmental mass with a mean correction factor of 0.66. Error bars show the range of IDP with a correction factor of 0.55–0.77. (A) IDP at 0 N and (B) IDP at 40 N external load (EL).
Disc Loads and Translations
From C2–C3 to C7–T1, the estimated axial loads and their comparison (Barrett et al., 2020) are given in Figure 3A. Barret et al. recorded EMG measurements from eight healthy males wearing a helmet for a helicopter pilot. Furthermore, they predicted the cervical joint loads using an EMG-driven inverse model of a 50th percentile male. In our study, the estimated axial loads for the 50th percentile mass with 40 N external load were comparable to those mentioned in the work by Barret et al.
[image: Figure 3]FIGURE 3 | Estimated disc loads and translations in a neutral posture showing differences for the 5th, 50th, and 95th percentile segmental mass, 0.5DS, DS, and 1.5DS disc stiffness (DS). (A) Axial force. (B) Axial translation. (C) Shear force. (D) Shear translation. Bars and error bars show disc loads and translations at 0N and 40N external load (EL).
The axial loads increased from upper to lower levels. At 0 N axial load, the axial loads increased about 68% from the 5th to 95th percentile segmental mass for C2–C3 (43–72 N), C3–C4 (46–78 N), C4–C5 (47–79 N), C5–C6 (47–80 N), C6–C7 (52–88 N), and C7–T1 (58–98 N) segments. For the 40 N axial load, the estimated loads increased by 33% due to segmental mass in C2–C3 (89–119 N), C3–C4 (95–127 N), C4–C5 (96–128 N), C5–C6 (96–128 N), C6–C7 (104–140 N), and C7–T1 (116–156 N) segments. For the 40 N vs. 0 N load condition, axial loads increased by 104–62% for the 5th to 95th percentile mass. No significant differences were found in axial loads due to disc stiffness and muscle strength.
The estimated shear loads are given in Figure 3C. Though the estimated shear loads were small and comparable to those in the work by Barret et al., the shear loads increased from the upper (C2–C3) to the lower level (C7–T1) in our results, which is different from their study (a decrease from C2–C3 to C5–C6, followed by an increase to C7–T1).
Due to segmental mass, the estimated shear loads increased up to 67% for C3–C4 (1–2 N), C4–C5 (6–11 N), C5–C6 (8–14 N), C6–C7 (10–17 N), and C7–T1 (17–29 N) segments. The shear forces computed for level C2–C3 were nearly 0 N. Under 40 N axial load, the estimated loads increased by 33% in C2–C3 (0.2–0.4 N), C3–C4 (2–3 N), C4–C5 (12–16 N), C5–C6 (16–21 N), C6–C7 (19–25 N), and C7–T1 (33–44 N) segments. For the 40 N vs. 0 N load condition, the shear loads increased by 91–52% for the 5th to 95th percentile mass. No notable differences were found due to disc stiffness and muscle strength.
The axial translations at different spine levels were almost similar (Figure 3B), whereas shear translations increased from upper to lower levels (Figure 3D). With an increase in segmental mass, the axial translations increased by 68%. With a decrease in disc stiffness from 1.5 to 0.5, axial and shear translations increased by 67% for each percentile mass. From C2–C3 to C7–T1, the range of axial translations was 0.04–0.22 mm and 0.08–0.37 mm at 0 N and 40 N axial loads, whereas shear translations were between 0 and 0.7 mm and 0–1 mm. For 40 N vs. 0 N load condition, axial translations increased by 104–62% and shear translations increased by 91–52% for the 5th to 95th percentile. No differences were found in disc translations due to muscle strength.
Muscle Force and Activity
The estimated muscle force in individual muscle groups for the right side (Figures 4A,C) and the total muscle force in anterior, posterior, and lateral muscle groups (left and right) are given in Figure 5. The maximum muscle forces reached in any individual muscle group were from 3 (0 N axial load) to 5.9 N (40 N axial load). These estimated muscle forces were within the range (approx. 3.2–6 N) found in other studies (Assi et al., 2005; Van den Abbeele et al., 2018).
[image: Figure 4]FIGURE 4 | The estimated muscle force and activity of the right side anterior/anterolateral, posterior/posterolateral, and lateral muscle groups for the 5th, 50th and 95th percentile segmental mass at 0N and 40N external load (EL). Error bars show variation in muscle activity due to differences in muscle strength from 30 to 90 N/cm2. (A) Muscle force at 0N EL. (B) Muscle activity at 0N EL. (C) Muscle force at 40N EL. (D) Muscle activity at 40N EL.
[image: Figure 5]FIGURE 5 | Total muscle force in anterior/anterolateral (Ant), posterior/posterolateral (Pos), and lateral (Lat) muscle groups for the 5th, 50th, and 95th percentile segmental mass at 0 N and 40 N external load (EL).
The total muscle force in posterior muscles was greater than that in anterior muscle groups, whereas the total muscle force in lateral muscles was the least. The muscle forces increased by 69% due to segmental mass under 0 N axial load and 34% under 40 N axial load. Due to 40 N vs. 0 N axial load, the estimated difference in muscle forces was between 103% (5th percentile) and 60% (95th percentile).
The muscle activity for anterior, posterior, and lateral muscle groups is given in Figure 4B,D under 0 N and 40 N axial loads. The average muscle activities were mostly less than 5% of maximum voluntary contraction (MVC), with few up to 10% MVC for 0 N axial load and about 15% MVC for 40 N axial load. The muscle activities estimated in this study with 0 and 40 N axial load for sternocleidomastoid, erector spinae, and trapezius muscles were comparable to the EMG measurements in the study of Ibrahim (2015), where 16 young subjects were measured in a neutral posture with no load and a loaded condition on the head (3.68 kg). Some of the infrahyoid muscle groups showed higher activity in the range of 5–25% MVC. The maximum difference due to segmental mass was about 69 and 34% for 0 and 40 N axial load, whereas the activity varied by 200% due to specific muscle strength. The differences estimated in muscle activity due to disk stiffness varied largely among individual muscle groups.
DISCUSSION
Due to interindividual differences, the IDP, cervical disc loads, translations, and neck muscle response varies considerably. Quantifying such differences among the general population is necessary for better treatment of musculoskeletal disorders related to the cervical spine. Understanding such differences may help differentiate between healthy and symptomatic population. Sensitivity analysis was performed to investigate the effect of segmental mass, disc stiffness, and muscle strength variation on the axial and shear disc loads, translations, IDP, and muscle force/activity under 0 N and 40 N axial loads in a neutral posture. In vivo studies measuring IDP in the cervical discs are rare. We could find two studies in the literature (Kambin et al., 1980; Hattori et al., 1981). Kambin et al. performed intraoperative measurements on 19 patients before a discectomy was undertaken. The disadvantage of intraoperative measurements was the elimination of muscle tone due to the applied anesthetics and relaxants, making it impossible to determine the intradiscal pressure under realistic muscle stress. Therefore, they analyzed the pressure–volume relationship after intradiscal injection of defined fluid measurements. In 62% of the discs, they found normal results with pressure values between 0.6 and 1.2 MPa after injection of 0.2–0.4 ml of fluid. On the other hand, degenerated intervertebral discs with partial rupture of the annulus fibrosus and destroyed nucleus pulposus developed maximum pressures between 0.1 and 0.4 MPa after injection of 1.5 ml of fluid. In analogy, reduced pressures are considered in advanced degenerative changes already proven for the lumbar intervertebral disc (Nachemson, 1966).
Hattori et al. determined the cervical intradiscal pressure in vivo in patients who were awake. In 48 patients undergoing treatment for degenerative cervical spine problems, they performed discographic pressure measurements in 80 cervical discs. They took measures in a neutral position on the sitting patient and during flexion/extension, axial rotation, and lateral inclination. In a relaxed, tucked-back position, the values averaged 0.3 MPa, while in a sitting position, they rose to 0.45 MPa in the neutral position.
In addition, a couple of in vitro studies (Cripton, 1999; Pospiech et al., 1999) also provided some insight into the cervical IDP under different loading conditions. Pospiech et al. found IDP similar to that found by Hattori et al. in a neutral position from seven specimens (C3–C4 and C5–C6). Cripton, 1999 found a linear relationship between compression and the IDP from a sample of four specimens, including C2–C3 (2), C3–C4 (1), and C4–C5 (1). They found peak IDP of 2.4–3.5 MPa under 800 N. Based on their findings, Cripton et al. suggested a thumb rule that for every 1000 N of axial load, an IDP of 3.75 MPa is expected in cervical discs, which is much higher than that in the lumbar region (1 MPa for every 1000 N). However, in these in vitro studies, the sample size was limited and technical difficulties were reported in acquiring IDP for small cervical discs (Cripton, 1999). Numerous biomechanical parameters can affect the cervical disc loads and IDP. In this study, we estimated the change in IDP due to segmental mass in a neutral posture, which was found in a similar range as reported in experimental studies (Kambin et al., 1980; Hattori et al., 1981). The estimated IDP was higher in upper-level discs than in the lower-level discs, possibly due to the smaller size of the upper cervical discs (Pooni et al., 1986).
The estimated cervical disc loads in compression and shear increased from upper to lower cervical levels as the total mass above each level increased naturally. The axial and shear load increased in a neutral posture due to segmental mass; however, it did not change significantly due to disc stiffness and muscle strength. Shear loads were comparatively much less than axial loads, with the highest values at the lowest level and almost no shear load at the upper level of the spine. Here, segmental masses from 5th to 95th percentiles were considered. One may note that even within a specific percentile of the population, the head mass can vary significantly. However, the variation of head mass within a certain percentile was not considered in this study. Due to the small size of cervical discs, the increase in segmental mass and external axial loading showed a considerable rise in IDP. With 40 N axial loading, which is close to a normal auxiliary weight of a helicopter pilot due to a helmet worn with the NVG, our study showed that the IDP could increase two-fold. Previous studies reported the association of a helmet worn with NVG with neck pain in helicopter pilots (Karakolis et al., 2015). High IDP and cumulative loading for persistent long hours might cause tissue damage and, therefore, neck pain.
The cervical disc translations showed significant differences due to segmental mass and disc stiffness. Quantifying the differences in disc translations of the spinal segment may prove helpful in understanding the initial contact mechanics and loading of the facet joints in the neutral posture. The axial translation almost remained similar for different segment levels, which is per increased axial stiffness of the discs that could have compensated the effect of additional mass at progressively lower spine levels. On the contrary, shear translations increased from upper to lower levels as the shear stiffness considered in the model was similar at all levels.
The muscle forces stabilize the head and neck complex in a neutral posture. Here, the sensitivity analysis showed that the activity is much higher with low muscle strength to maintain the neutral posture. While the strength of neck muscles can vary among the normal population, the neck muscles with lower strength can get fatigued earlier for sustaining a posture for a prolonged time. Studies measuring EMG activity reported significant interindividual variations in sternocleidomastoid, erector spinae, and trapezius muscles (Villanueva et al., 1997; Caneiro et al., 2010; Newell et al., 2013; Callaghan et al., 2014; Ibrahim, 2015; Cheon and Park, 2017; Lee et al., 2017). The muscle activities estimated in this study were within a similar range. The estimated muscle activity in neutral posture showed noticeable differences. The maximum muscle activity calculated under 0 N and 40 N axial load was up to 10 and 15% MVC for most muscle groups, respectively. Some infrahyoid muscles showed higher activity (5–25% MVC), which may be associated with their significant contribution in flexion moment. A previous study by Mortensen et al. (2018) showed substantial contribution of hyoid muscles to stabilize the cervical spine by providing increased flexion moment in their model compared to others without hyoid muscles (Vasavada et al., 1998).
The predicted muscle forces in individual groups were approximately in the range of 3–6 N. These values were comparable with those in other studies found in the literature (Assi et al., 2005; Van den Abbeele et al., 2018). Here, we also presented the sum of forces in anterior, posterior, and lateral muscles. The total force in posterior muscles was comparatively higher than that in anterior muscles. Since the overall center of mass was located about C1 and slightly anterior, more extensor moment would be required to keep the spine stable in a neutral posture. With the addition of 40 N axial load, the total muscle forces increased almost two-fold.
This study investigated the differences in cervical disc loads, disc translations, IDP, and muscle force/activity due to segmental mass, disc stiffness, and muscle strength in the general population. However, the study has its limitations. Apart from the effects of the parameters shown in this study, interactions among the parameters may exist. For example, in our preliminary analysis, we noticed negligible or no interaction among the parameters for the disc loads and total muscle forces in a neutral posture; however, for disc translations, nonlinear interaction may exist between the disc stiffness versus segmental mass and the external load. Estimating a full range of variation was not within the scope of this study. Other biomechanical parameters may affect these estimations. Here, we considered only one set of the geometric musculoskeletal model; therefore, differences due to morphological/geometrical parameters were not considered. For example, cervical spine shape varies among the general population as previous studies showed that one-third of the asymptomatic population has cervical kyphosis rather than commonly perceived cervical lordosis (Le Huec et al., 2019, 2014), whereas some studies showed gender differences in the spine shape (Been et al., 2017). In addition, the nonsymmetric geometric features in vertebra shape or bifid in spinous processes may lead to differences in muscle attachments and muscle moment arms. In this study, facet contact mechanics was not considered as it may be sensitive to the definition of facet joint gap and other geometrical parameters. The current model estimated the joint loads, translations, and muscle force/activity in a neutral posture. In our future work, we aim to validate the model for flexion, extension, lateral bending, and axial rotation and include facet joints for simulating these large motions.
CONCLUSION
The cervical disc loads, motion, and muscle force/activity vary significantly in a neutral posture. Quantifying such differences due to various parameters is necessary to better evaluate the cervical spine’s normal or pathological condition.
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Part Young’s modulus (MPa) Poisson’s References Element
ratio type
L4, L5, S1, Pelvis
Cortical bone 10,000 0.3 (Panjabi et al., 1992; C3D6
Trabecular bone 100 0.2 Rohlmann et al., C3D4
2006b; Rohimann
et al., 2006a; Zhang
et al., 2009; Becker
et al., 2020)
Intervertebral
disc
Endplate 100 0.4 (Zhong et al., 2006; C3D4
Kurutz and Oroszvary,
2010)
Annulus 4.2 0.45 (Zhang et al., 2009) C3D4
Nucleus 4 0.49 (Lavaste et al., 1992) C3D4
Ligaments (E;y) <2.5% 2.5-5% 5%-10% >10% strain (Goel et al., 1993)
ISL 200 285 525 510 0.3 T3D2
ASL 39 55 103 100 0.3 T3D2
LPSL 29 40 75 73 0.3 T3D2
SPSL 13 18 33 34 0.3 T3D2
SS 26 37 68 66 0.3 T3D2
ST 17 24 45 44 0.3 T3D2
ILL 40 57 105 102 0.3 T3D2
ALL 7.8 (<12% strain) 20(>12% strain) T3D2 T3D2
ISIL 10 (<14% strain) 11.6(>14% strain) T3D2 T3D2
LF 15 (<6.2% strain) 20 (>6.2% strain) T3D2 T3D2
PLL 10 (<11% strain) 20 (>11% strain) T3D2 T3D2
SL 8 (<20% strain) 15 (>20% strain) T3D2 T3D2
TL 10 (<18% strain) 58.7 (>18% strain) T3D2 T3D2
Implant
Screws 105,000 0.36 C3D4
Device 210,000 0.29 C3D4
Connector 102,500 0.36 C3D4
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Min (MPa) Middle (MPa) Max (MPa) References
Cortical bone 5000 10000 12000 Panjabi et al., 1992; Rohlmann et al., 2006a,b; Zhang et al., 2009; Yang et al.,
2016; Becker et al., 2020
Endplate 24 100 1000 Benzel, 1999; Jaramillo and Garcia, 2017; Mahato et al., 2019
Nucleus 1 4 10 Lavaste et al., 1992; Chen et al., 2008; Zhang et al., 2009
Annulus 2 4.2 6 Lavaste et al., 1992; Chen et al., 2008; Zhang et al., 2009
Ligaments 0.9 Elig Elig 1.1 Elig
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Cases 1 2 3 4 5 6 7 8 9

Young's modulus (MPa) 100 250 500 750 1000 2500 5000 7500 10000
Poisson’s ratio 0.2 0.21 0.23 0.24 0.25 0.26 0.28 0.29 0.3
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3DOF, 9DOF and 51DOF
3DOF, 9DOF and 51DOF
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NS
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NS

NS
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Axial rotation

51DOF
51DOF
51DOF
51DOF
51DOF
51DOF
51DOF

The constraint(s) in each cell is the constraintls) that were significantly difierent from the comesponding constraint in the first column. NS, no significant differences; HSD, honest

significance difference; FE, flexion-extension; LB, lateral bending; AR, axial rotation; DOF, degrees of freedom.
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inematic constraint Flexion-extension Lateral bending Axial rotation

3DOF 4-9DOFs and 51DOF $5-9DOFs and 51DOF 6-9DOFs and 51DOF
4DOF 3DOF and 51DOF 8-9DOF and 51DOF 6-9DOFs and 51DOF
5DOF 3DOF and 51DOF 3DOF and 51DOF 9DOF and 51DOF

6DOF “3DOF and 51DOF 3DOF and 51DOF 3-4DOFs and 51DOF
7DOF 3DOF and 51DOF 3DOF and 51DOF 3-4DOFs and 51DOF
8DOF ‘3DOF and 51DOF 3-4DOF and 51DOF 3-4DOFs and 51DOF
9DOF 3DOF and 51DOF 3-4DOFs and 51DOF 3-6DOFs and 51DOF

The constraint{s) in each cell are the constraint(s) significantly different from the corresponding constraint listed in the first column. HSD, honest significance difference; RMS, root mean
square; DOF, degrees of freedom.
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3DOF
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5DOF

6DOF

7DOF

8DOF

9DOF

FE
DOF/Spine
sections
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2[T4-To,
To-s1)
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sections

1
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AR DOF/Spine
sections
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FE, flexion-extension; LB, lateral bending; AR, axial rotation; DOF, degrees of freedom.
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Joint level Flexion-extension Lateral bending Axial rotation

L5/81 0.132 0.087 0.039
L4s 0.186 0.082 0.040
L34 0.150 0.104 0.040
L3 0.160 0.101 0.038
L2 0.118 0.081 0.036
T2/ 0.037 0.067 0.020
T11/T12 0.039 0.073 0.035
TIOT11 0.039 0.067 0.080
T9/T10 0.030 0.050 0.073
T8/T9 0.019 0.045 0.085
T7/18 0.017 0.061 0.087
T6/T7 0015 0.041 0.079
T5/T6 0.015 0.036 0.078
T4/TS 0.009 0.038 0.074
T3/T4 0.016 0.046 0.070
T2/T3 0.024 0.045 0.074
Tim2 0.028 0.046 0.072

The value in each cell is the median value of the rotational motion ratio assessed for each
intervertebral level (based on all studies listed in Table 1).
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Study Measurement technique Thoracic Lumbar
FE LB AR FE LB AR

Cheng et al. (2016) Standard bending radiographs/video fluoroscopy X X

Fujil et al. (2007) MRI X

Fujimori et al. (2012) CT-scan X

Fujimori et al. (2014) CT-scan X

Mannion et al. (2004) Spinal Mouse curvature measurement device X X

Morita et al. (2014) CT-scan X

Panjabi et al. (1994) 3D load-displacement curves X XX

Pearcy and Tibrewal (1984) Biplane radiography X X

Rozumalski et al. (2008) Motion analysis marker clusters attached to vertebral spinous processes via Kirshner wires X XX

Shin et al. (2013) Biplane radiography X

White and Panjabi (1978) Literature review X X X X X X

Wilens et al. (1996) Electromagnetic motion analysis system X

Wong et al. (2006) Video fluoroscopy X

FE, flexion-extensic

B, lateral bending; AR, axial rotation; MRI, magnetic resonance imaging.
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Load

Bulge

Model type 1-to-1 calibration Average compressibility 1-to-1 calibration Average compressibility
Std. cyl. model 0.992 (0.985—-0.998) 0.972 (0.910-0.979) 0.681 (0.485-0.735) 0.591 (0.385-0.721)
Fit. cyl. model 0.988 (0.964—0.996) 0.886 (0.820—0.972) 0.682 (0.429—0.791) 0.576 (0.424—0.672)
MR model 0.995 (0.961—-0.999) 0.972 (0.831-0.989) 0.663 (0.406—0.813) 0.599 (0.524—0.636)
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Linear elastic materials

E (MPa) v()
Bone Linear dependency with greyscale, ranging from 3.6 MPa to 0.3 Zapata-Comnelio et al., 2017
842 MPa (median 386.8 MPa)
PMMA Cement 1035 0.3 Tarsuslugil et al., 2014
Hyperelastic materials
K (MPa) C1o (MPa) ki (MPa) ko ()
Annulus (G.O.H. model) Calibrated for load 0.25 1.43 1.63 Mengoni et al., 2017
K (MPa) C1o (MPa) Co1 (MPa)
Nucleus (Mooney-Rivlin model) Calibrated for load 0.07 0.02 Adam et al., 2015
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All data expressed as means + SD and range. A8 was defined as the dilference between

81 and 62 (01-62).
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Rods Screws
Concave Convex p Concave Convex P
Single-curve rods (N = 15)
uv 280 + 236 (52-931) 67 + 38 (21-172) 0002 -85+ 39 (~179 to -20) 6 + 24 (-33-57) <0.001
Apex of MT curve 345 + 136 (127-527) 182 + 82 (24-312) 0001 148 + 115 (48-432) ~34 + 99 (~220 to 220) <0.001
v 233 + 77 (113-358) 34+ 24 (11-109) <0.001 83 + 91 (239 0 95) 33 + 68 (-52-214) 0.004
Double-curve rods (N = 32)
uv 317 + 173 (105-856) 92 + 48 (20-220) <0.001 76 + 51 (~188 10 35) -3+ 82 (-157-224) <0.001
Apex of MT curve 358 + 146 (69-840) 232 + 139 (43-580) <0.001 148 + 114 (-134-416) 10 + 73 (-242 0 135) <0.001
Apex of TUL curve 305 + 141 (126-586) 171 £ 160 (21-779) <0.001 -5+ 232 (~411 to 395) 75 + 118 (-153-307) 0.109
v 396 + 205 (50-1,002) 105 + 206 (43-580) <0.001 204 + 129 (7-497) 103 + 90 (-60-307) 0.001

Al data expressed as means + SD and range. Positive value in the screw force means pull-out force.

vertebra, TL/L. thoracolumbar/lumbar.

UIV, upper instrumented vertebra; MT, main thoracic; LIV, lowest instrumented
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Main thoracic curve ()
Thoracolumbar/lumbar curve ()

Sagittal plane data
Thoracic kyphosis ()
Lumbar lordosis ()

Vertebral rotation angle
Main thoracic apical vertebra ()
Thoracolumbar/lumbar apical vertebra ()

In patients with Lenke type 1 A.
MAE. mean absolute error: RMSE. root mean squared error.
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Coronal piane data
Meain thoracic curve ()
Thoracolumbar/lumbar curve ()

Sagital plane data
Thoracic kyphoss ()

Lumbar lordoss ()

Vertebral rotation angle
Meain thoracic apical vertebra ()
Thoracolumbar/lumbar apical vertebra ()

Al data axpressed as means + SD and range.

CT (range)
14+ 5(3-22)
9+5(1-16)

28+ 3 (24-31)
48 9 (37-68)

13 + 5 (6-20)
6+3(1-12)

Simulation model (range)
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MAE RMSE

Coronal plane data

Meain thoracic curve () 31 44

Thoracolumbar/lumbar curve () 23 35
Sagittal piane data

Thoracic kyphoss () 20 24

Lumbear lordosis () 37 47
Vertebral rotation angle

Main thoracic apical vertebra () 25 33

Thoracolumbar/lumbar apical vertebra () 27 36

MAE, mean absolute error: RMSE, root mean squared error.
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radiographs
(range)

Preoperative coronal plane data

Meain thoracic curve () 52 + 11 (28-82)

Thoracolumbar/lumbar 37 + 13 (16-72)
curve ()
Preoperative sagittal plane data

Thoracic kyphoss () 17 +9 (2-42)

Lumbar lordosis () 47 +10 (18-69)
Preoperative vertebral rotation angle

Meain thoracic apical NA
vertebra ()

Thoracolumbar/ NA

lumbar apical vertebra ()
Postoperative coronal plane data

Main thoracic curve () 1+7(1-28)

Thoracolumbar/lumbar 9+6(1-27)
curve ()
Postoperative sagittal plane data

Thoragic kyphoss () 30 + 4 (19-38)

Lumbar lordosis () 48 + 9 (36-69)
Postoperative vertebral rotation angle

Meain thoracic apical NA
vertebra ()

Thoracolumbar/lumbar NA

apical vertebra ()

All data expressed as means + SD and range.

CT (range)

45 + 11 (20-83)
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13 £ 6 (3-30)
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Simulation
model (range)

45+ 11 (20-83)
32 + 13 (8-65)

1347 (3-82)
42 +10 (24-72)
18 + 8 (3-35)
18 + 9 (4-41)

14+ 6 (2-80)
116 (2-26)

28 + 4 (20-36)
47 +7 (33-65)
11£60-23)

10 £ 6 (1-26)

Repeated- Bonferroni p
measures
analysis of
variance
p Standing Standing CTto
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to CT simulation model model
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Force [N/mm] (with facetectomy) Moment [N- mmy/deg] (with facetectomy)

Antero-posterior Medio-lateral Cranial-caudal Antero-posterior Medio-lateral Cranial-caudal

T1/2-L4/5 1,392 (696) 294 (188) 341 (188) 448 (224) 644 (406) 738 (406)
L5/S 700 190 190 222 410 410
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LS, -
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L
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3571
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320
3.03

L3

-2.72
-11.67
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3.22
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Direction Compressive load* (N) Moment (N m) References

Flexion 1,175 1.5 Rohlmann et al., 2009; Dreischarf et al., 2014
Extension 500 1.5 Rohlmann et al., 2009; Dreischarf et al., 2014
Lateral bending 700 7.8 Dreischarf et al., 2012, 2014
Axial rotation 720 55 Dreischarf et al., 2011, 2014

*The follower load technique (Patwardhan et al., 1999; Shirazi-Adl and Parnianpour, 2000; Dreischarf et al., 2014) was used to simulate the compressive loading.
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References

Schmidt et al., 2006; Schmidt et al., 2007

Shirazi-Adl (1986)
Schmidt et al., 2006; Schmidt et al., 2007
Chazal et al., 1985; Pintar et al., 1992
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Spinal Material behavior Mechanical properties References
component
Cortical bone Linear poroelastic E =12,000 MPa, v=0.3, Argoubi and Shirazi-Adl, 1996; Goto

Cancellous bone

Endplate

Annulus fibrosus
ground

Nucleus pulposus

Collagen fibers

ALL, PLL, LF, ISL,
SSL, ITL, CL
Pedicle screws
Rigid rod (Ti)
Semirigid rod
(PEEK)

Linear poroelastic

Linear poroelastic

Incompressible poro-hyperelastic
(Mooney-Rivilin)

Incompressible poro-hyperelastic

(Mooney-Rivilin)

Non-linear elastic

Non-linear elastic

Elastic
Elastic
Elastic

ko=1x 102 (m*/N s), e = 0.02

E =200 MPa, v =0.25,
ko=1x 10" m?*Ns),e=04

E=5MPa,v=0.1,
ko=7.5x 10" m?*Ns), e=4

C10 =0.18, CO1 = 0.045,
ko=3x 10716 m*/N s), e =2.33

C10 =0.12, CO1 = 0.030,
ko=7.5x10"19 m?*Ns), e=4

Stiffness increasing from the inner
to the outer layer

Non-linear curves in Figure 2

E =110,000 MPa, v = 0.3
E =110,000 MPa, v = 0.3
E =3,500 MPa, v=0.3

et al., 2003; Ferguson et al., 2004;
Schmidt et al., 2010; Galbusera et al.,
2011b; Park et al., 2013

Argoubi and Shirazi-Adl, 1996;
Ferguson et al., 2004; Schmidt et al.,
2007a, 2010; Galbusera et al., 2011b;
Shih et al., 2013

Argoubi and Shirazi-Adl, 1996; Goto
et al., 2003; Ferguson et al., 2004;
Schmidt et al., 2007a, 2010; Galbusera
etal., 2011b

Argoubi and Shirazi-Adl, 1996;
Ferguson et al., 2004; El-Rich et al.,
2009; Schmidt et al., 2010; Galbusera
etal, 2011b

Argoubi and Shirazi-Adl, 1996;
Ferguson et al., 2004; Schmidt et al.,
2007a, 2010; Galbusera et al., 2011b
Shirazi-Adl et al., 1986b; Schmidt et al.,
2006

Shirazi-Adl et al., 1986a; Pintar et al.,
1992

Zhang et al., 2018b
Zhang et al., 2018b
Zhang et al., 2018b

ALL, anterior longitudinal ligament; PLL, posterior longitudinal ligament; LF, ligamentum flavum; ISL, interspinous ligament; SSL, supraspinous ligament; ITL, intertransverse
ligament; CL, capsular ligament.
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(A) DenseVNet segmentation (B) Non-rigid registration

DC (%) AD (mm) HD (mm) DC (%) AD (mm) HD (mm)
L3 93.71 £ 8.2 1.02 £1.71 11.9 £ 11.61 92.54+1.8 0.55 +£0.14 6.39 &+ 3.42
L4 93.68 £ 5.9 0.90 +1.24 11.1+94 90.62 + 2.5 0.70 £ 0.21 7.27 £2.51
L5 93.73+ 4.9 0.724+0.77 10.4 +£7.03 89.38 £ 5.7 0.756 +£0.33 8.30 + 4.82

The performance is evaluated directly after the DenseVNet Segmentation (A) and after the registration of the deformable models (B). Each metric was evaluated on 50
vertebral models, for each lumbar level.
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Structure Material model Young’s modulus Poisson’s
(MPa) ratio
Cortical bone Orthotropic elastic Eq =8,000 vip = 0.4
E2 = 8,000 Vo3 = 0.3
Ez =12,000 vg1 = 0.35
Trabecular bone Neo-Hookean E=100 v=0.2
Vertebral endplate  Neo-Hookean E =1,000 v=0.3
Nucleus pulposus Neo-Hookean E=1 v =0.49
Annulus matrix Holmes-Mow E=1 v=0.4
p=3.4
Annulus fibers Fiber-exponential- a=65 -
power
=2
¢=0.296
Facet cartilage Neo-Hookean E=230 v=0.4
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Step Axial Specimen Angle Nucleus Nucleus Nucleus Migration of

Cumulative
strain’ angle2 variation® boundary global sagittal sagittal nucleus in the time under
sagittal displacement?* strain’ annulus® axial

displacement* compression

1 (Neutral) —4 4.7 - - - - - Ih30
2 (Flexion) 7.3 -8.8 —13.5 —2.2 —-3.6 -5.6 0 3h

3 (Extension) -8.3 10.4 57 22 -0.9 —6.1 0 4h30
Fissure

4 (Extension) —-8.8 111 6.4 5.0 3.7 211 100 6h30
5 (Flexion) -7.5 -8.9 —13.6 —-0.6 —1.6 -3.1 21 8h30
6 (Neutral) —4.6 8.7 4.0 4.5 1.5 20.8 100 10h

1In percentage, negative value corresponds to a decrease of the height of the specimen.
2In degrees, negative value corresponds to a flexion angle, positive value to an extension one.

3In degrees, negative value corresponds to a flexion angle, positive value to an extension one. This angle corresponds to the actual specimen angle respective to the
baseline’s one (step 1 neutral).

4In millimeters, negative value corresponds to a posterior displacement, positive value to an anterior one.
5In percentage.
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1 Neutral (Figure 1A) 89.7 0 0
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Ligament  Stiffness (\/mm)  Strains between (%)  Stiffness (N/mm)  Strains between (%)  Stiffness (N/mm)  Strains higher than (%)

ALL 347 0-12.2 787 12.2-20.3 1864 20.3
PLL 295 0-11.1 61.7 11.1-23 236 23
LF T 0-69 96 5.9-49 58.2 49
CL 36 0-25 159 25-30 384 30
m 14 0-139 156 13.9-20 14.7 20
SsL. 25 0-20 53 20-25 34 25

ISL 03 0-18.2 18 18.2-23.3 10.7 233
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NP AF CEP

Matrix Fibers

Fluidphase 0 0.22 See Figure 1B? 0.4%*
ko x 1016 5.50 64P 64° 5.6%*
(m*/Ns)
M 1.920-* 4.8%* 480+ 3.79%*
Solid phase E 0.4° 0.74 0.740 0.319
(MPa)
v 0.249 0.16%* 0.16%* 0.18%*
i 0.95%* 3.3%* 3.3%* 0.29%*
Ejn: N.A. N.A. 6008 N.A.
(MPa)
Y N.A. N.A. 5.95h* N.A.
2o N.A. N.A. 1.05¢ N.A.

NF, nucleus pulposus; AF, annulus fibrosus; CER cartilage endplate; ¢o, solid
volume fraction; Ko, referential hydraulic permeability;, M, exponential strain-
dependence coefficient for permeability; E, Young’s modulus; v, Poisson’s ratio;
B, exponential stiffening coefficient of the Holmes—Mow model; Eyn, collagen
fiber bundle linear-region modulus; vy, collagen fiber bundle toe-region power-law
exponent; ‘o, collagen fiber bundle toe- to linear-region transitional stretch.

*The parameter was determined based on experimental studies using matching
human intervertebral disc tissues due to the lack of corresponding data obtained
from bovine caudal disc tissues.

aBeckstein et al. (2008).

bPgrié et al. (2005).

CCortes et al. (2014).

dFarrell and Riches (2013).

®Fratzl et al. (1998), Gentleman et al. (2003), van der Rit et al. (2006), and Shen
et al. (2008).

fZhou et al. (2020a).

9Wu et al. (2015).
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bone

Normal post. elements
Osteoporotic post.
elements

Normal bony endplate

Osteoporotic bony
endplate
Cartilaginous endplate
Facet cartlage

AF ground substance
AF fibre

Nucieus puiposus (NP)
Ligaments

Bone graft
PEEK cage

Ttanium (screw, plate,
and rod)

Element type

C3D4
C3D4

C3D4
C3D4

C3D4
C3D4

C3D4,C305,
€308
C3D4,C3D5,
C308
C308
C3D6
C308
T3D2

C3D8H
SPRINGA

C3D4
C3D4
C3D4

Constitutive law

Linear elastic
Linear elastic

Linear elastic
Linear elastic

Linear elastic
Linear elastic

Linear elastic
Linear elastic

Linear elastic

Neo-Hooke

Neo-Hooke

Nonlinear stress-strain curve

Mooney-Riviin
Nonlinear stress-strain curve
(Table 2)

Linear elastic

Linear efastic

Linear elastic

Young’s Poisson
modulus (MPa) ratio ()
12,000 03
8,040 03
(67% of norma)
100 02
34 (34% of normal) 02
3,500 025
2345 025
(67% of normal)
1,000 04
670 (67% of normal) 04
238 04

C10=5.36; D1 = 0.04
€10 = 0.3448; D1 = 0.3
Cross-sectional areas were calculated
by a layer from volume fractions; 23%
at the outermost layer to 5% at the
innermost fibre layer
C10 = 0.12; CO1 = 0.08; v = 0.4999

NA NA
100 02
3,600 03
110,000 03

References

Shirazi-adi et al. (1984)
(Poikeit et al., 2003), (Zhang et al., 2010),
(Salvatore et al, 2018)

Shirazi-adi et al. (1984)

(Poikeit et al., 2003), (Zhang et al., 2010),
(Salvatore et al., 2018)

Shiraz-Adi et . (1986)

(Poikeit et al., 2008), (Zhang et al., 2010),
(Salvatore et al, 2018)

Siva et al. (1997)

(Poikeit et al., 2003), (Zhang et al., 2010),
(Salvatore et al., 2018)

Lu et al. (1996)

Finley et al. (2018)

Rohimann et al. (2009)

Shirazi-Ad et al. (1986), Lu et al. (1996)

Schmidt et al. (2007)
Rohimann et al. (2006)

‘Akamaru et al. (2005)
Zhang et al. (2018)
Zhang et al. (2018)
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Segment Flexion extension (ROM) Lateral bending (ROM) Axial rotation (ROM)

Intact FE model (°) Range (°) Intact FE model (°) Range () Intact FE model (°) Range ()
C2/Cs 63 5975 49 3.4-15.4 56 2377
CafCy 79 73-115 45 3.4-15.4 78 23-130
Cu/Cs 80 7.4-101 42 3.4-15.4 78 23-136
Cs/Cs 8.4 7299 37 31-154 59 23-138

Cs/C7 79 5.7-115 37 34-15.4 48 2.1-108
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Bone
Cortical bone

Cancellous bone
Post bone

End plate

Cartiage

Nucleus

Annulus
Ligaments
Anterior longitudinel
Posterior longitudinal
Ligamentumflavum
Interspinous
Supraspinous
Capsular

Attificial disc
Titanium alloy
UHMWPE

Young modulus (MPa)

12,000.0

450.0
3,500.0
600.0
10.4
10
34

10.0
10.0
15
15
15
10.0

110,000.0
3,000.0

Poisson ratio

0.29

0.29
0.29
0.40
0.40
0.49
0.40

0.30
0.30
0.30
0.30
0.30
0.30

0.30
0.30

Cross section area (mm?)

6.0
5.0
5.0
10.0
5.0
460

Element type

Tetrahedron

Tetrahedron
Tetrahedron
Tetrahedron
Hexahedron
Hexahedron
Hexahedron

Link
Link
Link
Link
Link
Link

Tetrahedron
Tetrahedron

References

Ng et al., 2004; Zhang et al.,
2006; Lee etal,, 2011

Leeetal, 2011; Yuetal,, 2016

Lee etal,, 2011; Yuetal, 2016
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Component Material Material References
model parameters
(MPa)

Collagen fibre Linearly elastic 415 Newell et al.,
bundles 2017

AF ground Hyperelastic C10=0.7, Natali and
substance Cp1 =0.2 Meroi, 1990
Nucleus Hyperelastic C10 =0.07, Adam et al.,
pulposus Cpy =0.02 2015
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Effect of screw size and shape: A, (%) in dpax

Model-side Length Diameter
7.5mm 6.5 mm 5.5 mm
Simplified Left 40 mm —10% 4% 21%
(—=9%, —10%) (4%, —6%) (18%, 24%)
45 mm —15% REF 18%
(—=15%, —18%) (15%, 20%)
50 mm —19% —3% 16%

(=19%, —23%) (=8%, —4%) (13%, 17%)

Simplified Right 40 mm —10% 4% 20%
(=10%, —11%) (4%, 5%) (19%, 22%)

45 mm —16% REF 18%
(=15%, —17%) (17%, 19%)

50 mm —20% —3% 16%

(=19%, —22%) (—2%, —3%) (15%, 17%)

Realistic Left 40 mm —8% 5% 20%
(—8%, —9%) (5%, 6%) (18%, 23%)

45 mm —13% REF 17%
(=12%, 15%) (14%, 18%)

50 mm —16% —4% 14%

(=15%, —18%) (—4%, —5%) (11%, 14%)

Realistic Right 40 mm —9% 5% 21%
(—=9%, —10%) (4%, 6%) (19%, 21%)

45 mm —-13% REF 16%
(—=13%, —14%) (16%, 17%)

50 mm —15% —4% 13%

(—=15%, —17%) (—3%, —4%)  (12%, 156%)
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Effect of screw size and shape: A, (%) of peak oyy

Model-side Length Diameter
7.5mm 6.5 mm 5.5 mm
Simplified Left 40 mm —10% 1% 15%
(—8%, —13%)  (—4%, 4%) (13%, 26%)
45 mm —-13% REF 14%
(=10%, —13%) (2%, 19%)
50 mm —14% 1% 9%
(=11%, —14%)  (—1%, 0%) (1%, 23%)
Simplified Right 40 mm —12% 0% 9%
(—=9%, —14%) (0%, 2%) (6%, 37%)
45 mm —-12% REF 10%
(=10%, —13%) (7%, 34%)
50 mm —14% —2% 9%
(—14%, —16%) (—1%, —3%) (5%, 35%)
Realistic Left 40 mm —7% 1% 5%
(=11%, 1%) (—3%, 5%) (—3%, 11%)
45 mm —7% REF 5%
(=10%, 1%) (0%, 7%)
50 mm —3% —4% 3% (1%, 6%)
(=2%, —5%)  (—2%, —4%)
Realistic Right 40 mm —4% 3% 9%
(—9%, 0%) (2%, 6%) (5%, 27%)
45 mm —3% REF 5%
(=1%, —4%) (2%, 29%)
50 mm —3% —2% 6%

(—=3%, —6%)

(2%, —3%)

(4%, 25%)
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Effect of screw size and shape: A, (%) of mean ey3

Model-side Length Diameter
7.5 mm 6.5 mm 5.5 mm
Simplified 40 mm -11% 8% 33%
Left (=10%, —14%) (7%, 11%) (22%, 37%)
45 mm —22% REF 25%
(=17%, —22%) (17%, 25%)
50 mm —26% —7% 15%
(—25%, —31%) (—5%, —10%) (10%, 18%)
Simplified 40 mm —10% 8% 31%
Right (=7%, —13%) (7%, 12%) (26%, 31%)
45 mm —-19% REF 20%
(—18%, —19%) (18%, 23%)
50 mm —25% —6% 12%
(—23%, —27%) (—4%, —8%)  (11%, 17%)
Realistic 40 mm —11% 9% 34%
Left (=7%, —11%) (8%, 10%) (26%, 34%)
45 mm —-17% REF 24%
(=17%, —17%) (20%, 24%)
50 mm —24% —6% 12%
(—22%, —25%) (—6%, —10%) (10%, 18%)
Realistic 40 mm —12% 9% 30%
Right (—6%, —13%) (4%, 11%) (30%, 31%)
45 mm —-17% REF 19%
(=17%, —18%) (18%, 21%)
50 mm —22% —7% 8%

(—21%, —23%)

(=7%, —10%)

(8%, 14%)
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Scanning parameters Patient #1

Voltage (kV) 120

Current (mA) 181

Exposure (s) 1.38

In plane pixel 0.98 x 0.98

size (mm?)

Slice thickness (mm) 1.25

Model, manufacturer Optima CT540, GE
Healthcare,

United States

Patient #2

135

200

0.5
0.88 x 0.88

1.0
Aquilion,
Toshiba, JP

Patient #3

135

273

0.5
0.68 x 0.68

1.0
Aquilion,
Toshiba, JP
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E-size screws E-size vertebra #Elements per #DOF per #Elements per #DOF per Total CPU time (s) Total CPU time (s)

(mm) (mm) simplified screw simplified screw realistic screw realistic screw simplified screw realistic screw
1.2 1 11,489 1.2 E+05 14,340 1.5 E+05 384 560
1.0 1 16,867 1.7 E4+05 20,340 2.1 E+05 468 584
0.8 1 28,909 2.8 E+05 33,893 3.3 E+05 508 608
0.6 1 61,918 5.7 E+05 68,439 6.5 E+05 548 592
0.5 1 105,509 9.5 E405 112,882 1.0 E+06 556 624
0.4 1 199,297 1.8 E+06 210,545 1.9 E+06 676 760
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E-size vertebra E-size screws #Elements vertebra #DOF vertebra  #Elements vertebra #DOF vertebra Total CPU time (s) Total CPU time (s)

(mm) (mm) (simplified screw) (simplified screw) realistic screw (realistic screw) (simplified screw) (realistic screw)
3.0 0.4 8,601 1.4 E+05 12,154 2.0 E4+05 284 260
25 0.4 14,319 2.3 E4+05 17,662 2.9 E4+05 252 320
22 0.4 21,114 3.3 E4+05 24,693 4.0 E+05 256 304
1.9 0.4 32,390 5.0 E4-05 35,424 5.6 E+05 308 352
1.6 0.4 53,361 8.1 E+05 55,932 8.7 E+05 316 352
1.3 0.4 98,509 1.5 E4+06 101,141 1.5 E+06 424 528
1.0 0.4 215,833 3.2 E4-06 217,860 3.3 E+06 676 760

0.9 0.4 295,509 4.4 E+06 296,387 4.4 E+06 912 996
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