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Debris flows are among the natural hazards that can occur in mountainous areas and endanger people’s lives and cause large economic damage. Debris flow modelling is needed in multiple applications such as design of protection measures or preparation of debris flow risk maps. Many models are available that can be used for debris flow modelling. The Rapid Mass Movement Simulation (RAMMS) model with its debris flow module, (i.e. RAMMS-DF) is one of the most commonly used ones. This review provides a comprehensive overview of past debris flow modelling applications in an alpine environment with their main characteristics, including study location, debris flow magnitude, simulation resolution, and Voellmy-fluid friction model parameter ranges, (i.e. μ and ξ). A short overview of each study is provided. Based on the review conducted, it is clear that RAMMS parameter ranges are relatively wide. Furthermore, model calibration using debris-flow post-event survey field data is the essential step that should be done before applying the model. However, an overview of the parameters can help to limit the parameter ranges. Particularly when considering the similarity between relevant case studies conducted in similar environments. This is especially relevant should the model be applied for estimating debris-flow hazard for potential future events. This model has been used mostly in Europe, (i.e. Alpine region) for modelling small and extremely large debris flows.
Keywords: debris flow, RAMMS, review, magnitude, friction parameter, alpine environment
INTRODUCTION
According to the updated Varnes classification, debris flows are defined as very to extremely rapid surging flows of saturated debris that occur in steep channels with significant entrainment of material and water (Hungr et al., 2014). Due to these characteristics debris flows can cause large economic damage and endanger human lives (Mikoš et al., 2004, 2007). Especially endangered are the so-called debris flows and torrential fans, (i.e. alluvial fans). These are relatively flat parts of mountainous regions that are often quite heavily populated (Bezak et al., 2019). Reliable debris flow prediction is often not possible due to limited geological information or details about triggering mechanisms such as extreme rainfall event (Takahashi, 2014). Therefore, the so-called back analysis of past debris flow events can be used to design engineering measures to reduce the risk (Rickenmann et al., 2006; Simoni et al., 2012; Bezak et al., 2020). Additionally, debris flow modelling can also be used for several other applications such as definition of risk maps. For these purposes, different types of debris flow models can be used (Rickenmann et al., 2006; Cesca and D’Agostino, 2008). This study reviews more than 30 past worldwide applications of the Rapid Mass Movement Simulation (RAMMS) model and its debris flow module (RAMMS-DF). This software is one of the available tools that can be used for debris flow modelling (Christen et al., 2012; RAMMS, 2017).
RAMMS AND DEBRIS FLOW MODELLING
The RAMMS model uses depth-averaged shallow water equations for granular flow in the single-phase model for debris flow modelling (RAMMS, 2017). The model employs the Voellmy-fluid friction model that includes two parameters, (i.e. the dry-Coulomb type friction μ (Mu) and the viscous-turbulent friction ξ (Xi)). These two parameters are usually calibrated, although other parameters such as stop parameter or simulation resolution also have an effect on the modelling results (Bezak et al., 2019). However, some of these are limited by data availability. A detailed description of the model’s theoretical background and key equations are provided in the user’s manual. Table 1 provides a review of more than 30 past studies that used RAMMS software for debris flow modelling. It can be seen that RAMMS model has been frequently applied in Europe, (i.e. for the Alpine region) while applications in South America and Asia were also included in the review (Table 1). Furthermore, it can be also seen that RAMMS was used for modelling relatively small debris flows, (i.e. 1,000 m3 or less) to extreme ones where their magnitude exceeds a couple of million m3 (Table 1). The simulation resolution was in most cases very high, especially considering large debris flow magnitudes with resolution ranging from less than 0.5 m to 20 or 30 m (Table 1). In most cases, the resolution was between 2 and 5 m (Table 1). Moreover, the Voellmy-fluid friction parameters covered wide ranges (Figure 1). Low values for the both parameters are prevailing, and only a few case studies used the parameters above the line connecting the end points: (μ = 0, ξ = 1,400 m/s2) (μ = 0.65, ξ = 0 m/s2). Nevertheless, they mostly stayed within the ranges indicated by Scheidl et al. (2013) as typical for debris flows (Table 1). More specifically, Dry-Coulomb type friction parameter μ (Mu) ranged from less than 0.001 to 0.7. Most often, the value of this parameter was around 0.1 or 0.2 (Table 1). The Viscous-turbulent friction parameter ξ (Xi) ranged from 10 m/s2 to 2,000 m/s2. Its value was most often between 200 and 500 m/s2 (Table 1). The debris flow magnitude slightly decreases and increases with increasing μ and ξ, respectively. Nevertheless, no significant correlation could be detected (Table 1). As illustrated, the RAMMS model was used for a variety of different applications, including modelling of the glacial lake outburst flood (Table 1). Figure 2 shows a result of a typical application of the RAMMS model in an alpine environment.
TABLE 1 | A review of debris flow (DF) and Glacial Lake Outburst Flood (GLOF) modelling using RAMMS software and its debris flow module. Studies are sorted by the publication year of the source, and then in alphabetical order. NA indicates that the information was not provided in the cited reference. Multiple parameters are shown when combinations of these parameters were used.
[image: Table 1][image: Figure 1]FIGURE 1 | Range of the Voellmy-fluid friction parameters (μ and ξ) used in the analyzed studies shown in Table 1, excluding one study with very large ξ parameter, (i.e. Chung et al., 2018).
[image: Figure 2]FIGURE 2 | A typical RAMMS modelling results for the Urbas landslide (Koroška Bela Municipality, Slovenia) in a case of potential debris flow triggering. Maximum debris flow height and velocity are shown. Results using μ = 0.075 and ξ = 200 m/s2 and a hydrograph volume of 200,000 m3 and a peak discharge of 2,680 m3/s are presented.
CONCLUSION
No clear pattern can be observed in the reviewed studies regarding the frequency of the most suited friction parameters μ and ξ. Evidently, the RAMMS model parameters clearly depend on local debris flow characteristics such as topography, rheological properties, and hydro-meteorological conditions. Therefore, as already suggested in the RAMMS manual (RAMMS, 2017), model calibration should be the optimal way to determine the friction parameters that clearly have a significant impact on the modelling results (Table 1). Moreover, further research could focus on a better connection of the RAMMS model parameters with the physical features of an area or debris-flow material.
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Debris flows, which cause massive economic losses and tragic losses of life every year, represent serious threats to settlements in mountainous areas. Most deaths caused by debris flows in China occur in buildings, and the death toll is strongly dependent on the time people spend indoors. However, the role of time spent indoors in the quantitative analysis of debris flow risk has been studied only scarcely. We chose Luomo village in Sichuan atop a debris flow alluvial fan to study the influence of the temporal variation in the presence of people inside buildings on the societal risk. Two types of days (holidays vs. workdays) and two diurnal periods (daytime vs. nighttime) were considered in our risk evaluation model. A questionnaire survey was conducted for each family in the village, and the probability of the temporal impact of a debris flow on every household was calculated based on the average amount of time each member spent in the house. The debris flow hazard was simulated with FLO-2D to obtain the debris flow intensity and run-out map with return periods of 2, 10, 50, and 100 years. The risk to buildings and societal risk to residents were calculated quantitatively based on the probabilities of debris flow occurrence, the probability of the spatial impact, and the vulnerabilities of buildings and people. The results indicated that societal risk on holidays is always higher than that on weekdays, and societal risk at night is also much higher than that in the daytime, suggesting that the risk to life on holidays and at night is an important consideration. The proposed method permits us to obtain estimates of the probable economic losses and societal risk to people by debris flows in rural settlements and provides a basis for decision-making in the planning of mitigation countermeasures.
Keywords: debris flow, risk, vulnerability, building, settlement, temporal distribution of residents, southwest China
INTRODUCTION
Debris flows are the most frequent and destructive hazards in mountainous regions. In particular, China is affected by debris flows every year and consequently suffers enormous casualties and losses of property, especially in rural settlements. During the period 2005–2018, China experienced 12,836 debris flow events (Technical guidance center for geological hazards, 2018, Ministry of natural resources of China, 2018), with approximately 855 events occurring every year. The majority of these disasters occurred in rural settlements with poor disaster prevention and recovery capabilities (Chen et al., 2013; Li et al., 2016; Ding et al., 2018). For example, the 2017 debris flow that occurred in Tongzilin Gully caused 25 fatalities and economic losses totalling 160 million RMB in Luomo village, and the 2018 debris flow disaster that struck Jiajia Gully led to 31 fatalities and destroyed 18 buildings in Shuimo County.
In the context of these hazards, quantitative risk assessments of debris flows have become an indispensable tool for risk management and mitigation. The two priorities in the assessment of debris flow risk in rural settlements are evaluating the risks posed to buildings and life; however, while the risk to buildings has been studied by many researchers, few studies have focused on the risk to life. The dynamics of the populace significantly affect the exposure of people to natural hazards and the corresponding risk to life (Chen et al., 2004; Aubrecht et al., 2012; Ara, 2014), particularly because the locations and presence of people in rural settlements always vary with the time of day (Van Westen, 2004). Many studies have carried out risk evaluations of seismic hazards (Aubrecht et al., 2012; Ara, 2014), tsunamis (Taubenböck et al., 2009), residential fires (Sekizawa, 1991) and risk management (Zhang et al., 2013; Aubrecht et al., 2014) in consideration of the spatiotemporal distribution of the residential population. For example, ARA. (2014) assessed the impact of the spatiotemporal distribution of the residential population on earthquake loss in Bangladesh. The population in each building was considered separately during the daytime and nighttime for the modelling, and the result indicated a high positive correlation between the spatiotemporal distribution of the population and the potential fatalities. Taubenböck et al. (2009) calculated the population distributions in buildings with different purposes based on a questionnaire survey combined with an automatic object-oriented, hierarchical classification methodology. Furthermore, the temporal distribution of the residential population is also closely related to emergency rescue and evacuation plans in risk management. However, relatively little research has been carried out on the impact of the temporal distribution of the residential population on the debris flow risk. The most common approach is to employ the statistical average number of work hours to reflect the temporal impact on risk to life (Bell and Glade, 2004; Corominas et al., 2005; Mousavi et al., 2011); however, this metric cannot indicate the presence of the population in different locations and at different times of day.
According to statistics of the time of death caused by debris flow disasters in China, most casualties occurred inside buildings at night (Wei, 2020), and the number of fatalities differed significantly between holidays and workdays. Nevertheless, the number of inhabitants living on debris flow fans, which are prone to further debris flows, continues to increase as a consequence of the relocation and settlement programme in China (Li et al., 2017). Moreover, the relocated populace tends to be concentrated; as a result, debris flows pose serious threats to the buildings and residents in these rural settlements. Therefore, to conduct a pragmatic risk assessment, it is necessary to analyse the impacts of the temporal distribution of the population in buildings on the societal risk posed by debris flows.
In this paper, a quantitative risk assessment approach is developed to investigate the debris flow risk to buildings and life in a rural settlement in Southwest China. The impacts of temporal variations in the presence of the residential population in buildings on the societal risk are evaluated by separately analysing the distributions of people on holidays and workdays and during the daytime and nighttime. The quantitative risk results will be helpful for identifying high-risk groups in rural settlements and for reducing property damage and loss of life.
STUDY AREA
Geomorphology
Luomo Village is a small rural settlement (102°37′47″E, 27°35′42″N) situated 364 km southwest of the capital city of Sichuan Province. The village is located on the debris fan of Niunaidu Gully (Figure 1), which frequently experiences debris flows that pose a serious threat to Luomo village.
[image: Figure 1]FIGURE 1 | Location and topographical map of Niunaidu Gully.
Niunaidu Gully is a moderate-elevation mountainous landform cut by various ravines; in plan view, the shape of the gully is approximately rectangular with an area of 7.47 km2, and the length of the main channel is approximately 5.2 km. The elevation of the watershed varies from 3,412 m above sea level (a.s.l.) to 1,538 m a.s.l. with a relative height difference of 1874 m. From the mouth of the gully to the junction of the debris flow gully with the main Xiluo River, the overall longitudinal gradient of the main channel changes greatly from 120‰ in the upper reaches to 210–470‰ in the middle and lower reaches and 150–180‰ in the lower reaches (Panzhihua Lulingyi Geological Engineering Co., LTD, 2019). The zone of debris flow transport is located in the elevation range of 1,600–2,300 m, and the deposition zone is located below 1,600 m.
Geology
The main fault developed in Niunaidu Gully is the Heishuihe Fault, which strikes north-south and is approximately 75 km. According to the ground motion parameter zoning map of China (GB18306–2015), the peak ground acceleration and peak period of the seismic response spectrum in the study area are 0.30 g and 0.45 s, respectively, indicating a high seismic intensity. Primarily Quaternary debris flow deposits and Holocene diluvium containing cobbles and gravel are distributed along the main channel, whereas mainly Quaternary colluvial deposits occupy the middle and lower parts of the gully slopes, and the bedrock is predominantly intrusive rock from the Yanshanian to the Indosinian. The region is characterized by a large number of collapses and unstable slopes due to the complex geological conditions, providing an abundance of loose sediment for debris flows. The loose sediments are mainly produced from landslide, rock avalanche and soil erosion on slope. According to a detailed field investigation and the interpretation of remote sensing imagery, approximately 603,600 m3 of loose sediment has been deposited in the main channel and upper slope with elevation above 2300 m (Panzhihua Lulingyi Geological Engineering Co., LTD, 2019).
CLIMATE
The climate in the study area is controlled by the southwest monsoon and the dry continental air of northern India with distinct wet and dry seasons. There are no rainfall observation facilities in Niunaidu Gully. The annual mean precipitation of Puge County is 1,176.3 mm, and the maximum and minimum amounts of annual precipitation are 1,291.2 and 601.5 mm, respectively, where 89.2% of all precipitation falls from May to October. The maximum daily, hourly, and 10 min amounts of precipitation are 157.5, 51.2, and 15.2 mm, respectively. According to isolines of the annual precipitation in Puge County, the average annual amount of precipitation that falls in the Niunaidu Basin is approximately 900–1000 mm.
RESIDENTS
Luomo village has been settled for approximately 30 years, having been built on what was once forestland, and the local people are mainly ethnic Yi. Today, approximately 400 people live in this village, and the number of residents is increasing due to policies intended to alleviate poverty and relocate the populace in China. The main livelihood for the villagers is grazing and farming, and the proportion of teenagers is relatively high. Primary school and kindergarten children account for 46.2% of the total population, while secondary and high school students account for only 8.9% of the total.
Historical Debris Flow Events
A catastrophic debris flow struck this area at approximately 02:30 on July 2, 1987, damaging approximately 40 houses of the forest protection station located on the fan. These houses were uninhabited at that time; hence, only one person, who was inebriated in the forest, died as a result of the event. Then, debris flows in the gully occurred again in 1997, 2006, 2016, and 2017; fortunately, these events did not result in vast property damage or considerable loss of life. As evidenced by these events, debris flows continue to pose a severe threat to Luomo village, and mitigation measures are urgently needed.
METHODOLOGY
Risk Calculation
In this paper, only the risk to buildings and the societal risk to people in buildings are considered. The risk to buildings is defined as the annual loss of building value, while the societal risk refers to the annual probability that one or more persons within buildings will be killed by debris flows (Dai et al., 2002). The approach used to calculate the risks is based on Morgan et al. (1992). The calculation method is as follows:
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where R(BD) is the annual loss of building value, P(H) is the annual probability of debris flow occurrence, [image: image] is the seasonal probability of debris flow occurrence, [image: image] is the probability of the spatial impact, [image: image] is the vulnerability of the building, E is the value of the building, [image: image] is the annual probability of loss of life, [image: image] is the probability of the temporal impact, and [image: image] is the vulnerability of people. In this study, we assume that the periods of time people spend in the same house overlap, so [image: image] takes the same value for all the persons in the same house.
When an element may be affected by debris flows triggered by different return periods, the risk induced by debris flows of different sizes needs to be summed to give the total risk (Fell et al., 2005). Then, Equation 1 and Equation 2 should be written as
[image: image]
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where n is the number of debris flow hazards.
Probabilities of the Annual Debris Flow Occurrence, Seasonal Debris Flow Occurrence and Temporal Impact
The annual probability of debris flow occurrence P(H) was roughly determined by the recurrence interval of triggering rainfall used in this study. The seasonal probability of debris flow occurrence [image: image] was determined based on the statistics of historical events. The probability of the temporal impact [image: image], an important factor influencing the risk to life, was determined by personal interviews. The calculated method is introduced in detail in (Presence of People in Buildings).
Hazard Simulation
The probability of the spatial impact [image: image] was estimated according to the run-out maps of debris flows: [image: image] for elements within the hazard zone, and [image: image] for elements outside the hazard zone. The run-out maps corresponding to the recurrence intervals of different processes were obtained by numerical simulations performed using FLO-2D software (O’Brien, 1986). FLO-2D is a simple volume conservation model that is able to simulate non-Newtonian flows and has been employed successfully to simulate debris flows by many researchers. The fundamental equations of the FLO-2D model include the conservation of the mass and momentum of debris flows (O’Brien, 1986). In addition, five shear stress components, namely, the yield, viscosity, collision, turbulent stress, and dispersive shear stress, are considered as the total friction slope Sf following Equation 5:
[image: image]
where [image: image] and [image: image] are the Bingham yield stress and viscosity, respectively, [image: image] is the specific weight of the mixture of sediment and water, h and v are the flow depth and depth-averaged velocity, respectively, k is the laminar flow resistance parameter, and n is an equivalent Manning coefficient that combines turbulent and dispersive effects. The yield stress and viscosity are calculated as follows:
[image: image]
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where α and β are empirical coefficients obtained from a laboratory test and Cv is the volumetric concentration of sediment.
The input parameters in FLO-2D include the Manning coefficient n, laminar flow resistance parameter k, and empirical coefficients α and β. In addition, debris flow discharge is also required as a boundary condition for the simulation.
Vulnerability
Vulnerability is defined as the “degree of loss” of a given element exposed to a debris flow of a given magnitude, and the value ranges from 0 (no loss) to 1 (total loss) (Silva and Pereira, 2014). The vulnerability of people was assigned a value of 0.9, and the vulnerability of a person in a building was determined by multiplying the vulnerability of the building by the vulnerability of people, namely, 0.9 times that building’s vulnerability.
The vulnerability of buildings V(B) in this study was determined based on the debris flow intensity and the characteristics of buildings according to Silva and Pereira (2014) as follows:
[image: image]
where M and R are the debris flow intensity and building resistance, respectively. Both the intensity and the resistance range from 0 to 1. The value of intensity was assigned based on the depth and velocity of the debris flow at the location of the specific building derived from the result of a hazard simulation (BUWAL, 1997; Petrascheck and Kienholz, 2003; Rickenmann et al., 2006). The classification of the intensity and proposed values are presented in Table 1.
TABLE 1 | Classification of the intensity and proposed values.
[image: Table 1]Building resistance is the inherent specific characteristics of the buliding that can withstand certain intensity (Li et al., 2010). All the relevant indicators should be considered (Papathoma-Köhle et al., 2011), but it is hard to collect all the relevant information in practice. Four characteristics of bulidings were deterimeined to be important, these characteristics are constructuction structre, number of floors, buliding row toward specific torrent, the bounding wall range. The buliding resistance of individual buliding was calculated by modifying the equation proposed by Silva and Pereira (2014) as follows:
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where CS is the resistance score for the construction structure; NF is the resistance score for the number of floors; BR is the resistance score for the number of the row of the building from the torrent -; BW is the resistance score for the bounding wall range; and a, b, c, and d are the weights of CS, NF, BR, and BW, respectively.
Based on the relative contribution of each weight to the building vulnerability, the values of a, b, c, and d are taken as 0.4, 0.15, 0.3, and 0.15, respectively. The resistance scores of the four factors and the weights of CS, NF, BR, and BW are presented in Table 2. These values were determined based on expert knowledge and a detailed investigation of historical debris flow events that occurred in Southwest China.
TABLE 2 | Proposed values of the resistance scores of buildings.
[image: Table 2]RISK ANALYSIS
Debris Flow Analysis
Luomo village has experienced various debris flow disasters of different sizes throughout its 30 years history. Events with different sizes and return periods of 2, 10, 50, and 100 years (annual occurrence probabilities P (H) = 0.5, 0.1, 0.02, and 0.01, respectively) were simulated for run-out and intensity calculations. The intensities of rainfall with 2-, 10-, 50-, and 100-years return periods were 54.6, 91.8, 124.8, and 138.6 mm/day, respectively. The peak flow discharges triggered by the rainfall with these four return periods were calculated based on the empirical methods in the Specification of Geological Investigation for Debris Flow Stabilization (China geological disaster prevention engineering association, 2018). The detailed calculation process is illustrated in Liu et al. (2014).
A digital elevation model (DEM) of the Niunaidu watershed with a spatial resolution of 2 m × 2 m was employed for the simulations. Values of 0.09, 0.12, and 0.2 were adopted for Manning’s roughness coefficient for gully, arbour forest, and building areas, respectively, and n = 0.04 was determined for the rest of the simulation area. The resistance parameter K was assumed to equal 2,285, which was typically used in the literature (Tecca et al., 2007; Chen and Chuang, 2014; Castellia et al., 2017).
The volumetric concentration [image: image] was determined from the debris flow bulk density, which always varies with the magnitude: generally, the larger the debris flow scale is, the greater the bulk intensity (Chen et al., 2011). The bulk densities of the debris flows triggered by the different rainfall intensities were calculated according to Chen et al. (2012) as follows:
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where [image: image] is the bulk density of a debris flow corresponding to rainfall with a particular return period and [image: image] is the bulk density of a debris flow triggered by rainfall with a 100-years return period. [image: image] is the coefficient of the occurrence frequency of the debris flow, and P is the return period of triggering rainfall (in units of years in the above equation). According to a field investigation and field test, the bulk density of a debris flow triggered by rainfall with a return period of 50 years was 1,662 kg/m3.
Both the yield stress and the viscosity depend on the volumetric debris flow concentration [image: image]. [image: image] varies with the bulk density, resulting in different viscosity coefficients and yield stress coefficients. The yield stress and viscosity of debris flows in Niunaidu Gully were calculated based on the research of Yang et al. (2013) in Jiangjia Ravine, Southwest China. The viscosity and yield stress coefficients applied in the debris flow simulation are shown in Table 3.
TABLE 3 | Empirical coefficients used in the FLO-2D debris flow modelling.
[image: Table 3]The debris flow run-out map is shown in Figure 2. Based on a field investigation, the return period of the rainfall that triggered the 1987 debris flow event was 50 years (Panzhihua Lulingyi Geological Engineering Co. LTD, 2019). Figure 3 clearly shows that the simulated run-out zone of a debris flow with a 50-years return period is roughly consistent with the extent of the run-out zone corresponding to the 1987 event, indicating the high accuracy of the simulation.
[image: Figure 2]FIGURE 2 | Distribution of building vulnerability values in Luomo village (T = 100 a).
[image: Figure 3]FIGURE 3 | Run-out zone for a debris flow with a recurrence interval of 50 years in Niunaidu Gully.
Vulnerability
The characteristics of buildings were acquired from a field investigation. Figure 4 and Figure 2 show the spatial distributions of construction structures and the number of floors of buildings in the village. Most buildings in Luomo village are brick structures with one floor, and the bounding walls always surround half of the building area. The vulnerability of buildings was calculated according to Equation 5 and Equation 6, and the vulnerability of buildings affected by a debris flow with a 100-years return period is presented in Figure 5. The maximum building vulnerability is 0.315, and highly vulnerable buildings are distributed mainly near the channel.
[image: Figure 4]FIGURE 4 | Distributions of construction structures and the number of floors of buildings in Luomo village.
[image: Figure 5]FIGURE 5 | Proportions of household members in buildings at different times on different days.
The vulnerability of people was assumed to be 0.9; therefore, the vulnerability of a person in a building was calculated as 0.9 times that building’s vulnerability.
Presence of People in Buildings
The majority of injuries and fatalities caused by debris flows in China occur in buildings, which is primarily the consequence of damage to the building. Only the risk to the life of people in buildings was considered in this study. Therefore, the duration that people stay inside a building is required to determine the probability of the temporal impact [image: image]. The duration that a person remains inside a building is impacted by a series of factors, such as whether the day is a holiday, the climate conditions, the livelihood strategy, and the person’s age. Generally, the duration on a holiday is always greater than that on a workday. In addition, if many school-age children and teenagers are present, especially students who live on campus on school days and go home to the village on weekends or holidays, it is essential to consider the risk to life on holidays and workdays separately.
The residents of Luomo village are farmers, herders, housewives, students, and shopkeepers. The periods during which people are present in different buildings vary greatly. To determine the durations of residents within buildings, the details of human activities in each building were obtained by conducting a survey of people in their residences. Based on the method proposed by Pratima (2005), data on the hourly presence of each family member were recorded, and then the total number of people in a given building was summed up for each hour. Next, the number of people in the whole village during each hour on holidays (including the weekend) and workdays and during the daytime and nighttime were calculated, and the results are presented in Figure 6 and Table 4.
[image: Figure 6]FIGURE 6 | Risk map for buildings in Luomo village.
TABLE 4 | Proportions (%) of household members in buildings in Luomo Village on different days.
[image: Table 4]Figure 5 demonstrates that the proportion of people inside buildings varies distinctly between daytime and nighttime, and there is also a significant difference between holidays and workdays. The proportions of people inside buildings on holidays and on workdays show similar patterns throughout a given day, and the trends exhibit three periods. The number of people staying indoors decreases sharply beginning at 06:00 and then increases significantly beginning at 16:00, and the proportion fluctuates during 06:00–16:00. Both on holidays and on weekends, the most people are present at night, while the fewest people are within buildings at noon. According to the statistics of debris flow events that occurred in Southwest China, the fatalities caused by debris flows occurred mainly during the period of 20:00–06:00. Therefore, we divided a day into two time periods, namely, daytime (06:00–20:00) and nighttime (20:00–06:00), to explore the proportions of people within buildings during these two periods for holidays and workdays. The maximum difference between the proportion of people in buildings during the daytime and that during the nighttime on holidays is approximately 40%, while that on workdays is approximately 70%. Furthermore, the maximum difference between the proportion of people in buildings during the daytime on holidays and on workdays is approximately 60%, while that during the nighttime is 10%; this disparity occurs because students living on campus go back to the village on holidays. The high proportions of people present in buildings at night and on holidays correspond to an increased risk to the lives of those residents. Therefore, it is necessary to calculate the risk to life of people in buildings separately for the daytime and for the nighttime and on both holidays and workdays.
Probability of the Temporal Impact
The temporal probabilities of a particular person in a building [image: image] in the daytime and at night and on both holidays and workdays were calculated based on the average amount of time each family member spent in the building as follows:
[image: image]
where [image: image], [image: image] are the durations that the first, second…. Nth member of the family spent in a given building determined by questionnaire surveys, n is the total number of family members, and TI is the time interval, where TI = 24 on holidays and workdays, TI = 14 (06:00–20:00) in the daytime, and TI = 10 (20:00–06:00) at night.
Risk to Buildings
The seasonal probability of debris flow occurrence [image: image] was assigned a value of 0.5 because debris flows in Southwest China occur mainly from May to September (Wei, 2020). The probability of the spatial impact [image: image] was determined by the run-out map of debris flow. The economic values of buildings were calculated by multiplying the unit price by the total area of the building. According to the compensation standard of buildings with different structures for reservoir immigrants in Southwest China, the unit prices per square metre for buildings constructed with concrete frame structures, brick and concrete structures, and traditional brick structures used in this study were 172, 144, and 100 $/m2, respectively.
The risks to buildings posed by debris flows with different return periods were calculated separately, and the total risk of buildings was obtained by summing the risks caused by the four scenarios. Figure 5 presents the risk to buildings in Luomo village. The total potential loss of buildings in the village amounts to approximately $18,600 per year, and the maximum economic loss of a single building is $1759. In Puge County, the 2017 average disposable personal income (DPI) of a family with four members was $5,271. Thus, the risk to buildings is relatively low compared with the average income of a household.
Societal Risk to People in Buildings
We have heretofore assumed that the probability of the temporal impact [image: image] to each person in a building is the same. Here, the societal risks to individuals on both types of days (holidays and workdays) and during both time periods (daytime and nighttime) were calculated separately. Figure 7 and Figure 8 show the societal risk maps on holidays and weekdays, respectively. In addition, Figure 9 depicts the ratio between the societal risk on holidays and that on weekdays, and the risks on both types of day are plotted in an F-N chart in Figure 10, which defines the objective and limit thresholds for different risk zones according to the (Geotechnical Engineering Office, 1998) of Hong Kong (1998). On weekdays, the societal risk to people living in five buildings fall within the as low as reasonable practicable (ALARP) risk zone (Smith 1990; HSE 1992), while the risk values of people living in 67 buildings are within the unacceptable zone. In contrast, on holidays, the number of buildings exhibiting risk values within the ALARP zone decreases to 3, and the number of buildings within the unacceptable zone decreases to 69. Although the differences in the numbers of buildings within these two risk zones are not significant between holidays and workdays, the ratios between the values of societal risk to people in buildings on holidays and the values on workdays range from 1.0 to 1.86, which indicates a significantly different societal risk to people in different buildings on both types of day.
[image: Figure 7]FIGURE 7 | Societal risk map on holidays in Luomo village.
[image: Figure 8]FIGURE 8 | Societal risk map on workdays in Luomo village.
[image: Figure 9]FIGURE 9 | Ratio of societal risk on holidays to that on workdays in Luomo village.
[image: Figure 10]FIGURE 10 | F–N curves for the debris flow societal risk on holidays and workdays in Luomo village.
Moreover, the societal risk to people in the daytime and nighttime was calculated separately (Figures 11 and 12), the ratios of the risk values during the nighttime to those during the daytime are presented in Figure 13. In addition, the values were similarly plotted in an F-N chart (Figure 14 During the daytime, the values of societal risk to people staying inside seven buildings fall within the ALARP risk zone, and the values of societal risk to people living in 65 buildings fall within the unacceptable zone. In contrast, during the nighttime, the number of buildings with societal risk values falling within the ALARP zone decreases from 7 to 5, and the number of buildings within the unacceptable zone increases from 65 to 69. Furthermore, the ratios of the individual risk in each building during the nighttime to that during the daytime range from 1.0 to 7.1, which indicates a distinctly significant difference in societal risk among different buildings between these two time periods.
[image: Figure 11]FIGURE 11 | Societal risk map during the daytime in Luomo village.
[image: Figure 12]FIGURE 12 | Societal risk map during the nighttime in Luomo village.
[image: Figure 13]FIGURE 13 | Ratio of the societal risk during the daytime to that at night in Luomo village.
[image: Figure 14]FIGURE 14 | F–N curves for the debris flow societal risk during the daytime and nighttime in Luomo village.
DISCUSSION
The paper provides a procedure to quantitatively evaluate the debris flow risk to buildings and human life in a rural settlement. The specificity of this procedure resides in distinguishing the presence of residents on different types of days and during different times of day rather than using rough estimates of the time people spend in their houses. The risk results show that the risk to buildings in Luomo village is relatively low. However, the societal risk to people in most buildings is considered unacceptable by the (Geotechnical Engineering Office, 1998) of Hong Kong (1998). It is worth noting that the societal risk to people on holidays is generally higher than that on workdays: the average risk on holidays is 1.35 times the risk on workdays. The distinct increase in risk on holidays is affected mainly by the occupation of the local people. Among all the inhabitants, the students including primary school and kindergarten children, secondary and high school students take a large proportion (55.1% of the total). All the students stay at home on holidays and result in high proportions in buildings. Moreover, the overall risk to a person at night is greater than that to a person in the daytime: the average risk at night is 1.79 times that in the daytime. The significant difference in risk between the daytime and nighttime is caused mostly by the presence of children at home after school and the return of the shepherds. This shows likelihood strategy and age structure has a significant effect on the presence of people in buildings in China. For example, the more students in the settlement, the greater the disparity of societal risk may be between on holidays and workdays. The more residents who work at home, the smaller the differences of risk may be during the daytime and nighttime.
The safety of human life is the chief motivation of controlling and preventing debris flows in China. The distinctions made with regard to the societal risk between the two types of days and between the two time periods allow more careful and comprehensive plans to be made for non-structural debris flow mitigation measures. When the debris flow risk to life exceeds the acceptable standard, a series of effective measures should be taken to reduce the risk. The majority of fatalities caused by debris flows are attributable to damage to buildings. Thus, damage to buildings and the presence of people indoors are the two factors that result in the death of people within buildings. Between them, the destruction of buildings is related to debris flow hazards and the building vulnerability, while the presence of people within buildings is affected by multiple factors, such as the climate conditions, age, livelihood strategies, occupation, awareness of disaster prevention, and building function. Therefore, to reduce the debris flow risk to life, both the risk to buildings and the probability of the presence of people in buildings should be reduced by mitigation measures.
The debris flow risk to buildings is reduced mainly through controlling the hazard and decreasing the building vulnerability. For the first approach, debris flow prevention and control measures are already required in the Niunaidu Gully to reduce the debris flow occurrence frequency and dynamic intensity. For the second approach, measures to reduce the vulnerability of buildings include the relocation, optimization, and improvement of construction structures and the construction of protective facilities (Attems et al., 2019).
Debris flows are ubiquitously characterized by their sudden occurrence with a relatively high flow velocity, and their impact forces result in a low survival rate for people indoors. Therefore, reducing the probability of people within buildings when a debris flow occurs is essential for decreasing the risk to life. First, the accuracy of monitoring and early warning systems should be enhanced to guide scientific decisions for evacuation (Cui, 2009). Second, the public perception of risk should be improved by publicity and evacuation drills, which should emphasize the safety of families comprising only the elderly, children, and foreign tenants. Finally, high-strength evacuation shelters with reasonable layouts should be constructed to reduce the reluctance of residents to evacuate due to the concern about the safety of the shelter and the length of the evacuation route.
To date, the authorities of Puge County have planned a series of engineering countermeasures in Niunaidu Gully, including the construction of check dams, protection embankments, and the construction of a culvert along the highway. However, some new buildings were constructed in the area very close to the channel because the owners considered this region to be very safe after the implementation of structural measures. Hence, it will be necessary to evaluate the residual risk after the implementation of these mitigation measures, and substantial work is required to improve the disaster prevention awareness of the residents of Luomo Village.
Taking into account the steps of the risk calculation, some limitations and uncertainty are involved. Some data in the study have to be assumed subjectively. For example, the vulnerability indictors of building and the corresponding weights are assumed subjectively. The uncertainty indicated buildings vulnerability should be investigated in detail, sufficient samples of buildings damaged by debris flow are required to get more accurate indictors for the vulnerability. In relation to vulnerability of people, a constant value of 0.9 was assigned, which is not realistic since the vulnerability of a person varies with the magnitude or intensity of the debris flow. Moreover, the probability of temporal impact to people was determined by the average value among all family members, which ignores differences in the activity and duration among the different family members.
Furthermore, it should be noted that the specific societal risk in different times in Luomo village can only be a reference for concentrated rural settlement where likelihood strategy and age structure are similar to Luomo village. The farmers’ likelihood activities vary greatly with the social and economic conditions in China, especially in the southwestern ethnic areas (He, 2013). For example, in another village called Dahuadi village in Puge County, the proportion of teenagers is low and the main livelihood for the villagers is sericulture, residents stay in the house most of the day during the summer, therefore the difference of societal risk at different times is small. Besides, societal risk of a settlement at different times is not constant because the likelihood strategy and age structure are likely to change with time (Ding et al., 2020). Future research should be conducted to discuss societal risk in different times in other types of rural settlement with non-agricultural activities such as tourism services and factory work, which can deepen our understanding of the impact of temporal presence of people in buildings on societal risk of debris flow.
CONCLUSION
Damage to buildings and loss of life are the two serious consequences induced by debris flows in rural settlements. The debris flow risk to persons can be reduced effectively by knowing the accurate and dynamic distribution of the residents. The study develops a concise method to calculate the probabilities of the temporal impact on the life of residents in buildings and first provides visual societal risk to people inside buildings at different times in the F-N chart in a concentrated rural settlement in Southwest China. This approach is more reliable and applicative than the rough estimate method. In addition, we proposed a novel quantitative analysis procedure to evaluate the impact of the temporal variation in the presence of people in buildings on the societal risk of debris flows. First, debris flows with return periods of 2, 10, 50, and 100 years were simulated through FLO-2D to obtain the run-out zones and intensities of the debris flows. Then, both the hazard intensity and the building resistance were selected to calculate the building vulnerability, and four factors, namely, the construction structure, the number of floors, the number of the row of the building from the torrent, and the bounding wall range, were used to determine the building resistance with different weights. The probability of the temporal impact on people was obtained by a questionnaire survey and calculated as the average percentage of amount of time every member spent in the building. Finally, the risk to buildings and the societal risk to people inside buildings were calculated, and the societal risk was calculated on two types of days, namely, holidays and workdays, and during the daytime and the nighttime of a given day separately.
The final results show that the total potential loss of buildings in Luomo village is relatively low. However, the societal risks to residents in 67 buildings on workdays and 69 buildings on holidays are considered unacceptable by the (Geotechnical Engineering Office, 1998) of Hong Kong (1998): the risk on holidays is 1.0–1.86 (average of 1.35) times that on weekdays. Moreover, the societal risks of residents in 65 buildings in the daytime and 69 buildings at night are similarly unacceptable: the risk in the nighttime is 1.0–7.1 (average of 1.79) times that in the daytime. The results further reveal that the activities of people on different types of days or at different times play an important role in the ultimate risk to life; accordingly, more details concerning population dynamics should be considered in future risk evaluations and future research should be conducted in other types of rural settlement with different likelihood strategy and age structure.
Despite some limitations and uncertainty in the risk evaluation process, the procedure for assessing the debris flow risk is valuable for obtaining an overview of the risk to people on holidays and workdays and during the daytime and nighttime. These risk results will allow local authorities to clearly identify households with high societal risk on holidays and workdays and during the daytime and nighttime and plan effective countermeasures for the watershed.
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The waste dump is a giant artificial loose pile body composed of fine, medium, and coarse particle sizes. Rising incidents of landslides caused by overburden pressure and effective pressure are of increasing concern in the open-pit waste dump and, if not well-controlled, are a dangerous threat to the workers, the environment, and the equipment. The purpose of this research is to investigate the connection between effective pressure, porosity, void ratio, and coefficient of permeability and to find their influence in the open-pit waste dump. This study analyzed the mechanical and physical changes of seven different soil samples using consolidation and permeability under consolidation laboratory test. The test samples were subject to a pressure ranging from 100 to 1600 kPa. The effective pressure was found to play a major role in influencing void ratio, porosity, and coefficient of permeability, and waste dump height management and control are of great importance. This study answers the question regarding the correlation between effective pressure, void ratio, porosity, and coefficient of permeability in the open-pit waste dump. Further studies are needed to establish profound relationships and develop preventative measures to keep the waste dump slope stable and safe.
Keywords: waste dump, effective pressure, coefficient of permeability, porosity, void ratio
INTRODUCTION
The extraction of mineral materials brings many indispensable benefits to humans such as rapid economic growth, production of new intelligent technologies (for factories, hospitals, construction, and others), but also brings environmental problems such as landslide in the waste dump of the open-pit mine. The importance of investigating dangerous hazards that contribute to landslides is urgent. The increase in extraction and production of minerals will consequently increase waste overburden. Therefore, waste dump needs to have good overburden management and more investigations about dangerous hazards influencing landslide for a better and safe waste dump environment should be conducted (Kainthola et al., 2011; Verma et al., 2013; Han et al., 2015; Das and Sobhan, 2016; Sharma et al., 2017; Bao et al., 2019).
Water is commonly known as one of the major triggers for landslide failures; according to statistics, over 90% of landslide failures were related to water (Liu and Li, 2015). During rainfall, as water infiltrates into the slope, the pore water pressure increases (Zhou et al., 2013; Cheng et al., 2014; Gui and Wu, 2014; Damiano et al., 2017; Chen et al., 2018), reducing the shear resistance of saturated soil, leading to rapid, long-travel landslide moments (Guan et al., 2010; Zhang et al., 2013; Tavakoli Dastjerdi et al., 2014; Wen and Yan, 2014; Zhang et al., 2017; Hou et al., 2018). The waste dump is susceptible to geological disasters due to loosening of packing (Shakesby and Whitlow, 1991; Bao et al., 2019) and the different soil sizes packing. In this study, we will be more focused on effective pressures influencing the porosity, void ratio, and permeability of water in the soil. Researchers have investigated infiltration of water in compacted soils (Oh and Vanapalli, 2010; Mohammadshirazi et al., 2017; Chen et al., 2019a). Chen et al. (2020) analyzed shear deformation and failure of unsaturated sandy soils in surface layers of slopes during rainwater infiltration, found a unique relationship between the deformation and moisture content, and suggested a relationship for predicting the time and moisture content of onset of landslides. Rosli et al. (2019) studied shear strength and permeability properties of lateritic soils from North West Malaysia due to extended compaction and, as a result, found that the increased compaction brought significant enhancement to the shear strengths. Kim et al. (2018) presented the development of a numerical model for simulating a triaxial shearing-infiltration test to investigate the shear strength characteristics of compacted kaolin under infiltration conditions. Tan and Chen (2016) analyzed the physicochemical characteristics of cohesive sediments and the consolidation mechanism to develop a dynamic model and status formula for the density during the initial stage of consolidation. Chen et al. (2019b) used the Chang 101 member of the Yanchang formation as the study object and aimed to improve the understanding of the controlling factors in relatively high permeability zones in low permeability sandstone reservoirs. Rahmouni et al. (2013) studied the permeability and porosity of rocks and their relationship based on laboratory measurements. Rahmouni et al. (2014) studied relationships between porosity and the permeability of calcarenite rocks based on laboratory measurements and, as a result, found that permeability and porosity are closely related to each other in a very good direct proportional relationship.
The present article analyzes the permeability characteristics of different waste dump composition under effective stress conditions. The major objectives of this research are as follows:
(1) To study and understand the mechanical and physical changes in different-sized specimens under different effective pressures. The article identifies different reactions for different specimen sizes and mixtures when applied to effective pressure.
(2) To analyze the permeability of water in waste dump soils under effective pressure.
(3) To obtain the relationship between the coefficient of permeability, void ratio, porosity, and effective pressure.
To the best of the author’s knowledge, the variation of open-pit waste dump specimens under effective pressure influence has not yet been fully examined. Therefore, to achieve the objectives of the present article, consolidation tests and permeability under consolidation tests are performed. The experimental program, test result, and discussion are described in the following sections.
EXPERIMENTAL PROGRAMS
Material
The soil samples used in this experience were chosen according to the three particle sizes: clay, sand, and sandstone. Figure 1 shows the three different specimens used in this experience.
[image: Figure 1]FIGURE 1 | Specimens used in the experience. (A) Fine specimen (clay); (B) medium specimen (sand); (C) coarse specimen (sandstone).
The waste dump is a giant artificial loose pile body of fine, medium, and coarse particle sizes. The waste dump is composed of slope and layer with different soil particle percentages; in the present article, tests of different soil compositions were carried out for the following specimens: 1:1:1, 1:2:4, 1:4:2, and 4:2:1 (clay: sand: sandstone). The proportions of the mixed materials are considered according to the geological profiles and weight-volume relationship of different mines such as 1:2:4 (Hequ open-pit mine), 1:4:2 (Shenhuabao rixile open-pit mine and Yiminhe open-pit mine), 4:1:2 (Xiaolongtan open-pit mine), and 1:1:1 for comparison of different specimens with the same percentage. Table 1 shows the machine description of the equipment; Table 2 shows the index properties of the specimens used in the consolidation and permeability test.
TABLE 1 | Machine description.
[image: Table 1]TABLE 2 | Index properties of the laboratory tests.
[image: Table 2]Consolidation Test
Consolidation test apparatus was set up to test porosity and void ratio in open-pit waste dump soils (clay, sand, and sandstone, 1:1:1, 1:2:4, 1:4:2, and 4:1:2). The one-dimensional consolidation testing procedure was first suggested by Terzaghi. The test is performed in a consolidometer (sometimes referred to as an oedometer); the schematic diagram of a consolidometer is shown in Figure 2. The soil specimen is placed inside a metal ring with two porous stones and wet filter paper, one at the top and another at the bottom of the specimen. The soil specimens of 61.8 mm in diameter and 40 mm in height were prepared; for each type of specimen, four laboratory tests were conducted, and the results were obtained according to the average of each type of soil specimen. The specimen is kept underwater during the test; each load is kept for 24 h. After that, the load is doubled, which doubles the pressure on the specimen, and the compression measurement is continued. The loading sequence of stages selected from the following range of pressures is considered appropriate: 100, 200, 400, 800, and 1600 kPa. At the end of the test, the dry weight of the test specimen is determined. Figure 2A shows a consolidation test in progress.
[image: Figure 2]FIGURE 2 | Loading device. (A) Laboratory loading device and consolidation test in progress; (B) schematic diagram of a consolidometer.
Experimental Principle (Method)
After the time-deformation plots for various loadings are obtained in the laboratory, it is necessary to study the change in the void ratio and porosity of the specimen with pressure, firstly calculating Hs and Hv to obtain e0:
[image: image]
[image: image]
After calculating Eqs 1 and 2, it is possible to obtain the following:
[image: image]
where e0 is the initial void ratio; Vv is the void volume; Vs is the soil volume; H is the initial height of specimen; Hv is the height of the voids; Hs is the final height of specimen; ms is the final weight of soil specimen; A is the specimen area.
For the 1st loading, change in void ratio due to 1st loading (∆e1) is as follows:
[image: image]
New void ratio after the 1st loading (∆e1) is as follows:
[image: image]
For the 2nd loading, change in void ratio due to 2nd loading (∆e2) is as follows:
[image: image]
New void ratio after the 2nd loading (∆e2) is as follows:
[image: image]
∆H1 is obtained from the initial and the final dial readings for the loading. This is the process to obtain void ratio under different effective pressures (Das and Sobhan, 2016).
[image: image]
where n is porosity; Vv is pore volume; V is total soil volume.
Permeability of Soil Test
A soil specimen under effective pressure is considered, which means using loads to consolidate the soils, causing the soil to pack together more tightly. Then, a permeability test is applied to verify seepage laws in the specimen under effective pressure. The same loading sequences of stages as in the consolidation test are selected: 100, 200, 400, 800, and 1,600 kPa. For fine, 1:1:1, and 4:1:2 specimens, each increment of loading must be held constant for 24 h. However, for medium, coarse, 1:4:2, and 1:2:4 specimens, each increment of loading was held constant for 4 h. Taking into account the fact that the laboratory test made is a permeability test of soils under consolidation and that the variation of coefficient of permeability (k) depends on the variation of void ratio (e), it was possible to notice that for the case of medium, coarse, 1:4:2, and 1:2:4 specimens, when applying the effective pressure, its variations were greater in the first 4 h; that is, for each load given in 24 h, the variation occurred in the initial 4 h. From the fourth to the twenty-fourth hour, the variation was almost equal to or equal to zero. Therefore, it is possible to conclude that for these specimens, it is acceptable to apply the consolidation test for each load in the initial 4 h. In this case, different consolidation time will not affect the experimental result.
Experimental Principle (Method)
To understand the seepage movements considering effective pressure action, the coefficient of permeability used the constant-head and falling-head tests.
Constant-Head Test
It is performed in high permeability specimen k > 10−04 (medium, coarse, and 1:2:4). The water supply at the inlet and outlet remains constant during the test period. After a constant flow rate is established, water is collected in a graduate flash for a known duration, as shown in Figure 3:
[image: Figure 3]FIGURE 3 | Constant-head permeability test. (A) Schematic diagram of constant-head permeability test under effective pressure; (B) laboratory constant-head permeability test under effective stress in progress.
The constant-head coefficient of the permeability test formula is as follows:
[image: image]
Falling-Head Permeability Test
It is performed in low permeability specimen k < 10−04 (fine, 1:1:1, 1:4:2, and 4:1:2). The initial head difference h1 at time t = 0 is recorded, and water is allowed to flow through the soil specimen such that the initial head difference at time t = t2 is h2, as shown in Figure 4.
[image: Figure 4]FIGURE 4 | Falling-head permeability test.
The falling-head coefficient of the permeability test formula is as follows:
[image: image]
RESULTS
Consolidation Test Result
Specimen Height Deformation (Dial Reading) vs. Time and Effective Pressure
When applying effective pressure in fine and 4:1:2 specimens, elastic settlement occurs immediately. The same happens with 1:1:1 when 100kPa load is applied, and with the increase of pressure, the presence of medium and coarse specimens is more notable.
The elastic settlement and consolidation of the medium specimen occur simultaneously. The same happens with 1:4:2; however, when 100 kPa load is applied, the variation of 1:4:2 is bigger than that of the medium specimen.
When the coarse and 1:2:4 specimens were subjected to stress increase, the elastic settlement did not occur immediately. However, the bigger the effective pressure is, the bigger the elastic settlement will be. According to the analyses, it is possible to conclude that the bigger the effective pressure applied in the coarse specimen, the bigger the deformation. The relationship between dial reading vs. time and effective pressure is given in Figure 5.
[image: Figure 5]FIGURE 5 | Dial reading-time during consolidation for load increment. (A) Fine specimen; (B) medium specimen; (C) coarse specimen; (D) 1:1:1 specimen; (E) 1:2:4 specimen; (F) 1:4:2 specimen; (G) 4:1:2 specimen.
Void Ratio and Porosity vs. Effective Pressure
The relationship between void ratio, porosity, and effective pressure is given in Figure 6. When the fine specimen is under pressure, the void ratio and porosity variation decrease dramatically, and the same happens with the 4:1:2 specimens.
[image: Figure 6]FIGURE 6 | Void ratio and porosity relationship with effective pressure. (A) Void ratio vs. effective pressure; (B) porosity vs. effective pressure.
In the initial load (100 kPa), the 1:1:1 specimen variation decreases dramatically, although, in 200–1,600 kPa, the specimen variation becomes slow. The coarse and 1:2:4 specimen variations are similar, and the pressure given to the specimens makes sandstone break into small pieces and occupies the voids between them, making porosity and void ratio smaller. Medium and 1:4:2 specimens both decrease with the increase of effective pressure and have similar variations. However, when comparing the medium specimen with fine and coarse specimens, the medium specimen decreases slowly. According to the results obtained, it is possible to conclude that void ratio and porosity decrease with the increase of effective pressure (see Figure 6).
Permeability of Soil Test
Coefficient of Permeability vs. Effective Pressure
The relationship between the coefficient of permeability (k) and effective pressure is given in Figure 7. During the experience, it was possible to analyze the influence that the effective pressure has on the variation of coefficient of permeability in the soil.
[image: Figure 7]FIGURE 7 | Coefficient of permeability and effective pressure relationship.
The k variations of fine and 4:1:2 specimens are similar. Both are mostly composed of clay, and clay is a low permeable soil that when the load is applied, it becomes more difficult for the water to seep in.
For 1:1:1, the difference between k when effective pressure is 100 and 1600 kPa is big, and the fine specimen is the soil with the biggest influence.
Sandy soils (medium specimen) are highly permeable soils; the drainage caused by the increase in the pore water is immediate. When the effective pressure is increased, k will decrease; but the variation is not so big as that in a fine specimen. Even though sandy soil had the biggest percentage in 1:4:2, with the increase of effective pressure, k had big variation because of the presence of fine specimen.
Coarse specimens are highly permeable soils, and the drainage caused by the increase in the pore water is completed immediately. The increase in pressure leads to a decrease in k, but the variation is very insignificant. The 1:2:4 specimens are highly permeable because they majorly consisted of coarse soil; however, because of the presence of fine and medium specimen, there is a decrease of k when effective pressure is added.
DISCUSSION
In this study, the consolidation and permeability under consolidation tests are applied. To better understand the relationship between void ratio, porosity, coefficient of permeability, and effective pressure in a waste dump, different soil specimens are analyzed. The test results show that porosity, void ratio, and coefficient of permeability (k) decrease with the increase of effective pressure, and different soil specimens have different variations.
Rosli et al. (2019) presented properties associated with shear strength and permeability of three lateritic soil samples (LS1, LS2, and LS3) from Malaysia’s local sources. The results showed that the coefficient of permeability (k) generally decreases with increasing compaction energy applied for all the samples. And the same applies to the present article. According to Rosli et al. (2019) LS1, LS2, and LS3 did not indicate a significant difference in k reduction between soils, which means any effort spent to reduce k through increased compaction would be futile probably due to structural limitations within the specimen. The present article obtained a different result, an increase in the effective pressure (100k Pa increased to 1600k Pa); the coefficient of permeability generally decreases (Figure 7). Medium specimen’s k variation was the lowest in the permeability under consolidation test; this is due to the presence of detrital quartz in sand known for its strong compaction resistance, which is beneficial to the pore preservation of medium specimen during consolidation. After receiving the effective pressure, the coarse and 1:2:4 specimens proved to be very highly permeable specimens, indicating that both have high porosity. The k variations of the medium, coarse, and 1:2:4 specimens are not large. However, the k variation for fine, 1:1:1, 1:4:2, and 4:1:2 specimens is very notable, especially for 1:1:1 and 1:4:2 specimens (see Figure 7). In 1:1:1 and 1:4:2 specimens, the quantity of high permeable soils (medium + coarse ≥2/3) is greater than the low permeable soils (fine ≤1/3); however, the coefficient of permeability is very low, leading the present article to agree with Rahmouni et al. (2013) and Rosli et al. (2019). Rahmouni et al. (2013) concluded that the amount of clayey components influences the permeability of porous material. Rosli et al. (2019) concluded that the permeability of soil might be dictated by the clay content regardless of being minor. Besides, according to the present article, tests were able to find that the settlement caused by consolidation in clay may be several times greater than the elastic settlement.
Chen et al. (2019a) took reservoir sandstones of the Shanbei area in the Ordos Basin as an example. The results showed that the reduction of the intergranular volume caused by the compaction is 40–70% and that compaction is the dominant control on porosity loss. The present article agrees with Chen et al. (2019b). Besides, this study conducted tests to analyze the behavior of void ratio and porosity of soils under effective pressure. The results showed that when effective pressure is applied, fine, medium, coarse, 1:1:1, 1:2:4, 1:4:2, and 4:1:2 specimens’ porosity and void ratio decrease (see Figure 6). Therefore, it is possible to conclude that with an increase in effective pressure, both soil's void ratio and porosity will decrease. Chen et al. (2019a) concluded that the grain size positively influences the reservoir quality and that the coarser the grain, the greater the porosity and permeability values. The present article agrees and disagrees with these conclusions. The reason for agreeing is that the soil specimen used by Chen et al. (2019b) had the content of detrital quartz known for its high maturity and strong compaction resistance, and the reason for disagreeing is that not all coarse grains have strong compaction resistance; in the present article, it was possible to analyze the reaction of coarse specimens breaking during consolidation tests (see Figure 8).
[image: Figure 8]FIGURE 8 | Coarse specimen reacting to effective pressure.
As can be seen in Figure 8, after the consolidation test, small grains are created by breakage, after the same grains intercalated and blocked the existent pores, influencing the porosity, void ratio, and coefficient of permeability. According to the present results, a coarse specimen diagram was created (see Figure 9).
[image: Figure 9]FIGURE 9 | Relationship between coarse grain, porosity, void ratio, and permeability diagram.
From Figure 9 diagram, it is possible to understand the following points:
(1) The stronger the compaction resistance the coarse grains have, the greater the porosity, void ratio, and permeability values.
(2) The weaker the compaction resistance the coarse grains have, the smaller the porosity, void ratio, and permeability values.
The present article also studies the porosity, void ratio, and coefficient of permeability relationship by combining Figures 5–7. It was possible to compare porosity, void ratio, and k when effective pressure is 1600k Pa (last load) and ∆ variation of effective pressure is from 0 to 1600kPa. This comparison obtained the following results:
(1) Comparison of void ratio, porosity, and coefficient of permeability when effective pressure = 1,600 kPa:
Porosity: medium > coarse > fine >1:2:4 > 1:4:2 > 1:1:1 > 4:1:2.
Void ratio: medium > coarse > fine >1:2:4 > 1:4:2 > 1:1:1 > 4:1:2.
Coefficient of permeability: coarse > medium >1:2:4 > 1:4:2 > 1:1:1 > 4:1:2 > fine.
(2) Comparison of void ratio, porosity, and coefficient of permeability variation (∆) from 0 to 1,600 kPa (void ratio and porosity biggest changes):
Porosity: fine >4:1:2 > 1:1:1 > coarse >1:2:4 > 1:4:2 > medium.
Void ratio: fine >4:1:2 > 1:1:1 > coarse >1:2:4 > 1:4:2 > medium.
Coefficient of permeability: 1:1:1 > 4:1:2 > 1:4:2 > fine > coarse >1:2:4 > medium.
According to Das and Sobhan (2016) soils are permeable due to the existence of interconnected voids through which water can flow from high energy points to low energy points. The present article agrees with Das and Sobhan (2016). However, comparing porosity, void ratio, and coefficient of permeability (k) in (1), it is possible to analyze that when the effective pressure is 1600kPa, the coarse specimen has the best k, the second-best void ratio, and the second-best porosity. Although the fine specimen has a better void ratio and porosity than 1:2:4, 1:4:2, 1:1:1, and 4:1:2, at the same time, the fine specimen has lower permeability than all others.
When effective pressure on the coarse specimen is applied, there is contact between grains resulting in volume reduction due to breakage and intercalation. From a calculation point of view, the present article found that when effective pressure is applied, the coarse specimen has low porosity, low void ratio, and a high coefficient of permeability. However, from a real point of view, it has a high void ratio, porosity, and coefficient of permeability.
The coarse specimen presented in this article is highly porous (Figure 1C and Figure 10A), and with an increase in pressure, it will slightly decrease. However, the porosity will continue to be high, as shown in Figure 10B. In the case of 1:2:4, 1:4:2, 1:1:1, and 4:1:2 specimens, specimens that contain an amount of coarse grain will have a reaction on them. Therefore, the present article agrees with Rahmouni et al. (2014) that permeability and porosity are in a close relationship, depending on the amount of void space in the tested material.
[image: Figure 10]FIGURE 10 | Coarse specimen stages during consolidation test. (A) Coarse specimen before consolidation; (B) coarse specimen after consolidation.
The present article used sandy soils for testing, and the same happened with Chen et al. (2020). Sandy soils are highly permeable and compaction resistance soils. Chen et al. (2020) test conditions (8.4–13.2 kPa) did not have enough pressure to influence the water intensity in sandy soil. On the other hand, the present article used 100, 200, 400, 800, and 1600 kPa of effective pressure to analyze k variation. And the result shows that the medium specimen (sandy soil) is stronger in consolidation and is high in permeability. However, under these load conditions, there was a decrease in variation of k, indicating that effective pressure influences the coefficient of permeability of the medium specimen.
Kainthola et al. (2011) found that effective shear stress has increased with a rise in the dump. Based on Kainthola et al. (2011) discovery, the present article adds that the rise in the dump slope will lead to an increase in overburden pressure, effective pressure, and effective shear stress. Han et al. (2015) found that stability factor (Fs) decreased rapidly with the increase in dump height H. The relevant results found by the present article lead to the conclusion that the increase in height will give more effective overburden pressure to the dump and water will take a longer time to flow throughout the dump slope; consequently, the weight will increase and friction will decrease, resulting in a landslide (Table 3).
TABLE 3 | Relationship results of the experimental tests.
[image: Table 3]CONCLUSION
In the present study, seven kinds of specimens with different soil particle percentages and characteristics were tested by consolidation and permeability of soil laboratory tests. The laboratory tests were used to determine and reveal the change rule of the coefficient of permeability, void ratio, and porosity under effective pressure and to analyze the coupling relationship between the coefficient of permeability, void ratio, porosity, and effective pressure, revealing the effect of these factors on waste dump deformation, changes, and safety. Based on the findings, the present article can help prevent future waste dump accidents and present a better working environment in the open-pit waste dump. The specific conclusions are as follows:
(1) The increase in waste dump height increases the effective pressure. The increase in height gives more effective overburden pressure to the waste dump. Consequently, the weight will increase, effective pressure will also increase, and, with water taking a long time to flow throughout the waste dump soil, slope friction will decrease, resulting in a landslide.
(2) The effective pressure directly influences the void ratio, porosity, and coefficient of permeability of the soil.
(3) Coarse specimen volume decreases dramatically with the increase in effective pressure. However, the values of the void ratio, porosity, and the coefficient of permeability continue to be high. When effective pressure on other specimens is applied, void ratio, porosity, and coefficient of permeability values became low, but for coarse specimens, values are high.
(4) The increase in the effective pressure increases coarse specimen breakage. Coarse specimen breakage creates strong movements in the waste dump, leading to a decrease in the stability (Fs) and causing a landslide.
These significant results found indicate that further studies should be conducted about porosity, void ratio, coefficient of permeability, and effective pressure variations. Based on the results found, future researches can deeply study the coarse specimen variations, layer organization, and slope compositions as one of the significant future research topics for better and safer waste dump environments and working conditions.
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Numerous landslide dams have been induced in recent years as a result of frequent earthquakes and extreme climate hazards. Landslide dams present serious threats to lives and properties downstream due to potentially breaching floods from the impounded lakes. To investigate the factors influencing the stability of landslide dams, a large database has been established based on an in-depth investigation of 1,737 landslide dam cases. The effects of triggers, dam materials, and geomorphic characteristics of landslide dams on dam stability are comprehensively analyzed. Various evaluation indexes of landslide dam stability are assessed based on this database, and stability evaluation can be further improved by considering the dam materials. Stability analyses of aftershocks, surges, and artificial engineering measures on landslide dams are summarized. Overtopping and seepage failures are the most common failure modes of landslide dams. The failure processes and mechanisms of landslide dams caused by overtopping and seepage are reviewed from the perspective of model experiments and numerical analyses. Finally, the research gaps are highlighted, and pathways to achieve a more complete understanding of landslide dam stability are suggested. This comprehensive review of the recent advances in stability and failure mechanisms of landslide dams can serve as a key reference for stability prediction and emergency risk mitigation.
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INTRODUCTION

Landslide dams are natural dams formed by river blockages with massive amounts of materials from avalanches, landslides, or debris flows (Swanson et al., 1986; Capra, 2006; Korup and Tweed, 2007; Hermanns, 2013; Shi et al., 2014). A large number of landslide dams have been induced by frequent earthquakes (Huang and Fan, 2013; Fan et al., 2014), extreme climate hazards (Dong et al., 2011; Gariano and Guzzetti, 2016), or snowmelt (Costa and Schuster, 1991; Strom, 2010; Frey et al., 2018). For instance, multiple landslide dams were clustered along short river reaches induced by the 1999 Chi-Chi earthquake (Liao and Lee, 2000), the 2004 Chuetsu earthquake (Wang et al., 2007), and the 2008 Wenchuan earthquake (Fan et al., 2012). Eighteen landslide dams were formed by the 2009 Morakot typhoon in Taiwan (Chen and Chang, 2016). Landslide dams have frequently occurred in the rivers on the Tibetan Plateau, caused by slides and debris flows induced by snowmelt water or active glaciers (Fan et al., 2019; Wang et al., 2020).

Landslide dams present serious threats to lives and properties downstream from a potentially rapid release of the impounded water if the dams fail (Huang and Fan, 2013; Fan et al., 2014). This threat is greater for some landslide dams with large volumes: if loss of stability occurs, the breached floods could be hundreds of times the maximal recorded floods in history, and could destroy almost everything in their paths (Schuster, 2000; Hegan et al., 2001; Yin et al., 2009). The evaluation of landslide dam stability is thus crucial before taking any effective mitigation measures.

The stability of a landslide dam is usually difficult to determine. The formation and instability of landslide dams are regulated by the complex interactions between the geomorphological parameters of the valley (geometries of landslide dam and lake), the slide characteristics (dam material), and the hydrological parameters of the river (inflow rate and lake volume). Moreover, landslide dam stability is affected by aftershocks, surge actions, and human control measures.

Korup (2002) reviews the geomorphic assessment indexes of landslide dam stability and points out that there is still a considerable lack of understanding regarding the stability and failure mechanisms of landslide dams. Since then, landslide dam cases on a regional and global scale have been widely collected to obtain their spatial morphology and distribution regularity (Fan et al., 2020). Based on these field cases, the effects of the characteristic parameters on landslide dam stability have been explored (Ermini and Casagli, 2003; Evans et al., 2011). In addition, evaluation models of landslide dam stability have been established by means of statistical analysis (Dong et al., 2009; Shen et al., 2020). Subsequently, the failure mechanisms of landslide dams caused by overtopping and seepage have been explored using model experiments and numerical analyses (Shi et al., 2015a, b, c; Zhou G.G.D. et al., 2019; Zhou M. et al., 2019). However, there are few comprehensive reviews of the stability and failure mechanisms of landslide dams.

In this study, a large database with 1,737 landslide dam cases worldwide is compiled to give a comprehensive perspective of landslide dam stability. Based on this database, the effects of the characteristic parameters on landslide dam stability are first reviewed in Section “Influences of Characteristic Parameters on Landslide Dam Stability.” Stability analyses of aftershocks, surges, and artificial engineering measures on the landslide dams are summarized in Section “Stability Analyses of Special Factors on Landslide Dams.” Then, detailed investigations of failure mechanisms of landslide dams caused by overtopping and seepage are reviewed in Sections “Overtopping Failure Analyses of Landslide Dams” and “Seepage Failure Analyses of Landslide Dams,” respectively. Finally, research gaps and pathways are highlighted in Section “Future Research Directions.” An exhaustive review of the recent advances in stability and failure mechanisms of landslide dams can provide a reliable basis for stability prediction, early warning, and emergency risk mitigation in mountainous areas.



INFLUENCES OF CHARACTERISTIC PARAMETERS ON LANDSLIDE DAM STABILITY

In this section, the effects of single and multiple characteristic parameters on landslide dam stability are reviewed. A database containing 1,737 landslide dams located in 45 countries and regions has been assembled over a decade through literature review (Shen et al., 2020), to provide detailed insight into the stability of landslide dams.

The distribution of landslide dams is closely related to seismic zones worldwide as shown in Figure 1. Landslide dams are widely distributed in China, Italy, Japan, and the United States, due to a wide range of mountainous regions and numerous seismic belts. By contrast, few landslide dams documented in the literature occur in Africa.


[image: image]

FIGURE 1. Landslide dam distribution around the world. Red circles denote the proportion of landslide dams and the numbers are the total numbers of landslide dams in each country.


Due to uncertainties in the life periods and failure modes of landslide dams, their stability can be difficult to determine. A landslide dam might have existed for several decades or even hundreds of years, but its ultimate failure may be caused by a heavy rainstorm or other factors. In this paper, a landslide dam is called stable when a backwater lake still exists or is filled in with sediments at the time of its analysis (Fan et al., 2020). Those classified as “unstable” have encountered a catastrophic breach with the abrupt release of the impounded lake waters or piping having developed from upstream to downstream of the dam.

Landslide dam failure could be induced by overtopping, piping or downstream slope slide (Shi et al., 2018; Fan et al., 2020). Overtopping failures appear where landslide dams undergo erosion or collapse leading to a catastrophic breach, with the subsequent release of the impounded lake waters (Figures 2A–C). Piping gradually develops when small particles are transported to free exits or into coarse openings driven by hydraulic gradient and lake waters are released through the leakage channel (Figure 2D). Downstream slope failures occur where the buoyant weight of the downstream dam is lower than the uplift force with a rapid increase in the upstream water level.
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FIGURE 2. Landslide dam cases. (A) Jure landslide dam induced by rainfall in Nepal on September 18, 2014 (Acharya et al., 2016). It was located at 27°46′1.55″N latitude and 85°52′17.10″E longitude. (B) Tangjiashan landslide dam induced by an earthquake in China on May 12, 2008 (Peng et al., 2014). It was located at 31°50′24″N latitude and 104°25′48″E longitude. (C) Baige landslide dam induced by snowmelt in China on November 3, 2018 (Wang et al., 2020). It was located at 31°04′59″N latitude and 98°42′17″E longitude. (D) Allpacoma landslide dam induced by rainfall in Bolivia on July 18, 2004 (Quenta et al., 2007). Overtopping failure occurred for Jure, Tangjiashan, and Baige landslide dams, whereas seepage failure occurred for Allpacoma landslide dam.


Overtopping failure is the most common instability mode, accounting for approximately 90% of the inventoried landslide dams which fail (Figure 3), whereas seepage failure is less common. The failure situation is significantly different from that of embankment dams (Foster et al., 2000; Richards and Reddy, 2007). The width of landslide dams can be hundreds of meters or even thousands of meters, and the ratio of the dam width to the height is small, contributing to a low hydraulic gradient from the dam upstream to downstream sides (Shen et al., 2020). Therefore, seepage failures do not often develop in landslide dams. Nevertheless, seepage has a significant impact on the process of overtopping failure due to the hydraulic gradient from dam upstream to downstream (Gregoretti et al., 2010; Jiang et al., 2019).
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FIGURE 3. Proportion of landslide dams failed by overtopping, seepage, or downstream slope slide.



Single-Factor Analyses of Landslide Dam Stability

Landslide dam stability is influenced by various parameters. According to case analyses in the literature (Costa and Schuster, 1988; Casagli et al., 2003), the triggers of slope failures and accumulated materials affect landslide dam stability. The geomorphic parameters characterizing both the dam and the blocked river channel also have an influence on the dam stability (Pirocchi, 1992; Casagli and Ermini, 1999). Based on the compiled landslide dam database, the effects of a single parameter on landslide dam stability are discussed below.


Landslide Dam Triggers

Landslide dams are triggered by earthquakes, rainfall, snowmelt, volcanic eruptions, and other factors (Shi et al., 2014). Most landslide dams are caused by earthquakes and rainfall; 50.4% of landslide dams (700 cases) are induced by earthquakes and 39.3% of landslide dams (546 cases) are caused by rainfall, as shown in Figure 4A.
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FIGURE 4. Effects of landslide dam trigger on the stability: (A) landslide dam triggers and (B) landslide dam stability.


In general, 65% of landslide dams cannot remain stable as shown in Figure 4B. Compared with landslide dams induced by earthquakes and other factors, a higher proportion of dams induced by rainfall and snowmelt are unstable: 67.4 and 66.7%, respectively. This trend is consistent with the landslide dams inventoried by Stefanelli et al. (2015) that indicate dam failures caused by intense rainfall and snowmelt make up 53 and 60% of the failures, respectively. It is speculated that the inflow rate of the backwater lake is larger when accompanied by rainfall and snowmelt, resulting in a higher flow velocity and erosion rate during the breach process. Moreover, the water content of landslide dams is high and the material strength of the wet dams is lower than that of relatively dry dams (Nian et al., 2018). Both of these factors could reduce the stability of a landslide dam.



Landslide Dam Material

The material composition of landslide dams could be divided into soil, debris, and rock (Liu et al., 2016). As shown in Figure 5A, the proportion of soil-type landslide dams among the inventoried landslide dams is the smallest (21%). The proportion of soil-type landslide dams that are unstable is higher than for the rock and debris types, reaching nearly 80%. Rock-type landslide dams maintain stability better than soil-type and debris-type dams.
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FIGURE 5. Effects of (A) dam material, (B) dam width, and (C) the ratio of dam width to dam height on landslide dam stability.


Rock-type landslide dams are induced by concordant, discordant, or oblique failures at bedding, jointing, and other contact or bedrock structures (Cui et al., 2009). The Xiaojiaqiao landslide dam was a typical case of rock-type, which had a sliding surface along a bedding-parallel fault with a slickenside and a gouge with a thickness of a few centimeters in carbonate rock (Chigira et al., 2010). As a result of high material strength and stability, blasting was explored to reduce the potential risk of a backwater lake.

Debris-type landslide dams, which are the most prevalent among the inventoried dams (Figure 5A), are a mixture of soil, rock, coarse grains, and cuttings. These dams either consist of a relatively homogenous mixture of rock and soil or a distribution of these two materials in different zones (Shen et al., 2020). Taking the Tangjiashan landslide dam as an example, the soil was concentrated on the top of the dam and rock was on the bottom. The breaching process ceased when erosion induced by an outburst flooded into the rock layer (Peng et al., 2014).

Soil-type landslide dams are mostly caused by the failure of shallow slopes consisting of colluvium deposit, weathered sediment, loess, man-made fill, or materials displaced from previous man-made construction (Cui et al., 2009). Generally, this type of landslide dam has a low material strength and high erodibility. Taking the Hsiaolin landslide dam as an example, this landslide dam lasted less than 1 h, and it only took approximately 8 min to completely breach due to its low soil strength (Li et al., 2011). This situation also arose for the New-Street soil-type landslide dam (Cui et al., 2009).



Geomorphic Characteristics

The geomorphic characteristics of landslide dams could be categorized as geometric and hydrological parameters. Peng and Zhang (2012) define these parameters as shown in Table 1. The geometric parameters are summarized as the dam height, dam length, dam width, and dam volume. The hydrological parameters are listed as the inflow rate and lake volume.


TABLE 1. Geomorphic characteristics of landslide dams (Peng and Zhang, 2012).

[image: Table 1]
It is commonplace that the geometric parameters of landslide dams cannot be obtained immediately with field investigations due to their remote locations. Fan et al. (2012) employed post-landslide remote sensing images and the pre-landslide digital terrain model in the geographic information system (GIS) to estimate the geomorphic characteristics. This method has also been adopted by Kuo et al. (2011) and Dong et al. (2014). While the dam height, dam length, and lake volume could be obtained by GIS, the dam width in the upstream direction is difficult to determine from a satellite image because of the water stored in the backwater lake (Kuo et al., 2011).


Dam width and dam height

Landslide dam stability increases with increasing dam width and the ratio of the dam width to the dam height as shown in Figures 5B,C. The proportion of failed landslide dams with dam widths smaller than 250 m is 88%, compared to 48% for landslide dams with dam widths larger than 500 m. The proportion of failed landslide dams for which the ratio of the dam width to the dam height is smaller than 15 is 87%, which reduces to 65% for landslide dams with a ratio of the dam width to the dam height larger than 30.

From a physical point of view, the dam height and dam width are important parameters to assess landslide dam stability against both overtopping and seepage failures. For the former, they determine the steepness of the dam slope downstream and the corresponding flow velocity and erosion ability of the overtopping waters. For the latter, they control the elevation of the water table through the landslide dam and especially its hydraulic gradient (Ermini and Casagli, 2003).



Dam volume

The global dam stability increases with increasing landslide dam volume (Figure 6). The proportions of failed landslide dams with dam volumes smaller than 4 × 106 m3 and larger than 20 × 106 m3 are 82 and 48%, respectively. The volume could well identify the dam stability by affecting the dam geometry: width, height, and length. Dam volume is always considered as an influencing factor in the assessment indexes of landslide dam stability (Canuti et al., 1998; Ermini and Casagli, 2003).
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FIGURE 6. Relationship between landslide dam stability and (A) dam volume, (B) lake volume, (C) the ratio of lake volume to dam volume width, and (D) inflow rate.


Evans et al. (2011) present a special review on natural and artificial rockslide dams and conclude that most recorded dams exceed 1 million m3 in volume. This also applies to our inventoried landslide dams (Figure 6). Whether the landslide volume or landslide dam volume should be selected as the factor influencing landslide dam stability remains controversial. According to Stefanelli et al. (2016), the morphometric data processing of post-landslide dams leads to some errors, proportional to the amount of eroded material. The loss of relative volume and the percentage error are smaller if compared to the total landslide volume rather than to the dam volume.



Lake volume

There is no discernable relationship between landslide dam stability and lake volume (Figure 6B). However, landslide dam stability decreases gradually as the ratio of the lake volume to the dam volume increases (Figure 6C). According to the statistics, the lake volume does not have a significant correlation with the dam volume (Shen et al., 2020). The lake volume is determined by the dam height and valley geometry. Compared with the lake volume, the catchment area is usually more accessible and often used as the influencing factor in assessment indexes of landslide dam stability (Ermini and Casagli, 2003; Stefanelli et al., 2016).

A stable landslide dam in New Zealand would require a 10-fold dam volume for a given lake volume (Korup, 2004). Nevertheless, some landslide dams among our inventoried landslide dams remain stable even though the lake volume is larger than the dam volume. For example, the Val Pola landslide dam in the Adda River is still stable due to a large dam width of 2.5 km (Crosta et al., 2004).



Inflow rate

There is a negative correlation between landslide dam stability and the inflow rate as shown in Figure 6D; 42% of landslide dams cannot remain stable when the inflow rate is smaller than 5 m3/s. Due to overtopping, landslide dams do not usually remain stable when the annual average inflow rate is larger than 10 m3/s. Some ancient landslide dams could exist for centuries with a small inflow rate from weak precipitation, and they are currently used for recreation and tourism, such as Valasht lake (Ehteshami-Moinabadi and Nasiri, 2019) and Sarez lake (Schuster and Alford, 2004).

The inflow rate of a landslide dam caused by rainfall and snowmelt is normally higher than the annual average river discharge, leading to a lower landslide dam stability. For example, the inflow rate at the blockage of the Hsiaolin landslide was 2,974 m3/s (Dong et al., 2011): significantly larger than the annual average inflow rate (30 m3/s). However, the actual inflow rate during the period of landslide dam formation is not usually recorded in historical cases, and thus, the average flow rate in the studied river is chosen to take its place (Shen et al., 2020).





Multifactor Analyses of Landslide Dam Stability

Based on the single-factor analyses discussed above, the following three factors are closely related to landslide dam stability: (1) the backwater lake; (2) the dam geometry; and (3) the dam material. Currently, the geomorphic approach is widely used to correlate the characteristic parameters of the dam and river with the stability of a landslide dam (Costa and Schuster, 1988; Casagli and Ermini, 1999; Ermini and Casagli, 2003; Korup, 2004; Dong et al., 2009). The parameters used in the indexes are all interlinked, and their relative significances are compared to fully evaluate landslide dam stability (Fan et al., 2020).

Canuti et al. (1998) proposed the blockage index (BI):
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where Vd is the dam volume (m3) and Ab is the upstream basin area at the point of blockage (km2). BI reflects the contributions of the landslide volume and the drainage basin area to the stability of a landslide dam (Swanson et al., 1986).

Considering the dam height in the equation, Ermini and Casagli (2003) proposed a different formulation, the Dimensionless BI (DBI):
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where Hd is the dam height (m). According to their study, the dam height is an important parameter to assess landslide dam stability against both overtopping and seepage failures. It influences the downstream slope in an overtopping failure and the hydraulic gradient in a piping failure (Ermini and Casagli, 2003). The DBI was obtained by analyzing 84 landslide dam cases. The two limits identifying the different domains were DBI = 2.75 for the stability domain and DBI = 3.08 for the instability domain (Ermini and Casagli, 2003). Chen et al. (2017) applied the DBI to assess the Attabad landslide dam stability: its DBI was 4.62–4.85 which confirmed the instability of the dam.

Based on the dam height, Korup (2004) proposed three dimensionless indexes: the Backstow index Is, Basin index Ia, and Relief index Ir.
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where Vl is the lake volume. The values of Is < −3 and Is > 0 delimited the stable and unstable landslide dam domains, respectively.

Similarly, [image: image]. A landslide dam would be stable with Ia > 3.

The relief index Ir is expressed as follows:
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where Hb is the relief upstream of the point of blockage. Ir = −1 is used to distinguish stable from unstable landslide dams.

Considering dam destabilization by the river using a simplified expression of stream power (AbS) per unit channel length (where S is the local longitudinal slope of the channel bed), Stefanelli et al. (2016) presented the hydromorphological dam stability index (HDSI):
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where VL is the landslide volume. Kumar et al. (2019) forecasted the damming process of the Urni landslide and employed the HDSI and DBI indexes to evaluate the stability of the potential landslide dam.

The above geomorphometric parameters do not consider the effect of the dam material on the stability. Based on the DBI, the landslide dam stability is further discerned by use of the median particle size d50. The DBI was calculated by examining 229 landslide dam cases as shown in Figure 7A. A landslide dam was unstable with DBI > 3.6, whereas the data above this envelope remained inconclusive. Fifty landslide dams (Supplementary Appendix 1) with their grain compositions were extracted from these 229 cases. Three different domains of existence could be recognized (Figure 7B), as follows:
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FIGURE 7. Stability evaluation of landslide dams: (A) DBI (229 cases) and (B) d50 (50 cases).


Unstable domain, log (d50) < 1.0. Below this threshold value, the dam materials mainly consist of debris grains smaller than 10 mm and have a marked tendency to erode. Therefore, the landslide dams are unstable.

Uncertain domain, 1.0 < log (d50) < 2.1. In this domain, the grain size distribution of the dam material is uncertain. It may be a gap-graded mixture or may be dominated by the median particle size, which makes it difficult to determine the landslide dam stability.

Stable domain, log (d50) > 2.1. Above the threshold value, the dam materials mainly consist of gravel and cobble with a high anti-erosion ability.

The database of landslide dam cases is used to test various evaluation indexes as shown in Table 2. It is difficult to discern the stability of a landslide dam using BI and Is. Ia has an advantage to predict the instability of landslide dams. On the whole, DBI can be used to predict the stability and instability of landslide dams with an accuracy of approximately 60%. The prediction of landslide dam instability can be further improved by considering the dam materials.


TABLE 2. Evaluation indexes for landslide dam stability.
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STABILITY ANALYSES OF SPECIAL FACTORS ON LANDSLIDE DAMS

The stability of a landslide dam is determined not only by geomorphometric parameters, but also by special factors including aftershocks, surges, and engineering mitigation measures. These are discussed individually below.


Stability Analysis of Aftershocks on Landslide Dams

Landslide dams triggered by earthquakes are always subjected to many aftershocks. After the Wenchuan earthquake, more than 300 aftershocks with magnitudes higher than Ms 4.0 occurred after the formation of these landslide dams (Shen et al., 2013), which might significantly influence the soil properties and structures of these dams.

The effects of seismic action on embankment dams have been widely studied (Chen and Harichandran, 2001; Proulx et al., 2001; Wu, 2001; Swaisgood, 2003; Calayir and Karaton, 2005; Arabshahi and Lotfi, 2008; Chen et al., 2008; Bilici et al., 2009; Sevim et al., 2011; Zou et al., 2013). The stress concentration, soil liquefaction, ground deformation, and crushing damage in the zone of the slabs are the common failure patterns for embankment dams. These failure patterns are rarely observed for landslide dams due to the different dam materials and morphological characteristics.

A series of large-scale shaking table tests were conducted to investigate the dynamic behavior of landslide dams under various aftershocks (Shi et al., 2015b, c). Videogrammetry was employed to measure the dynamic deformation of the model dams. The seismic actions gave rise to settlements and horizontal deformations in the landslide dams due to loosened dam material. The settlements increased from the dam bottom to the dam crest. The displacements close to the slope surface of the dam were larger than those in the interior. Higher peak ground acceleration led to larger dam deformations due to higher seismic forces. Aftershocks may not directly lead to dam failure, but the cracks and settlements caused by the aftershocks may accelerate dam failure, accompanied by overtopping as shown in Figure 8.
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FIGURE 8. Schematic diagram of landslide dam settlement induced by aftershocks. Landslide dams remain stable although are affected by aftershocks. Overtopping failure would occur ahead of time as a result of the reduction of dam height.




Stability Analysis of Surges on Landslide Dams

The rising water level in backwater lakes may induce a series of landslides or avalanches (Xu et al., 2017). In addition, debris flows possibly migrate out of a gully and slide into a lake area (Hu et al., 2009). When a landslide or debris flow quickly rushes into a reservoir, it may result in huge surge waves (Hager et al., 2004; Koo and Kim, 2008). For example, a landslide of 300 million m3 rapidly slid into the Vaiont Reservoir in Italy in 1963, and an enormous surge with a wave height as high as 300 m was generated (Tang and Lee, 1992). A glacial avalanche rushed into a moraine lake with a volume of 6.5 million m3 in Nastetuku River, Canada, in 1983, and the moraine dam was completely breached in less than 5 h under the impact of large surge waves (Risley et al., 2006).

The surges can significantly erode a landslide dam and reduce its width and height, causing more rapid overtopping failures than under normal conditions. The surge scale increases with an increase of the contact area between a landslide and the water surface and landslide height, directly reducing the stability of a landslide dam. Nevertheless, the effect of the distance from the entry point of a landslide to the dam site on the surge wave is limited (Wiegel, 1970; Xu et al., 2015). In addition, dynamic water pressure caused by the surge wave is applied on the upstream slope of a landslide dam (Chen H.Y. et al., 2015). The maximum pressure load increases with increasing sliding distance and significantly reduces the landslide dam stability by diminishing the effective stress.

As shown in Figure 9, the failure process of a landslide dam caused by a surge could be generalized as a three-stage process (Peng et al., 2019). In Stage I, a scour base plane is formed on the upstream slope of a landslide dam. Then, the scour surface intersects with the dam crest and gradually moves downstream under the action of waves. In Stage II, erosion occurs on both the upstream slope by surge waves and the downstream slope by overflow. In Stage III, an inclined erosion slope appears and much more intense erosion occurs during the overtopping process. Then, the erosion gradually slows down, leaving a residual dam behind.
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FIGURE 9. Scouring failure process of a landslide dam by a surge wave. hw and hd are the effective water level and effective dam height, respectively.


The wave height and water level play different roles during the process of dam failure (Peng et al., 2019). The wave height determines the erosion boundary above the water level, while the water level determines the erosion position on the upstream slope. The landslide dam stability is determined by the difference (ΔH) between the effective water level hw (the sum of water level hl and wave height hh) and the effective dam height hd (the dam height after reduction due to local erosion and collapse). When ΔH < 0, a stable eroded upstream surface eventually forms; when ΔH > 0, the dam is overtopped and fails under the action of the subsequent wave loadings (Figure 9).



Stability Analysis of Engineering Mitigation Measures on Landslide Dams

If a landslide dam has a high tendency to fail, engineering mitigation measures might be employed to stabilize the blockage or accelerate its failure to reduce the potential risk (Chen et al., 2011). Yang et al. (2010) and Cui et al. (2012) introduced the experiences of handling some landslide dams induced by the Wenchuan earthquake. Schuster and Evans (2011) summarized the mitigation measures employed for 20 historical cases. Sattar and Konagai (2012) presented hazard-mitigation strategies for several large landslide dams. These measures could be categorized into short-term and long-term measures (Peng et al., 2014).

Short-term measures consist of diversion, drainage, and control of the erosion rate during overtopping failure. These measures are a temporary approach to control a landslide dam’s stability. Diversion or drainage could be employed to stabilize the dam by controlling the rising reservoir level when surrounding hydraulic facilities, such as a reservoir, siphon, and pump, are available. This allows time to build the long-term measures. For example, diversion was applied to the Randa landslide dam formed in 1991 in the Vispa River, Switzerland, and a spillway across the dam was then constructed (Bonnard, 2004). Pumps were installed at the Higashi Takezawa landslide dam, and a 280-m-long concrete-faced spillway was then constructed (Sattar and Konagai, 2012). However, some measures may be used to accelerate a dam’s instability to prevent continuous rising of the reservoir level. For example, excavation and blasting were employed for the Yanziyan landslide dam to eliminate large rocks to hinder further overtopping failure (Li et al., 2008).

Long-term measures consist of drainage tunnels, spillways, and drainage conduits. These long-term measures are conducive to controlling the reservoir water level and are fundamental approaches to maintain the stability of the landslide dam. The Hongshiyan landslide dam triggered by the Ludian earthquake is a typical example (Shi et al., 2017). An existing drainage tunnel connecting the hydropower plant and reservoir became a diversion channel for the landslide dam. Spillways and drainage conduits are easier and cheaper to construct than drainage tunnels. Limited by available time and transportation facilities, constructed spillways are commonly designed to reduce the water level of the backwater lake rather than to serve as permanent structures (Peng et al., 2014). However, not all spillways are successful in preventing rapid overtopping failures. For example, the peak flow rate of the Yigong dam after constructing a spillway 1,000 m long, 24 m deep, and 150 m wide on the top and 20 m wide on the bottom was still as high as 124,000 m3/s (Shang et al., 2003).




OVERTOPPING FAILURE ANALYSES OF LANDSLIDE DAMS


Experimental Analyses of Overtopping Failures of Landslide Dams

Model experiments on the overtopping failures of landslide dams are valuable to gain more insight into the development process of dam failures and to calibrate and validate of the corresponding numerical models described below (Zhu et al., 2004).

Homogenous sand or gravel are currently considered as the model dam materials (Javadi and Mahdi, 2014; Jiang and Wei, 2019; Liu et al., 2019). The silt and sand components below 1 mm are always excluded due to their cohesive properties, resulting in a complex overtopping failure mechanism (Schmocker and Hager, 2009). Cao et al. (2011b) observed that cohesive clays may act to mitigate seepage through the dam, and the gravel in the dam could appreciably depress the rate of the dam failure process. This is consistent with the observation of large-scale model experiments by Morris et al. (2007) and Zhong et al. (2019). In contrast, coarser grains lead to a faster breach process compared with finer materials as indicated by Pickert et al. (2011). The reason proposed for the difference is that negative pore-water pressure is generated in the finer material with the apparent cohesion (Pickert et al., 2011). The grain size distributions (grain diameter greater than 0.75 mm) have a small effect on the overall overtopping failure process and no increased erosion resistance is observed for the soil mixtures (Schmocker et al., 2014). The results show that the mean grain diameter adequately describes the non-cohesive material characteristics and general overtopping failure features at laboratory scale can be investigated using uniform material.

According to the specifics of the breach process, overtopping failure can be divided into various stages (Chen R. et al., 2015). The overtopping failure process could be described as initial downstream surface erosion progressing to stair-stepped multiple overfalls, ultimately merging into a single upstream-migrating headcut (Hanson et al., 2002). Kakinuma and Shimizu (2014) categorized the overtopping failure process into the following four stages: downstream slope erosion, breach widens gradually, overflow rate increases significantly, and breach rate decreases. By comparing the field data with the overtopping erosion process, the final phase of overtopping erosion is overestimated. An armor layer appears on the downstream slope during the final stage of breach development in centrifugal model tests (Zhao et al., 2018, 2019).

Commonly, the cross section of the breach during the overtopping process is considered as triangular, rectangular, trapezoidal, or parabolic (Fread, 1988; Pickert et al., 2011; Peng et al., 2014). The predominant presumption of a trapezoidal breach cross-section is based on observations of final breach shapes, like Tangjiashan and Xiaogangjian landslide dams (Chang and Zhang, 2010). However, the final breach shape is influenced by falling reservoir water levels and therefore does not represent the breach shape during the breach event (Coleman et al., 2002). Breach side walls are typically vertical and even overhanging during breach development (Morris et al., 2007; Pickert et al., 2011).

The overtopping failure patterns can be summarized as four types through the existing model experiments as shown in Figure 10. For Case (a), the downstream slope angle rapidly increases until a constant critical soil friction angle is achieved; thereafter, the angle is maintained to breach end (Guan, 2018). This model is consistent with the theoretical model reported by Powledge et al. (1989). For Case (b), the breach channel initially erodes the downstream face of the dam with an inverted slope parallel to the face; then, the breach inverted slope progressively flattens to a terminal value by rotating about a fixed pivot point along the dam base (Coleman et al., 2002; Schmocker and Hager, 2009). For Case (c), the channel first develops a stepped profile and the upstream migration of the steps coalesces into a headcut. Thereafter, the retreating headcut maintains a slope near the internal friction angle of the dam material (Walder et al., 2015). For Case (d), the erosion point moves from the downstream dam crest toward the upstream dam crest and the dam toe. Then, a spindle-like failure process is observed along the flow direction (Zhou G.G.D. et al., 2019; Zhou M. et al., 2019).
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FIGURE 10. Overtopping failure patterns of landslide dams: (A) downstream slope angle rapidly increases until a constant critical soil friction angle is achieved and then the angle is maintained to breach end; (B) downstream dam face is initially eroded with an slope parallel to the face, then the breach inverts slope, progressively flattening to a terminal value; (C) a stepped profile is first developed and then the retreating headcut maintains a slope near the internal friction angle of the dam material; and (D) a spindle-like failure process is observed along the flow direction.


The overtopping failure patterns are affected by various factors including the lake volume, downstream slope, and dam material. Compared with Cases (a) and (b), the lake volume is relatively small in Case (b), and the entrainment capacity is drastically reduced with the release of the lake volume during the failure process, resulting in a progressive flattening of the slope. The landslide dam is located in the flume with a large longitudinal slope in Case (d) (Zhou G.G.D. et al., 2019), whereas the flumes are horizontal in Cases (a), (b), and (c). As a result of a larger bed slope, the erosion stress and entrainment power of a beaching flood are larger in Case (d), leading to rapid erosion close to the crest. The dam materials in Cases (a) and (c) are fine-grained soils and the lake volumes are comparatively large; thus, a slope near the internal friction angle of the dam material could be maintained. The stepped profile in Case (d) is caused by the hydraulic jump when a breaching flood flows through the dam crest and downstream slope of the dam (Walder et al., 2015).

Multiple landslide dams triggered by strong shock or rainstorm are usually closely distributed along river reaches or gullies (Shi et al., 2015a). The outburst flood released by a landslide dam upstream can induce failures of downstream landslide dams one after another. Compared with a single landslide dam, the impact of cascading landslide dam failures is more complicated (Zhou et al., 2013). For instance, Tangjiashan landslide dam and two other dams downstream (Shi et al., 2015a) as well as Xiaogangjian and Yibadao landslide dams (Niu et al., 2012) breached in succession. At least 19 landslide dams in the Sanyanyu gully were destroyed by upland flash floods and developed into a catastrophic debris flow in Zhouqu (Cui et al., 2013). The breach of cascading landslide dams may result in a sharp increase in the peak outflow rate and a more rapid breach process of any downstream dam (Cao et al., 2011a). In addition, multi-peak floods are very likely to develop at a downstream landslide dam, due to the overlapping effect of breach discharges upstream and downstream (Shi et al., 2015a). However, similarities and differences in the breach processes and failure patterns of single and cascading landslide dams are still unclear.



Numerical Analyses of the Overtopping Failure of Landslide Dams

To enable early warning and reduce risks and losses, it is absolutely necessary to develop a numerical model to predict the overtopping failure process of landslide dams (Peng and Zhang, 2013; Chen et al., 2017). Generally, the numerical models of overtopping failures of landslide dams can be classified as physically based models or coupled shallow water hydrodynamic models.


Physically Based Models

Physically based models adopt the principles of hydraulics, soil mechanics, and sediment erosion to calculate time-stepping solutions of the growth process of dam failure and the outflow hydrograph. Typical models of this type include BREACH (Fread, 1988; Fujisawa et al., 2009) and its modified models (Mohamed et al., 2002; Morris et al., 2009), BEED (Singh and Scarlatos, 1988), and BRES (Loukola and Huokuna, 1998). These models are widely employed to investigate overtopping failures of embankment dams. The geometrical parameters of the dam and initial breach as well as the material strength such as cohesion and internal friction angle are required before iterative calculation.

Compared with the abovementioned models, some modified models, such as DABA (Chang and Zhang, 2010), DB-IWHR (Chen Z.Y. et al., 2015; Zhong et al., 2018), and DLBreach (Wu and Li, 2017), have been developed to analyze the overtopping failure process of landslide dams. The dam material is commonly assumed to be uniformly distributed along the depth for homogeneous embankment dams (Figures 11A,B). However, for a landslide dam, the erodibility changes significantly from the dam crest to the native foundation due to changes in the soil type, density, and grain composition (Chang et al., 2011). Variations in the soil erodibility along the depth are thus considered in the DABA model. The erosion processes of Tangjiashan and Xiaogangjian landslide dams have been successfully simulated by using the DABA model. Commonly, the lateral banks are assumed to uniformly widen (Figures 11C,D). If the slope stability of the lateral banks is considered, bank erosion occurs only within the water area at the initial stage. The lateral banks undergo undercutting by the breaching flood and the debris soil on the lateral banks above the water surface slides down to the breach bottom at a critical slope (Chen Z.Y. et al., 2015; Zhong et al., 2018). For the cascading breach of landslide dams or surge wave in the backwater lake, the sudden increase in the inflow rate would cause erosion both within and outside of the breach (Shi et al., 2015a; Wu and Li, 2017). The erosion on the dam crest and breach should be considered, and the overflow discharge outside and within the breach should be combined as the total outflow discharge (Figures 11E,F).
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FIGURE 11. Modifications of models of overtopping failure in a landslide dam: (A,B) uniform and layered distribution of dam materials, respectively (Chang and Zhang, 2010); (C,D) uniformly and non-uniformly widening the breach, respectively (Zhong et al., 2018); (E) outflow discharge within the breach; and (F) outside and within the breach (Wu and Li, 2017).




Coupled Shallow Water Hydrodynamic Models

Coupled shallow water hydrodynamic models are based on the mass conservation equations for the sediment and dam material, and the mass and momentum conservation equations for the water–sediment mixture flow (Cao et al., 2011c). This method has been widely employed to investigate the overtopping failure process (Huang W. et al., 2014; Chen S.C. et al., 2015; Do et al., 2016; Zheng et al., 2016; Liu and He, 2018; Wang, 2018; Wu and Lin, 2019). The calculation cost of coupled shallow water hydrodynamic models is significantly larger than that of physically based models due to the solution of conservation equations. Nevertheless, the former class of models offers a higher spatial resolution. To consider sediment transport and bed morphological evolution, a double layer-averaged model has been proposed by Li et al. (2013) and Ouyang et al. (2014). The influences of seepage flow through the dam material on the apparent cohesion and overtopping failure initiation have been investigated (Volz et al., 2017). In recent years, some novel solution algorithms and graphics processing units (GPUs) have been employed to achieve speedups of up to two orders of magnitude (Dazzi et al., 2019). This is very beneficial for predicting the overtopping failure processes of landslide dams with large volumes.

In addition, other computational fluid dynamics methods are also used to investigate overtopping failure of landslide dams like the smoothed particle hydrodynamics (SPH) approach (Memarzadeh et al., 2018) or discontinuous deformation analysis (DDA) coupled with SPH method (Wang M. et al., 2017). Two-phase formulations are used in the SPH numerical algorithms to examine the free surface and bed evolution profiles, in which the entrained sediments are treated as a different fluid component (Ran et al., 2015). Compared with these numerical methods, coupled shallow water hydrodynamic models offer the advantage of high computational efficiency. This review will not introduce other computational fluid dynamics methods in detail.

Unfortunately, the overtopping failure predictions of landslide dams contain some uncertainty (Coleman et al., 2002; Zhu et al., 2004). The overtopping failure process of a landslide dam is believed to depend on the various factors introduced in Section “Influences of Characteristic Parameters on Landslide Dam Stability,” including the landslide triggers, geomorphic characteristics, and dam materials. These factors vary greatly from case to case. At present, the numerical models of overtopping failures in landslide dams have some disadvantages. After a landslide dam has formed, it is difficult to rapidly obtain the soil parameters of the dam. Almost all of the simulations available are limited to overtopping failures in homogeneous dams, which is not consistent with the heterogeneity of landslide dams. In addition, the coupled erosion rate equations in the shallow water hydrodynamic models are empirical, and the entrainment parameters need to be calibrated for every landslide dam case. Furthermore, the capacity of the breaching flood to transport sediment has not been included in most modeling.





SEEPAGE FAILURE ANALYSES OF LANDSLIDE DAMS

Piping and flowing soil are typical phenomena of seepage failure in landslide dams. Laboratory tests and numerical simulations are the main research approaches to investigate the seepage failure of landslide dams.


Experimental Analyses of Seepage Failure

The experimental research investigating the seepage failure of landslide dams could be categorized into element and model tests. The element tests of seepage failure are also known as permeability tests, and the specimen sizes used in these tests are small. Model tests carried out with appropriate proportions and similar materials resemble prototype testing.


Element Tests of Seepage Failure

The failure process of piping and flowing soil could be observed in various experiments. Based on the pore pressures in sandy soils, four stages of piping development were identified: initial movement, progressive heave, boil formation, and total heave (Fleshman and Rice, 2013, 2014). For widely graded material, the finer fraction in the initial stage moves as uniform loss across the entire base and a distinctly preferential path (piping) develops in the last stage (Moffat et al., 2011; Huang et al., 2015). Influenced by the amount and types of fine particles present in the non-cohesive and cohesive soils, three modes of piping behaviors were recognized: concentrated leak erosion, backward erosion, and suffusion (Richards and Reddy, 2012). The flowing soil failure of uniform sand is associated with an effective stress equal to zero, whereas a piping failure is caused by the internal erosion of fine particles in gap-graded sand (Ke and Takahashi, 2014; Van Beek et al., 2014; Yang and Wang, 2017).

The permeability coefficient and critical hydraulic gradient could be obtained from an element test to evaluate seepage stability (Richards and Reddy, 2007; Fleshman and Rice, 2013; Zhou et al., 2016; Zhu et al., 2019). The critical hydraulic gradient for seepage failure caused by flowing soil may be consistent with Terzaghi’s theoretical value (Fontana, 2008; Huang et al., 2015; Yang and Wang, 2017). However, the critical hydraulic gradient for seepage failure caused by piping erosion is smaller than Terzaghi’s theoretical value.

Based on grain size measures such as d15, d85, and grain sizes ranging from d to 4d, the Kezdi (1979), Sherard (1979), and Kenney and Lau (1986) criteria have been proposed to ascertain the seepage stability. These geometric criteria were verified and modified by subsequent researchers (Burenkova, 1993; Skempton and Brogan, 1994; Richards and Reddy, 2007; Li and Fannin, 2008; Wan and Fell, 2008; Shire et al., 2014; Zhou et al., 2016). Considering the high coarse fraction in the landslide dam materials, Chang and Zhang (2013) extended the internal stability criteria for gap-graded and well-graded soils based on a physical understanding of the microstructures of the soils.

Grain compositions of landslide dams differ significantly between various landslide dams or even for a specific dam, resulting in different seepage failures. Shi et al. (2018) conducted seepage tests on four typical dam materials: fine-grained, coarse-grained, well-graded, and gap-graded materials at various dry densities, based on Tangjiashan landslide dam (Chang et al., 2011; Zhao et al., 2013). The seepage failures of the fine-grained and gap-graded soils were flowing soil (Shi et al., 2018). By contrast, they were piping for the coarse-grained and well-graded soils.



Model Tests of Seepage Failure

The prediction index of seepage failure of landslide dams is discerned in various experiments. The critical hydraulic gradients corresponding to the onset of seepage erosion and collapse of the dam crest were found to increase with an increase in the uniformity coefficient of dam material (Okeke and Wang, 2016a). The potential to form a piping path through the dams is reduced with an increase in the soil density and the homogeneity of the dam materials (Okeke and Wang, 2016b). The premonitory factors during the seepage failure were identified by Wang et al. (2018) as self-potential change, pore-pressure change, and seepage-water turbidity.

The seepage failure of landslide dams can be classified into four patterns based on the dam materials as shown in Figure 12. For a fine-grained landslide dam, the crest width is shortened by the slide of the downstream slope, and then the sliding area on the downstream side increasingly expands to the entire downstream slope: a typical sliding failure (Wang et al., 2018; Jiang et al., 2019; Zhu et al., 2019). This failure pattern is a combination of a flowing soil failure and an overtopping failure. For a coarse-grained landslide dam, the inflow rate and seepage flow rate basically maintain a balance and dam failure is not observed (Guan, 2018). For a well-graded landslide dam, the flow erodes the crest and downstream surface after the water level rises above the crest: a typical erosion failure (Xiong et al., 2018). This failure pattern is a combination of internal erosion and overtopping failures. Step-pool systems develop during the failure process, which is consistent with observations of the Tiger-leaping Gorge and Yujunmen landslide dams (Wang et al., 2009, 2012). For a gap-graded landslide dam, some fine grains are removed from the cracks driven by hydraulic gradient and these cracks easily broaden and interconnect, which eventually contributes to the formation of the piping channel: a typical piping failure (Xiong et al., 2018). This failure pattern was applicable to the landslide dam in the La Paz river catchment (Quenta et al., 2007).
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FIGURE 12. Failure patterns of a landslide dam for different materials: (A) sliding failure for a fine-grained landslide dam (Wang et al., 2018; Jiang et al., 2019; Zhu et al., 2019); (B) no failure for a coarse-grained landslide dam; (C) erosion failure for a well-graded landslide dam (Xiong et al., 2018); (D) piping failure for a gap-graded landslide dam (Quenta et al., 2007; Xiong et al., 2018).





Numerical Analyses of Seepage Failure

Compared with element and model tests, numerical analyses of seepage failure can provide a great deal of insight into the seepage process and hence the failure mechanisms of landslide dams. Currently, continuous medium methods and discontinuous medium methods are employed to analyze the seepage stability of landslide dams.


Continuous Medium Method

The finite-element method (FEM) and finite-difference method (FDM) are typical continuous medium methods. The distributions of the seepage field, stress, and displacement can be obtained using these methods, and the tendency of seepage failure is then determined as shown in Figure 13.
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FIGURE 13. Evolution of (A) saturation degree, (B) displacement field, and (C) shear strain during a seepage failure process (Xiong et al., 2018).


Considering the detachment of the soil grains from the soil fabric, backward erosion and the development of the piping path are presented as they vary with the grain compositions, porosity, and pore pressure (Fujisawa et al., 2010). The critical hydraulic gradient and the progression of internal erosion could be obtained by capturing the main hydraulic characteristics of the turbulent flow that occur in an erodible pipe and the seepage flow in the remaining area of a dam foundation (Wang et al., 2014; Rotunno et al., 2019). The heterogeneity could accelerate the development of preferential flow paths and increase the likelihood of seepage failures by verifying the stochastic parameters of the dam material, such as the hydraulic conductivity, void ratio, and grain contents (Liang et al., 2017). A local critical gradient rather than an average critical gradient should be used as the criterion for pipe progression to account for the scale effects observed between large- and small-scale experiments (Robbins, 2016). Based on a rational constitutive model for a saturated/unsaturated soil (Zhang and Ikariya, 2011), Xiong et al. (2018) correlated fine-grained, well-graded, and gap-graded dam materials with the sliding failure, erosion failure, and piping failure by analyzing the development of the seepage lines, displacement field, saturation degree, and shear strain.



Discontinuous Medium Method

Compared with the continuous medium method, the discontinuous medium method has the outstanding advantage of simulating the interactions among particles. The discrete-element method (DEM) is a typical method based on the discontinuous media theory.

The process of internal erosion in landslide dams could be simulated by progressively removing the finer particles, and the mechanical consequences of erosion can thus be analyzed. The removal of particles produces an increase in the specific volume because of the solid volume decrease and void volume increase. The removal of fine grains leads to a decrease of the sliding resistance of each interparticle contact and the occurrence of local sliding, which contributes to the instability of the granular assemblies at a shear stress level much lower than the critical state failure line (Muir et al., 2010; Hicher, 2013). The number of contacts between the fine particles is significantly reduced by the fine particle loss, while the contact forces gradually transfer to the coarse soil particles (Zhang et al., 2019).

Alternatively, the migration process of the soil particles moved by the pore fluid could be directly simulated by coupling DEM with computational fluid dynamics (Zheng et al., 2018; Zhang et al., 2020). The representative size ratio of the soil skeleton has a great influence on the effectiveness of preventing the dam soil from being eroded (Huang Q.F. et al., 2014). The eroded percentage of soil particles gradually grows with the increase of the representative size ratio of the soil skeleton, and the effective vertical stresses reach zero when the hydraulic gradient reaches the estimated critical hydraulic gradient (Abdelhamid and El Shamy, 2015; Wang W. et al., 2017). The internal erosion rate is proportional to the flow velocity for both spherical and non-spherical particles, and a critical velocity exists for angular particles owing to grain interlocking which is not observed for the spherical particles (Guo et al., 2018). As shown in Figure 14, the seepage field is distributed uniformly in the fine-grained dam material which results in a global seepage failure (flowing soil), whereas it is gradually deflected with the increase in the hydraulic gradient and local seepage failure (piping) occurs in the coarse-grained dam material (Cheng et al., 2018; Shi et al., 2018).
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FIGURE 14. Seepage failure modes in (A) fine-grained and (B) coarse-grained soils (Shi et al., 2018). The red dashed lines denote the seepage failure tendency. Flowing soil and piping failures occur for the fine-grained and coarse-grained soils, respectively.






FUTURE RESEARCH DIRECTIONS

The research on landslide dam stability is of enormous significance for early warnings and emergency evacuations and, consequently, also for disaster mitigation after dam failure. Considerable progress has been made over more than 30 years in characteristic analysis and developing some understanding of the failure mechanisms. Nevertheless, a complete understanding of the stability evaluation and failure mechanisms of a landslide dam remain elusive, and the state-of-the-art in failure modeling is far from advanced. The suggestions are listed as follows:


(1)The erosion rate of dam materials should be taken into account in the multifactor evaluation of the stability of a landslide dam. The erosion rate of dam materials can be obtained by in situ tests (i.e., Chang and Zhang, 2010; Chang et al., 2011) and laboratory model tests. However, most landslide dams last a short time, mainly because of the high erosion rate (Chang et al., 2011). It is necessary to establish the functional relationship between the grain composition and erosion rate by laboratory model tests to achieve the goal of rapid assessment. A similar approach is that the internal erosion of dam materials caused by seepage can be evaluated from the grain composition, like the Sherard (1979) and Kenney and Lau (1986) criteria. Moreover, the erosion function of the dam materials could be embedded in physically-based models and coupled shallow water hydrodynamic models. The overtopping failure process of a landslide dam could then be rapidly predicted with high accuracy.

(2)The morphological characteristics of a landslide dam can be rapidly obtained by remote sensing or unmanned aerial vehicle (UAV). However, the grain composition and material distribution are difficult to determine. Traditionally, the grain size distribution of a landslide dam is obtained by sieve analysis. However, sieve analyses are impractical when dealing with materials often ranging in size from blocks tens of cubic meters in size to microscopic particles. The sampling method of grid by number analysis has been proposed to obtain the coarser part of the debris material (Casagli et al., 2003). Considering landslide dams located in remote mountainous areas, hyperspectral remote sensing technology is suggested to obtain the grain size on the surface of landslide dams. The hyperspectral system is now able to cover the wavelength region from 0.4 to 2.5 μm using hundreds of spectral channels (Li et al., 2012). The grain size can be determined by the hyperspectral technology in tandem with machine learning methods.

(3)Many research studies have been conducted for single landslide dams, investigating the breach discharge and failure pattern (Coleman et al., 2002; Schmocker and Hager, 2009; Walder et al., 2015; Jiang et al., 2016; Zhou G.G.D. et al., 2019). The outburst flood released by a landslide dam upstream can induce failures of downstream landslide dams one after another (Shi et al., 2015a). The breach of cascading landslide dams may result in a sharp increase in the peak outflow rate and thus a more serious disaster downstream. These research results of single landslide dams may not be suitable for cascading landslide dams due to the complex breach process and unsteady inflow rate (Shi et al., 2015a). In addition, the research attention paid to the cascading failure of landslide dams has been relatively limited. The effects of grain composition and geomorphic characteristics (dam geometry and initial water level) of landslide dams upstream and downstream on the cascading failure process and the amplification effect of breach discharge have not been explored.

(4)Significant differences in grain compositions occur in various dam zones because of grain segregation in the landslide dam accumulation process (Zhou Y.Y. et al., 2019). The grain composition near the bank may be different from that away from the bank. It is also applicable to the grain compositions in the dam upstream and downstream. The failure process and pattern caused by overtopping and seepage could be affected by this heterogeneity. However, the model dam is normally prepared manually by uniformly mixing the debris material. A sectionalized dam model should be considered in the corresponding model experiments and numerical analyses.

(5)The evolution of the flow properties during an overtopping failure should be considered in the corresponding model experiments and numerical analyses. The released flow changes from a pure water flow into a sediment flow or even a debris flow by substantial entrainment of dam materials (Chen et al., 2004; Zhou G.G.D. et al., 2019). The flow density and viscosity increase during the breach process which affects the erosion potential of dam material. Despite the importance of this, the enlargement process of debris flows during an overtopping failure is relatively unexplored (Chen et al., 2014; Chen H.Y. et al., 2015; Jiang et al., 2016; Zheng et al., 2016). In addition, the capacity of the overflow to transport sediment should be considered in the modeling.

(6)The effects of seepage on the overtopping failure of landslide dams should be investigated. At present, the overtopping and seepage failures are separately analyzed. Actually, seepage has a significant effect on the breach process and breach mode during overtopping. On the one hand, significant positive pore pressure occurs in the dam below seepage line and reduces the effective stress in the downstream slope. The pore pressures display an obvious difference among various dam materials and thus affect the overtopping failure (Peng et al., 2019). On the other hand, negative pore pressure is generated in the finer material with the apparent cohesion above the seepage line (Pickert et al., 2011). However, it is difficult to observe in the coarse-grained material. Coarser grains with a higher strength lead to a faster breach process compared with finer materials with a smaller strength (Morris et al., 2007; Zhong et al., 2019). This seemingly contradictory conclusion is closely related with pore pressure.
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INTRODUCTION

The 2019 Museum Fire burned ~8 km2 of ponderosa pine and mixed-conifer forests in mountainous terrain ~2 km north of Flagstaff, Arizona, USA (Figure 1). The fire ignited on Sunday July 21, 2019 and became the highest priority fire in the nation due to the steep terrain and proximity to Flagstaff, northern Arizona's population center. The region has been in the Early 21st century drought since the mid-1990's (Hereford, 2007). This fire represents a common wildfire event that is becoming more likely in the western US due to climate change, a longer fire season and larger, more severe fires (Westerling, 2016; Singleton et al., 2019; Mueller et al., 2020), and increased forest density linked to the history of fire suppression (North et al., 2015; Parks et al., 2015; O'Donnell et al., 2018). While the immediate threats posed by wildfire are substantial, another concern is often the post-wildfire debris flows caused by the removal of vegetation and ground cover, and creation of water repellent soil conditions following fire (e.g., Neary et al., 2012).
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FIGURE 1. Hillslope map of the study area showing the burn area and the location of seismic stations, monitoring cameras, stream gauges, and rain gauges. Labels are provided for site where data are shown in Figure 2. Red circle denotes the area where debris flows initiated during the July 24, 2020 event. Inset show burn severity map modified from Museum Fire BAER Team (2019).


Following the Museum Fire, a small network of seismometers was deployed during the summers and falls of 2019 and 2020. The purpose of this network was to record seismic signals associated with debris flows that occurred within and downstream of the burn area. Here we present seismic data recorded by this network and additional rainfall and photographic data. When combined, these data provide a tool for examining post-wildfire debris flows in the southwestern US.

Advances in seismic instrumentation and processing techniques have led to a recent expansion in the use of seismic analysis for non-traditional applications. This includes using seismic data to study geomorphic processes such as sediment transport in rivers and mass wasting events (Suriñach Cornet et al., 2005; Burtin et al., 2008, 2011, 2013; Schmandt et al., 2013; Roth et al., 2016; Bessason et al., 2017; Allstadt et al., 2019; Coviello et al., 2019). As debris flows propagate downslope, seismic energy is primarily generated by very coarse grains colliding with the bed of the channel, with greater seismic energy produced in bedrock channels than channels dominated by unconsolidated bed sediments (Tsai et al., 2012; Kean et al., 2015; Lai et al., 2018). Depending on the instrumentation used, channel type, and debris-flow characteristics, previous data were interpreted to show that these events may be identified and characterized at distances up to ~3 km by seismic stations (Lai et al., 2018), though detection and characterization is more likely at the scale of 10–100 s of meters (Coviello et al., 2019). By combining seismic observation from multiple seismic stations, debris flows can be located as they move, allowing seismic recordings to be tied to specific events (Burtin et al., 2009; McGuire, 2018; Michel et al., 2019; and Tang et al., 2019). The datasets presented here were specifically designed to monitor debris flows and build on the growing body of work demonstrating the efficacy of using seismometers to monitor and characterize debris flows.

In northern Arizona, precipitation is concentrated in the winter as snowfall and late summer months as high-intensity monsoonal rain storms (July–September) (Jurwitz, 1953). These high-intensity monsoonal storms have a high probability to produce flooding and debris flows when they occur within recently burned areas in steep terrain. The Museum Fire was almost entirely confined to the steep, upper portions of the ~12.5 km2 Spruce Avenue Wash Watershed (SAWW), which flows into neighborhoods and businesses in east Flagstaff (Figure 1). Although the Museum Fire was primarily constrained to the SAWW, a small portion of the fire burned into the adjacent Schultz Creek Watershed and Burris Watershed. Alluvial chronology using C14 determined that sediments in the Schultz Creek Watershed have been accumulating for approximately 7,000 years without major fires or flooding (Stempniewicz, 2014), suggesting ample sediment availability for debris flow entrainment. It is likely that the adjacent SAWW has similar sediment availability, increasing the risk for destructive post-wildfire debris flows. Due to the direct impact flooding and debris flows could have on the community, flood models under three rainfall conditions (25, 51, and 76 mm of rainfall) over the SAWW using FLO-2D software (FLO-2D Software Inc., Nutrioso, Arizona) were produced (JE Fuller Hydrology and Geomorphology, JEF Inc., Flagstaff, AZ). The models show that under all three rainfall conditions, the burned watershed is highly responsive and is likely to produce flooding, with water depths approaching 1.5 m under the most severe modeled conditions (https://www.coconino.az.gov/2133/Museum-Fire-Flood-Area; JEF model results are available upon request). Consequently, the greatly increased watershed sensitivity has increased probability for debris flows (Museum Fire BAER Team, 2019).

The U.S. Geological Survey (USGS) post-wildfire debris-flow model predicts debris flow probability at the basin or channel-segment scale within a burned basin (Staley et al., 2016, 2017), and the potential sediment volumes (Gartner et al., 2014). Post-wildfire debris flow hazard for the SAWW was rated as moderate by the USGS, who predicted a potential debris flow volume of 10,000–100,000 m3 for a 15 min rainstorm with a peak intensity of 24 mm/h (Kean et al., 2019). A key variable in the debris-flow probability model is the proportion of upslope area burned at moderate to high soil burn severity on slopes ≥23° (Staley et al., 2016, 2017). Sixteen percent of the Museum Fire burn scar burned at moderate to high soil burn severity on slopes ≥23° (Figure 1; Supplementary Figure 1). Due to increased post-wildfire debris flow probability, seismometers were deployed within the burn area early August 2019 as soon as it was deemed safe to enter the burn area, and kept in place until November 2019. Monsoon season 2019 was the driest on record for Flagstaff at the time with the city only receiving 52.83 mm of rain (National Weather Service, 2019). Due dry monsoon season, only two significant rainfall events occurred within the burn area during the 2019 season while stations were operating. At least one earlier debris flow occurred during the fire, too soon to allow us to enter and install instrumentation in the burned area. The lack of debris flows and high-intensity rainfall during the 2019 season left significant volumes of unconsolidated sediment stored within the burned drainages (e.g., Nyman et al., 2020). Given the high likelihood of detecting additional debris flows, thirteen seismometers were deployed within the same area in June and July 2020 and were kept in place until October 2020. The 2020 monsoon season was the driest on record, overtaking the previous year with only 45.21 mm of rain (National Weather Service: Flagstaff Pulliam Airport). Small-magnitude debris flows occurred during a rainfall event on July 24th and were the only post-fire debris flows produced during the 2020 monsoon.

In addition to the seismic observations, other data types collected include precipitation measurements, downstream discharge, photo monitoring of debris flows, and hillslope infiltration measurements. These data can be used in conjunction with seismic data in order to better calibrate the seismic observations allowing for accurate determination of debris flow magnitude, velocity, and grain size distribution. Given the importance of these data for interpreting the seismic results, we also archive these data and make them publicly available through online databases where existing infrastructure exists or upon request where it does not. Below we present data from one major rainfall events and demonstrate some of the type of analyses useful for debris flow characterization.



METHODS

The seismic data consist of raw continuous time series and information on instrument responses that can be used to convert instrument data to ground motion. The purpose of these data are to characterize sediment transport and triggering in post-wildfire debris flows associated with the Museum Fire. Future uses of these data include estimating the magnitude, velocity, location, and grain size of debris flows. This can be accomplished by measuring signal amplitude, frequency content, and timing of events recorded at multiple stations.

Continuous seismic data were collected while stations were installed. Data collection occurred from August 2019 to October 2020, with most station removed during winter 2019–2020 and redeployed in June 2020. Data recorded by these seismometers are publicly available from the Incorporated Research Institutions for Seismology (IRIS) Data Management Center (DMC) database (https://doi.org/10.7914/SN/1A_2019). The name of the network is “Seismic monitoring of post-fire debris flows in northern Arizona” and it has the FDSN (International Federation of Digital Seismograph Networks) code: 1A (2019–2020) (Porter, 2019).

Stations were deployed along drainages within the burn area that were deemed most likely to produce debris flows. As the goal of the experiment was to record debris flows associated with the wildfire, priority was placed on deploying instrumentation in close proximity to drainages and keeping instrumentation safe rather than selecting sites likely to have low seismic noise, good coupling to the ground, and open sky views for powering the stations via solar panels. As such, seismometers were often deployed in shallow holes along steep drainages, where digitizer boxes were wired to trees to keep them from sliding downslope. Placing them next to trees also served to protect them from sediment and rocks moving downslope and from wood mulch dropped from helicopters during heli-mulching operations for reducing erosion risk. This led to increased station noise due to wind in trees and shallow burial. The decision to deploy instrumentation next to trees also led to power issues as days got shorter later in the year. Shade from the trees limited the amount of sunlight the solar panels received, which led to power failure and downtime for individual stations during the 2019. For the 2020 deployment, larger solar panels were used, where possible, to prevent power failure.

The seismic network consisted of a combination of Sercel L-22 geophones loaned to the project by IRIS PASSCAL (Portable Array Seismic Studies of the Continental Lithosphere) and Nanometrics Meridian Post hole systems, which use Nanometrics Trillium Compact 120s seismometers. The Nanometrics instruments are owned by Northern Arizona University. The L-22 instruments were 3-channel short-period instruments with flat phase and magnitude responses at frequencies >2 Hz. The Trillium Compact sensors are broadband sensors with relatively flat phase and instrument response between 0.008 and 108 Hz. The L-22 instruments were deployed using the IRIS PASSCAL BIHO quick-deploy boxes and the Meridian Compacts use the Nanometrics quick-deploy boxes. Maps of station locations and information on instrument types are available with the archived data (https://doi.org/10.7914/SN/1A_2019, Figure 1).

In addition to studying debris flows, the data recorded by this seismic network are suitable for determining local earthquake locations and focal mechanisms and for seismic imaging studies. The network recorded a local, magnitude 3.3 event on October 13, 2020. The L-22 instruments are limited to studies that only require high-frequency (>2 Hz) seismic data while the Meridian Compact data is useful for work requiring longer periods. The stations were deployed within Northern Arizona's San Francisco Volcanic Field, specifically on Mount Elden and the Dry Lake Hills, which are lava domes (Holm, 1988). Data from these instruments may be useful for seismic analysis of the subsurface geology beneath these volcanic features using techniques such as receiver functions.

Other data that were collected include rainfall data recorded by a network of radio-telemetered rain gauges operated by the City of Flagstaff and Coconino County. These gauges are triggered with every 1 mm of rainfall and data are publicly available (https://www.flagstaff.az.gov/4111/Rainfall-and-Stream-Gauge-Data) with historical data available on request. The city also operated two stream gauges within the alluvial fan of SAWW, these gauges consist of a continuously operating pressure transducer and a radio telemetry unit operating under the National Hydrology Council ALERT 1 protocol (National Weather Service, 2012). Streamflow data is available on request to the City of Flagstaff Stormwater Section. Soil infiltration measurements were collected on bare mineral soil with moderate to severe burn severity using a mini disk tension infiltrometer (https://www.metergroup.com/environment/products/mini-disk-infiltrometer/) with a suction rate of 1 cm (Robichaud et al., 2008). Water volume (mL) infiltrated and time of infiltration were recorded. Infiltration measurements were converted to field saturated hydraulic conductivity (Kfs) using curve fitting techniques described by Vandervaere et al. (2000), and empirical coefficients for sandy loam soil from Carsel and Parrish (1988). A summary of these measurements is provided in the Supplementary Material. Motion-activated game cameras were installed on trees in many of the drainages monitored by the seismic network. These were deployed to photograph debris flows as they occurred to compare to seismic observations. Game camera photos/videos will be made available upon request.


Data Analysis

Approximately eight debris flows during three rainfall events were recorded by this network during the 2019 and 2020 monsoon seasons. As an example of the data collected, we show preliminary data analysis for an event that occurred on July 24, 2020. This event occurred during a monsoonal storm which concentrated in the northern portion of the burn area. During this storm, the Museum Fire North rain gauge, which experienced the greatest rainfall, recorded ~18 mm of rain over an hour. This rainfall produced several (>3) small debris flows that initiated in the area denoted by the red oval in Figure 1. The peak 15 min intensity of this storm recorded at the Museum Fire North rain gauge was ~49 mm/h. Debris flow hazard analysis was modeled for intensities up to 40 mm/h for 15 min intervals for stream segments within the burn area. The calculated likelihood of debris flows for this type of event were estimated between 40 and 100% for the segments affected by the storm (Kean et al., 2019). An examination of debris flow deposits showed that, within the upper drainages, grain size ranged from boulders to cobbles, and in the lower drainage, grain size was dominated by very coarse sand to medium gravel (after Wentworth grain size classification). The upper limit to the boulder clasts was ~1 m. Figure 2 shows an example of debris flow deposits from the upper drainage. Downstream discharge peaked at 0.34 cms (12 cfs) at the first road crossing within the city. The upstream gauge, located near the seismic station and at the base of the SAWW mountain channel constraint, clogged with sediment but had high water marks indicating flow between 3 and 6 cms. Much of the transmission loss between the gauges was likely due to groundwater infiltration in the alluvial fan of SAWW and Dry Lake Hills (more geologic context in Holm, 2019).
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FIGURE 2. (A) Ground velocity from seismic station BOC2 and rain gauge data from Museum Fire North and Museum Fire East gauges for event on July 24, 2020. (B) Signal power in dB (m/s)2. (C) Power spectral density plot. Power is in dB (m/s)2/Hz. (D) Game camera image of the mudflow arriving at camera location at 15:07. All times are presented in local time (Mountain Standard Time). (E) Photo of upper-basin debris flow deposits from this event.


While this debris flow event was recorded at multiple stations, we highlight data from one station, BOC2, which was located in the lower drainage near a monitoring camera. BOC2 was located on a bedrock outcrop adjacent to the channel. It was downstream of the confluences of the small drainages, where debris flows initiated, and the main stem of the SAWW (Figure 1). To process the seismic data, we deconvolved the seismometer instrument response from the signal to convert the raw data (in voltages) to ground velocity, leaving the source-time function and Green's function. We then used the ground velocity data to calculate total signal power, and power spectral density (Figure 2). The top panel shows ground velocity (m/s), as well as, rainfall amount (mm) and intensity (mm/hr) over 10 min increments. The second panel shows signal power and the third shows the power-spectral density [dB (m/s)2/Hz] at frequencies between 1 and 50 Hz.

A seismic signal consists of the convolution of three components, the source-time function, the Green's function, and instrument's response. The source-time function, in this case, is the signal due to the debris flow's propagation through the channel, the Green's function is the seismic response to the earth's structure, and the instrument response is how the seismic instrument converts ground motion to voltages. The instrument response is removed in the initial processing leaving the source-time function and Green's function. One of the challenges in analyzing debris flows using seismic data is separating the Green's function and source time function, both of which may change as sediment is removed or deposited. Further analysis of this is a target for future work. Near BOC2, the channel bottom was covered in sediment with no bedrock exposures in the channel in the immediate vicinity of the station. Much of the coarse sediment within the flow had been deposited above the station and the signal is largely due to mudflow (Figure 2). Signals associated with debris flows excite a wide range of frequencies (Figure 2) but start abruptly and taper off gradually, consistent with those observed by Michel et al. (2019). High frequencies observed prior to the debris flows are likely due to rain and wind, while the debris flow excited a wider-range of frequencies. We also observe impulsive signals that excite a wide-range of frequencies prior to the debris flow arrival at the station, these correlate well with the timing of lightning strikes and are likely recordings of thunder. We compare our results to Michel et al. (2019) who present power spectral density plots for debris flows that occurred in the Chalk Cliffs, Colorado and Van Tassel, California. The Chalk Cliffs channel bottom consisted of bedrock, while the Van Tassel was sediment covered. At site BOC2, we see similarity in frequency content between the July 24, 2020 event and high sediment concentrated flows at both the Chalk Cliffs and Van Tassel between 10 and 40 Hz. Based on our observations and the work of Michel et al. (2019), the 10–40 Hz range appears to be the best frequency range for determining flow grain size independent of site affects, though future work is needed to confirm this.




SUMMARY STATEMENT

In this submission we present several datasets collected to study post-wildfire debris flow triggering and evolution. The goal of this submission is to make these data including seismic, photographic, rainfall, and infiltration measurements publicly available to any interested party. These observations provide a comprehensive dataset to study debris flow triggering, grain size, and velocity, as well as, a tool for better assessing the efficacy of using seismic readings for post-wildfire monitoring. We encourage their use by the scientific community and general public.
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Landslide dams are common geological features in mountainous areas, which may have serious consequences due to sudden breaching of the dam. An effective emergency response requires rapid and accurate forecasts regarding the landslide dam breach process. However, most existing models use physical, mechanical, and erosion properties of the mean or characteristic grain sizes to represent the landslide deposits. The grain size distribution and variations in soil erodibility with the depth in the landslide dam are not considered, resulting in an incorrect estimation of the breach flow hydrograph. In this paper, a simplified landslide dam classification is presented based on the formation mechanism and grain size distribution of landslide dams. Additionally, the influences of grain size distribution on the residual dam height and breach process of landslide dams are analyzed. This paper proposes a numerical method to rapidly obtain the breach hydrographs and breach morphology evolution of landslide dams. The new method can quickly classify landslide dams according to geological survey data and predict the landslide dam breach process. Three types of representative landslide dams in China are simulated to validate the proposed method. The breach flow discharge is significantly affected by spillway excavation. This contribution can provide rapid prediction of the landslide dam breach process and can be used for the emergency response planning before dam breaching.

Keywords: landslide dam, grain size distribution, classification method, breach mechanism, numerical method


INTRODUCTION

Landslide dams are common geological features in mountainous area around the world that block rivers to form dammed lakes. In recent years, affected by climate change, massive earthquakes, and human activity, the frequency of extreme weather and geological disasters have increased the number of dammed lakes. According to statistics of 1,393 landslide dams (Shen et al., 2020), since the twenty-first century, there have been 362 documented cases of dammed lakes in China. Unlike artificial embankment dams, most landslide dams are formed by rapid accumulation of rock or debris rather than mechanical compaction; hence, the failure risk of landslide dams is much higher than that of embankment dams. 89% of landslide dam failures are caused by overtopping, and nearly 10% are caused by piping (Zhong et al., 2018). The longevity of landslide dams is uncertain and can last from a few minutes to many years. Of 73 failed landslide dams (Costa and Schuster, 1988), 85% lasted less than 1 year, and 27% lasted less than 1 day. Similar conclusions have been drawn after statistical analyses of 204, 276, and 352 landslide dams, respectively (Shi et al., 2011; Peng and Zhang, 2012; Shen et al., 2020). Once an outburst of landslide dams occurs, massive flooding may occur in a short time, posing a catastrophic threat to the lives and properties of downstream residents. For instance, the collapse of the Diexi landslide dam in Sichuan Province due to an earthquake caused nearly 2,500 deaths in 1933 (Liu et al., 2016). The peak breach discharge reached 124,000 m3/s during the outburst of the Yigong landslide dam occurred in the Tibetan Plateau in 2000, resulting in the homelessness of millions of people (Wang et al., 2016). Therefore, a rapid and accurate prediction of the overtopping-induced breach process of landslide dams is of great importance to emergency response and disaster mitigation.

Generally, the existing breach models for the dams composed of earth and rockfill materials can be categorized into two types: empirical models and physical models (ASCE/EWRI Task Committee on Dam/Levee Breach, 2011; Zhong et al., 2016). Empirical models commonly use logistic regression to predict the dam breaching parameters based on the dam failures; however, these models are unable to give the breach flood hydrographs and rarely consider the physical and mechanical properties of dam materials. Physical models consider the hydrodynamic and soil erosion conditions during the dam breach process. In this study, a physical model is considered.

Different from embankment dams, landslide dams have a more complex structure and grain size distribution. In addition, the stratification of dam materials varies for landslide dams with different accumulation forms (Fan et al., 2020). Due to the heterogeneity of landslide dam deposits, landslide dams commonly have a residual dam height after breaching (Zhong et al., 2018). However, data on the grain size distribution with depth in the landslide dam are rarely available; therefore, most of the models used the physical, mechanical, and erosional properties of the mean or characteristic grain sizes to represent landslide deposits. In the emergency disposal, the safest prediction may be calculated by assuming a complete breach, so the breach will be assumed to extend to the dam foundation. Although a few models can predefine the residual dam height by limiting the bottom elevation of the breach before simulation (Chen et al., 2015; Zhong et al., 2018), determining the residual dam height is still a difficult problem. For landslide dams with huge upstream storage, the residual dam height has a significant impact on the released storage, especially for the peak breach discharge (Zhong et al., 2018). At the Tangjiashan landslide dam breach in Sichuan Province in China, large number of unjointed rock masses at the lower part resulted in a large residual dam height after breaching (Figure 1). Sensitivity analysis showed that, if the breach developed to the dam foundation, the peak discharge would have been approximately 5 times greater than the measured value (Zhong and Wu, 2016). Consequently, due to the wide gradation of landslide dam deposits and variations in soil erodibility with dam depth (Chang and Zhang, 2010; Chang et al., 2011), traditional dam breach models should not be applied any longer (Zhong et al., 2020a).


[image: image]

FIGURE 1. Photograph of Tangjiashan landslide dam at the breach site more than 12 years after the outburst flood (imaged on December 21, 2020).



Structure of This Article

This article aims to apply stratification characteristic of landslide dam to numerical simulation to analyze the effects of grain size distribution on landslide dam breaching. Section “Formation and Characteristics of Landslide Dams” presents the relationship between the formation mechanisms and grain size distributions of landslide dams. Furthermore, a simplified landslide dam classification system is proposed and three different types of landslide dams in China (see Table 1) are analyzed. Then, the breach mechanisms and processes of landslide dams are summarized in section “Landslide Dam Breach Mechanisms and Processes”. Section “Numerical Method” introduces the numerical method that rapidly predicts the dam breach process. According to the grain size distribution of each layer and the breach mechanism, improvements are made based on the numerical model of Zhong et al. (2020a). The breach processes of three representative landslide dams are simulated to verify the proposed method in section “Case Studies”. The breach characteristics of landslide dams are investigated using the obtained breach hydrographs and the evolution of breach morphology. The impacts of spillway excavation on the landslide dams breaching are also analyzed.


TABLE 1. Photos and profiles of three landslide dams, red arrows indicate the position and direction of the longitudinal section.
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FORMATION AND CHARACTERISTICS OF LANDSLIDE DAMS

Many of the landslides cannot form dammed lakes. For convenience, all the landslide dams in this paper refer to natural accumulations that can completely block a river and form a dammed lake. The geometries and material properties depend on the landslide dam formation processes and significantly affect the breach processes (Fan et al., 2020). For this reason, the formation mechanisms and grain size distributions of landslide dams are summarized, and a simplified landslide dam classification is proposed.



Landslide Dam Formation Mechanism

According to a statistical analysis of 1,393 landslide dams worldwide (Shen et al., 2020), the triggering factors of river-damming landslides were earthquakes (50.5%), rainfall (39.3%), snowmelt (2.4%), human activities (2.2%), and volcanic eruptions (0.9%). Cases with unknown causes occupied 4.7%. The most prominent forms of landslides leading to the formation of dams are rockslides, rock avalanches, and flows in unconsolidated sediments, which are primarily triggered by earthquakes and rainfall (Cruden and Varnes, 1996; Evans et al., 2011). Here the descriptions show how landslides of three types may evolve.

Natural rockslides often occur high on the valley or mountain flanks, which pose serious threats to large areas along the valley bottom. Due to the progressive failure of the rock mass or an external movement which can induce slope instability, the rockslides can rapidly evolve in a relatively short time. This downslope movement occurs mainly on surfaces of rupture or on weak zones of strong shear strain. Often the initial signs of slide movement are cracks in the original sliding surface along which the main scarp will form. When the shear stress on a potentially weak structural surface exceeds the shear strength, the rock slides at high speed along the sliding surface and dams the river (Figure 2A). Due to the short sliding length, the sliding body cannot completely disintegrate, part of which still maintains the original structural features (Fan et al., 2017).
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FIGURE 2. Formation of landslide dams: (A) dam formed by rockslides; (B) dam formed by rock avalanches; (C) dam formed by flow in unconsolidated sediments.


Rock avalanches commonly occur when the upper rock and soil from steep slopes are cut and split by cracks. The material then drops by falling, leaping, or rolling. Large rock masses lose stability under external loads, blocking the river (Figure 2B). Both rockslides and rock avalanches are derived from relatively intact bedrock; however, their movement tracks are different. Rockslides generally slide in an approximately linear trajectory (Gruber et al., 2009; Erismann and Abele, 2013). However, rock avalanches commonly break up suddenly in the direction of the maximum gravity gradient, strike the steep slope, and spread radially.

The flows in unconsolidated sediments may be a spatially continuous movement in which grain contact surfaces are short-lived and usually not retained. Debris may be added to the flows by rainfall erosion or rock collapse, increasing the power of flows. The flows may become extremely rapid debris flows as the mixed material loses cohesion or encounters steeper flanks. Therefore, landslide dams formed by flows in unconsolidated sediments are commonly not dominated by rock structure. Large number of loose materials move in a comprehensive flow form under the action of high-speed sliding and mutual collision, and finally accumulate on the river channel (Figure 2C).



Grain Size Distribution of Landslide Dam

Landslide dams are formed by natural rock and soil accumulation without manual selection. The grain size distribution of landslide dams varies significantly due to the different landslide dam formation processes (Dunning and Armitage, 2011). Landslide dams formed by flows in unconsolidated sediments are usually composed of fine particles because the high rocks fall and break over long distances into debris. However, dams formed by rockslides and rock avalanches are primarily rock dams with short sliding distances. Broken rock masses form the skeleton of these two dam types. Furthermore, the differences in grain size distribution of the landslide dams lead to differences in dam properties. For example, the erosion resistance of landslide dams with more block stones is stronger than for a dam containing more fine particles (Costa and Schuster, 1988).

Differences in the horizontal and vertical grain size distributions of landslide dams are also obvious. Even within the same landslide dam, the grain size distributions and material properties at different positions are quite different. For example, as shown in Table 1, the left side of Tangjiashan landslide dam has a higher terrain (Liu et al., 2016), which has more rock fragments. However, the upper right side is primarily gravelly soil with a small grain size. The place with the lowest elevation is commonly chosen to excavate the spillway during an emergency response. Therefore, this paper focuses on vertical variations of grain size distribution characteristics, while horizontal variations are not considered. According to the measured data and laboratory test results of the Tangjiashan and Xiaogangjian landslide dams (Chang and Zhang, 2010; Zhang et al., 2019), the critical shear stress values of landslide dams gradually increase with depth, while porosity and erosion rate decrease. Therefore, a landslide dam can be stratified according to erodibility and grain size distribution (Fan et al., 2020).

For that reason, a simplified landslide dam classification system is proposed (see Table 2), which accounts for the internal geological structure and can be used to quickly identify the landslide dam during an emergency response. Here three corresponding representative landslide dams in China are proposed (see Figure 3) and their grain size distribution characteristics are introduced, respectively, as follow.


TABLE 2. Simplified landslide dam classification system.
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FIGURE 3. The location of three representative landslide dams.


The Tangjiashan landslide dam formed by an earthquake-triggered rockslide, 4 km upstream of Beichuan county town on the Tongkou River, Sichuan Province, is a good example of type I. It was formed by a rockslide in fragmented bedrock composed of siltstone, siliceous rock blocks and mudstone of the Qingping Group, from the lower Cambrian. Gravelly soil from the residual slope of the original mountain accounts for about 14%, and cataclasite accounts for 86% of the landslide (Liu et al., 2016; Figures 4a,b). Based on the cross and longitudinal section of the dam profile, the dam foundation is the bedrock of the original slope (Figure 4c), the lower part consists of weathered cataclasite, and the surface layer contains mostly gravelly soil (see Table 1). Therefore, the Tangjiashan landslide dam can be divided into three layers according to the grain size distribution characteristics.
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FIGURE 4. Grain size distribution of landslide dams: (a) gravelly soil; (b) cataclasite; (c) bedrock; (d) boulder; (e) soil and rock fragment; (f) sand and gravel.


The Xiaogangjian landslide dam located in the upper reach of the Mianyuan River, Sichuan Province, is an example of a type II dam. The dam body is primarily composed of boulders and crushed dolomites with fine-grained soil fill (see Table 1). The large boulders and blocks with grain sizes of 0.5–3 m account for 75% (Figure 4d), and soil and rock fragments with grain sizes of 5–30 cm account for 25% of the landslide dam (Figure 4e). The height of one of the large boulders found in the field is about 10 m (Chen et al., 2018). Large rocks were concentrated on the top of the dam, so the dam body can be roughly divided into two layers.

The “11⋅03” Baige landslide dam occurred in the provincial border between Sichuan and Tibet, is a good case of a type III dam. The dam primarily consists of sand and gravel mixed with gravelly soil (see Table 1). Highly fractured but relatively undisaggregated clasts are common, and the grain size distribution is uniform (Figure 4f). For simplicity, the dam structure can be treated as one layer from top to bottom.




LANDSLIDE DAM BREACH MECHANISMS AND PROCESSES

Breach mechanism in this paper simply refers to overtopping-induced dam breach, regardless of piping. Most landslide dams have large length-width aspect ratios, so the analysis should focus on the change in dam geometry along the river during dam breaching as well as breach development at the dam crest and downstream slope. Many studies have examined the breach mechanism and process of overtopping-induced landslide dams (Zhong et al., 2020a). Through small-scale physical model tests (Zhang et al., 2010; Niu et al., 2012; Zhou et al., 2019), it was determined that landslide dam erosion primarily manifests as surface erosion during dam collapse. The morphological evolution of the dam longitudinal slope (Zhang et al., 2010) indicates that the top of the breach begins to erode first, and the downstream slope erodes backward, further reducing the downstream slope angle. Consequently, these mechanisms should be fully considered in order to reasonably predict the breach processes of landslide dams.

The breach process of landslide dams can be divided into three stages (Zhang et al., 2019; Cai et al., 2020; Zhong et al., 2020b). The first stage is uniform bed erosion. In the initial stage of erosion, only the fine particles in the surface layer are eroded due to the low water level and slow flow velocity at the breach. In this stage, the inflow exceeds outflow, so the lake level continues to increase. Breaching is initiated when significant erosion of the spillway begins. The second stage is backward erosion. As the upstream water level continues to rise, the flow velocity increases. Overtopping may be initiated by static overflow, resulting in erosion of the downstream dam toe first. The depth and width of the spillway undergo significant enlargement. The third and final stage is erosion along the flow channel. When the backward erosion reaches the top of the breach, the water head increases suddenly because of the decrease in the elevation of the breach bottom. The collapse of the breach slope causes a swift increase in breach width and flow discharge. This stage is the fastest growing stage for the breach, and the peak flow discharge occurred during this period. The increase in flow discharge causes the reservoir water level to decrease. The dam breach ends when the inflow cannot longer erode the dam material.

Unlike the failure mechanisms of homogeneous earthen dams, the downstream landslide dam slope gradually decreases during the breach process, and the final depth of the breach is affected by the grain size distribution of the landslide dam. Centrifugal model tests conducted by Zhao et al. (2019) for overtopping-induced landslide dam breach suggest that breach growth in the depth direction stopped early due to the accumulation of large particles in the downstream slope. For landslide dams with more large blocks, such as the Tangjiashan landslide dam, residual dams after dam breaching are common.



NUMERICAL METHOD

Once the landslide dam forms, emergency response normally requires rapid prediction of the breach flow discharge and breach size evolution (Chen et al., 2020). A numerical method that rapidly predicts the dam breach process is proposed based on the model of Zhong et al. (2020a).

First, according to the landslide dam formation mechanism and geological survey data, the grain distribution characteristics are used to classify the dam type. The dam body can be divided into several layers, and each layer is assumed to be horizontally distributed. The depth of each layer and the corresponding soil erodibility coefficients are determined from geological surveys or empirical formulas and have significant influence on the subsequent numerical analysis.

Second, numerical simulation of a landslide dam is conducted based on the properties of structures and materials. A calculation method based on time step iteration is utilized to simulate the water and soil coupling during the dam breach process. The mechanical and physical properties as well as the hydrodynamic conditions of the dammed lake are considered. For simplicity, the dam body is treated as a trapezoid in the horizontal and vertical directions. Three-dimension expansion of the breach in longitudinal and cross section directions can be simulated using shear stress analysis; additionally, the limit equilibrium method is adopted to determine the slope mass failure during the dam breach. For incomplete dam breaches, the model determines the final residual dam height according to the erosion properties and distribution of each layer material. The numerical model primarily includes three parts: a hydrodynamic module, a soil erosion module, and a breach evolution module.


(1)Hydrodynamic module



Overtopping may be initiated by dynamic overflow within the impounded lake. When calculating the breach flow discharge, the lake area, inflow and breach flow under different time and reservoir water levels should be considered, so that the whole process follows the water balance relationship (see Figure 5).
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FIGURE 5. Hydrodynamic condition of the model.


Where zs is the water level of dammed lake, t is the elapse time, Qin and Qb are the inflow and breach flow discharge, As is the surface area of the dammed lake.

The breach flow discharge is calculated by the broad crested weir equation (Wu, 2013).
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Where ksm is the correction coefficient of tail water (Fread, 1984), m is the ratio of breach slope (horizontal/vertical); c1 and c2 are the correction coefficients. Here, c1 = 1.7 m0.5/s, c2 = 1.1 m0.5/s (Zhong et al., 2020a). b is the breach bottom width, zb is the breach bottom elevation and H = zs–zb is the breach water depth.


(2)Soil erosion module



The erosion rate formula based on the shear stress principle is selected to simulate the erosion rate of each layer of dam material (see Figure 6; Zhang et al., 2019):

[image: image]


[image: image]

FIGURE 6. Soil erosion module of the model.


Where kd = 20075e4.77Cu–0.76 is the erodibility coefficient of soil, τb = ρwgn2Qb2/(As2R1/3) is the bed shear stress of water, and τc = 2/3⋅gd50 (ρs–ρw) tanφ is the soil critical shear stress. Here, e is the void ratio of the soil, Cu is the uniformity coefficient, ρw and ρs is the density of water and soil, g is the gravitational acceleration, n is the Manning’s roughness coefficient given by [image: image], R is the hydraulic radius, d50 is the median soil size, and φ is the soil internal friction angle.


(3)Breach evolution module



According to the above assumptions, the longitudinal shear of each layer is consistent with the transverse expansion velocity, so the expansion rate of breach top width can be expressed as:

[image: image]

Where B is the breach top width, nloc is the indicator of breach location (nloc = 1 and 2 represents one- and two-sided breaches, respectively), and β is the breach side slope angle.

The expansion rate of breach bottom width can be expressed as:

[image: image]

The continuous downcutting and lateral expansion of the breach will lead to the slope instability. In this model, the sliding surface is assumed to be plane (Figure 7). The instability condition of breach slope is:

[image: image]


[image: image]

FIGURE 7. Breach evolution module of the model.


Where Fd = Wsinα = 0.5γsHs2 (1/tanα-1/tanβ)sinα is the driving force, and Fr = Wcosαtanφ + CHs/sinα = 0.5γsHs2 (1/tanα-1/tanβ)cosαtan φ + CHs/sinα is the resistant force. Herein, W is the failure block weight, α is the breach side slope angle after instability, γs is the soil bulk specific weight, Hs is the breach slope height, and C is the soil cohesion.

The flow chart for the numerical method is shown in Figure 8. The calculation time tc and time step can be adjusted by the actual landslide dam failure cases and model tests.


[image: image]

FIGURE 8. Flow chart of the numerical method.


Third, the dam breach process is studied under different engineering conditions. In general, human intervention measures are commonly undertaken to mitigate damage (Peng et al., 2014; Cai et al., 2020). Spillway excavation effectively reduce the maximum possible water volume in the dammed lake and initiate a controlled drainage (Zhong et al., 2020a). In order to assess the impact of engineering mitigation measures, a landslide dam with different spillway shapes or without a spillway can be simulated to provide technical support for emergency response measures.



CASE STUDIES

According to the simplified classification method, the Tangjiashan landslide dam belongs to type I, the Xiaogangjian landslide dam belongs to type II, and the “11⋅03” Baige landslide dam belongs to type III. Numerous field investigations have been conducted to obtain relatively complete monitoring data for the three landslide dams. Such studies can provide effective input for the numerical analysis of the breach process. The breaching characteristics of landslide dams and the application of the proposed numerical method are demonstrated using case studies of the three representative landslide dams.


Input Parameters

The specific formation processes of the three landslide dams have been described in detail (Chang and Zhang, 2010; Chen et al., 2015; Cai et al., 2020). The occurrence time and breach time as well as primary features of the dammed lakes are listed in Table 3. The profiles in Table 1 can reasonably reflect the grain size distribution and stratification of each dam. The physical and mechanical parameters of the dam body and each layer were obtained from the pre-event digital elevation information and geological surveys (Tables 4, 5).


TABLE 3. Primary features of dammed lakes.

[image: Table 3]

TABLE 4. Parameters to be entered into the model.

[image: Table 4]

TABLE 5. Input parameters for each layer of three landslide dams.

[image: Table 5]


Analysis of Calculated Results

In this subsection, the breach flow discharge, water level variation in the dammed lake, and breach size evolution are considered. The calculated and measured breach processes of the three landslide dams were compared in Table 6. Real-time breach evolution data cannot be obtained in emergency situations. Only the final breach morphology was measured. Therefore, in the fourth column of Table 7, the calculated breach evolution curves were compared with the final breach sizes. Furthermore, Table 7 presents the comparison of calculated and measured output parameters for the three landslide dams, including peak breach flow charge (Qp), final breach top width (Bf), final breach bottom width (bf), final breach depth (Df), and time from the first overtopping to peak flow discharge (Tp). The relative errors for all parameters of Tangjiashan landslide dam and “11⋅03” Baige landslide dam remain within ±25%; however, the relative error for breach geometry of Xiaogangjian landslide dam exceeds ±50%. The proposed numerical method can generally estimate the breach hydrograph as well as the evolution of breach morphology.


TABLE 6. Comparison of calculated and measured breach processes.

[image: Table 6]

TABLE 7. Comparison of calculated and measured output parameters for the three landslide dams.

[image: Table 7]
During an emergency response for landslide dams, it is expected to achieve a rapid initial outflow, relatively low flood speed, small peak breach flow, and large discharge capacity during breaching of the dammed lake. Spillway excavation is currently the preferred manual intervention measure. In order to further verify the influence of spillway excavation on the landslide dam breach process for several dam types, the breach hydrographs are recalculated (Figure 9). It is worth mentioning that the elapsed time here mainly considers the full longevity of landslide dams, which refers to the whole process, from the first overtopping to the end of dam failure. The peak flow discharge, final breach depth, and time from the first overtopping to peak discharge are listed in Table 8.


[image: image]

FIGURE 9. Breach hydrographs with and without spillway excavation for the three landslide dams.



TABLE 8. Comparison of landslide dam breaching parameters with and without spillways.

[image: Table 8]
In the breach flow discharge analysis, the curve showed an extended initial overflow for the Tangjiashan landslide dam. Combined with the grain size distribution of the Tangjiashan landslide dam and the location of the spillway, the spillway depth (13.48 m) is closed to the depth of the first layer of gravelly soil (15 m). It is not difficult to infer that the actual erosion surface is cataclasite with a large grain size; therefore, the velocity of erosion was significantly reduced, resulting in extension of initial overflowing time. If the spillway is not excavated, the gravelly soil covered on the top layer will erode first to form the initial breach (Figure 9A). As breach time increases, the final breach depth increase, resulting in an increasing peak breach flow, which poses a great downstream threat.

The discharge process curve of the Xiaogangjian landslide dam has a shape that can be described as “sharp and thin.” The curve reaches peak breach flow charge in a short time, resulting in the reservoir water level decreasing quickly. Furthermore, the calculation error for breach geometry of the Xiaogangjian landslide dam is larger than the other two landslide dams because the Xiaogangjian landslide dam was treated by block blasting, which leads to breaking of the dam surface. The material composition of the dam body is the primary controlling factor for the cohesion (C) and friction angle (φ) (Fan et al., 2020). A decrease in grain size results in a weaker erosion resistance and shorter breach process. In the absence of spillway excavation, due to obstruction of the blocky carapace, the breach time is significantly prolonged (Figure 9B). Once the blocks and large boulders are washed away, the erosion speed accelerates, and the final peak breach flow charge increases, which is also very harmful.

For the “11⋅03” Baige landslide dam, the dam body is primarily composed of fine material. The peak discharge formed under the huge storage capacity is very large, with strong risks and hazards. Damage from the lake breach flood was significantly reduced by the organized emergency response. In the case without spillway excavation, the risk is amplified, the peak breach flow charge significantly increased, and the early erosion efficiency significantly decreased (Figure 9C).

In summary, spillway excavation exerts an important influence on the landslide dam breach process. For landslide dams of different types, the proposed numerical method can be used to simulate the breach process, analyze the influence of spillway excavation, and make rapid decisions during an actual emergency response.




CONCLUSION

This paper analyzed the breach process of landslide dams considering grain size distribution to provide rapid predictions for emergency response. The primary conclusions are as follows:


(1)Combined with the formation mechanism and the grain size distribution of landslide dams, a simplified and quick landslide dam classification scheme was developed.

(2)A numerical method considering the breach mechanism and stratification of landslide dams was proposed by modifying the model of Zhong et al. (2020a). Model input parameters can be obtained from geological surveys or empirical formulas, which allow for rapid prediction of the landslide dam breach process.

(3)Case studies of three representative landslide dams were presented to demonstrate the validity of the proposed numerical method. The comparison of the calculated and measured breach flow discharge, water level variation in the dammed lake, and breach size evolution indicated that the modified model can provide general predictions regarding the breach process. The grain size distribution of landslide dams has significant influence on the breach process.

(4)The influence of a spillway on the landslide dam breach was analyzed, and results indicated that spillway excavation can effectively reduce the peak breach flow discharge.
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The generation and development of excess pore water pressure directly affects the grain interaction in debris flow, which can significantly reduce the friction strength and promote the movement of debris flow. It has been found that coarse grains favor the increase in excess pore water pressure, but the effect due to grain configuration is missing in studies. In order to study the influence of grain configuration, field investigations and laboratory tests were carried out for two typical cases, i.e., flow with coarse grains evenly mixed (case I) and flow with coarse grains floating on the surface (case II). The results show that case II generates much higher excess pore water pressure than case I. The variation of relative excess pore water pressure (Ur) with time (t) satisfies the power function relationship: Ur = mt–n. Case II often has a smaller n value, meaning a low dissipation rate of excess pore water pressure. This study is helpful for a better understanding of granular effects in debris flow.
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INTRODUCTION

The wide-graded grain composition (from 10–6 m clay to 1 m gravel) plays a decisive role in the formation and movement of debris flow. The change of grain composition affects the dynamic parameters, such as viscosity, velocity, and density (Iverson and Denlinger, 2001; Iverson and Vallance, 2001; Li et al., 2015, 2016). The separation and migration of grains cause changes in the volume concentration and the physical properties, leading to a complex, random, and unstable structure (Kaitna et al., 2007; Chen and Cui, 2017; Cui et al., 2017). Granular materials often exhibit manifold properties such as dilatancy, separation, thixotropy, and blockage, these affect the grain composition and the movement of debris flows (Savage and Lun, 1988; Coussot and Meunier, 1996; Shu et al., 2012; Wang et al., 2014; Pellegrino and Schippa, 2018). There have been many studies on the granular effects and structures and the related mechanisms in debris flows (Bagnold, 1954; Middleton, 1970; Cui et al., 1993; Deng, 1995; Vallance and Savage, 2000; Luo, 2003; Ni and Qu, 2003; Yang, 2003; Fan, 2010; Shu et al., 2012), but no studies on the influence due to the detailed grain configuration on the sustained fluidity.

A typical bedding structure is that coarse grains (sometimes larger than 8 mm) accumulating on the surface, while the average grain size of the underlying layer is smaller poorly sorted (Enos, 1977; Major, 1995; Wang et al., 2009). This means that there exist roughening layers on the surface; and it is believed to influence the pore water pressure (Takahashi, 2014). In particular, unlike the point concentrated load generated by the boulder, the layered load generated by the overlying coarse-grained layer is a concentrated load applied to the underlying fluid, and the consequent effects on fluids are extensive. For the debris-flow mass containing the overlying coarse-grained layer moving in the confining channel (Pierson, 1981), the influence of coarser grains accumulating on the surface on its mobilization has not been studied in depth.

In this study, through the fresh debris flow materials and deposit obtained in the field, the samples of two grain configurations were reconstituted, and then the variation of relative excess pore water pressure was measured by laboratory experiments. The peak relative pore water pressure caused by grain separation was compared. Finally, through the quantitative analysis of the change of relative excess pore water pressure, the influence of coarse-grained layer on the mobility of debris flow is discussed.



FIELD INVESTIGATION AND SAMPLING

The field investigation was carried out on a tributary gully (N: 26°15′3′′, E: 103°9′11′′) in Jiangjia Gully (JJG), Kunming, Yunnan Province. The small-scale debris flows in the tributary are frequent and easy to observe on site. At the observation position shown in Figure 1, the debris flows occurring in the tributary were continuously observed for 7 h, and the in-situ density (ρ), flow velocity (v), and flow depth (H) were measured. During the period, a total of 24 debris flows occurred.


[image: image]

FIGURE 1. Aerial image of the tributary gully. (A) Top view of the middle and lower tributary gully. (B) Side view of the middle and lower tributary gully. (C) Upstream of the tributary gully.



Grain Configuration

Each surge shows a different flow regime (Figure 2), and the density, velocity, depth and grain composition are different. After flowing through the gentle slope, some surges slow down in the form of creep, while others show high mobility and move continuously to the downstream.


[image: image]

FIGURE 2. Flow regime of partial surges.


Among the surges, three cases (N04, N11, and N12) have obvious coarse-grained aggregation on the surface (see Figure 3), i.e., reverse grading bedding, while the others have no such a coarse-grained layer. The grain configuration shown in Figure 3 is significantly different from that shown in Figure 2. There are also boulders with grains size greater than 200 mm on the surface. These boulders are partially submerged in the fluid, partially protruding, without turning or sinking, and the position is stable.


[image: image]

FIGURE 3. Overlying coarse layer configuration.


It is noted that the three surges move much faster than the others and have longer run-out distances. The average velocity of N04, N11, and N12 is 5.1m/s, and the average run-out distance is 27.4 m; while for the other surges the average velocity is 3.6 m/s, and the run-out distance is 16.6 m. The density, velocity, flow depth and pore pressure number (Np) of the surge measured are shown in Table 1. Np is an important dimensionless parameter to describe the flow regime, which reflects the ratio of timescales for debris flow movement and pore pressure diffusion (Iverson, 1997, 2015; Iverson et al., 2010).

[image: image]


TABLE 1. Observed quantities of debris flow surges (number according to the order of occurrence).

[image: Table 1]where L is the channel length (m), g is the gravitational acceleration (9.8 m/s2), H is the flow depth (m), Df is hydraulic diffusivity (m2/s). The Np of each surge is much less than 1, indicating that excess pore pressure, if present, will persist much longer than the time required for the flow to move along the channel. This shows that the excess pore water pressure always exists in the process of debris flow movement, and its value must have an impact on the dynamic characteristics of debris flow.

The factors affecting the velocity of debris flow are complex and diverse, and we will not discuss it in detail here. We are more concerned about whether this reverse graded bedding structure contributes to the flow acceleration. As changes in grain composition and the presence of grain separation can affect intergranular friction and pore distribution, the pore water pressure is inevitably affected by the overlying coarse-grained layer; and this must impose on the movement of flow.



Sample Collection and Grain Analysis

In order to explore the feedback effect of the above two grain configurations on pore water pressure, on-site sampling of the three surges (N04, N11, and N12) was carried out. Firstly, the coarse-grained layer samples were collected, and then a certain amount of the corresponding underlying flow mass were sampled; finally, all the samples were sealed and stored in plastic bags and brought back to the laboratory. Part of the sample was dried in an oven and subjected to a sieving test. The fraction of material less than 0.25 mm was measured using a MS2000 Laser Particle Size Analyzer.

Finally, the grain size distribution (GSD) curves of the test samples were obtained (as shown in Figure 4). It can be seen that the GSD curves of the overlying coarse-grained layer are above the underlying layer samples, indicating that the upper layer contains more coarse grains. In addition, the general formula of GSD, P(D) = CD–μexp(−D/Dc), is used, which derives the GSD parameters (μ, Dc) (Li et al., 2013). The parameter μ reflects the change of fine grains. Dc reflects the range of grain composition, the larger the value is, the larger the range of grain size variation is, and the more the content of coarse grains is. It is found that the Dc of the overlying layer is larger than that of the underlying layer, which also indicates that the overlying layer contains more coarse grains than the underlying layer.


[image: image]

FIGURE 4. Grain size distribution curves of overlying coarse-grained layer and underlying fluid in surges.


In addition, a certain amount of deposition samples were taken back to the laboratory in the main gully, different grain groups were separated in the laboratory, and different grain configurations were simulated in the laboratory in order to compare with the natural debris flow samples.



EXPERIMENT AND METHOD


Device and Principle

Debris flow does not always show uniform and mixed grain configurations, and different configurations will be formed because of grain separation under different dynamic conditions. In order to explore the effect of configuration on excess pore water pressure, a series of experiments testing static relative excess pore water pressure were carried out. The experiment equipment consists of a cylindrical container, a piezometer and an appropriate amount of gauze. The piezometer is a transparent plastic tube with a diameter of 5 mm and a tube thickness of 1 mm, and a millimeter scale line is engraved on the outer wall of the tube (see Figure 5). The test was carried out in a cylindrical container with a diameter of 300 mm and a height of 300 mm. The container was used to store the slurry of a certain density and a certain upper limit grain size. During the test, the piezometer was inserted into the prepared slurry sample, and its end inserted into the sample was wrapped with gauze to prevent the grains from entering the tube and blocking the tube hole to affect the pore water circulation.


[image: image]

FIGURE 5. Schematic diagram of experimental device.


The pore pressure (U) in flow mass is the sum of hydrostatic pore pressure (U0) and excess pore pressure (Up) (Hampton, 1979):

[image: image]

The relative excess pore pressure Ur is (Pierson, 1981):

[image: image]

where h1 is the hydraulic head in the piezometer above the flow surface, h is the depth of the piezometer below the surface, Cv is the solid volumetric concentration, and ρr and ρ0 refer to the densities of solid grains and water, respectively. The Ur value reflects the development and dissipation of excess pore water pressure, and the maximum Ur value (Urmax) reflects the maximum pore water pressure at the corresponding time. The process before the maximum Ur value cannot be seen as a reflection of the true excess pore water pressure, but rather a normal growth process before the real excess pore water pressure is reached. When Urmax is reached, the change in Ur can truly reflect the change in the size of the internal excess pore water pressure. The total test time for each sample is 450 min. The height of the water column in the piezometer is recorded once every minute from 0 to 60 min, every 2 min from 60 to 90 min, and every 5 min from 90 to 450 min.

The three methods of processing the sample shown in Figure 6 are explained as follows:


[image: image]

FIGURE 6. Test operation mode.


(1) Direct determination of the mixture of the underlying layer with finer grains, taken as the controlling case;

(2) 2,000 g coarser grains are mixed into the underlying layer mixture, which is referred as case I.

(3) The coarser grains of 2,000 g are evenly laid on the surface of the mixture in the underlying layer, which is referred as case II.



Test Operation and Data

The Ur test was carried out on the three natural debris flow samples obtained in the tributary after the operations shown in Figure 6. According to the above three cases, the information of the three test groups is shown in Table 2.


TABLE 2. Test group information of natural debris flow samples.

[image: Table 2]After testing the natural samples, the comparing tests were carried out using debris flow deposits in the main channel of JJG. There are five groups of separated coarser grains, which are 1–2, 2–5, 5–10, 10–20, and 20–40 mm, respectively. The separated grain groups are dried in an oven, and then the slurry is prepared for samples below 1 mm, below 2 mm, below 5 mm, below 10 mm, and below 20 mm, and the prepared slurry density is 1.95 g/cm3. The height of the mixture slurry in the container was maintained at 260 mm. The test was divided into five groups (Test 1-Test 5), and each set of test samples was carried out according to the operation shown in Figure 6, and different grain groups were added to the corresponding slurry and numbered (see Table 3). At the time of the test, the relative excess pore water pressure test was first performed on the prepared slurry samples (A1–E1) with a density of 1.95 g/cm3 in accordance with the operation shown in controlling case. Then, as shown in case I, 2,000 g of separated grains of different grain groups were respectively added to the corresponding slurry and stirred uniformly to carry out the test. Finally, as shown in case II, 2,000 g of separated grains of the five grain groups were respectively dispersed on the surface of A1–E1 slurry sample, and then the height of the water column was observed. Figure 6 represent three different sample treatment methods.


TABLE 3. Test group information of deposition samples.

[image: Table 3]


THE CHANGING CHARACTERISTICS OF UR


Ur Changes in Natural Debris Flow Samples

The results of Ur test on the samples taken from the active debris flow in the tributary are shown in Figure 7. It is evident that the Ur has undergone a similar change process.


[image: image]

FIGURE 7. Temporal variation of relative excess pore pressure (Ur).


When Ur reaches the peak value Urmax in roughly liner way at about 80s, it turns to decrease with time (t) in a power law:

[image: image]

The fitting coefficient m and power exponent n are shown in Table 4:


TABLE 4. Urmax and decaying index of Ur.

[image: Table 4]The power exponent n reflects the degree of dissipation of Ur, which is a decay index, that is, the higher the value of n, the faster it dissipates. According to the analysis of the same group of samples, it is found that n is closely related to Urmax, and the functional relationship is as follows:
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The variation range of fitting parameter α is 0.18–2.90 and β is 0.86–1.05. Among them, the parameters α and β reach the maximum in case II.

Comparing various Urmax indicates that, if the grains from overlying coarse-grained layer are uniformly stirred in the underlying layer samples, the excess pore water pressure will increase, but the increase is not as high as that of the overlying coarser grains dispersed on the sample surface. In the case of overlying coarser grains uniformly dispersed inside the slurry, the Urmax increases by 3.10, 6.53, and 6.04%, respectively; while in the case of overlying coarser grains uniformly dispersed on the surface, the Urmax increases by 24.96, 18.82, and 19.37%, respectively. These results indicate that the presence of such an overlying coarse-grained layer has a positive effect on promoting the excess pore water pressure.

When the debris flow at low velocity does not have obvious erosion and entrainment in the gentle channel, and some coarser grains are collected on the surface, the overlying coarse-grained layer produces a layered concentrated load, which is prone to generate high excess pore water pressure and highly concentrated sliding force. Under certain initial velocity conditions, the high-density, wide-gradation, and coarse-grain separation characteristics of debris flows will have acceleration / deceleration effects on it through changes in excess pore water pressure.



Ur Changes in Deposition Samples

After the tests of deposition samples, a series of relative excess pore water pressure tests were carried out, and the relative excess Ur changes of the respective samples are shown in Figure 8. It is found that the same amount of coarser grains can cause different excess pore water pressure responses due to different grain configurations. When a certain amount of coarser grains is added to the corresponding slurry sample with a density of 1.95 g/cm3 as operation case I, and the mixture is uniformly stirred, the measured Urmax is increased to some extent. When a certain amount of coarser grains are dispersed on the surface as case II, the Urmax value is also improved, but the increase is significantly higher than that of the sample treated as operation case I. Similarly, when the Ur reaches the peak, it decays in the same way as the case of flow tests (Eq. 4). The fitting parameters, Urmax and the maximum upper limit grain size Dmax of each sample are shown in Table 5.


[image: image]

FIGURE 8. Curves for changes in relative excess pore water pressure.



TABLE 5. Urmax, Dmax, and decaying index of Ur.

[image: Table 5]Figure 8 shows that the curves of Test 1–Test 5 are gradually shifted upward, which also shows that the increase of coarser grains can elevate the excess pore water pressure. Based on the test results of each operation mode, it is found that there is a positive correlation between Urmax and the maximum grain size (Dmax), that is, the Urmax increases with the increase of coarser grain size, and the two are in a sublinear relationship (see Figure 9):

[image: image]


[image: image]

FIGURE 9. Relationship between Urmax and Dmax under different operation modes.


and R2 is greater than 0.80. The range of fitting parameter a is 0.684–0.746, and b is 0.034–0.045. The power exponent c is the largest in operation case II, which is 0.650, while that in controlling case and case I is the smallest, both of which are close to each other, with an average of 0.56.

The reason for the close relationship between Urmax and Dmax in the controlling case and case I is that the sample grains treated by operation are uniformly mixed. After the operation case II was performed on the sample, the Urmax values increased by 1.11, 1.98, 0.52, 4.14, and 2.60%, respectively, compared to the samples of the controlling case. And after the case II, the Urmax values increased by 8.76, 7.93, 9.79, 10.28, and 12.80%, respectively. That is to say, the influence of the increase of coarser grains on excess pore water pressure is not only affected by the grain content, but also by the configuration of coarser grains in the mixture. In addition, under the same density of the experimental slurry, the relative excess pore water pressure is found to rise with the increase of upper limit grain size (e.g., from 1 to 20 mm). This indicates that the wide gradation is positive for the increase of excess pore water pressure. The power exponent n from Test 1 to Test 3 changes little, showing similar characteristics, mainly because the grains of the samples are very fine, and the dissipation rate of pore water pressure is relatively close. However, the variation characteristics of n in Test 4 and Test 5 are generally consistent with those of natural debris flow samples, that is, the samples treated in case II have a smaller dissipation rate.

In addition, comparing between Tables 4, 5 shows that the n value obtained by deposition is generally small; this is mainly because that the deposition sample is artificial, and the simulated underlying layer is a mixture made of grains below a certain grain size, and the grains are fine (except Test 4 and Test 5), which is not the actual underlying layer with a wide range of grain size. This experiment also shows that when the content of fine grains is large, the pore water pressure dissipates slowly, corresponding to a small n value.

The experiments indicate that the overlying coarse-grained layer facilitates the generation of high excess pore pressure in high-density debris flows, where the pressure can’t dissipate readily and the grains in the underlying layer shows a semi-fluid property, which helps promote the overall migration of grains and reduce the placement and deposition of debris along the flow track (Guthrie et al., 2010).



DISCUSSION


The Role of Coarse-Grained Layers

It has been widely recognized that fine grains can increase debris-flow mobility through a “ball-bearing-like effect” (Hsü, 1975; Iverson, 1997; Brewster, 2004; Roche et al., 2005; Phillips et al., 2006; Iverson et al., 2010; Roche, 2012), and our experiments reveal the acceleration effect due to coarse grains. A critical point here is the persistence of high excess pore water pressure. Considering the effective stress principle of Terzaghi (Terzaghi, 1943; Kaitna et al., 2016), the development of pore fluid pressure plays a key role in the mobility of debris flow (Iverson, 1997). Only when there is a large positive pore pressure in the bottom sediment, the erosion and entrainment of debris flow will be accompanied by the increase of flow momentum and velocity (Iverson et al., 2011).

We find that the overlying coarse-grained layer results in the redistribution of excess pore water pressure through the loading pattern and hence affects the fluid shear strength, and enhances the mobility of flow. There exists a dynamic mutual feedback mechanism between the overlying coarse-grained layer and the movement. When this kind of grain configuration is formed in the process of debris flow movement, the bottom bed fluid produces higher excess pore water pressure, and there are more fine grains in the lower part of the whole fluid than in the upper part, which is beneficial for the fluid to develop an increasingly well retained excess pore pressures (De Haas et al., 2015). The ability to maintain high excess pore water pressure depends on the GSD (Pierson, 1980, 1981). The existence of abundant and poorly sorted coarse grains is also important because it provides a more compact grain framework in which the pore fluid is more easily trapped and can bear part of the load and reduce the friction between grains. However, too many coarse grains mean an increase in internal friction, which will weaken the advantage of the increased excess pore water pressure, and the flow will be “frozen” (Pierson, 1981; Godt and Coe, 2007). The upward movement of some coarse grains from the bottom and the formation of a coarse-grained layer on the surface will not strongly change the GSD of the lower fluid, and there are still abundant coarse grains with poor sorting in the lower part. On the contrary, it will delay the decay of grain collision stress and reduce grain contact friction, and greatly delay the accumulation of debris flow (Lowe, 1976; Major, 2000).



Implication for Acceleration

The entrainment of coarse grains and the accumulation of coarse grains on the surface can significantly exceed the excess pore water pressure and contribute to the mobility, which can be regarded as the acceleration stage of debris flow. When the movement slows down, the coarse grains do not increase significantly and there is no overlying phenomenon of coarse grains, the excess pore water pressure dissipates gradually, corresponding to the deceleration stage of debris flow, the schematic diagram of this process is shown in Figure 10. The acceleration phase in this process is different from the potential energy acceleration phase, which is a “tortuous” rising process (Figure 10), and is the result of reducing the effective stress on the sliding surface caused by excess pore water pressure (Gabet and Mudd, 2006). The shaded part of Figure 10 indicates a rapid increase in excess pore water pressure, which is often due to the increase of coarse grains eroded and entrained along the way, or the development of overlying coarse-grained layer configuration. Increased pore water pressure reduces substrate friction and leads to an increase in velocity, mass and momentum (Iverson et al., 2011). In addition, the separation of coarse grains reduces the solid volume concentration of the lower fluid and increases the content of fine grains, which are beneficial to reduce the yield stress (Coussot and Proust, 1996; Pellegrino and Schippa, 2018). After the excess pore water pressure has experienced rapid growth and reached a certain level, the debris flow enters the process of dissipating the excess pore water pressure until the next condition that can cause the generation of the excess pore water pressure. After the debris flow enters the gentle slope deceleration phase, it can be considered that the content of coarser grains has not changed and the potential energy acceleration effect has weakened. At this time, the key to whether the debris flow can continue to flow is to see whether the conditions for generating and maintaining high excess pore water pressure are available at this time, and the coarser grains concentrating on the surface is a favorable condition for the generation and development of excess pore water pressure, which delays the deposition of debris flow on the gentle slope (Pierson, 1980, 1981), and promotes it to maintain high mobility and burst out of the tributary into the main gully.


[image: image]

FIGURE 10. Schematic diagram of relative excess pore pressure change under grain disturbance.


Therefore, it is necessary to carry out in-depth research on the formation conditions, mechanisms and effects of non-uniform grain organization patterns that can cause high excess pore water pressure in debris flows.



CONCLUSION

Under different conditions, the grain configuration has a great influence on the properties of debris flows. Excess pore pressure distributions will occur when the grains are in segregation or non-homogeneous; and high excess pore pressure is more likely to occur in flow with overlying coarse-grained layer, which has a positive effect on the debris-flow mobility. Even for debris flows with the same or similar grain composition, different grain configurations will cause significant differences in the level of pore water pressure. There exists a mutual feedback mechanism between the debris-flow movement and the overlying coarse-grained layer.

The debris-flow movement gives rise to grain segregation, facilitating the formation of overlying coarse-grained layer; and in turn, the overlying coarse-grained layer promotes debris-flow movement by affecting the fluid properties in the specific region.



DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.



AUTHOR CONTRIBUTIONS

TY produced the figures and wrote the manuscript. YL was responsible for the main idea of the manuscript and contributed to the manuscript revision. DL, XG, JZ, and YJ provided input to figure and text editing. All the authors contributed to the article and approved the submitted version.



FUNDING

This study was supported by the Major Program of National Natural Science Foundation of China (grant no. 41790432), the Strategic Priority Research Program of the Chinese Academy of Sciences (grant no. XDA23090202), and the Key International S and T Cooperation Project (grant no. 2016YFE0122400).



REFERENCES

Bagnold, R. A. (1954). Experiments on gravity-free dispersion of large solid spheres in a newtonian fluid under shear. Proc. R. Soc. Lond. A Math. Phys. Sci. 225, 49–63. doi: 10.1098/rspa.1954.0186

Brewster, R. (2004). On dense granular flows. Eur. Phys. J. E Soft Matter 14, 341–365. doi: 10.1140/epje/i2003-10153-0

Chen, X. Z., and Cui, Y. (2017). The formation of the Wulipo landslide and the resulting debris flow in Dujiangyan City, China. J. Mt. Sci. 14, 1100–1112. doi: 10.1007/s11629-017-4392-1

Coussot, P., and Meunier, M. (1996). Recognition, classification and mechanical description of debris flows. Earth Sci. Rev. 40, 209–227. doi: 10.1016/0012-8252(95)00065-8

Coussot, P., and Proust, S. (1996). Slow, unconfined spreading of a mudflow. J. Geophys. Res. Solid Earth 101, 25217–25229. doi: 10.1029/96JB02486

Cui, Y., Zhou, X. J., and Guo, C. X. (2017). Experimental study on the moving characteristics of fine grains in wide grading unconsolidated soil under heavy rainfall. J. Mt. Sci. 14, 417–431. doi: 10.1007/s11629-016-4303-x

Cui, Z. J., Wu, Y. Q., and Xie, Y. Y. (1993). Study of sedimentary character of debris-flow at Lengshuigou outlet, Duanjiahe basin, Nanning-Kunming railway (in Chinese). Chin. J. Geol. Hazard Control 2, 52–62.

De Haas, T., Braat, L., Leuven, J. R. F. W., Lokhorst, I. R., and Kleinhans, M. G. (2015). Effects of debris flow composition on runout, depositional mechanisms, and deposit morphology in laboratory experiments. J. Geophys. Res.-Earth Surf. 120, 1949–1972. doi: 10.1002/2015jf003525

Deng, Y. X. (1995). Process of accumulation and characteristics of glacial debris flow deposits trangformed by moraine. Acta Sedimentol. Sin. 13, 37–48.

Enos, P. (1977). Flow regimes in debris flow. Sedimentology 24, 133–142. doi: 10.1111/j.1365-3091.1977.tb00123.x

Fan, Y. (2010). Analysis of conceptual two-phase resistance for accumulation state of debris flow. J. Eng. Geol. 18, 100–104. doi: 10.1631/jzus.A1000244

Gabet, E. J., and Mudd, S. M. (2006). The mobilization of debris flows from shallow landslides. Geomorphology 74, 207–218. doi: 10.1016/j.geomorph.2005.08.013

Godt, J. W., and Coe, J. A. (2007). Alpine debris flows triggered by a 28 july 1999 thunderstorm in the central front range, colorado. Geomorphology 84, 80–97. doi: 10.1016/j.geomorph.2006.07.009

Guthrie, R. H., Hockin, A., Colquhoun, L., Nagy, T., Evans, S. G., and Ayles, C. (2010). An examination of controls on debris flow mobility: evidence from coastal British Columbia. Geomorhology 114, 601–613. doi: 10.1016/j.geomorph.2009.09.021

Hampton, M. A. (1979). Buoyancy in debris flows. J. Sediment. Res. 49, 753–758. doi: 10.1306/212F7838-2B24-11D7-8648000102C1865D

Hsü, K. J. (1975). Catastrophic debris streams (Sturzstroms) generated by rockfalls. Geol. Soc. Am. Bull. 86, 129–140. doi: 10.1130/0016-7606197586<129:CDSSGB<2.0.CO;2

Iverson, R. M. (1997). The physics of debris flows. Rev. Geophys. 35, 245–296. doi: 10.1029/97RG00426

Iverson, R. M. (2015). Scaling and design of landslide and debris-flow experiments. Geomorphology 244, 9–20. doi: 10.1016/j.geomorph.2015.02.033

Iverson, R. M., and Denlinger, R. P. (2001). Flow of variably fluidized granular masses across three-dimensional terrain: 1. Coulomb mixture theory. J. Geophys. Res. Solid Earth 106, 537–552. doi: 10.1029/2000JB900329

Iverson, R. M., Logan, M., Lahusen, R. G., and Berti, M. (2010). The perfect debris flow? Aggregated results from 28 large-scale experiments. J. Geophys. Res. Earth Surf. 115:F03005. doi: 10.1029/2009JF001514

Iverson, R. M., Reid, M. E., Logan, M., Lahusen, R. G., Godt, J. W., and Griswold, J. P. (2011). Positive feedback and momentum growth during debris-flow entrainment of wet bed sediment. Nat. Geosci. 4, 116–121. doi: 10.1038/ngeo1040

Iverson, R. M., and Vallance, J. W. (2001). New views of granular mass flows. Geology 29, 115–118. doi: 10.1130/0091-761320010292.0.CO;2

Kaitna, R., Palucis, M. C., Yohannes, B., Hill, K. M., and Dietrich, W. E. (2016). Effects of coarse grain size distribution and fine particle content on pore fluid pressure and shear behavior in experimental debris flows. J. Geophys. Res. Earth Surf. 121, 415–441. doi: 10.1002/2015jf003725

Kaitna, R., Rickenmann, D., and Schatzmann, M. J. A. G. (2007). Experimental study on rheologic behaviour of debris flow material. Acta Geotech. 2, 71–85. doi: 10.1007/s11440-007-0026-z

Li, Y., Gou, W. C., Wang, B. L., and Liu, D. C. (2016). Grain composition and the fluctuation of debris flow motion. Mt. Res. 34, 468–475. doi: 10.16089/j.cnki.1008-2786.000152

Li, Y., Liu, J. J., Su, F. H., Xie, J., and Wang, B. L. (2015). Relationship between grain composition and debris flow characteristics: a case study of the Jiangjia Gully in China. Landslides 12, 19–28. doi: 10.1007/s10346-014-0475-z

Li, Y., Zhou, X. J., Su, P. C., Kong, Y. D., and Liu, J. J. (2013). A scaling distribution for grain composition of debris flow. Geomorphology 192, 30–42. doi: 10.1016/j.geomorph.2013.03.015

Lowe, D. (1976). Grain flow and grain flow deposits. J. Sediment. Res. 46, 188–199. doi: 10.1306/212F6EF1-2B24-11D7-8648000102C1865D

Luo, Y. H. (2003). Analysis for process of debris flow deposition (in Chinese). Earth Sci. J. China Univ. Geosci. 28, 533–536.

Major, J. J. (1995). Experimental Studies of Deposition at a Debris-Flow Flume. Reston, VA: U.S. Geological Survey. Open-File Report. 028-94.

Major, J. J. (2000). Gravity-driven consolidation of granular slurries: implications for debris-flow deposition and deposit characteristics. J. Sediment. Res. 70, 64–83. doi: 10.1306/2DC408FF-0E47-11D7-8643000102C1865D

Middleton, G. V. (1970). “Experimental studies related to problems of flysch sedimentation,” in Flysch Sedimentology in North America, ed. J. Lajoie (Toronto: Toronto Business and Economic Service Ltd), 253–272.

Ni, J. R., and Qu, Y. Z. (2003). Modeling of vertical segregation of solid particles in sediment-laden flow (in Chinese). J. Hydrodynam. 18, 349–354.

Pellegrino, A. M., and Schippa, L. J. E. E. S. (2018). A laboratory experience on the effect of grains concentration and coarse sediment on the rheology of natural debris-flows. Environ. Earth Sci. 77:749. doi: 10.1007/s12665-018-7934-0

Phillips, J. C., Hogg, A. J., Kerswell, R. R., and Thomas, N. H. (2006). Enhanced mobility of granular mixtures of fine and coarse particles. Earth Planet. Sci. Lett. 246, 466–480. doi: 10.1016/j.epsl.2006.04.007

Pierson, T. C. (1980). Erosion and deposition by debris flows at mt thomas, north canterbury, new zealand. Earth Surf. Process. 5, 227–247. doi: 10.1002/esp.3760050302

Pierson, T. C. (1981). Dominant particle support mechanisms in debris flows at mt thomas, new zealand, and implications for flow mobility. Sedimentology 28, 49–60. doi: 10.1111/j.1365-3091.1981.tb01662.x

Roche, O. (2012). Depositional processes and gas pore pressure in pyroclastic flows: an experimental perspective. Bull. Volcanol. 74, 1807–1820. doi: 10.1007/s00445-012-0639-4

Roche, O., Gilbertson, M. A., Phillips, J. C., and Sparks, R. S. J. (2005). Inviscid behaviour of fines-rich pyroclastic flows inferred from experiments on gas-particle mixtures. Earth Planet. Sci. Lett. 240, 401–414. doi: 10.1016/j.epsl.2005.09.053

Savage, S., and Lun, C. (1988). Particle size segregation in inclined chute flow of dry cohesionless granular solids. J. Fluid Mech. 189, 311–335. doi: 10.1017/S002211208800103X

Shu, A. P., Yang, K., Li, F. H., and Pan, H. L. (2012). Characteristics of grain size and grain order distribution in the deposition processes for non-homogeneous debris flow. J. Hydraul. Eng. 43, 1322–1327. doi: 10.13243/j.cnki.slxb.2012.11.002

Takahashi, T. (2014). Debris Flow Mechanics, Prediction And Countermeasures. London: Taylor and Francis.

Terzaghi, K. (1943). Theoretical Soil Mechanics. New York, NY: Wiley.

Vallance, J. W., and Savage, S. B. (2000). “Particle segregation in granular flows down chutes,” in IUTAM Symposium on Segregation in Granular Flows, eds A. D. Rosato and D. L. Blackmore (Dordrecht: Springer), 31–51. doi: 10.1007/978-94-015-9498-1_3

Wang, Y. Y., Tan, R. Z., Zhan, Q. D., and Tian, B. (2009). Gravel accumulation in deposits of viscous debris flows with hyper-concentration. J. Mt. Sci. 6, 88–95. doi: 10.1007/s11629-009-0120-9

Wang, Y. Y., Zhan, Q. D., and Yan, B. Y. (2014). Debris-Flow Rheology And Movement. Changsha: Hunan Science and Technology Press.

Yang, Z. (2003). Analysis on accumulation state of debris flow (in Chinese). Chin. J. Rock Mech. Eng. 22, 2778–2782. doi: 10.1109/ICMT.2011.6002944

Conflict of Interest: DL was employed by the company Sichuan Highway Planning, Survey, Design and Research Institute Ltd.

The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Yang, Liu, Li, Guo, Zhang and Jiang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.

		ORIGINAL RESEARCH
published: 15 April 2021
doi: 10.3389/feart.2021.604635


[image: image2]
Influence of Internal Structure on Breaking Process of Short-Lived Landslide Dams
Chu-Ke Meng1†, Kun-Ting Chen2,3†, Zhi-Pan Niu1,4*, Bao-Feng Di1 and Yu-Jian Ye1
1Institute for Disaster Management and Reconstruction, Sichuan University, Chengdu, China
2Compound Disaster Prevention Research Center, General Research Service Center, National Pingtung University of Science and Technology, Pingtung, Taiwan
3Department of Soil and Water Conservation, National Pingtung University of Science and Technology, Pingtung, Taiwan
4State Key Laboratory of Hydraulics and Mountain River Engineering, Sichuan University, Chengdu, China
Edited by:
Jie Dou, Nagaoka University of Technology, Japan
Reviewed by:
Qi Yao, China Earthquake Networks Center, China
Yifei Cui, Tsinghua University, China
* Correspondence: Zhi-Pan Niu, niuzhipan@sina.com
†These authors have contributed equally to this work
Specialty section: This article was submitted to Geohazards and Georisks, a section of the journal Frontiers in Earth Science
Received: 10 September 2020
Accepted: 12 February 2021
Published: 15 April 2021
Citation: Meng C-K, Chen K-T, Niu Z-P, Di B-F and Ye Y-J (2021) Influence of Internal Structure on Breaking Process of Short-Lived Landslide Dams. Front. Earth Sci. 9:604635. doi: 10.3389/feart.2021.604635

The diversity of the landslide dam structure will result in the difference in the dam body’s seepage. In this paper, based on two kinds of soil bodies of different particle gradations, fourteen groups of structures of the landslide dam are designed to generalize different seepage developments and breaking processes. The study shows that the saturation and seepage evolution characteristics of the landslide dam's seepage have a considerable influence on the landslide dam’s breaking characteristics. An empirical formula is fitted according to the time-seepage degree curve of the landslide dams of different breaking processes to predict the breaking forms of the landslide dams before the dam break. During the water storage process of the landslide dam, the seepage's saturation process inside the dam body reduces the stability of the landslide dam, thus affecting the evolution of the failure process after it has started. In the experiment, it is found that the growth rate of the seepage degree of the landslide dam is inversely proportional to the growth rate of the dam breach area. Although the internal penetration of landslide dams is usually undervalued, the result verifies that the study on the seepage process before the breaking of landslide dam is conductive for further understanding the breaking mechanism of the landslide dam.
Keywords: landslide dam, overtopping, dam slope instability, dam breach area, peak flow
INTRODUCTION
Landslide dam is like a knife on the neck of the downstream residents. Once it breaks, the lives and property of the downstream residents will be devastated (Costa and Schuster, 1988; Casagli et al., 2003). The larger the capacity of the barrier lake, the more devastating the flood will be. For a long-lived landslide dam, due to the long-term blockage of the channel, the water quantity in front of the reservoir will gradually accumulate and increase, so the destructive power after breaking will be stronger to the downstream. Although the dam failure risk of this kind of barrier lake is still high, most of its failure is a gradual process. Researchers usually have enough time to enter the site to collect data, analyze and work out the disposal plan. After manual treatment, the danger of this kind of dam will be greatly reduced. However, although its storage capacity is small and its destructive power to the downstream is weak for a short-lived landslide dam, researchers can hardly arrive at the site in time before its breaking. This kind of landslide dam usually bursts naturally and causes no less loss to the downstream than the long-lived landslide dam. For example, Tangjiashan landslide dam, the most dangerous dam in the 2008 Wenchuan earthquake in China (Chen et al, 2009; Cui, 2009), had no casualties after manual disposal. However, in 2014, the Hsiaolin landslide dam was caused by a rainstorm, breaking naturally within an hour after its formation, causing 398 deaths (Chen et al., 2014). Therefore, it is urgent to study short-lived landslide dams’ failure mechanisms.
The breaking process of a landslide dam is affected by numerous factors. The upstream hydrological conditions of the landslide dam will affect the inflow and the water content of the dam. The topography of the landslide dam (the width and the depth of the river channel, the slope of the river banks on both sides, and the soil properties, etc.) nearby will affect the type and the physico-mechanical properties of a landslide dam (Costa and Schuster, 1988). The scholars in relevant fields usually study the breaking mechanism and breaking process of the landslide dam based on model tests. Morris et al. (2007) and Höeg K et al. (2004) carried out experiments indoors and in the field to study the flow process when the landslide dam break and how the horizontal expansion of the breach evolves as a function of dam body composition. Niu Zhi-Pan (Niu et al., 2012) studied the breaking mechanism and breaking process under specific circumstances with “the pile group positioning method” based on dam models with different seepage conditions and different particle gradations, with and without channels, and the considering two cascade dam. Jiang and Cui (2016) carried out model tests on landslide dams for different dam shapes and inflows and conducted in-depth research on the breach’s longitudinal evolution during the dam break. Ding-Zhu et al. (2017) studied the widening process of landslide dam breaches by analyzing the dam section data under the tests of different dam heights and dam slope ratios.
The scholars usually adopted uniform materials so that the dam bodies’ mechanical properties did not vary. Consequently, the test results may differ considerably from the actual situations (Ming et al., 2020). This is because the seepage characteristics (refer to the changing mechanism of the flow field inside the dam) and the soil’s anti-erosion ability in each part of the dam body will greatly impact the breaking process (Annandale, 2005). The evolution of breaches (e.g., type, shape, duration) and dam failure floods (e.g., the shape of the hydrograph and peak discharge) is dependent on the specific composition of each landslide dam (Costa and Schuster, 1988; Casagli et al., 2003). The particle size and physico-mechanical properties of a landslide dam at different internal parts are quite different, which causes various changes in seepage evolution and dam failure forms. If the dam break process is simulated according to a uniform material, it may not reflect the actual failure process. For example, Tangjiashan, the biggest landslide dam induced by the 2008 Wenchuan earthquake, its soil structure is mainly composed of upper and lower parts. The upper part is covered with a layer of loose gravel soil, and the bottom is accumulated with strong weathered debris clastic rocks and weakly weathered clastic rocks (Li et al., 2010; Zhenming et al., 2016). In 2014, the Ludian Magnitude-6.5 Earthquake in Yunnan Province formed Hongshiyan Barrier Lake on Niulanjiang River. The composition of the landslide dam is complex. The major structure of the dam is the up-down structure. The upper soil layer is mainly composed of isolated stones, block stones, gravel, and a small amount of sandy soil and isolated block stones (Liu, 2014; Wang and Du, 2015). Due to the loose accumulation of large rocks and obvious gaps among rocks, the permeability coefficient of the upper soil layer is likely to be large. The lower part of the dam body is covered by three soil layers. The soil layers are different in lithology, but generally, the permeability coefficient is low, which means that seepage failure is unlikely to occur. In 2018, Baige Landslide Dam was formed by two landslides. The material comprising the landslide dam is mainly comprised of fine particles, but the upstream slope and the downstream soil body mainly consist of coarse-grained particles (Cai et al., 2019; Deng et al., 2019; Zhong et al., 2020). As seepage increases and develops, the physico-mechanical properties of the substances inside the landslide dam will change greatly. For example, the shear strength, plasticity index, and liquidity index will change considerably so that the physico-mechanical properties of the whole dam body will change accordingly, and the stability of the dam body will be greatly different from that before the seepage. Further research is needed on the mechanics of breach formation and development of the dam bodies with non-uniform internal mechanical properties in the process of seepage and erosion by water flow.
This paper carried out model tests based on fourteen kinds of landslide dams with different structures to study the previous problems. Such landslide dams have different permeability characteristics before the formation of the breach. Firstly, the landslide dam's saturation and the evolution of the saturation line under various circumstances are analyzed, and the similarities and differences are summarized. Afterward, the breaking characteristics such as the evolution mechanism of the dam breach, the change process of breach flow are analyzed and summarized under various circumstances. Finally, the influences of the seepage process on the dam failure characteristics are investigated.
EXPERIMENTAL TEST
Test Design
Figure 1 shows the overall experiment device. The width of the experiment section of the water channel is 0.5 m, and the length is 7 m. The water channel's sidewalls on both sides of the landslide dam are made of tempered glass. When the bed slope of the flume is low, the landslide dam will not break instantaneously. But when the bed slope of the flume is high, the possibility of instantaneous dam break of the landslide dam under the same conditions is greatly increased, and this kind of problem is rarely studied. Therefore, to simulate the instantaneous dam break of the landslide dam, the slope of the flume is set at 15°in this experiment.
[image: Figure 1]FIGURE 1 | Experimental setup.
In the experiment, the water is supplied by the circulating water supply system that consists of a reservoir, pump room, water leveling tower, water supply pipe, and a water return channel. The model’s inlet head is connected to the water supply pipe, and a valve controls the incoming water. The inlet head is equipped with water measuring facilities, water leveling facilities, and rectifying facilities. The initial inflow of the model is measured by a right-triangle thin-walled measuring weir. The computational formula is Q = C0H2.5, in which Q refers to the outflow flow, C0 refers to the flow coefficient of the right-triangle thin-walled measuring weir, and H refers to the head above the weir crest. According to the specific size of the triangular weir used in the experiment and relevant application experience, C0 = 1.4. The head above the weir crest is measured with a measuring needle whose measurement precision is 0.1 mm. The inflow of this experiment is 0.6 ± 0.1 L/s.
Three high-speed cameras are used to capture the whole process. The side camera beside the water channel’s sidewall is used to capture the dam edge’s saturation by the water flow and the change of the water level behind the dam. A camera is placed at the top of the dam to monitor the dam crest’s saturation and the dam breach by the overtopping water. A camera is placed in front of the dam to monitor the downstream slope's erosion by the water flow.
Materials and Data
The erodibility of the landslide deposit is one of the most important intrinsic factors governing a landslide dam’s erosion process due to overtopping (Chang and Zhang, 2010). Under the same inflow test, the higher the soil erodibility is, the larger the breach size is, the shorter the breach time is, and the higher the peak outflow rate is (Chang and Zhang, 2010). With different dam structures, the seepage characteristic and erodibility of the dams differ considerably, which are the main variables in this study. Besides, the particle gradation and the proportion of coarse and fine particles in the soil slope will affect the formation mechanism of soil failure and debris flow initiation (Cui et al., 2017; Liu et al., 2020), which are critical issues in the study of landslide dam breaking mechanism.
Based on the importance of particle grading and the landslide dam’s internal structure, the dam body is composed of coarse-grained soil and fine-grained soil to simulate the difference in the landslide dam’s permeability. The gradations of the soil bodies composed of coarse-grained soil and fine-grained soil used in this experiment are shown in Figure 2, and the initial parameters are shown in Table 1. The coarse-grained soil’s median particle diameter is 2.8 mm, the nonuniformity coefficient is 1.5, the water content rate is 8.5%, and the permeability coefficient is 5 × 10−1 cm/s. In this study, we consider this type of soil as high permeability. The fine-grained soil's median particle diameter is 0.85 mm, the nonuniformity coefficient is 4.4, the water content rate is 8.7%, and the permeability coefficient is 6 × 10−4 cm/s. In this study, we consider this type of soil as low permeability. The permeability of the landslide dam made up of these two kinds of soils is closely related to their location and content. The dam body's permeability coefficient is generally between that of the coarse-grained soil and that of the fine-grained soil. For the landslide dam with the up-down structure, the permeability coefficient is slightly lower than 5 × 10−1 cm/s. For the landslide dam with the front-back structure, the permeability coefficient is slightly higher than 6 × 10−4 cm/s. In this paper, the mechanism of the seepage characteristic of the dam is one of the main research objects.
[image: Figure 2]FIGURE 2 | The particle size distribution of the experiment material.
TABLE 1 | Soil mechanical parameters: d50 is the median particle size; Cu is the coefficient of nonuniformity.
[image: Table 1]The test arrangements are shown in Table 2. Test 1 and Test 2 are about the landslide dams composed of uniform soil. Such dam forms are adopted by many researchers and are taken as the reference group. In order to study practical cases that are composed of layered soils and the influence thereof on the breaking process, a variety of possible combinations need to be considered. In this experiment, Test 3–1, Test 3–2, Test 3–3, Test 4–1, Test 4–2, and Test 4–3 generalize the up-down structure of the landslide dam, and Test 5–1, Test 5–2, Test 5–3, Test 6–1, Test 6–2, and Test 6–3 generalize the front-back structure of the landslide dam to scrutinize the seepage and breaking characteristics of various structures in actual situations.
TABLE 2 | Test arrangements for fourteen types of dams.
[image: Table 2]Test Methods
Seepage Degree
The development of the saturation lines began before the dam break, and the seepage evolution before the dam break is an important influencing factor that induces different dam failure forms. Therefore, this paper conducted an in-depth analysis of the seepage evolution before the dam break. To quantify the development of the saturation line and find the mechanism for different forms of dam break in the experiment, this paper uses a dimensionless index p in the experiment to represent the seepage degree of the landslide dam, which is defined as:
[image: image]
In the formula, p is the seepage degree at a specific moment, representing the length of development when the front end of the saturation line develops along the longitudinal direction of the water channel, L0 is the length of development when the front end of the saturation line develops along the longitudinal direction of the water channel, and L is the length of the dam body in such direction. The value-taking method is shown in Figure 3. When p = 0, there is no or only a small amount of water permeating through the dam body; when 0 < p < 1, there is a certain amount of water permeating through the dam body and the seepage channel inside the dam is developing; and when p = 1, a stable seepage channel has been formed inside the dam body.
[image: Figure 3]FIGURE 3 | The calculation of the seepage degree. The experiment parameters, including the length of development when the front end of the saturation line develops along the longitudinal direction of the water channel L0 and the length of the dam body L, are shown. Two kinds of experiments are shown: (A) When the foremost end of the saturation line appears at the bottom of the dam; (B) When the foremost end of the saturation line does not appear at the bottom of the dam.
Dam Breach Area
According to the computational formula of the broad-crested weir, the discharge flow of the dam breach is closely related to the size of the dam breach. In this study, the cross section of the breach is assumed to be trapezoidal (Chang and Zhang, 2010). The change in the depth and width of the dam breach will lead to the flow change at the dam breach, and the dam breach area will be affected by the depth and the top and bottom widths of the dam breach, which can well reflect the law of change in the size of the dam breach during the dam break. The computational diagram is shown in Figure 4, and the formula is as follows:
[image: image]
[image: Figure 4]FIGURE 4 | The calculation of dam breach area. Wu is the top width of the dam breach (m), Wd is the bottom width of the dam breach (m), and H is the depth of the dam breach (m), respectively. Different perspectives of dam body: (A) the cross section of the dam; (B) the breach area of the cross section of the dam.
In the formula, Ab is the dam breach area (m2), Wu is the top width of the dam breach (m), Wd is the bottom width of the dam breach (m), and H is the depth of the dam breach (m).
Dam Breach Flow
In this experiment, the camera placed at the side of the landslide dam model monitors the change of the water level behind the dam in real-time. By analyzing the law of change of the water level behind the dam, the flow process of the dam breach during the test can be obtained with the dynamic equilibrium equation of water quantity. The specific dam breach flow is calculated as follows:
The following formula is about the relationship between the water storage in front of the dam V and the water depth h. The schematic diagram is shown in Figure 5.
[image: image]
[image: Figure 5]FIGURE 5 | Side view of the dam: h is the distance between the water surface and the upstream slope foot (m), α is the slope of the water channel (°), and α1 is the upstream slope angle (°) of the dam body, respectively.
In the formula, V is the storage capacity (m3), D is the width of the water channel (m), h is the distance between the water surface and the upstream slope foot (m), α is the slope of the water channel (°), and α1 is the upstream slope angle (°) of the dam body.
In this test, the process of change of the water level behind the dam can be obtained through the camera, i.e., after h is known, the dam breach flow at a certain moment can be calculated with the dynamic equilibrium equation of water quantity. Before and after the upstream inflow reaches the dam, it will permeate through the soil. There is no accurate measuring method for such part of the flow, and this part of the flow is relatively small, with little influence on the overall trend of the flow curve. Therefore, the seepage flow is ignored in the flow calculation in this test. After adjustment, the dynamic equilibrium equation of water quantity is as follows:
[image: image]
In the formula, Qin is the inflow (L/s), Qout is the flow at the dam breach (L/s), V is the storage capacity (m3), and t is the time (s).
TEST RESULT
Breaking Process and Mechanism
Before the barrier lake is fully filled, the internal seepage process of the dam develops slowly. There is very small overflow or no overflow, and the dam can remain stable. After the barrier lake is full, the overflowing water washes the top of the dam, causing the landslide dam failure. This is the most common way to break a landslide dam, and many scholars have described and defined this kind of phenomenon (Costa and Schuster, 1988; Cai et al., 2001). The breaking process of Test 1, Test 3–1, Test 3–2, Test 3–3, Test 5–1, Test 5–2, Test 5–3, Test 6–1, Test 6–2, and Test 6–3 was similar to the above phenomenon. According to the experimental phenomenon and the research of related scholars, this phenomenon is assumed as overtopping, which is also the most common breaking mechanism in this experiment.
As the dam that blocks the river, whether it is an artificially constructed dam or a naturally formed landslide dam, there is a danger of being damaged by seepage (Wrachien and Mambretti, 2009). In Test 2, Test 4–1, Test 4–2, Test 4–3, before the barrier lake is full, the internal seepage process of the dam body develops rapidly. After the soil at the bottom of the landslide dam is saturated and the shear strength decreases, the upper dam body loses stability along the shear plane, causing the dam to break. This phenomenon is assumed as dam slope instability.
Evolution Process of Saturation Line
After the upstream inflow begins to impound in front of the landslide dam, it is likely to permeate downstream in the form of seepage inside the dam body. Seepage evolution exists in the whole process from the beginning of water storage to the end of a dam break. Figure 6 shows the development of the saturation line at the side of the dam body before the landslide dam breaks, from the time when the upstream inflow just arrives at the front of the dam to the instability and collapse of the dam body or the overtopping and break of the dam body.
[image: Figure 6]FIGURE 6 | The development process of the saturation line.
The dam body structures of the two groups of landslide dams in the reference group are full-coarse and full-fine dam structures (Test 1 and Test 2), respectively. Due to the uniform substances comprising the dam bodies, Test 1 and test 2’s shapes of the saturation lines are relatively regular, i.e., the shapes of the saturation lines are “narrow bottom triangle” and “wide bottom triangle” respectively, as shown in Figures 6A,B. For the dam body with the upper-coarse-lower-fine dam structure (Test 3–1, Test 3–2, and Test 3–3), the permeability of the lower soil is poor, and the saturation rate is slow when the water level is low. When the water level gradually rises, the saturation rate at the junction of the two types of soils is relatively fast. The saturation line is “protruding in the middle”, as shown in Figures 6C–E, respectively. For the dam body with the upper-fine-lower-coarse dam structure (Test 4–1, Test 4–2, and Test 4–3), when the water level is lower than the lower soil, the saturation rate of the lower soil by the water flow is relatively fast; as the water level rises, the lower saturation line continues to develop downstream, while the saturation line of the upper soil develops slowly; and when the water level reaches the dam crest, the saturation line of the lower soil is very close to the downstream slope foot, and the saturation line is “caving in the middle”, as shown in Figures 6F–H, respectively. For the dam body with the front-coarse-back-fine structure (Test 5–1, Test 5–2, and Test 5–3), the front half of the dam body is the soil of high permeability. Such soil below the water level is easy to reach saturation in a short time; as the water level rises, the saturation line mainly develops upwards, while the downstream development is relatively slow; and its saturation line has a shape of “platform”, as shown in Figures 6I–K, respectively. For the dam body with the front-fine-back-coarse structure (Test 6–1, Test 6–2, and Test 6–3), the front half of the dam body is the soil of low permeability. The saturation line develops very slowly at the beginning, similar to that of the landslide dam with the full-fine structure, and its saturation line has a shape of “narrow bottom triangle”, as shown in Figures 6L–N, respectively.
Figure 7A is the seepage degree curves of all tests. On the whole, the coarse-grained soil layer of high permeability is one of the important factors affecting the development of the permeation degree P. As the water level in front of the dam gradually rises, the seepage degree of the soil layer of high permeability inside the dam body will increase gradually, while the shear strength will decrease gradually, thus reducing the overall stability of the dam body. During the rise of the water level in front of the dam, the landslide dam may break due to structural instability. If the landslide dam remains stable during the water level rise in front of the dam, it will be eroded by the overtopping water eventually.
[image: Figure 7]FIGURE 7 | (A) The seepage degree curves in the experiment; (B) The breach area curves in the experiment.
The dams’ growth rates of saturation with the full-coarse and full-fine structures are approximately at two extremes. The overall growth rate of the seepage degree curve of the landslide dam composed of fine-grained soil is low and gradually converges. In contrast, the overall growth rate of the seepage degree curve of the landslide dam composed of coarse-grained soil is relatively high, and the value of p reaches 1, which means that seepage channels have been formed inside it. The seepage degree curves of the landslide dams composed of the two kinds of soils show different development at different stages. In the test, the growth rate of the seepage degree curve of the landslide dam with the up-down structure remains a high value before the overtopping, which can be concluded that when the inflow is relatively small, such kind of landslide dam has a high risk of dam slope instability. In contrast, the seepage degree curve of the landslide dam with the front-back structure gradually converges and its value increases slowly, so it is difficult to form seepage channels in a short time. The dam slope instability risk of such kind of landslide dam is relatively low.
Figure 8 reflect the dimensionless relation between p and T. T =t/ts, in which t refers to the difference between the present moment and the moment when the upstream inflow just arrives at the front of the dam, i.e., the current survival time of the landslide dam and ts refers to the difference between the moment when the dam slope instability or the overtopping occurs and the moment when the upstream inflow just arrives at the front of the dam, i.e., the life of the landslide dam.
[image: Figure 8]FIGURE 8 | The dimensionless relation between p and T: p is the seepage degree, and T is the dimensionless parameter of time. The expression of curve one is Eq. 5, the expression of curve two is Eq. 6. The shaded area is the uncertain domain. Above the uncertain domain is the dam slope instability domain. Below the uncertain domain is the overtopping domain.
By fitting the lateral points of the dam slope instability data and the overtopping data, respectively, we can obtain that:
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In the formula, Po is the upper limit of the overtopping domain, Pd is the lower limit of the dam slope instability domain, and the values of Po and Pd range from 0 to 1; the value of T also ranges from 0 to 1. Both p and T are dimensionless quantities.
By substituting p = L0/L and T = t/ts into Eq. 5 and Eq. 6, we can obtain:
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[image: image]
ts can be calculated with the following formula:
[image: image]
In the formula, Lo and Ld are permeation distance parameters, L is the bottom length of the landslide dam, Vw is the storage capacity (m3), Qin is the inflow (m3/s), and Qp is the seepage flow (m3/s). For the landslide dam that is damaged by overtopping, the seepage flow is usually small. Thus, in the process of practical application, compared with the situation in which the inflow is relatively small, Qp can be ignored.
When an existing landslide dam has not broken yet after its formation, if its L0 is known, the possible breaking form of the dam can be judged based on the following circumstances:
when [image: image]:
If [image: image], the landslide dam has a high risk of dam slope instability;
If [image: image], the landslide dam has a high risk of overtopping.
when [image: image]:
If [image: image], the landslide dam has a high risk of dam slope instability;
If [image: image], the landslide dam has a high risk of overtopping.
Analysis of the Breaking Process
Figure 9 shows the breaking situations of the landslide dam under different tests. The change process of the dam breach area of the landslide dam in the test is shown in Figure 7B. The dam breach area of the landslide dam damaged by dam slope instability (Test 2, Test 4–1, Test 4–2, and Test 4–3) is much larger than that of the landslide dam damaged by overtopping (Test 1, Test 3–1, Test 3–2, Test 3–3, Test 5–1, Test 5–2, Test 5–3, Test 6–1, Test 6–2, and Test 6–3). Its dam breach area increases sharply in a short time, from which we can see that the development of the landslide dam damaged by dam slope instability is violent. For the dam body with the upper-coarse-lower-fine dam structure (Test 3–1, Test 3–2, and Test 3–3), because of the coarse-grained soil in the upper part, the growth rate of the dam breach area is relatively high at the beginning, but when flow begins to erode fine-grained soil in the lower part, the development becomes extremely slow. This is because when the dam body is high, the potential energy of the overtopping water is great so that the water flow can wash away more silt. When the dam height is low, the low hydraulic gradient makes the water flow less dynamic so that the water flow can only wash away limited silt. As a result, the lower eroding force and the larger anti-erosion ability of the soil in the lower part make the breaking time longer.
[image: Figure 9]FIGURE 9 | The breaking situations of fourteen types of dams: (A) Test 1; (B) Test 2; (C) Test 3–1; (D) Test 3–2; (E) Test 3–3; (F) Test 4–1; (G) Test 4–2; (H) Test 4–3; (I) Test 5–1 (J) Test 5–2 (K) Test 5–3 (L) Test 6–1 (M) Test 6–2 (N) Test 6-3.
Table 3 shows the specific values of seepage and breach parameters of overtopping landslide dams. It can be seen in Figure 7B that the overtopping water flow is an important factor in determining the expansion speed and final size of the dam breach at the breaking stage of the landslide dam. The overflowing water flow is inversely correlated with the seepage flow when the inflow is constant. In the overtopping process, the greater the amount of overflow per unit time is, the greater the hydro energy will be, and the more intense the scouring to the dam body will be. For example, the landslide dam represented by Test 1 has the lowest growth rate of seepage degree, indicating that its seepage flow is the lowest, its overtopping flow is the highest, the scouring to the soil on the surface of the dam is more violent, and the dam breach area may be larger. By further analyzing in the tests of this paper in which the breaking form is overtopping, we found that the growth rate of the dam breach area during overtopping and dam break is inversely proportional to the growth rate of the seepage degree before the dam break and that the final dam breach area is also inversely proportional to the final seepage degree before the dam break. The fitted curve is shown in Figure 10, and the fitting formula is as follow:
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TABLE 3 | The parameters of the seepage and the dam breach.
[image: Table 3][image: Figure 10]FIGURE 10 | (A) The relationship between the growth rate of seepage degree and the growth rate of dam breach area; (B) The relationship between the seepage degree and the dam breach area. a and b are fitting parameters.
In the formula, y is the parameter represented by ordinate, x is the parameter represented by abscissa, a and b are fitting parameters, and the specific values are shown in Figure 10.
Analysis of the Breach Flow
Figure 11 shows the flow curves, Table 4 shows the flow characteristics of the dams. Although the landslide dams' structures are different, most of the flow curves increase to the peak first and gradually decrease. It can be seen that compared with the landslide dam with overtopping as the breaking form, for the landslide dam with dam slope instability as the breaking form, the duration of dam break is concise, and the peak flow is tremendous. As for the landslide dam with overtopping as the breaking form, most of their flow curves have only one peak point, but a few curves have two peak points, which is result from the irregular variation of the dam breach. For a uniform dam body, its dam breach flow usually peaks after its crest and downstream slope are scoured and reduced to a certain extent (Chang and Zhang, 2010), while for a non-uniform dam body, its flow during the dam break and the moment when the peak flow occurs need to be determined according to a specific test. For example, the landslide dam's peak flow with the upper-coarse-lower-fine structure appears relatively early, and the duration of the dam break is relatively long. The main reason is that the erosion resistance of the upper soil is weak, the potential energy of the overtopping water is large, and the scouring ability is strong, so the dam height is reduced quickly, and the peak flow occurs. After the upper soil with weak erosion resistance is washed away, the lower soil has strong erosion resistance and poor permeability coefficient, and the scouring ability of the water flow is weakened to a certain extent as the dam height is reduced, so the erosion rate of the dam body by the water flow becomes slower.
[image: Figure 11]FIGURE 11 | (A) Flow characteristics in different tests. tp is the moment when the peak flow occurs (s), and Ti is the duration of the severe break (s); (B) The flow curves of the dam breach; (C) Flow velocity of breach in different tests. Vs is the flow velocity (m/s).
TABLE 4 | The flow characteristics of the dams.
[image: Table 4]The severe break stage refers to the period of the relatively large growth rate of dam breach area within the duration of the landslide dam break. The comparison between the moment when the peak flow occurs and the severe break stage is shown in Figure 11. tp is the moment when the peak flow occurs, and Ti is the duration of the severe break. The average tp/Ti of the six groups of dams is about 0.82, and the standard deviation of tp/Ti of the six groups of dams is about 0.17. Thus, it can be seen that the moment when the peak flow occurs usually appears at the end of the severe break stage.
The erosion of water flow on the landslide dam has a significant impact on the failure process. For the experiment’s each test, we collected the flow velocity (Vs) data at two different moments when the breach is eroded by the water flow, as shown in Figure 11. Because the real-time water depth data could not be obtained, we decided to use the average water depth value during the breaking process to calculate the range of Floude number. The calculated Froude number ranges from 0.26 to 8.27. The Floude number of landslide dam is almost greater than one when the breach is eroding by overflowing water. According to the Froude similarity criterion, the prototype and the experiment will be similar under gravity when the Froude number of the prototype is close to that of the experiment.
DISCUSSION
Fourteen settings of structures of landslide dam were performed to investigate the influence of the development of seepage on the breaking process of the landslide dam. Through analysis, an empirical formula to evaluate the breaking form of the landslide dam on the spot was presented, the relationship between the growth rate of the dam breach area and the growth rate of the saturation degree, and the final dam breach area and the final saturation degree were proposed, as well as the mechanism of the moment when the peak flow occurs was found. Combined with early identification of high-risk areas of landslide dam and life prediction of landslide dam (Chen et al., 2019a; Chen et al., 2019b; Nian et al., 2020), the pre-burst disaster assessment of the short-lived landslide dams could be more effective.
The dimensionless blockage index (DBI) is a practical method to evaluate landslide dams’ stability (Ermini and Casagli, 2003). After calculation, the DBI values of 14 groups of tests are 0.97, which means the landslide dams in our experiment are stable dams. However, they all broke in 2 min, and their stability is quite different (life span, flow rate, etc.), which is due to the great influence of the internal structure and particle size of the dam on the breaking mechanism. Therefore, it is necessary to pay more attention to the internal structure of the landslide dams.
The relationship between the growth rate of the dam breach area and the growth rate of the seepage degree and the final dam breach area and the final seepage degree may not be applicable to all situations, and the development of landslide dam failure is also affected by many factors. But judging from this experiment’s results, this relationship between them is established when only the dam structure is changed.
In this experiment, the Froude number ranges from 0.26 to 8.27. According to the Froude similarity criterion, the prototype and the experiment will be similar under gravity when the Froude number of the prototype is close to that of the experiment. Therefore, this paper’s conclusions will be further applied. Scale effect is a major problem in this field's research, especially for model experiments. In the past, when researchers studied similar problems, they often considered macroscopic factors such as similar particle size, similar dam shape, or similar gravity (Gregoretti et al., 2010; Zhao et al., 2016; Jiang and Cui, et al., 2016; Zhou et al., 2019; Liu B. X et al., 2020). However, it is difficult to make model tests similar in experimental phenomena to meet these conditions. To make the experimental phenomena closer to reality, the similarity of coupled water and soil motion is also necessary (Nian et al., 2020). Due to the limitations, researchers can only make the experimental models meet similarity criteria as much as possible. Experiments that can make the model more similar to the prototype will be our research direction in the future.
CONCLUSION

(1) This paper, based on the model tests of 14 groups of landslide dams of different structures, the breaking forms of landslide dams in the experiment are mainly divided into two categories, namely, overtopping (Test 1, Test 3–1, Test 3–2, Test 3–3, Test 5–1, Test 5–2, Test 5–3, Test 6–1, Test 6–2, Test 6–3) and dam slope instability (Test 2, Test 4–1, Test 4–2, and Test 4–3). This paper discussed the influence of seepage on the breaking form of landslide dam and found that as for the landslide dams with different structures, the saturation lines show different shapes during seepage failure.
(2) The physical quantity of seepage degree is introduced to quantify the development degree of the seepage channel inside the dam body, and based on analysis it is found that the higher the seepage degree is, the higher the probability of the occurrence of dam slope instability to the landslide dam will be, and that the lower the seepage degree is, the greater the probability of the occurrence of overtopping to the landslide dam will be. According to this phenomenon, this paper derives the empirical formula on seepage length L0 to evaluate the breaking form of the landslide dam on the prototype and mitigate disasters, risks, and the consequences thereof.
(3) The dam breach area of the landslide dam damaged by dam slope instability is much larger than that of the landslide dam damaged by overtopping. By further analyzing in the tests of this paper in which the breaking form is overtopping, we found that the growth rate of the dam breach area during overtopping and dam break is inversely proportional to the growth rate of the seepage degree before the dam break and that the final dam breach area is also inversely proportional to the final seepage degree before the dam break.
(4) In the process of flow change during the dam break, the moment when the peak flow occurs usually appears at the end of the severe break stage, and the average ratio of the moment when the peak flow occurs to the duration of severe break of the fourteen groups of landslide dams is about 0.82.
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The combined influence of surface soil moisture and roughness on radar backscatters has been limiting SAR’s application in soil moisture retrieval. In the past research, multi-temporal analysis and artificial neural network (ANN) inversion of physically based forward models were regarded as promising methods to decouple that combined influence. However, the former does not consider soil roughness change over a relatively longer period and the latter makes it hard to thoroughly eliminate the effect of soil roughness. This study proposes to use generalized regression neural network (GRNN) to derive bare surface soil moisture (BSSM) from radar backscatter observations regardless of the effect of soil roughness (GRNN inversion of backscatter observations). This method not only can derive BSSM from radar backscatters, provided soil roughness is unknown in any long period, but also can train models based on small-size sample data so as to reduce the manual error of training data created by simulation of physically based models. The comparison of validations between BSSM-backscatter models and BSSM-roughness-backscatter models both analyzed by GRNN shows that the incorporation of soil roughness cannot raise the prediction accuracy of models and, instead, even reduce it, indicating that the combined influence is thoroughly decoupled when being analyzed by GRNN. Moreover, BSSM-backscatter models by GRNN are recommended due to their good prediction, even compared to those related models in past publications.

Keywords: soil moisture, surface roughness, generalized regression neural network, SAR backscatter, high-dimensional analyses


INTRODUCTION

The verified combination of influence of bare surface soil moisture (BSSM) and roughness on backscattering coefficients of synthetic aperture radar (SAR) especially at the C-band, under given radar parameters and homogeneous soil textures, has been limiting its application as an operational source of soil moisture in hydrology, though it is regarded as the most suitable for monitoring surface soil moisture (SSM), due to its high sensitivity to water contents, its high spatial resolution in the order of tens of meters for the distributed soil moisture, and its ability to neglect the influence of the atmosphere (Ulaby et al., 1982; Fung and Chen, 1994; Nancy and James, 2003; Wagner et al., 2007; Kornelsen and Coulibaly, 2013; Peng et al., 2017; Zeng et al., 2020). How to minimize the auxiliary parameters so as to ably construct a direct relationship between backscattering coefficients and SSM is the key to break that limitation of application.

In past researches, multi-temporal analysis is regarded as the promising one to decouple SSM effect on radar backscatter from the effects of other surface soil parameters (e.g., soil roughness) (Balenzano et al., 2011; Zhu et al., 2019). That methodology is under the assumption that soil roughness is constant within a sufficiently short time interval or soil roughness changes over a longer time scale compared to BSSM change, and thus SAR backscatter change is just related to BSSM change during this period, under the given radar configurations and homogeneous soil textures. However, this method ignores cultivation practices during this period that may produce soil roughness change (Wagner et al., 1999; Zhu et al., 2019), and yet have to choose the SAR sensors with a short repeat cycle so as to guarantee constant roughness within this period.

Artificial neural network (ANN) inversion of physically based forward electromagnetic models has also been realized ably to retrieve BSSM, provided that surface roughness is an unknown parameter in the training (e.g., Weimann, 1998; Baghdadi et al., 2002; Paloscia et al., 2008, 2013; Santi et al., 2016). These physically based models account for the interactions between the microwave radiation and soil [e.g., the integral equation model (IEM) by Fung et al. (1992) and the advanced integral equation model (AIEM) by Wu et al. (2001)] and thus ably simulate backscattering coefficients in terms of soil attributes (e.g., the dielectric constant and the surface roughness). However, those researches utilized the feedforward ANNs, which require a huge amount of datasets in the training to guarantee the precision and robustness of models, and thus had to create the simulated data by a physically based model to train ANNs, because the small size of sample data hardly satisfied that requirement of training. The proven obvious discrepancy between simulated and measured backscatters (Zeng et al., 2020) is brought into the course of training in which ANN leads to some uncertainty of the retrieval model. For example, Paloscia et al. (2008) showed the resultant standard error of estimation (SEE) of 2.75% and the determination coefficient (R2) of 0.85 using ANN inversion of IEMs, compared to a SEE of 2.16% and an R2 of 0.91 by incorporating roughness to ANN inversion of IEMs. This contrast indicates that in spite of the good prediction accuracy for SSM retrieval by ANN inversion of physical-based forward models, this method does not thoroughly decouple the effect of BSSM on backscatter from that of soil roughness but just reduces the effect of soil roughness on BSSM retrieval from backscatter.

Furthermore, if BSSM sample data and their corresponding SAR’s backscatter data are used in ANNs’ training so as not to produce the manual error from simulated BSSM data by physically based models, it will probably explain how ANN techniques work on separating the combined effect of BSSM and soil roughness on backscatter. GRNN, involving a single-pass learning and without backpropagation so as to reduce times of iterations, has a high-accuracy estimation due to its Gaussian kernel and can handle noises in the inputs. More important is that GRNN can train data in a multidimensional measurement space even with sparse datasets (Cui et al., 2020). Recently, GRNN is increasingly exploited in the field of estimating soil moisture, due to its proven outperformance over backpropagation neural network (BPNN). For example, Yuan et al. (2020) trained GRNN on sparse ground-based measurements by passive microwave, and Cui et al. (2020) trained GRNN using 84 ground-station measurements and their corresponding multi-source remote sensing data (optical and microwave).

The study uses a local case in China to construct backscatter-BSSM and backscatter-roughness-BSSM relationships by GRNN based on 147 datasets of samples. The 10-fold cross-validations of backscatter-BSSM and backscatter-roughness-BSSM models by GRNN are compared to show the null or even negative effect of soil roughness on BSSM retrieval from backscatters here. Moreover, as a contrast, this study uses parametric regression method to analyze backscatter-BSSM and backscatter-roughness-BSSM relationships, whose 10-fold cross-validations are also compared to confirm the combined effect of BSSM and soil roughness on backscatter. The contrast shows that soil roughness works totally differently when using nonparametric analysis of GRNN and parametric analysis of traditional regression.



MATERIALS AND METHODS

The study area is located in Hetao Irrigation Plain, Inner Mongolia, China (Figure 1), covering a region of 457.7 km2, with a dry and cold climate and an annual average temperature of 6.3–7.7°C. The average annual precipitation and evaporation are approximately 139.4 and 2,070 mm, respectively.


[image: image]

FIGURE 1. Location of study area and 147 sampling plots in Hetao Plain, Inner Mongolia from Radarsat-2 scene.



Radarsat-2 Observations

A Radarsat-2 scene was acquired using fine quad-polarization mode and a mean incidence angle of 31.32°, with SAR sensor of C-band (∼5.33 GHz), multiple imaging modes, and different polarization channels. The acquisition date of this scene is on April 11, 2016, when the surface of the study region was bare, immediately prior to spring irrigation. The spatial resolution of the image was 8 m, and the coverage was 25 km × 25 km. Standard processing to extract full-polarization backscatter coefficients was applied to the Radarsat-2 image with ENVI 5.3.1 software, including multilook, single image filtering, geocoding, and radiometric calibration. Terrain correction was not included in pre-processing due to the flat terrain in the study area, and the resultant principal parameters of backscattering coefficients were georeferenced using multiple ground control points. Resultantly, two co-polarization backscatters (transmitting and receiving directions are the same, e.g., hh or vv) and two cross-polarization backscatters (transmitting and receiving directions are not the same, e.g., hv or vh) are described in Table 1 and Supplementary Table 1.


TABLE 1. Radarsat-2 data description.

[image: Table 1]


Ground Measurements

Ground measurements of BSSM in the study area were conducted simultaneously to Radarsat-2 imagery acquisition, approximately on April 11–14, 2016. A total of 147 sampling plots were collected (Figure 1) on the bare tillable surface. There was neither precipitation nor agricultural practices during the whole campaign. A portable global positioning system device was used to record sampling locations.

Soil samples were collected at three evenly distributed points at a depth of 0–10 cm in each plot under the temperature of 10.4°C and later analyzed for gravimetric moisture content and bulk density measurements using the oven drying method. Surface roughness parameters [root-mean-square (RMS) height and correlation length] were measured on location in each sampling plot using the meshboard method and were alternatively taken in south–north and east–west directions. The meshboard used is 1 m long, and the sampling interval is 1 cm. As a result, the measured volumetric soil moisture contents and roughness parameters are described in Table 2 and Supplementary Table 1.


TABLE 2. Description of the collected of soil parameters from 147 sampling plots.

[image: Table 2]


METHODOLOGY


GRNN Algorithm

Compared to standard feedforward neural network (e.g., Duda et al., 2001; Dou et al., 2015, 2020; Chang et al., 2019; Merghadi et al., 2020), the structure of GRNN is relatively simple and static with four layers: input, pattern, summation, and output layers (Djarfour et al., 2014). Once the input goes through each unit in the pattern layer, the relationship between the input and the response would be stored in the unit. Therefore, the regression performed by GRNN is actually to output the most probable scalar [image: image], given specified input vector X:

[image: image]

[image: image]

where D_i is the distance between the input vector X and the training sample input vector Xi stored in the pattern unit (or cluster centre), and σ, called “spread” or “smoothing parameter,” is the only unknown parameter in the network and affects the fitness in GRNN architecture that needs optimization (Yuan et al., 2020). The spread represents the standard deviation of the input vector X from the training sample input vector Xi in the Gaussian kernel of [image: image], and GRNN can produce the optimal results as long as the spread is no more than the standard deviation (Zhong et al., 2007). Therefore, the optimized σ is theoretically not unique, and it was often suggested to use the cross-validation to estimate the optimized spread (Specht, 1992; Specht and Romsdahl, 1994). In this study, the GRNN package integrated in the MATLAB software is used.

There are 15 GRNN architectures due to 15 different kinds of input, respectively, for BSSM-backscatter and BSSM-roughness-backscatter relationships (Figure 2).


[image: image]

FIGURE 2. GRNN frameworks for bare surface soil moisture retrieval from backscattering coefficients without and with auxiliary surface roughness.




Model Evaluation

In this study, a 10-fold cross-validation technique is chosen to test the models’ predictive capabilities due to a limited number of soil samples (Entekhabi et al., 2010; Rodriguez and Perez, 2010; Berrar, 2018). The mean absolute error (MAE) and the root-mean-square-error (RMSE) (Hastie et al., 2008) are used as the metrics to assess the performances of GRNN algorithms for soil moisture retrieval in terms of prediction accuracy. These metrics mentioned above are defined as follows:

[image: image]
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where [image: image] is the predicted bare surface soil moisture content of sample i, BSSMi is the in situ measurement of sample i, [image: image] is the mean value of soil moisture contents of all in situ measurements, and n is the number of all samples.

The coefficient of determination was often used in different versions of mathematical definition in past publications (Kvalseth, 1985), which makes it difficult to compare. Moreover, the value of R2 is also related to the number of observations: for example, R2 could be as high as 0.97 in fitting a linear relationship between an independent variable X and a normally distributed dependent variable Y based on three observations, even though X is unrelated to Y, but with 100 observations, the R2 of 0.07 is enough to establish statistical significance at the 1% level (Hahn, 1973). Therefore, the statistical significance that is reflected by the value of R2 in different models with different observations is also difficult to compare. Instead, the significance level of F test (Box, 1953) is used here as a complementary reference to the MAE and RMSE metrics, and the statistical significance package integrated in the MATLAB software is used.



RESULTS

Fifteen BSSM-backscatter models are constructed by GRNN here, based on 15 combinations of full-polarized backscattering coefficients: {[image: image] }, {[image: image] }, {[image: image]}, {[image: image]}, {[image: image], [image: image]}, {[image: image], [image: image]}, {[image: image], [image: image]}, {[image: image], [image: image]}, {[image: image], [image: image]}, {[image: image], [image: image]}, {[image: image], [image: image], [image: image]}, {[image: image], [image: image], [image: image]}, {[image: image], [image: image], [image: image]}, {[image: image], [image: image], [image: image]}, and {[image: image], [image: image], [image: image], [image: image]}. The 10-fold cross-validations are used to determine the appropriate spread parameters of these models. The empirical knowledge in the past publications indicates that the spread σ definitely was more than zero and it was probably to produce a good result by a value between 0.01 and 1 (Yuan et al., 2020), so here the range of the spread σ is explored from 0.01 to 1. This study utilizes MAE and RMSE to estimate the models, and utilize the significance level (P value) to confine the MAE and RMSE. The MAE and RMSE, which have P values of above 5%, will be eliminated, and thus those ranges not circled in a green dashed line in Figure 3 are eliminated first.
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FIGURE 3. The cross-validation results of 15 backscatter-BSSM models under the spread range from 0.01 to 1.


Furthermore, the independent test dataset is used to assess the final models’ performance and the metrics are shown in Figure 4. Based on the results of both 10-fold cross-validations and independent-test metrics, those ranges of the spread parameters in translucent blue are recommended to use for GRNN models. Table 3 lists the recommended backscatter-BSSM models, their respective appropriate spread ranges, and their corresponding MAE and RMSE values. Generally, the nine recommended backscatter-BSSM models have excellent MAE and RMSE values ranging, respectively, from 1.43 to 1.84 and 1.83 to 2.4, which are even better than the related models in past publications.


[image: image]

FIGURE 4. The performance metrics of 15 backscatter-BSSM models by independent test under the spread of 0.01 to 1.



TABLE 3. The recommended backscatter models, spread parameters, and their performance metrics.

[image: Table 3]


COMPARISONS AND DISCUSSION


Comparison Between Backscatter-BSSM and Backscatter-Roughness-BSSM Models by GRNN

Comparisons are made between backscatter-BSSM and backscatter-roughness-BSSM models constructed by GRNN in order to be clear whether soil roughness is thoroughly decoupled from the BSSM effect on SAR backscatters (Figure 5). Here, the MAE and RMSE are compared in terms of trend lines fitted by power function, where the solid lines denote trend lines of 15 backscatter-BSSM models and the dashed lines denote those in Figure 5, which are, respectively, in blue and magenta. The translucent ranges in Figure 5 are the recommended spread parameters. Generally, the solid lines are lower than their corresponding dashed lines for the 15 pairs of comparison, which implies an overall better prediction of 15 backscatter-BSSM models than 15 backscatter-roughness-BSSM models by GRNN. In the recommended ranges of spread parameters, backscatter-BSSM models have better prediction than backscatter-roughness-BSSM models.


[image: image]

FIGURE 5. Comparison of trends of models’ final performance metrics by independent test between backscatter-BSSM and backscatter-roughness-BSSM models constructed by GRNN. The blue translucent ranges of the spread parameter are within those recommended ranges.




Comparison Between Backscatter-BSSM and Backscatter-Roughness-BSSM Models by Parametric Regression

The comparison here is in order to confirm the combined influence of BSSM and surface roughness on SAR backscatters by parametric regression in this study. The backscatter-BSSM and backscatter-roughness-BSSM models by parametrical regression are defined based on the research (Zribi and Dechambre, 2003), which are written as follows:

[image: image]
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In Figure 6, the red lines and markers symbolize the MAE and RMSE metrics of the 15 BSSM-backscatter regression analyses, whereas the blue lines and markers symbolize the MAE and RMSE metrics of the 15 BSSM-roughness-backscatter regression analyses. In general, the MAE and RMSE of the regression analyses with roughness for the 15 combinations of backscatters are lower than the corresponding values of the regression analyses without roughness, which means better prediction by considering the soil roughness effect when using the parametric analysis methods.


[image: image]

FIGURE 6. Comparison of cross-validation results of backscatter-BSSM and backscatter-roughness-BSSM models analyzed by parametric regression in low-dimensional space.




Discussion

The first comparison (Figure 5) shows that the incorporation of auxiliary roughness into BSSM retrieval from SAR backscatters by GRNN does not raise the prediction accuracy of models and even, most of the time, reduces the prediction accuracy, which indicates that the soil roughness is an invalid effect in BSSM retrieval from SAR backscatters by GRNN. The second comparison (Figure 6) shows that the incorporation of roughness into BSSM retrieval from SAR backscatters by parametric regression raises the prediction accuracy of models, which indicates the positive effect of soil roughness in BSSM retrieval from SAR backscatters by parametric regression. GRNN analysis signifies high-dimensional analysis, whereas parametric regression denotes low-dimensional analysis. The contrast between the two comparisons may be a hint that the relationships among BSSM, soil roughness, and backscattering coefficients are distinct in the analytic spaces with different dimensions.



CONCLUSION

This study derives BSSM directly from SAR backscatter observations using small-size sample data to train GRNN. This method is more promising to remove the effect of soil roughness on soil moisture retrieval from SAR backscatter than both multi-temporal analysis and feedforward ANN inversion of physically based forward models. Firstly, this method can avoid the inconvenience of temporal characteristics of roughness changes from multi-temporal analysis. Secondly, it minimizes the error of data to train ANNs using samples data, compared to feedforward ANN inversion that uses simulated data from physically based forward models. Furthermore, the models’ validations show that the incorporation of soil roughness into BSSM retrieval from backscatter by GRNN does not raise prediction accuracy and even reduces it (Figure 5), indicating thoroughly decoupling the effect of BSSM on backscatter from the effect of soil roughness. By contrast, as mentioned in Section 1, ANN inversion of IEMs (e.g., Paloscia et al., 2008) actually does not thoroughly decouple the combined effect of BSSM and soil roughness on SAR backscatter. However, the comparison of models’ validations between BSSM-backscatter and BSSM-roughness-backscatter models by parametric regression still shows the combined influence of soil roughness and BSSM on SAR backscatter. Conclusively, although ANNs are rather advantageous to recognize the superbly complex nonlinear relationships compared to traditional parametric analysis methods, the selection of ANNs is still crucial and it is better to choose the ANNs that can work well even with small-size data (e.g., GRNN).

In the 15 backscatter-BSSM models by GRNN, #x03C3;hh-BSSM, σvv-BSSM, σhv-BSSM, ([image: image], [image: image])-BSSM, ([image: image], [image: image])-BSSM, ([image: image], [image: image])-BSSM, ([image: image], [image: image])-BSSM, ([image: image], [image: image], [image: image])-BSSM, and ([image: image], [image: image], [image: image])-BSSM models are recommended (Figure 4 and Table 3), because they have small MAE (1.43 to 2.11 vol.%) and RMSE values (1.83 to 2.47 vol.%) under the spread range of statistical significance (5%). Especially recommended is the σhh-BSSM model whose MAE ranges from 1.43 to 1.60 vol.% and whose RMSE ranges from 1.95 to 2.06 vol.% over the 0.1–1 spread of statistical significance (5%).
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Heavy rainfall and changes in the water levels of reservoirs directly affect the degree of landslide disasters in major hydropower project reservoir areas. Correlation analyses of rainfall- and water-level fluctuations with landslide displacement changes can provide a scientific basis for the prevention and early warning of landslide disasters in reservoir areas. Because of the shortcomings of the traditional correlation analysis based on linear assumptions, this study proposed the use of a pseudo-maximum-likelihood-estimation-mixed-Copula (MLE-M-Copula) method instead of linear assumptions. We used the Bazimen landslide in the Three Gorges Reservoir Area as a case study to carry out the correlation analysis of the rainfall, water-level fluctuations, and landslide displacement. First, we selected several appropriate influencing factors to construct four candidate Copula models and estimated the parameters using the pseudo-MLE method. After the goodness-of-fit test, we selected the M-Copula model as the optimal model and used this model to study correlations between the monthly displacement increment of the landslide and influencing factors. We then established the joint distribution functions of these correlations. We computed and analyzed the overall and tail correlations between the displacement increment and the influencing factors, and we constructed the conditional probability distribution of the monthly displacement increment for different given conditions. The results showed that the pseudo-MLE-M-Copula method effectively quantified the correlation between the rainfall, reservoir-level fluctuations, and landslide displacement changes, and we obtained the return periods and value at risk of the influencing factors of the Bazimen landslide under different rainfall conditions and reservoir-level changes. Furthermore, the tail correlations between the monthly displacement increment of the landslide and the rainfall- and reservoir-level changes were higher than the overall correlations.
Keywords: correlation analysis, pseudo-MLE-M-copula model, conditional density probability distribution, return period, VaR
INTRODUCTION
The Three Gorges Hydropower Station is currently the largest hydropower station in the world, and it is the largest project ever constructed in China. Since the start of the experimental water storage in 2003, it has been in continuous operation for 16 years. Because of the complex geological conditions and the frequent human activities in TGRA, this area has been prone to frequent geological disasters over a long period of time (Chen et al., 2008; Yin et al., 2009; Kirschbaum et al., 2010; Miyagi et al., 2011; Ahmed, 2015). The ecological environment of the reservoir has deteriorated as a result of landslides caused by heavy rainfall and reservoir water-level changes, which has become a major potential hazard affecting the long-term operational safety of major hydropower projects and the ecological environment of the reservoir (Varnes, 1996). Important topics in the field of hydrodynamic landslide disaster monitoring and early warning and prevention include: 1) the analysis of the reservoir’s hydrodynamic landslide deformation characteristics and the deformation-induced response, 2) the analysis of landslide influencing factors and deformation prediction, and 3) the establishment of a threshold extraction model. To reveal the disaster-causing mechanism of hydrodynamic landslides in reservoir areas, it is particularly important to study the correlation between the influencing factors and the displacement, which holds great significance for the monitoring and early warning of reservoir disasters and the prevention and mitigation of geological disasters.
Currently, correlation analysis of influencing factors of landslide deformation has been based primarily on linear theory. For instance, some traditional correlation analysis methods, such as linear correlation analysis, gray correlation analysis, and hypothesis testing, have been applied to select the influencing factors that affect the displacement of the hydrodynamic landslide (Ohtake, 1986; Kafri and Shapira, 1990; Wang et al., 2004; Pavan et al., 2012; Telesca et al., 2012; Miao et al., 2017a). In addition, some researchers have used autoregressive–moving-average (ARMA) time series analysis and Pearson product-moment correlation coefficients (PPCC) to analyze the lagged correlation between the monthly displacement increments and their influencing factors (Cai et al., 2016; Cao et al., 2016; Zhou et al., 2016; Li et al., 2018). Moreover, based on the daily rainfall data for the TGRA, the finite element method (FEM) and discrete element method (DEM) also have been used to simulate the effect of influencing factors on landslide stability and have verified the correlation between influencing factors and landslide displacement (Kawamoto, 2005; Lollino et al., 2010; Tang et al., 2017). Data-mining technique and clustering method have been applied to interpret landslide monitoring data and to select the influencing factors of the landslide deformation (Shiuan, 2012; Hong et al., 2016; Ma et al., 2016).
These research models and methods based on linear theory, however, can just depict the linear relationship between two variables, and they ignore the thick-tailed variables. Thus, they cannot satisfactorily represent the full relationship between the two variables, and it becomes extremely difficult to accurately measure the correlation structure of the two random variables when the distribution function of the random variables is uncertain or too complex (Iyengar, 1997).
Because the influences associated with landslide hazards are uncertain and dynamic (Bai et al., 2010), a more flexible and robust nonlinear correlation analysis tool (i.e., the Copula theory; (Sklar, 1959) has been used to analyze the correlation structure between variables when it is not certain that linear correlation coefficients can properly measure the correlation. In addition, the Copula method offers many advantages over traditional correlation analysis methods (Sklar, 1959).
Thus, the Copula model often is used to construct complex multidimensional probability distributions. For example, several kinds of Copula models were used to generate the joint probability density distributions of the rainfall, reservoir water-level changes, and landslide displacement to study their tail correlation (Motamedi and Liang, 2014; Bezak et al., 2016; Miao et al., 2017; Li et al., 2018; Wang et al., 2020). These methods, however, still have limitations (Hu, 2002). The Copula functions that belong to the elliptic Copula family in the high-dimensional construction case are extremely difficult, whereas construction of the Archimedean Copula function is simple. When the correlation between the random variables is too complex, using a single Archimedean or elliptic Copula function is more likely to produce a one-sided description. To solve this problem, the M-Copula method combing Frank, Clayton, and Gumbel Copula functions has been used for relationships and risk analysis between two random variables (Liu and Zhang, 2016). More important, nearly all of these methods have used the full maximum likelihood estimation (MLE) method to estimate the parameters of the Copula model. The MLE method, however, requires prior assumption of the marginal distribution of the random variables, which directly affects the results of the parameter estimation if the marginal distribution is incorrectly selected.
In summary, we proposed a new pseudo-MLE-M-Copula model to quantitatively investigate the correlation between the displacement of the Bazimen landslide and the influences of the rainfall and reservoir water-level fluctuations in the TGRA. This model not only overcomes the shortcomings of the linear method and more accurately describes the joint distribution relationship between the random variables, but also linearly combines the Gumbel Copula, Frank Copula, and Clayton Copula functions in the Archimedean Copula family to construct the M-copula function model. This model is more comprehensive and flexible, allowing it to describe complex correlations, and also adopts a semi-parametric estimation method. Thus, the pseudo-MLE, for the parameter estimation of the Copula model, eliminates the need to assume the marginal distributions and can effectively reduce the error of the parameter estimation. This research has provided the scientific basis for the study of reservoir hydrodynamic landslide disaster-causing mechanisms, landslide disaster monitoring and early warning, and disaster prevention and mitigation.
METHODOLOGY
Copula Theory
Copula functions generally include two classes (Reboredo, 2011): the Archimedean Copula and the elliptical Copula. The elliptical Copula includes the normal Copula function and the t-Copula function, whereas the Archimedean Copula family includes the Gumbel-Hougaard function, the Clayton function, and the Frank function. (Mackay, 1986; Nelsen, 1986). The Archimedean Copula function family has been used widely because of the simplicity of its computation process and the relative clarity of the construction model as well as because it is not limited by the positive or negative correlations between the different variables (Yan, 2006). Given random variables x and y, the two-dimensional Archimedean Copula function is defined as follows:
[image: image]
where [image: image] and [image: image] are the element generators and their inverse functions for the Archimedean Copula, respectively; [image: image] is the marginal distribution of variable x; and [image: image] is the marginal distribution of variable y. The Gumbel, Clayton, and Frank Copula functions used in this study are shown below, respectively:
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In Eqs 2–4, [image: image], [image: image], and [image: image] are the Gumbel, Clayton, and Frank Copula functions, respectively; and α, θ, and γ are their corresponding parameters.
In 2002, Hu proved that if these three Archimedean Copula functions were combined linearly by adding coefficients (Hu, 2002), a mixed Copula function could be formed. The mixed function, which has all of the good features of the three Copula functions, can be described from several different angles to depict the more complex correlations between the variables. The expression is as follows:
[image: image]
where [image: image], [image: image], and [image: image] are the Gumbel, Clayton, and Frank Copula functions; [image: image], [image: image], and [image: image] are the weighting coefficients of the three Copula functions, respectively; and [image: image], [image: image], and [image: image] are ≥0, and [image: image].
The tail correlation coefficient (Zhang and Singh, 2007a) includes the lower-tail correlation coefficient and the upper-tail correlation coefficient. The lower-tail correlation coefficient represents the effect on another random variable when one random variable takes a smaller value and is given by the following formula:
[image: image]
The upper-tail correlation coefficient represents the effect on another random variable when one variable takes a larger value, and it is given by the following formula:
[image: image]
where [image: image]; and [image: image] is the Copula survival function. If [image: image] and [image: image] exist and both are in the interval [0, 1], the larger the value, the stronger the correlation. If [image: image] and [image: image] are equal to 0, the random variables in the upper and lower tails are independent of each other.
To further study the influence of each influencing factor on the landslide displacement deformation, we constructed a value-at-risk (VaR) model (Rockafellar and Uryasev, 2002) and tailed value-at-risk (TVaR) based on the Copula parameters and extracted the thresholds. The expression is as follows:
[image: image]
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where [image: image] is the value of each influencing factor; [image: image] is the confidence level (0.95 in this study); and [image: image] is the cumulative probability density function of the selected optimal Copula function.
Building a Correlation Model Based on a Copula Function
Data Preprocessing
To analyze the correlation between the rainfall, the reservoir water-level fluctuations, and the landslide deformation, we selected the optimal Copula model. From the type of data source, we knew that the monthly displacement increment, the rainfall, the two-month rainfall, the one-month reservoir water-level change, and the two-month reservoir water-level change were all discrete data. Thus, a discrete data transformation should be considered when constructing the binary Copula model. In this study, we used the distribution function transformation method proposed by Wu (Wu et al., 2009), which could solve the problem faster. The core idea of this method was that the random variable X (discrete or continuous) was known, and for any real number in x ∈ R, k ∈ I, and the defining functions are as follows:
[image: image]
where k obeys a uniform distribution and is independent of X. From this, the generalized distribution function transformation of X is obtained:
[image: image]
In this study, we used this method to carry out the generalized transformation of the four impact factor data sets X and the monthly displacement increment data Y:
[image: image]
[image: image]
Parameter Estimation
The process of estimating the parameters of these four Copula functions using the MLE method (Dempster et al., 1977; Liu and Zhang, 2016) is as follows: Assume that the joint distribution of two-dimensional random variables is [image: image], and the marginal distribution is continuous; they are [image: image] respectively. According to Sklar’s theorem,
[image: image]
where [image: image] is the Archimedes Copula function family with parameter [image: image], and [image: image] is one single Archimedean Copula model, [image: image] is the expression of the M-Copula model. The main difference between MLE and pseudo-MLE is that the marginal distribution will be replaced with the empirical distribution function (Genest, 1987), and the expression of empirical distribution is as follows:
[image: image]
So the joint density function with the empirical distribution is:
[image: image]
Sample [image: image], the likelihood function is:
[image: image]
The log likelihood function is:
[image: image]
Solving the maximum point of the log-likelihood function, the pseudo-maximum likelihood estimates of [image: image] and [image: image] can be obtained:
[image: image]
Goodness-of-Fit Test
The pattern of the correlations between the multidimensional random variables can be described by the Copula model. The many types of Copula models reflect the different correlation patterns. To select the most appropriate Copula model for this study, we first selected the optimal model based on the Akaike information criterion (AIC), the Bayesian information criterion (BIC), and the root mean squared error (RMSE) values. Then, we used the Kolmogorov-Smirnov test (K-S test) to determine whether the optimal Copula model reflected the correct correlation structure between the variables.
The AIC is a judgment method based on the measurement of information, and it is suitable for testing the Copula models obtained using the MLE method. The BIC is more sensitive to models that are overestimated.
[image: image]
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We used the RMSE to describe the error between the predictive Copula model and the empirical Copula model, as follows:
[image: image]
where [image: image] represents the predicted estimated values, [image: image] represents the empirical values, N is the capacity of the entire sample, and n is the number of parameters in the model.
The K-S test (Christian and Bruno, 2008) can be used to test whether a sample obeys a specified distribution. We constructed the statistics of the K-S test according to the fact that the derivative of the Copula function obeys a uniform distribution within (0, 1). The original assumption [image: image] was that a partial derivative of the selected Copula model obeys a uniform distribution within (0, 1).
[image: image]
where [image: image] is one of the partial derivatives of the Copula function; and [image: image] is a uniform distribution within (0, 1). Given a testing level α and a sample capacity n, the fractional table was used to find the critical value [image: image]. If [image: image], then [image: image] is rejected; otherwise, [image: image] is accepted.
Conditional Probability Distribution and Return Period
We further studied the joint distribution of the two random variables under different influencing factors (Zhang and Singh, 2007b). The conditional probability distribution was calculated using Eq. 23, and the periodic variations in the variables were described using the return period concept, which represents the number of time intervals per occurrence averaged over a certain hydrological variable greater than or equal to a specified value (Eq. 24).
[image: image]
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Building the Correlation Model
According to the field monitoring curves for the displacement of the Bazimen landslide and the reservoir’s water level and rainfall, we found that the reservoir’s water level, rainfall, and monthly landslide displacement increment exhibited different trends with time. First, the annual cycle of the reservoir water-level fluctuations and the rainfall exhibit a certain periodicity because of the existence of a rainy season in this region. Second, the monthly displacement increment of the reservoir landslide’s deformation exhibited a weak periodicity under the effects of rainfall and reservoir water-level changes. To reveal the influences of the rainfall and reservoir water-level changes on the landslide deformation, in this study, we used the Copula model to assess the correlations between each influencing factor and the incremental monthly displacement of the landslide. The work flow of the correlation analysis of the landslide deformation and the influencing factors based on the Copula model is shown in Figure 1. It has two parts: model selection and model application and correlation analysis.
[image: Figure 1]FIGURE 1 | Flowchart of this research.
The specific implementation process is as follows. First, we selected the appropriate influencing factors to construct the Copula model, selected the optimal model based on the results of the goodness-of-fit test, established the joint probability density distribution functions for the landslide’s monthly displacement increment and influencing factors, and analyzed the overall and tail correlations between the influencing factors and the landslide’s monthly displacement increment. We constructed the conditional probability distribution model of the M-Copula function, and then calculated the conditional distribution of the displacement increment under different conditions. Accordingly, we obtained the return period of the displacement increment under the corresponding conditions. Finally, we extracted the thresholds of the rainfall and reservoir water-level changes in the reservoir area. This entire process plays an active role in the prevention and mitigation of hydrodynamic landslides in the TGRA.
CASE STUDY: BAZIMEN LANDSLIDE
Data Source and Description
The Bazimen landslide is located on the right bank of the Xiangxi River in the TGRA (Figure 2). The slope is oriented north-south, and the landslide is spread in a winnowing fan shape at the foot of the slope. Its elevation is 139–280 m, and it is high in the west and low in the east. It slopes to the east, and the slope of the landslide is 10–30°, which is ladder-like and undulating. The part of the landslide above the water’s surface is 380 m long, 100–500 m wide, and 10–35 m thick, and it has a volume of about 2 × 106 m3.
[image: Figure 2]FIGURE 2 | Topographical map of the Bazimen landslide, showing the locations of the monitoring points.
Since the Three Gorges Reservoir Area officially began storing water in 2009, the Bazimen landslide has experienced significant deformation with an increasing trend. The growth is characteristic of a typical step-type hydrodynamic landslide (Figure 3). The causes of the landslide’s formation and development are the topography, geology, geologic structure, other engineering geological conditions, rainfall, earthquakes, and reservoir water-level changes. The Bazimen landslide is strongly influenced by the dispatching of the Three Gorges Reservoir, and its cumulative displacement monitoring data have a strong correlation with reservoir water-level changes and the rainfall conditions (Figure 3).
[image: Figure 3]FIGURE 3 | Bazimen landslide accumulated displacement, reservoir water level, and rainfall monitoring curve.
On the basis of this understanding, we developed a model to analyze the landslide’s deformation triggers and displacement-related structures using the rainfall and reservoir water-level changes as the basic triggering factors. The Bazimen landslide has multiple monitoring points, among which ZG110 and ZG111 have been monitored for the longest time and are located in the region of the landslide with the largest deformation. The monitoring data for points ZG110 and ZG111 are representative and most accurately represent the development and changes in the landslide displacement. In this study, we selected the monitoring data for point ZG110 for use in the research and analysis. As on December 31, 2018, the cumulative horizontal displacement and cumulative displacement direction of monitoring point ZG110 were 1525.73 mm and 117°, respectively.
Selection of the Influencing Factors
The curves illustrating the relationship between the landslide’s monthly displacement increment, the reservoir’s water-level changes, and the rainfall at monitoring point ZG110 on the Bazimen landslide are shown in Figure 4. As can be seen, at the end of each year when the reservoir’s water level dropped, the landslide deformation rate was extremely high and underwent periodic changes. In addition, the influence of changes in the reservoir’s water level on the landslide deformation was significant.
[image: Figure 4]FIGURE 4 | Correspondence between the monthly displacement increment of the landslide and the reservoir water-level changes and rainfall at point ZG110.
The effects of the rainfall-and water-level fluctuations on the landslide deformation were as follows. First, the weakening of the landslide’s rocks caused by the rainfall infiltration and the reservoir water infiltration led to the deterioration of the mechanical properties of the landslide and resulted in the deformation of the landslide (Yange et al., 2015). Second, the rainfall infiltration and reservoir water-level fluctuations caused changes in the pressure of the seepage water within the landslide body, which led to the deformation of the landslide (Han et al., 2015). Third, the periodic changes and time effects of the rainfall and reservoir water-level fluctuations also had significant impacts on the landslide deformation (Han et al., 2018). In general, because of the low permeability coefficient of the soil slope, the rainfall infiltration is relatively slow. The influence of long-term rainfall should be fully considered when selecting the influencing factor. We selected the rainfall in the reservoir area in the current month and two months as the influencing factor. The impact of reservoir water is usually a slow process. Therefore, based on the selection of the current monthly change of the current reservoir water level, we also used the two-month cumulative change of the reservoir water level.
Model Evaluation and Optimization
In this study, we selected the Gumbel, Clayton, and Frank Copula functions from the Archimedean Copula family and the M-copula function that linearly combines the three Copula functions as candidates.
First, it was necessary to select the Copula function that best reflects the trends and correlations in the raw data. The first step is the parameter estimation of the model. The Gumbel, Clayton, and Frank Copula models contained one unknown parameter each, and the M-Copula had three coefficients and three function parameters for a total of six parameters to be estimated. Many studies (Motamedi and Liang, 2014; Li et al., 2018; Wang et al., 2020) have used full maximum likelihood estimation (Nelsen, 2000) or the two-step maximum likelihood estimation (Genest et al., 1995) to estimate the model parameters. Both methods required a prior assumption of the type of marginal distribution, which directly affected the structure of the parameter estimation if the marginal distribution was incorrectly selected. In this study, we used the semi-parametric estimation method proposed by Genest (Genest, 1987) and Kim (Kim et al., 2007), that is, the pseudo-MLE method, to estimate the parameters of the Copula model. The parameter estimates are presented in Tables 2, 3. In all of the tables and figures that appear in this paper, the explanation of all the factors and variables are shown as follows (Table 1).
TABLE 1 | Explanation of all the factors and variables.
[image: Table 1]TABLE 2 | Parameter estimation for the Gumbel, Clayton, and Frank Copula models.
[image: Table 2]TABLE 3 | Parameter estimation for the M-Copula model.
[image: Table 3]The second step is to select the Copula model with the best fit for the four Copula models according to the AIC and BIC (Wang and Liu, 2006). The calculation results presented in Tables 3, 4 and 5 show that the M-Copula model had the best fit for the data source and thus was chosen for use in the following correlation study.
TABLE 4 | AIC/BIC values of the Gumbel, Clayton, Frank, and M-Copula models.
[image: Table 4]TABLE 5 | RMSE values of the Gumbel, Clayton, Frank, and M-Copula models.
[image: Table 5]We used the K-S test to verify whether the partial derivatives of the M-Copula model obeyed a (0, 1) uniform distribution as a way to check whether the M-Copula model reflected the structure of the correlation between the variables well.
The original hypothesis was that the first-order partial derivatives of the M-Copula model would obey a uniform distribution within (0, 1). We tested the M-Copula function by constructing a K-S test statistic for the M-Copula model. As shown in Table 6, the p-value of the K-S test of the M-Copula model was greater than 0.05 for all six data sets, and the original hypothesis was accepted at the 95% confidence level. Thus, the first-order derivatives of the M-Copula model obeyed a uniform distribution within (0, 1), indicating that the M-Copula model reflected the correlation structure between the variables well.
TABLE 6 | K-S test results of the M-Copula models.
[image: Table 6]Correlation Analysis Based on the M-Copula Model
We conducted a correlation analysis of the rainfall and reservoir water-level fluctuations and the landslide deformation using the M-Copula model. Figure 5 shows the spatial density distribution map and density contour metric of the M-Copula model. In all of the figures in this paper, the coordinate axis U represents each influencing factor and V represents the monthly displacement increment of the landslide. Table 7 presents the correlation metric parameters returned by the M-Copula function. Kendall's tau is the Kendall correlation coefficient and was used to show the overall correlation between two sets of random variables. We used the upper-tail and lower-tail coefficients to measure the correlation between the two sets of random variables when the variable became larger or smaller.
[image: Figure 5]FIGURE 5 | (A), Spatial joint density distribution and contour plot between the 2 factors. “Reservoir water level rises in 1 month” and “Monthly displacement increment of ZG110”; (B), Spatial joint density distribution and contour plot between the 2 factors. “Reservoir water level drops in 1 month” and “Monthly displacement increment of ZG110”; (C), Spatial joint density distribution and contour plot between the 2 factors.“Reservoir water level rises in 2 months” and “Monthly displacement increment of ZG110”; (D), Spatial joint density distribution and contour plot between the 2 factors. “Reservoir water level drops in 2 months” and “Monthly displacement increment of ZG110”; (E), Spatial joint density distribution and contour plot between the 2 factors. “Rainfall in 1 month” and “Monthly displacement increment of ZG110”; (F), Spatial joint density distribution and contour plot between the 2 factors. “Rainfall in 2 months” and “Monthly displacement increment of ZG110”.
TABLE 7 | Relevant parameters of the M-Copula Model.
[image: Table 7]The correlation parameters calculation results showed that the monthly displacement increment of the landslide was weakly negatively correlated with the one-month change in the reservoir’s water level and the two-month change in the reservoir’s water level, and it was weakly positively correlated with the other influencing factors. Note that the change in the reservoir’s water level in the declining stage was more strongly correlated with the monthly displacement increment of the landslide. The upper-tail correlation coefficient of each group of variables was smaller than the lower-tail correlation coefficient, which is also shown in Figure 6. As the figure shows, the joint probability distribution was thicker in the lower tail and the lower-tail correlation was higher than the upper-tail correlation, indicating that the deformation of the landslide was likely to be smaller when the reservoir water-level fluctuations or rainfall were smaller.
[image: Figure 6]FIGURE 6 | Conditional probability density distributions for the M-Copula model. (A)[image: image]; (B)[image: image]; (C)[image: image]; (D)[image: image]; (E)[image: image]; and (F)[image: image].
Conditional Probability and Return Period of the Landslide Deformation
The conditional probability distribution diagrams and the return period diagrams of the random variables are shown in Figures 6, 7, respectively.
[image: Figure 7]FIGURE 7 | Conditional return period diagram for the M-Copula model. (A)[image: image]; (B)[image: image]; (C)[image: image]; (D)[image: image]; (E)[image: image]; and (F)[image: image].
When the amount by which the reservoir’s water level changes was given, the conditional probability of the monthly displacement increment of the landslide gradually increased as the monthly displacement increment increased. When the amount of rainfall was given, the conditional probability of the monthly displacement increment gradually increased as the monthly displacement increment increased. In terms of the monthly displacement increment, the greater the change in the reservoir’s water or the amount of rainfall, the smaller the probability value.
The return period of the monthly displacement increment of the landslide generally was characterized by a small return period when the change in the reservoir’s water level was large and the monthly displacement increment was small. The return period was small when the amount of rainfall was large and the monthly displacement increment was small, and vice versa. When the reservoir water-level change or the rainfall was given, the return period became progressively larger as the monthly displacement increment increased. When the monthly displacement increment was given, it decreased as the reservoir-level change or rainfall level increased.
We arranged the Bazimen landslide displacement monitoring data in order of magnitude to create a new displacement sequence. The upper quartile of the displacement sequence of the monthly displacement increment of monitoring point ZG110 was 22.42 mm. If the monthly displacement increment was greater than 22.42 mm, we determined that the landslide had a large deformation in this month, and if it was less than 22.42 mm, we considered it to have a small deformation.
On the basis of this division, we reviewed the probability distribution and the return period of the monthly displacement increment for the selected −10 and 20 m monthly reservoir water-level changes, the −20 and 20 m two-month reservoir water-level changes, the 100 and 300 mm monthly rainfall levels, and the 200 and 500 mm two-month cumulative rainfall levels.
As shown in Figure 8A, the probability of a large landslide deformation in a month when the reservoir level dropped by 10 m was the highest (0.965) under various conditions. The probabilities for other changes in the reservoir’s water level are shown in Table 8. Large landslide deformation was most likely to occur when the reservoir’s water level fluctuated significantly, and the probability of a large landslide deformation occurring in a month when the reservoir’s water level dropped was 0.965.
[image: Figure 8]FIGURE 8 | Probability distribution and return period plots of the monthly displacement increments for the M-Copula model. (A) conditional probabilities under different reservoir level changes; (B) conditional probability distributions under different rainfall conditions; (C) return periods under different reservoir level changes; (D) locally amplified (C); (E) return periods under different rainfall conditions; and (F) locally amplified (D).
TABLE 8 | Probability of landslide deformation under different reservoir level change conditions.
[image: Table 8]We obtained the following analysis results: When the reservoir’s water level fluctuated significantly, the landslide was likely to experience deformation. In this case, the probability of a large landslide deformation occurring in a month in which the reservoir’s water level dropped was higher than the probability of it occurring in a month in which the reservoir’s water level rose. When the reservoir’s water level remained unchanged, the probability of large landslide deformation occurring was significantly smaller than the probability of reservoir water storage or flooding. A reasonable explanation for this phenomenon was that most of the Bazimen landslides were below 145 m, and a rapid decrease in the reservoir’s water level and the poor permeability of the landslide’s geotechnical body caused the groundwater level within the slope to lag behind the reservoir’s water level. This resulted in a positive difference between the groundwater level and the reservoir’s water level. The outward infiltration of the groundwater from the landslide body caused the osmotic pressure to be directed toward the outside of the slope body. As a result, a significant deformation of the slope body was likely to occur during a sudden drop in the reservoir’s water level.
As shown in Figure 8B, under different rainfall conditions in the reservoir area, the probability of a large landslide deformation occurring was the highest (0.900) when the cumulative rainfall for two months was 500 mm. The probabilities for the other rainfall conditions are shown in Table 9. This analysis led us to the conclusion that the greater the cumulative rainfall for one month or two months in the reservoir area, the more likely it was that the landslide would experience a significant deformation. This phenomenon may have been due to the fact that rainfall that infiltrated the slope increased the weight of the landslide and created pore penetration pressure. Thus, the slip zone soil also was softened by the water, which in turn would reduce its shear strength and cause a significant deformation.
TABLE 9 | Probability of landslide deformation under different rainfall conditions.
[image: Table 9]By comparing the degrees of the influences of the reservoir water-level fluctuations and the rainfall on the landslide displacement in the reservoir, it was evident that changes in the reservoir’s water level, especially when the reservoir’s water level dropped, were more likely to cause large amounts of landslide deformation compared with rainfall for both the one- and two-month conditions.
We analyzed the pattern of the monthly displacement increment return period of the Bazimen landslide under specific conditions. As is shown in Figures 8C,E, the return period of the large landslide deformation (≥22.42 mm) when the reservoir’s water level fluctuated greatly (up or down) was much smaller than the return period when the reservoir’s water level remained unchanged or fluctuated less. Note that the return period for large landslide deformations was smaller when the reservoir’s water level decreased than when the reservoir’s water level increased. This result indicated that the probability of large landslide deformations was greatly increased in the case of sudden decreases in the reservoir’s water level.
As the monthly displacement increment of the landslide increased from 22.42 mm to a maximum of 72.44 mm, the return period of the monthly displacement increment of the landslide increased by less than three months in the case of large fluctuations in the reservoir’s water level. When the reservoir’s water level remained basically unchanged, the return period increased by nearly 10 years. This result indicated that the landslide was more likely to undergo deformation destabilization and cause serious geological hazards when large fluctuations in the reservoir’s water level occurred.
As is shown in Figures 8D,F, the return period of large landslide deformation (≥22.42 mm) was smaller when there was heavy rainfall in the reservoir area than when there was less rainfall. In particular, the return period of extremely large landslide deformation events (close to 75 mm) was much smaller for heavy rainfall than for smaller rainfall, with almost an order of magnitude difference. This indicated that the probability of large landslide deformation increased considerably under the heavy-rainfall scenario. As the monthly displacement increment of the landslide increased from 22.42 mm to a maximum of 72.44 mm, the return period of the monthly displacement increment of the landslide increased by only about seven months in the case of heavy rainfall. In the case of light rainfall, however, it increased by nearly four years. This result indicated that in the case of heavy rainfall, the landslide was also more prone to deformation destabilization and caused serious geological disasters.
Table 10 shows the VaRs, TVaRs and their corresponding displacement increments of all the influencing factors based on the calculations using Eqs 8Eqs 9. On the whole, the displacement increment corresponding to the VaRs and TVaRs of rainfall is smaller than the displacement increment corresponding to the VaRs and TVaRs of reservoir level change, indicating that the response of landslide deformation to reservoir level change is higher than the response to rainfall. Moreover, the increment of displacement corresponding to VaRs and TVaRs when the reservoir level is falling is greater than that when it is rising. It can be assumed that landslide deformation responds more to a fall than to a rise in reservoir water level. When the four influencing factors reached or exceeded their respective VaR, the possibility of a large amount of landslide deformation occurring was greater. At that moment, it would be necessary to pay more attention to the landslide deformation and corresponding landslide geohazard emergency measures should be taken.
TABLE 10 | VaRs and TVaRs of influencing factors.
[image: Table 10]Case Validation: Baishuihe Landslide
The Baishuihe landslide is another typical landslide in the Three Gorges Reservoir area, located on the south bank of the Yangtze River in Zigui County, and its deformation development is mainly influenced by a combination of factors such as reservoir water level changes and rainfall. Monitoring data from the Baishuihe landslide from 2009 to 2018 were selected to verify the effectiveness of the proposed pseudo MLE-M-Copula approach. First, the monitoring data of monthly displacement increment, reservoir level changes and rainfall at monitoring point ZG118 were tested for normality using A-D test, J-B test and KS test. The p values of all variables were less than 0.05, indicating that none of the variables obeyed normal distribution and there is tail correlation between two variables. The M-Copula model proposed in this paper was used to fit the data, and the best fit was obtained on all candidate models based on three evaluation indicators: AIC, BIC and RMSE. The Kendall’s τ and the tail correlation coefficients between each influencing factor and the monthly displacement increment were then calculated (Table 11), and it can be concluded that the monthly displacement increment is weakly negatively correlated with the reservoir level change (rise or fall) and weakly positively correlated with rainfall, which is basically the same as that of the Bazimen landslide. And the decrease in reservoir level has a stronger correlation with the incremental displacement. In addition, the upper tail correlation coefficient of variables is greater than the lower tail correlation coefficient. Unlike the Bazhimen landslide, the upper tail correlation of the displacement increment of the Baishuihe landslide with the influencing factors is higher than the lower tail correlation, indicating that when the reservoir water level changes or the rainfall is greater, the landslide is more likely to have large deformation. Finally, the VaRs and TVaRs of displacement increments and each influencing factor were calculated (Table 12), the results were roughly the same as the Bazhimen landslide, but the displacement increments were more responsive to rainfall. In summary, there are good reasons to believe that the M-Copula model based on pseudo-MLE proposed in this paper can effectively and accurately evaluate the correlation between the influencing factors and deformation of hydrodynamic landslides in the TGRA.
TABLE 11 | Relevant parameters of the M-Copula Model.
[image: Table 11]TABLE 12 | VaRs and TVaRs of influencing factors.
[image: Table 12]DISCUSSION
In this paper, we proposed a new M-Copula method based on pseudo-MLE to systematically investigate the correlation between landslide influencing factors and deformation of the Bazimen landslide in the TGRA. The method offered several advantages. First, the Copula method is based on nonlinear theory and can be used to completely characterize the correlation structure between multidimensional random variables. Second, the hybrid M-Copula method combined the advantages of three different Archimedean Copula functions to provide a more comprehensive and accurate description of the complex correlations. In addition, the pseudo-MLE method used to estimate the parameters of the model was able to avoid the adverse effects on the analysis results caused by the incorrect selection of the marginal distribution. Third, the introduction of conditional probability distributions and return periods allowed for a more accurate description of the effect of one variable on landslide deformation when one variable was fixed.
This method also had limitations. First, the selection of influencing factors was largely dependent on empirical and qualitative analysis, and lacked concrete and computational support. Second, the study examined only the correlation between the monthly displacement increments of single monitoring point data and the influencing factor, and failed to consider the spatial characteristics of the landslide. Third, data from several monitoring points at different locations should be added to analyze the correlation structure between the three-dimensional spatial characteristics of the landslide and the landslide deformation, given that this study did not consider the changes in landslide displacement under the joint action of multiple influencing factors.
CONCLUSION
In this research, a Mixed-Copula method based on pseudo-maximum likelihood estimation is proposed to monitor and study the correlation between landslide displacements and their various influencing factors (including rainfall, reservoir water level changes). Monitoring data collected from 2009 to 2018 from the Bazimen landslide in the Three Gorges Reservoir area were used to develop probabilistic statistical models between landslide deformation and its influencing factors using Archimedeans Copula and Mixed Copula models, respectively, and to conduct numerical analysis.
The M-Copula model was firstly developed using a semi-parametric estimation method (pseudo MLE) based on the monitoring data and compared with parametric and non-parametric estimation methods. In order to select the best-fit model on the monitoring data and to confirm its validity and accuracy, the M-Copula model was then compared with the Frank, Gumbel and Clayton copula models on the monitoring data. Three evaluation metrics, AIC, BIC and RMSE, were chosen to assess the goodness-of-fit, with the M-Copula model achieving the best results. These models were tested for statistical hypotheses using the A-D test, J-B test and KS-test. Through correlation analysis, including overall correlation analysis and tail correlation analysis, it was found that the tail correlation was greater than the overall correlation and that the lower tail correlation was greater than the upper tail correlation. This result indicated that the possibility of a decrease in the displacement increment was significantly enhanced when there was a large decrease in the reservoir’s water level or the amount of rainfall in the reservoir area. VaRs and TVaRs were used to calculate the threshold values for each influencing factor and its corresponding landslide displacement.
The results of the computational study validate the ability of the pseudo MLE-M-Copula model to analyze landslide deformation correlations and it can be well applied to other landslides in the same reservoir area. According to the results of the correlation calculations (tail correlation, conditional probability and return period, VaR and TVaR), there is a significant correlation between the landslide deformation, i.e., the landslide displacement increment, and the sudden drop of the reservoir water level, heavy rainfall. Therefore, the prevention of landslide hazards can be predicted by enhancing the monitoring of reservoir level changes and rainfall.
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An accurate investigation of the landslide dam breach process is crucial for the understanding the breach mechanism and disaster prediction. However, the numerical research on the landslide dam breach process to date is rarely reported, especially regarding the soil-water flow coupling effect incorporated in the erosion process. This paper presents a numerical investigation on the longitudinal breach process of landslide dams via a coupled discrete element method (DEM) and computational fluid dynamics (CFD) with the volume of fluid (VOF). Moreover, a virtual sphere model is proposed to overcome the computational instability caused by the particle size approaching the mesh size. The accuracy and validity of the improved coupled method are verified using a series of single particle sedimentation cases. By employing this method, the longitudinal breach process of landslide dams featuring different materials and hydrodynamic conditions has been simulated. It is found to satisfactorily reproduce the longitudinal breach process of landslide dams including surface flow erosion, backward erosion, head-cut erosion, and water and sediment rebalance or complete breach. The effects of the inflow discharges and dam materials on the erosion process are systematically resolved. The breach flow can cause the rotation trend of particles and lead to the increase of tangential contact force at the initial stage of the dam breaching. During the breach process, both the strength and density of the force chain continue to attenuate. The results obtained from the improved coupled DEM-CFD simulations can reasonably explain the particle-fluid interaction mechanisms, physical and morphological evolution and breach process at both macroscopic and mesoscopic scales.

Keywords: landslide dam, dam breaching, DEM-CFD, volume of fluid, erosion process


INTRODUCTION

Landslide dams, presented as natural dams formed by landslides blocking the river channels, are widely distributed in mountainous regions all over the world (Schuster and Costa, 1986; Korup, 2004; Nian et al., 2018). The natural lake formed upstream of the landslide dam is called the barrier lake. As a natural dam without a spillway to control the reservoir capacity of the barrier lake, it has a high risk of failure that may cause outburst floods with potentially catastrophic consequences in downstream areas (Casagli et al., 2003; Chang et al., 2011; Wu et al., 2020). For example, the landslide dam on the Dadu River in 1786 broke 10 days after forming and caused severe floods that killed more than 100,000 people (Dai et al., 2006). Recently, a huge landslide dam (called Baige landslide dam) was formed on the Jinsha River in China on October 11, 2018, and created a barrier lake with a maximum reservoir capacity of more than 200 million m3 (Ouyang et al., 2019). Two days later, the breach of the Baige landslide dam occurred, affecting more than 100,000 people and causing up to 15 billion economic losses. Therefore, there is an urgent need to deepen the understanding the landslide dam breach mechanism that is essential for breaching prediction and disaster assessment (Jiang et al., 2020).

The research on the breach mechanism of the landslide dam has received considerable attention in recent years. Model experiments in the laboratory and field are currently the most common approaches for investigating the breach process of landslide dams. Many researchers carried out a series of experiments to explore the breach process of landslide dams under different geomorphological conditions, hydrodynamic conditions and dam geometries mainly focusing on the breach flow discharge, evolution of breach morphology, and erosion characteristics (Davies et al., 2007; Cao et al., 2011; Chen et al., 2015; Xiangang et al., 2018; Wang et al., 2018; Jiang, 2019; Zhou et al., 2019). The breach mechanism of landslide dams was discussed based on macroscopic observation, and the primary factors affecting the landslide dam breach process were identified (such as inflow discharge, barrier lake volume, dam material and downstream slope angle). While experiment investigations of the landslide dam breach mechanism are still challenging due to the limitations of the experimental conditions and measurement methods, and thus may not be able to fully reveal the microscopic characteristics (Cao et al., 2011; Wang et al., 2018).

The mathematical models are currently another kind of methods to investigate the landslide dam breach issue. In general, they can be categorized as the parametric model and physically based model (ASCE/EWRI Task Committee on Dam/Levee Breaching, 2011). The parametric models are mainly based on the statistical data of landslide dam failure events, and breach parameters are estimated from empirical formulas without any breach process calculations (Zhong et al., 2016). Besides, these models can only provide discrete characteristic values such as failure time and peak breach flow (Xu et al., 2009; Peng and Zhang, 2012; Sattar, 2014). The physically based models are developed based on the hydrodynamic and erosion process during the landslide dam breach that is widely used in practice (Chang and Zhang, 2010; Zhong et al., 2018, 2020; Zhang et al., 2019). However, these models bear a considerable degree of uncertainty as the longitudinal evolution mode and erosion development process are simplified and pre-defined (Wang et al., 2015; Zhong et al., 2020). Particularly, the landslide dam breach involves complicated interactive processes between breach flow, breach morphology and the multi-scale particle transport, the mathematical models can not enough describe the soil-water flow coupling effect incorporated in the erosion process. To date, the understanding of the breach mechanism has still remained poor (Bovis and Jakob, 2000; Cao et al., 2011; Jiang et al., 2020).

This article aims to provide new insights of the breach mechanism of landslide dams through numerical simulation. To achieve this goal, a coupled discrete element method (DEM) and computational fluid dynamics (CFD) with the volume of fluid (VOF) was used to model the longitudinal breach process of landslide dams, and a virtual sphere was proposed to overcome the computational convergence caused by the limitation of particle and mesh cell size. Then, the dam morphological evolution, force evolution and the influence of hydrodynamic conditions and dam materials on the breach process are investigated systematically, and the longitudinal breach mechanism of landslide dams is discussed at both macroscopic and mesoscopic scales. The erosion process at the dam crest as well as the capability of the improved coupled DEM-CFD modeling of landslide dam breach is also discussed.



IMPROVED COUPLED DEM-CFD METHOD FOR LANDSLIDE DAM BREACH SIMULATION

Currently, the coupled methods of continuous and discontinuous seem to facilitate modeling the interaction of soil and water flow. In this regard, the coupled DEM and CFD numerical method has already been used to investigate the underwater sedimentation of the landslide dam and seepage failure mechanism of dam material (Zhao et al., 2017; Shi et al., 2018; Nian et al., 2021). However, it is noted that the traditional DEM-CFD model is difficult to be directly applied in the simulation of the landslide dam breach process due to the shortcoming in describing the evolution of the free river surface. Besides, the critical size ratio of particle to mesh cell also limits the modeling of coarse particles in dam material and the accurate calculation of the fluid domain.

In this section, an improved coupled DEM-CFD method is developed to simulate the longitudinal breach process of landslide dams, and a virtual sphere model is proposed as a new local porosity calculation method to overcome the limitation of the particle and mesh cell size. The granular landslide dam material is modeled by the DEM, the fluid domain is described by the Navier-Stokes equation to be solved by the CFD, and the free fluid surface is simulated by the VOF model by taking into account the presence of the interface between fluid phases. The derivation of the governing equations, calculation of coupling forces, and realization of the virtual sphere model are described in detail in the following sections.


Governing Equations for the Improved Coupled DEM-CFD Method

For the particle in the fluid, the governing equations for the translational and rotational motions of a single particle are determined according to Newton’s second law and can be expressed as (Cundall and Strack, 1980):
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Where mi is the mass of particle i, vi, and ωi are the translation and angular velocities of particle i, respectively. Fij is the contact force between particle i and particle j, respectively. Ff is the particle-fluid interaction force acting on particle i. rc is the distance from the center of the particle to the contact point and Mij is the rolling resistant moment. The Hertz-Mindlin contact model is adopted to describe the interaction behavior in normal and tangential directions (Utili et al., 2015; Li et al., 2020):
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Where Fn and [image: image] are the normal force and the normal damping force, while Ft and [image: image] are the tangential force and the tangential damping force, δn and δt are the normal overlap and the tangential overlap, [image: image] and [image: image] are the normal component and tangential component of the relative velocity, E∗, R∗, and m∗ are the equivalent Young’s Modulus, the equivalent radius and the equivalent mass, respectively. Sn is the normal stiffness and St is the tangential stiffness. μr is the coefficient of rolling friction and Ri is the distance of the contact point from the center of mass.

The governing equation of fluid flow considering the presence of particles is as follows (Anderson and Jackson, 1967):
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Where u is the fluid velocity, ρf is the density of the fluid, μf is the fluid viscosity, p is the fluid pressure, g is the gravity acceleration. The terms on the right side of Equation (9) represent the pressure gradient, stress, gravity, and particle-fluid interaction force, respectively. fpf in Equation (9) can be related to Ff in Equation (1) with[image: image], with Vcell being the volume of a CFD mesh cell. ε is the local porosity that is used to represent the influence of particles on the fluid calculations. Fs = σκ∇⁡α1 is the surface tension force, with σ being the surface tension and κ being the local curvature at the interface.

In this research, based on the multiphase fluid theory in the CFD, the VOF model is introduced to describe the dynamic behaviors of the barrier lake and breach flow with free fluid surface evolution (Hirt and Nichols, 1981). In each mesh cell, the volume fraction of all the fluid phases is ε, for which, the volume fraction of the primary phase (e.g., water) is α1, while the volume fraction of the secondary phase (e.g., air) is α2 (α2 = 1−α1). Hence, for the fluid phase is fully occupied by water, α1 = 1, for the fluid phase is full of air, α1 = 0. The case of 0 < α1 < 1 normally refers to the presence of a free fluid surface. The free surface motion between the two phases can be tracked by solving the continuity equation of the secondary phase volume fraction:
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At the interface of air and water in the VOF model, the characteristics of fluid density ρf and viscosity μf in Equation (9) are derived from the characteristic of each phase by linear interpolation with the volume fraction:
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Particle-Fluid Interaction

The interaction force between particles and fluid mainly includes the buoyant force, drag force, lift force, and virtual mass force (Zhu et al., 2007). The buoyant force Fb, drag force Fd, and lift force Fl are generally considered significant in the sediment entrainment problem (Li and Zhang, 2018; Ibrahim and Meguid, 2020) and are introduced to describe the particle-fluid interactions in this research.

The buoyant force Fb acting on the particle under consideration can be calculated by:

[image: image]

Where Vp is the volume of the particle.

The drag force is caused by the viscous shearing effect of fluid, and is induced by the relative motion between particle and fluid. The Di Felice drag force model (Di Felice, 1994) is used herein to define the drag force:
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Where [image: image] is the drag force coefficient, d is the diameter of the particle, v is the velocity of the particle, [image: image] is the corrective coefficient and [image: image] is the particle Reynolds number.

The lift force accounts for the rotational movement of particles, and the Saffman lift force FlS (Saffman, 1965) and Magnus lift force FlM (Rubinow and Keller, 1961) are both considered in this research. Equations to calculate these forces are given as follow:
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Calculation of Local Porosity for Coarse Dam Material

In the locally averaged DEM-CFD method, the local porosity ε plays a crucial role in the solution of fluid governing equations and the calculation of particle-fluid interaction. The calculation of porosity in previous researches is to directly calculate the volume occupied by particles in a single fluid mesh cell [in the central model, the particle volume is assigned to the fluid grid where the center of mass is located, while in the divided model, the particle volume is divided according to the actual position of the particle (Kloss et al., 2012; Zhao and Shan, 2013)]. In either way, the fluid domain would be discontinuous and cause numerically incorrect results when the particle size approaches the minimum fluid mesh cell size. In 3D coupled models, the size ratio of the fluid cell to particle diameter was suggested keeping not less than 4 to keep the accuracy of the interaction calculation (Zhao et al., 2014). For the simulation of landslide dam material with non-negligible coarse particles, a larger mesh cell size would force to be used that is contrary to the requirement of accurate fluid domain calculation.

To overcome the limitation of the size ratio of the fluid cell to dam material, Shi et al. (2018) adopted a method of cluster element generation to replace coarse particles with fine particle clusters. But this would lead to volume errors of the replaced large particles. In this research, based on the porous cube method (Link et al., 2005), an alternative way to calculate local porosity, the virtual sphere model, is presented. As shown in Figure 1, for coarse particles with a diameter greater than a quarter of the mesh cell size (represented by a solid circle), the local porosity calculation is based on the larger mesh cell range (represented by colored cells) defined by the virtual sphere (represented by dotted circles). The virtual sphere has the same centroid as the real particle, and the diameter is 4 times the real particle diameter. The volume of the real particles is equally divided into the related mesh cells involved in the local porosity calculation:
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FIGURE 1. Schematic of the virtual sphere model. (A) Particle-fluid system in coupled DEM-VOF with free fluid surface and coarse particles. (B) Example for the local porosity calculation of coarse particles.


Where φVS,i is the volume contributed by particle i to a related mesh cell participating in the local porosity calculation, Vp is the actual particle volume and VVS is the volume of all related mesh cells involved in the local porosity calculation. The mesh cells related to different virtual spheres are allowed to overlap, so the porosity of one certain mesh cell involved in the calculation should be:
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Benchmarking Example

The sedimentation of a single particle from air to water has been simulated to verify the accuracy and validity of the present improved DEM-CFD program. A fluid domain of 0.1 m × 0.1 m × 0.2 m is set, with the upper and lower parts filled with air and water, respectively. The motionless particle with a diameter of 1 mm is placed at a distance of 0.05 m above the water surface. The main simulation parameters are shown in Table 1. The movement of the particle can be expressed as:

[image: image]


TABLE 1. Parameters for single particle sedimentation simulation.

[image: Table 1]The fluid domain in the simulation is meshed by equilateral hexahedrons with an equal size of 4 times the particle diameter. In Figure 2, the time series of particle sedimentation velocity from numerical results are compared with the analytical solutions. The numerical results are in good agreement with the analytical solutions, and the particle velocities are both stabilized at 0.134 m/s.
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FIGURE 2. Time series of particle sedimentation velocity.


Furthermore, the single-particle sedimentation simulations with different size ratios of the fluid cell to particle diameter have been carried out to verify the validity of the coupling force calculation by the virtual sphere model. The particle diameter is kept constant, and the mesh size varies between 1 and 5 mm. The simulation is carried out simultaneously in the central model and virtual sphere model. The simulation results are shown in Figure 3. In the central model, as the size ratio continues to decrease, the error of the terminal velocity keeps increasing. This result reflects the critical size effect of the locally averaged DEM-CFD method, that is, keeping the size ratio above 4 would obtain more accurate results. On the contrary, the simulation results of the virtual sphere model under different mesh sizes are relatively stable. Compared with the central model, the accuracy of terminal velocity is improved by 40% maximum with the virtual sphere model. It indicates that the virtual sphere model effectively eliminates the limitation on the size ratio of the mesh cell to particle diameter in the local porosity calculation.


[image: image]

FIGURE 3. The effect of size ratio in Central model and virtual sphere model.




MODEL CONFIGURATIONS

Both the geometric configuration of the landslide dam and the reservoir capacity of the barrier lake play an important role in the evolution of the dam breaching, which should be considered when designs the landslide dam model configuration (Zhou et al., 2019). Peng and Zhang (2012) proposed three dimensionless parameters to define the geometric characteristics of landslide dams and barrier lakes: the ratio of the dam height to its width ([image: image]) and the ratio between the cubic root of the dam volume and height ([image: image]) define the dam shape, and the ratio between the cube root of the lake volume and the dam height ([image: image]) define the lake shape. Zhou et al. (2019) determined the distribution range of these dimensionless parameters by analyzing 80 reported cases over the world, where [image: image] ranges from 0.03 to 1, [image: image] ranges from 1 to 5, and [image: image] ranges from 1 to 6. These evaluation results provide an important reference for the design of the landslide dam model configuration and are also used to guide the model design of this research.

The schematic diagram of model configurations is illustrated in Figure 4. The simulation was conducted in a flume measuring 7 m long, 0.5 m wide, and 0.5 m deep, and the inclination angle of the river bed was 5°. The landslide dam was placed 3 m away from the inlet. The height of the landslide dam was 0.3 m, the top width was 0.3 m, the angle between the upstream slope and the river bed was 35°, and the angle between the downstream slope and the river bed was 25°. An “idealized” geometric configuration of the landslide dam across the river channel was used in this research, which would still very meaningful to advance the understanding of the longitudinal breach mechanism of landslide dams (Cao et al., 2011). The values of [image: image], [image: image], and [image: image] were 0.18, 2.2, and 2.0, respectively, and were all conformed to the distribution range of dimensionless parameters given by Zhou et al. (2019). The upstream and downstream boundaries were set as inlet and outlet, and the top boundary was set as an open-air condition. In this research, the upstream inlet flow discharge was changing to study the influence of different hydrodynamic conditions on the dam breaching process. The ratio of the cube root of the inflow discharge per unit time to the dam height [image: image] was defined as the hydrodynamic coefficient, where Qin is the inflow discharge and Tu is the time scale. The dimensionless coefficient was evaluated with the data of 70 landslide dams reported by Shen et al. (2020), and it was found that the inflow discharge distributes in a relatively wide range from 0.007 to 1.176, Tu = 1s). According to the evaluation results of the dimensionless coefficient, it was determined that the inflow discharges in this research are 0.005 m3/s, 0.01 m3/s, 0.015 m3/s, and 0.02 m3/s ([image: image] range from 0.57 to 0.9) to represent the inflow from low to high. Figure 5 shows the grain size distribution of Yangjiagou landslide dam (Li et al., 2021) and 14 landslide dams in Southwest China (Zhang et al., 2011). Considering the grain size effect and the computational limitations, the particles with diameters larger than 50 mm and less than 1 mm were removed. Two types of non-cohesive landslide dam materials were set and shown in Figure 5, one for unsize coarse-grained granular material (consisting of gravels, represented by C) and one for wide size range fine-grained granular material (consisting of sands and gravels, represented by F). The serial numbers for the unsize coarse-grained granular material specimens with these four inflow discharges were C1, C2, C3, and C4, and those for the wide size range fine-grained granular material specimens were F1, F2, F3, and F4, respectively, as summarized in Table 2. The fluid domain was discretized by fixed-grid parallelepiped cells with a size of 50 mm. The parameters used in the model are given in Table 3. The values of these DEM parameters have been calibrated by Li et al. (2020). A total of 8 sets of simulations were carried out (see Table 2), and the dam breaching process as well as the influence of different characteristics of dam materials and inflow discharges were discussed in the following sections.


[image: image]

FIGURE 4. Configurations of the simulation model: (A) panorama; (B) longitudinal section of the landslide dam.



[image: image]

FIGURE 5. Grain size distribution of the simulation materials. The light shaded region is the cumulative grain size distribution of 14 landslide dams in Southwest China (Zhang et al., 2011), the gray shaded region is the cumulative grain size distribution of Yangjiagou landslide dam (Li et al., 2021), and the solid lines represents the grain size distribution of the modeled landslide dams.



TABLE 2. Summary of simulation scenario for landslide dam breach.

[image: Table 2]
TABLE 3. Parameters to simulate the landslide dam breach process.
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NUMERICAL SIMULATION OF THE LANDSLIDE DAM BREACH PROCESS


General Description

Although each scenario has its own characteristics, they all share important universal characteristics. In general, with the continuous inflow from upstream, the water level of the barrier lake gradually increases. During this process, due to the fragmented dam materials with large pores inside, the seepage flow would first appear at the foot of the downstream slope. Once the water level overtops the dam crest, dam breaching commences through overtopping erosion (Nian et al., 2020). Figure 6 shows the typical temporal sequences of the landslide dam breach process (scenario C2). The numerical results indicate that the longitudinal breach of landslide dams experiences four phases: surface flow erosion, backward erosion, head-cut erosion, and water and sediment rebalance or complete breach. The characteristics of different breaching phases are considered to describe the dam breaching process, as follows:


[image: image]

FIGURE 6. Time series of landslide dam breaching. The red dotted line is the downstream slope contour, and the black dashed line is the initial state contour of the dam. (A) Surface flow erosion; (B,C) backward erosion; (D,E) head-cut erosion; (F) water and sediment rebalance.


(a) Surface flow erosion. The dam breaching initially begins at the downstream slope of the dam, and the scouring of the surface flow is the key factor for the particle activation on the downstream surface (Jiang et al., 2020). During this phase, it can be observed that the water flow on the slope is accelerated by gravity, the flow velocity at the foot of the downstream slope increases significantly, and the erosion ability of the water flow is enhanced (Figure 6A). The failure of the landslide dam starts from the toe of the downstream slope, and the activation of fine particles is earlier than that of coarse particles.

(b) Backward erosion. With the further development of erosion, the breach of the dam body started to transform from the failure of the particles at the downstream slope to the activation of a certain scale dam material. In this phase, the hydraulic-gravity coupling [consisting of the scouring and seepage of the breach flow as well as the gravity potential energy of the dam material (Dang et al., 2008)] is the main factor for the activation of the dam. The backward erosion of the landslide dam without initial breach develops from the toe to the crest of the downstream slope, accompanied by the continuous slowing of the downstream dam slope angle (Figures 6B,C), which is in agreement with the experiment results from Cao et al. (2011).

(c) Head-cut erosion. As the backward erosion continues to develop and reaches the upstream dam crest, the head-cut erosion begins and causes the dam height to decrease significantly. In this phase, the breach flow discharge increases rapidly due to the decrease of the dam height, and the increase in the flow velocity at the dam crest could be significantly observed in Figure 6D. The increase of the flow velocity at the dam crest would further strengthen the erosion capacity of the breach flow and in turn accelerates the development of head-cut erosion.

(d) Water and sediment rebalance or complete breach. As the water level of the barrier lake continues to drop, the outflow discharge is gradually decreased, and the erosion capacity of the breach flow continues to weaken. The coarse particles on the downstream slope accumulate and form a coarse layer as the dam breaching progresses, which hinders the further erosion of the lower particles. In the case of low inflow discharge, the inflow and the breach flow could reach a new balance, and the dam no longer undergoes significant erosion damage. In the case of high inflow discharge, the dam would fail completely.



Force Evolution During Landslide Dam Breach

The time series of normal contact force, tangential contact force, and particle-fluid interaction force are shown in Figure 7. As shown in Figure 7, on the one hand, the breach flow reduces the normal contact force between the particles through the buoyancy force, on the other hand, the breach flow causes the rotation trend of particles through the seepage and scouring, resulting in an increase of tangential contact force between particles. About 50 s, the backward erosion has progressed to the upstream dam crest, and this marks the beginning of the head-cut erosion phase. The erosion capacity of the breach flow is enhanced due to the loss of the dam height. This would cause the normal contact force and the tangential contact force to decrease rapidly. For the particle-fluid interaction force, there will be a certain increase in the initial breaching stage due to the appearance of the overtopping flow. As the breach progresses and the storage capacity decreases, the particle-fluid interaction force continues to decrease.


[image: image]

FIGURE 7. Time series of normal contact force, tangential contact force and particle-fluid interaction force. The black axis, red axis, and blue axis on the y-axis represent the average normal contact force Fn, average tangential contact force Ft and total particle-fluid interaction force Ff, respectively.


The total energy E of the particle system is defined as the sum of the kinetic energy, rotational kinetic energy and potential energy, which can comprehensively reflect the energy evolution in the dam breaching process. The dimensionless total energy [E] is normalized by the total energy at t divided by the initial total energy at rest state:

[image: image]

The evolution process of the dimensionless total energy of each scenario is shown in Figure 8. As the breach progresses, the dam material is activated by the breach flow and propagates downstream, accompanied by the transformation of potential energy to kinetic energy. The activated particles are continuously lost due to the carrying of the breach flow, resulting in the continuous reduction of the dam volume and the continuous attenuation of the total energy. With the formation of the coarse layer and the continuous decrease of the storage capacity, the breach of the dam tends to stagnate, and the attenuation of the total energy gradually stabilizes. In this process, the increase in the inflow discharge can significantly increase the initial decay rate of the total energy and reduce the residual value of the total energy, which also marks the intensification of the breach and the continuous decrease of the residual dam volume. With the same inflow discharge, the residual total energy of the wide size range fine-grained granular dam is always lower than that of the unsize coarse-grained granular dam. This is because fine particles are easier to activate and aggravate the dam breach.
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FIGURE 8. Evolution of the total energy of the particle system: (A) for unsize coarse-grained landslide dams; (B) for wide size range fine-grained landslide dams.




Breach Morphology Evolution Processes of Landslide Dam Along the Longitudinal Direction

Figure 9 shows the time series of breach morphology evolution processes of landslide dams along the longitudinal direction with different inflow discharge and dam materials. The morphology curve gradually changes from sparse to dense with time, and finally basically no longer changes, indicating the end of the failure process. In the case of 0.005 m3/s inflow discharge and unsize coarse-grained dam material, the overtopping flow does not appear. It can be seen in Figure 9A that when the deformation progresses to the middle of the dam crest, the dam failure stops. In the case of low inflow discharge and coarse granular landslide dam with high porosity, the seepage effect is responsible for the main drainage function and may lead to substantial dam subsidence (Jiang et al., 2020). This kind of subsidence is similar to backward erosion and the failure point develops from the downstream slope to the dam crest. The dam material composed of fine particles can reduce the void ratio and improve the impermeability of the dam (Dhungana and Wang, 2020). Compared with Figure 9A, the dam in Figure 9E has experienced a complete overtopping breach process.
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FIGURE 9. Breach morphology evolution processes of landslide dams along the longitudinal direction. (A) scenario C1; (B) scenario C2; (C) scenario C3; (D) scenario C4; (E) scenario F1; (F) scenario F2; (G) scenario F3, and (H) scenario F4.


As shown in Figures 9B–H, for scenarios with overtopping-induced dam breaching, the head-cut erosion is the main phase of the dam breaching process. With the increase of inflow discharge, the duration of the surface flow erosion phase and the backward erosion phase continues to decrease. The increase in the inflow can significantly increase the erosion capacity of the breach flow so that the erosion point quickly develops to the upstream dam crest. With the evolution of the failure process, the dam morphology gradually transforms into a triangle, and the downstream slope gradually slows down. It can be observed from Figure 9 that the inflow discharge and the dam material can significantly affect the downstream slope angle. With the increase of the inflow discharge, the carrying capacity of the breach flow increases, so that the dam material can be carried to a farther place and the downstream slope is slowed down. Also, the erosion is directly related to the particle size, that is, the erosion resistance of fine particles is much lower than that of coarse particles. Therefore, under the same inflow conditions, the head-cut effect of the unsize coarse-grained dam material is more significant than that of the wide size range fine-grained dam material, and the downstream dam slope angle is also significantly slower than that of the wide size range fine-grained dam material.



Evolution of the Landslide Dam Height

Figure 10 shows the evolution process of the landslide dam height and the residual dam height of each scenario. It can be seen that one of the typical effects of inflow discharge on the landslide dam breach is to reduce the residual height of the dam. With the increase of the inflow discharge, the erosion capacity of the breach flow is continuously enhanced and causes more dam body failure. Under the same inflow conditions, the residual dam height of the wide size range fine-grained dam material is always lower than that of the unsize coarse-grained dam material, which indicates that the existence of fine particles reduces the erosion resistance of the landslide dam. On the one hand, this phenomenon is due to the existence of fine particles that reduces the porosity inside the dam body and reduces the drainage capacity of seepage; on the other hand, the erosion resistance of fine particles is lower than that of coarse particles. This also explains the phenomenon that there are still residues in scenario C4 and the dam body has completely failed in scenario F4.
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FIGURE 10. Evolution process of the landslide dam height and the residual dam height of each scenario. The solid lines under black coordinates represents the change of dam height over time, and the histogram under blue coordinates represents a comparison of the residual dam height.




DISCUSSION


Erosion Process at the Dam Crest

To further research the breach process of the landslide dam, the dam height reduction rate ε is defined as the loss of dam height per unit time, and is used to quantify the erosion rate at the dam crest:
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The time series of dam height reduction rates in each scenario is shown in Figure 11. It is shown that the dam height reduction rate fluctuates with time. In fact, the experiment proposed by Jiang et al. (2016) also confirmed the multi-peak phenomenon of the erosion rate, which supports the reliability of our simulation. The incipient velocity of fine particles is much lower than that of coarse particles. Therefore, the fine particles are taken away first, while the coarse particles are more difficult to be eroded. The failure at the dam crest is dominated by the small-scale collapse (Zhou et al., 2019). This is mainly caused by the loss of fine particles and the erosion of the breach flow and would lead to the rapid increase of the dam height reduction rate in a short time. With the increase of the inflow discharge, the local activation of the dam crest becomes more frequent and more intense, which makes the dam height reduction rate fluctuate more intensely. Besides, with the same inflow discharge, the height reduction rate of wide size range fine-grained granular dams fluctuates more frequently than unsize coarse-grained granular dams, but the peak point of height reduction rate of unsize coarse-grained granular dams is higher than that of wide size range fine-grained granular material dams. This indicates that the activation scale of the unsize coarse-grained granular dam is larger than that of the wide size range fine-grained granular dam, and the number of activation is less than that of the wide size range fine-grained granular dam. The fluctuations in each scenario continue to decay over time. This is due to the continuous decrease of the storage capacity of the barrier lake and the gradual formation of the coarse layer. It is increasingly difficult for the breach flow to cause activation of the dam. For scenario F4, a significant rise in the dam height reduction rate is observed at the end of the breach, which is due to the overall failure of the residual dam.
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FIGURE 11. Evolution process of the dam height reduction rate: (A) for unsize coarse-grained landslide dams; (B) for wide size range fine-grained landslide dams.




Application and Limitation

Apparently, the landslide dam breach is a coupling sequence of breach flow and landslide dam (Zhong et al., 2018). In this study, the proposed improved coupled DEM-CFD method is innovatively used to simulate the longitudinal breach process of landslide dams. The advantage of DEM is allowed to model loose landslide dam material through discontinuous particles. The improved coupled DEM-CFD method cannot only fully consider the soil-water coupling mechanism, but also reproduce the development process of breach flow with free water surface evolution, which is conducive to understanding the landslide dam breach mechanism.

Although dimensionless parameters have been used to guide the design of the model configuration, the landslide dam breach mechanism from this research is inevitably constrained by the spatial and time scales. This is mainly due to the limitation of current computational efficiency, which also leads to the landslide dam materials used in this research are still distributed in a relatively narrow range. A landslide dam on-site can contain a wide range of sediment sizes, from clay, sand to gravel (Costa and Schuster, 1988; Korup, 2002), and would lead to a dramatic increase of the particle number in the DEM modeling. In this research, the influence of cohesive clay on the dam breaching process is ignored, so the results inevitably bear uncertainty. Despite these uncertainties and limitations, the landslide dam breach mechanism as illustrated in this research still offers valuable insights for the understanding of disaster evolution. Further research on this topic will be the improvement of calculation speed by Message Passing Interface (MPI) parallelization and comprehensive analyses of the landslide dam breach process based on real cases.



CONCLUSION

In this work, the improved coupled DEM-CFD method is developed to simulate the landslide dam breach process. Besides, a virtual sphere model is proposed to overcome the computational instability caused by the particle size close to the mesh size. The longitudinal breach process of the landslide dam is simulated with different dam materials and inflow discharges, the breaching phases of landslide dams are proposed according to the dam morphological evolution, and the breach characteristics are revealed from both macroscopic and microcosmic scales.

The simulation shows that the landslide dam breach process can be identified as four phases: surface flow erosion, backward erosion, head-cut erosion, and water and sediment rebalance or complete breach. This is different from the classification based on hydrological characteristics (Zhou et al., 2019), but it can better reflect the characteristics of the longitudinal morphological evolution of the landslide dam. The normal contact force, tangential contact force and particle-fluid interaction force during the breach process have been evaluated. During the surface flow erosion, the particle-fluid interaction force increases due to the appearance of the overtopping flow. In addition, the rotation trend of particles caused by the breach flow leads to an increase in the normal contact force. The head-cut erosion is the main breach phase of the landslide dam, and the obvious increases in the breach flow velocity at the dam crest is captured in this stage. This can accelerate the dam breach and cause a rapid decrease in the normal contact force, tangential contact force and particle-fluid interaction force. The failure at the dam crest in the head-cut erosion phase is dominated by small-scale collapse and leads to the dam height reduction rate fluctuates with time. From the view of energy, the total energy of the landslide dam continues to attenuate with the continuous loss of dam material during the breach process. The inflow discharge can significantly increase the erosion capacity of the breach flow, thereby accelerating the dam breaching and significantly reducing the residual landslide dam height. The presence of fine particles can slow down the downstream slope during the breach process and reduce the residual dam height.
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Serious landslide hazards are prevalent along the Yangtze River in China, particularly in the Three Gorges Reservoir area. Thus, landslide monitoring and forecasting technology research is critical if landslide geological hazards are to be prevented and controlled. Pulse-prepump brillouin optical time domain analysis (PPP-BOTDA) distributed optical fiber sensing technology is a recently developed monitoring method with evident advantages in precision and spatial resolution. Herein, fixed-point immobilization and direct burying methods were adopted to arrange parallel distribution of the strain and temperature-compensated optical fibers along the Baishuihe landslide’s front edge, in order to carry out ground surface deformation monitoring. The strain data acquired from both optical fibers were processed with temperature compensation to obtain the actual optical fiber strain produced by deformation. Butterworth low-pass filter denoising method was employed to determine the filter order (n) and cut-off frequency (Wn). The area differences between the two optical fiber monitoring curves and the fixed horizontal axis were selected as evaluation indexes to obtain the area difference along the optical fiber. This data were then leveraged to determine the positive correlation between the area difference and the optical fiber strain variation degree. Finally, these results were compared with the GPS and field measured data. This study shows that when PPP-BOTDA technology is used for landslide surface deformation monitoring in conjunction with Butterworth filter denoising and strain area difference, the optical fiber strain variation degree analysis results are consistent with the GPS monitoring data and the actual landslide deformation. As such, this methodology is highly relevant for reducing the workload and improving the monitoring precision in landslide monitoring, which in turn will protect lives and property.
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INTRODUCTION

Compared to other countries, China has many of the most serious, widely distributed, and frequently occurring geological disasters in the world. Every year, collapses, landslides, and debris flows result in hundreds of deaths and economic losses on the order of ∼20 billion yuan. The Yangtze River’s Three Gorges Reservoir area is a hot spot of geologic hazards and is known for frequently occurring, severe geological disasters. In addition, it is also a focal point for landslide monitoring and early warning research (Li L. et al., 2021).

Currently, evaluating landslide hazards primarily consists of monitoring surface deformation, deep displacement, mechanical parameters, environmental influencing factors (surface water, groundwater, and rainfall, etc.), and macro geological phenomenon. Surface deformation monitoring is an important and effective means of landslide monitoring and is most commonly conducted using GPS-based and/or total station-based systems. However, these methods have an inherent disadvantage, as they use single point monitoring. In essence, only the observation piers built on specific parts of the landslide are monitored, which results in a small number of monitoring points; and finding deformation throughout the area without a plethora of strategically placed monitoring points poses a significant challenge. Furthermore, the data continuity will be seriously affected if and when the landslide is activated.

Optical fiber monitoring technology has numerous advantages, including, but not limited to, high precision, anti-interference capability, and long-term durability. In addition, it can also be widely distributed over long distances. Thus, optical fiber monitoring technology has been extensively applied in structural and civil engineering, among other fields, and has achieved good results (Soto et al., 2011; Naghashpour and Hoa, 2013; Miao et al., 2020). Currently, research is being conducted worldwide to determine the applicability of optical fiber technology to slope engineering, which includes monitoring of slope protection engineering structures, as well as the numerous variables that affect landslide activity (Spammer et al., 1996; Liu et al., 2003), such as seepage, stress, temperature, and displacement (Kishida et al., 2005; Wang et al., 2009).

Both foreign and domestic studies concerning the application of optical fiber technology in slope engineering mainly focus on how to: (1) obtain landslide surface and deep displacement data using a practical arrangement of optical fibers; (2) select suitable optical fiber materials that enable deformation coordination between the optical fiber and the soil, while ensuring that the optical fiber remains intact; and (3) provide landslide early warning services through the obtained optical fiber strain data and other key information. As part of this effort, new optical fiber sensing grids (Zhu et al., 2012; Zhu et al., 2013; Muanenda et al., 2016), composed of various types of optical fiber materials and a combination of different optical fiber sensing technologies (Kobayashi and Otta, 1987; Zhu et al., 2015; Li Z. X. et al., 2021), have been applied to indoor slope model tests. However, the rock-soil mass materials used for simulations in laboratory model tests, as well as the optical fiber materials’ working and embedding conditions, are very different from those of the natural slope. Thus, the laboratory obtained optical fiber strain data are, for the most part, moderately stable; while that obtained in the field is moderately oscillating. This difference clearly indicates that laboratory testing cannot accurately reflect the field strain state.

In order to explore optical fiber application in landslide in-situ monitoring, investigate the issues associated with deformation coordination between the optical fibers and soil, and examine the role of optical fiber emplacement and rock-soil mass in field monitoring, researchers have carried out landslide surface deformation monitoring experiments by embedding optical fibers into the existing landslide concrete structure or via the fixed-point immobilization method on the landslide surface (Zhang et al., 2003; Dong et al., 2010; Lavallée et al., 2015). While the researchers have achieved some success, surface fixed-point immobilization does not reflect the distributed characteristics of optical fiber monitoring in soil landslides; and the difference between the strain obtained from being embedded in concrete structures and the actual optical fiber strain cannot be verified. Moreover, the temperature compensation problem caused by long-distance optical fiber monitoring needs to be resolved.

To circumvent the above problems, pulse-prepump-brilliouin optical time domain analyzer (PPP-BOTDA) optical fiber technology was combined with fixed-point immobilization and direct burying to solve the deformation coordination and the deformed coordination problems and the issues associated with securing the optical fiber into the rock-soil mass. The strain data from both the strain optical fiber and temperature-compensated optical fiber were simultaneously obtained through one measurement, and the temperature-compensation data were adopted to conveniently obtain the actual strain caused by deformation along the optical fiber. By utilizing the NBX-6050 neubrescope to obtain the optical fiber strain data and the Butterworth low-pass filter and fiber strain area difference to characterize the optical fiber strain difference, real-time remote intelligent detection of landslide disaster and stable slope conditions was achieved. The method presented herein is more accurate and advanced than the conventional GPS and total station techniques, and provides an effective means of forecasting landslide disasters.



PPP-BOTDA TECHNOLOGY

Brillouin optical time domain analyzer (BOTDA) technology is based on the principle of stimulated Brillouin light scattering, which is facilitated by a photoelectric demodulator. Essentially, the pump light pulse is input at one end of the optical fiber while the continuous spectrum is input at the other. When the frequency difference between the continuous light frequency and the pump light frequency equals the Brillouin frequency shift value, the continuous light will amplify due to the Brillouin effect (see in Figure 1). The strain and temperature can be obtained according to the linear relationship between the Brillouin light scattering (BLS) frequency variation (frequency shift) in the optical fiber and the optical fiber’s axial strain or ambient temperature, respectively. The relationship can be expressed as:


[image: image]

FIGURE 1. Schematic diagram of the BOTDA.
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where ν(ε,T) is the Brillouin frequency shift when the optical fiber strain is ε and the temperature is T; ν(ε0,T0) is the Brillouin frequency shift when the fiber strain is ε0 and the temperature is T0; T0 and T represent the initial temperature and the measured temperature, respectively; Δε andΔTare the strain change and temperature change respectively; ∂⁡ν(ε,T)/∂⁡ε is the coefficient of strain, ∼497 MHz; and ∂⁡ν(ε,T)/∂⁡T is the temperature coefficient, ∼1.0 MHz/K.

In slope monitoring, the relationship between the BLS frequency variation, slope variation, and ambient temperature can be established through Equation 1, and subsequently used to carry out distributed slope monitoring. Due to stimulated amplification of the Brillouin spectrum, BOTDA technology can obtain higher spatial resolution and accuracy than Brillouin Optical Time Domain Reflectometry (BOTDR) technology.

Even so, PPP-BOTDA was proposed to further improve the BOTDA technology spatial resolution. Essentially, the pre-pump pulse wave is used to preferentially excite phonons, so that the pump light width can reach 1 nm This in turn improves spatial resolution to 10 cm (Bergman et al., 2014; Sun et al., 2014), as compared to the spatial resolution of traditional BOTDA technology. See Kishida et al. (2005) for detailed information concerning the PPP.



THE STUDY AREA

The Baishuihe landslide is located in Baishuihe Village, which is lodged within Shazhen Town, China. The village and surrounding vicinity are part of the Three Gorges Reservoir Area and is situated 56 km from the Three Gorges Dam. The landslide is located in a sedimentary valley eroded by the Yangtze River, within a geomorphic unit comprised of low mountains and hills. The low-lying area is bordered by ridges on both sides, steep slopes in the back (elevation = 410 m), and the Yangtze River in the front (shear open elevation = 70 m). The slope is steep and concave from the top to the upper middle; and gentle and convex from lower middle to the bottom. In addition, a relatively gentle platform developed under the path that crosscuts the landslide through the middle. The landslide’s main sliding direction is NE 16°, and the north-south length and east-west width are ∼600 and ∼700 m, respectively. The general slope is ∼30°, the sliding body thickness is ∼30 m on average, and the overall volume is ∼1,260 × 104 m3. Currently, the landslide is divided into an early warning area and non-early warning area. The early warning area, which is located in the central and eastern part of the landslide, covers ∼16 × 104 m2 and represents a volume of ∼550 × 104 m3 (Figure 2). Significant macroscopic deformation can be seen on the local surface.
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FIGURE 2. Engineering geological map of the Baishuihe landslide.


According to the field investigation data, the Baishuihe landslide’s sliding body is mainly composed of Quaternary colluvial gravel soil, which in turn is characterized by purplish-red silty clay intermingled with siltstone, quartz sandstone, and mudstone fragments—all of which exhibit diameters <0.5 m. The gravel is mostly sub-angular, with particle sizes ranging from 0.5 ∼ 2 cm. The slide zone is 0.7 ∼ 1.3 m thick and primarily comprised of gray-black gravel or breccia-bearing silty clay, with a soil to rock ratio ranging from 9:1 ∼ 7:3. The slide zone core is primarily columnar, comprised of gravel and breccia-bearing siltstone, with sub-round to sub-angular particles ranging in size from 1 ∼ 2 cm. Bedrock, made out of thin to medium thick silty sandstone constitutes the sliding bed, giving it a dense and hard structure. A typical landslide engineering profile is shown in Figure 3.
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FIGURE 3. Engineering geological profile of the Baishuihe Landslide.


Professional surveys began being conducted on the Baishuihe landslide in July 2003, and mainly used GPS to monitor its surface displacement. There are a total of 11 GPS monitoring points (six of which are located in the landslide warning area) and two points for monitoring pore water pressure. The monitoring point locations are shown in Figure 2.



OPTICAL-FIBER LINE LAYOUT


Optical-Fiber Line Determination

Long-term monitoring data show that most of the Baishuihe landslide deformation occurs at the front edge, while back edge deformation is minimal (Miao et al., 2020). Furthermore, in addition to being classified as a front-edge-waded landslide, it is also considered a traction landslide due to factors such as the reservoir water level and rainfall. As such, it was determined that optical fiber monitoring should focus on the landslide’s front edge deformation.

Technical considerations primarily included the following: (1) Given that the slope body’s vertical direction contains mainly compressive strain and that special pre-tension procedures are required before the sensing optical fiber can be used for compressive strain measurement, it was recommended to avoid positioning the sensing optical fiber vertically in the slope body (Nishiguchi, 2008). (2) When optical fibers are arranged along a landslide’s main sliding direction, they are subjected to intense deformation, which causes them to break easily and often. Thus, over the course of a long-term monitoring project, they will require frequent repair at fixed points. As such, it is recommended not to position the optical fibers in this manner, as the large surface slope amplifies the construction and maintenance difficulties (Ohno et al., 2001; Ding et al., 2010). (3) The primary goal was to monitor the landslide’s front edge deformation characteristics under the influence of the reservoir water level. To this end, five comprehensive monitoring holes were laid along the Baishuihe landslide’s main sliding direction. Based on these factors, the strain optical fiber and temperature-compensated optical fiber were arranged at the front edge of Baishuihe landslide along the east-west direction. The two ends of the optical fibers crossed the landslide warning area’s east-west boundary with a straight plane geometry at an elevation of 180 ∼ 230 m. Because the line needed to cross multiple scarps that are densely covered with oranges, in the interest of minimizing expense and effort, the line was arranged into multiple, disconnected sections based on the terrain. With a total length of 728.74 m, the eastern end of the line passes through the landslide boundary to the side of the river and the western end traverses the boundary of the landslide warning area. In between, the line crosses four gullies, each 2 ∼ 5 m wide. The line arrangement is shown in Figure 2.

Baishuihe landslide soil is mountainous and hard, thus the optical fiber and soil mass were suitably compatible and met the optical fiber laying requirements. As such, a slot with a cross-sectional dimension of 30 cm × 50 cm (width × depth) was dug to accommodate the optical fibers. According to Nishiguchi (2008), places where the embedded optical fiber line turned should be kept smooth, gravel and tree roots should be removed, and large stones should be bypassed in order to prevent natural debris from cutting the optical fiber and/or forming interference signals.



Laying the Optical Fiber Lines

Two types of fiber cables were employed—the strain optical fiber and the temperature-compensated optical fiber. The two 820 m long fibers were laid side by side in the slot. Prior to laying the fibers, fine sand was placed in the slot to level the slot bottom. A total of 110 fixed supports were driven into the line’s turning and undulating points. The driving depth was subject to the flush between the cross bar at the top of the supports and the sand surface on the bottom. An overhead optical fiber roller was set up at one end of the line. Subsequently, the optical fiber was carefully pulled out and laid along the excavated slot to reach the other end of the line (see in Figure 4). When crossing steps or ditches, galvanized pipes with an inner diameter of 2 cm were used for construction. It was required that both ends of the pipes exceed 50 cm onto solid substrate at the ends of the crossing. From east to west, five galvanized pipes, with lengths of 2.5, 3.5, 4, 2, and 6 m, respectively, were installed along the line.
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FIGURE 4. Excavation and wiring site construction.


Five fixed-point optical fiber observation holes were installed throughout the line; two at the line’s endpoints and three near the quartering points (Figure 4). A 30 cm × 40 cm three-phase electric meter box was placed inside with a ϕ 110 mm PVC tube, which was coiled with 3 ∼ 5 m of reserved optical fiber. After the optical fiber was laid, a light pen was used to detect any breakpoints. Finally, the optical fiber was tightened segment by segment, then secured to the support with a cable tie to ensure that the optical fiber did not undulate or rotate due to landslide deformation.



Backfill

After the optical fiber lines were laid, the two optic fibers at one end of the slot were welded together; the other ends were connected to a neubrescope, effectively forming a PPP-BOTDA loop. The parameters of the instrument were adjusted, the line loss was checked, and the waveform was adjusted. When the waveform energy was sufficiently stable, and the neubrescope test requirements were met, the soil was backfilled. During backfilling, a layer of fine sand was first laid on the surface of the optical fiber, and then the original soil was backfilled, as shown in Figure 5. The optical fiber fixed-point observation holes were not backfilled at this time, as they were used for testing purposes. Essentially, boiling water was poured through each hole, in order to backfilling of the fixed-point observation holes was then carried out after slot detection along the whole line was completed.
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FIGURE 5. Backfilling site construction.




OPTICAL-FIBER MONITORING

As described above, a PPP-BOTDA loop was constructed that terminated at an NBX-6050 neubrescope. The terminal monitoring instrument and its main parameter settings are presented in Figure 6.


[image: image]

FIGURE 6. The monitoring instrument NBX–6050 and its main parameter settings.




PROCESSING AND ANALYSIS OF MONITORING DATA

After the two optical fibers’ strain data were retrieved from the NBX-6050 neubrescope, the data were processed prior to being analyzed. To begin, temperature compensation was applied to obtain the optical fiber strain caused by soil deformation. Subsequently, Butterworth low-pass filter was used to determine the filter order (n) and cut-off frequency (Wn). Next, the area differences between the two optical fiber monitoring curves and the fixed horizontal axis were selected as evaluation indexes to obtain the area difference along the optical fiber. The data were then leveraged to determine the positive correlation between the area difference and the optical fiber strain variation degree. Finally, these results were compared with optical fiber deformation field measured data along the landslide surface.


Optical Fiber Raw Data Filtering

Since the optical fibers were installed, three monitoring tests were conducted on the dates shown in Table 1, respectively, to identify any breaks in the loop. During the first test, the No.1 optical fiber fixed-point observation hole on the east side of the landslide was lit and out of service, indicating the presence of an optical fiber breakpoint. A subsequent investigation determined that the optical fiber breakpoint was between the No.1 and No.2 observation holes. Because the field instruments in this area did not meet the testing requirements, the data from between the No.1 and No.2 observation holes were discarded. Thus, the useable experimental data were obtained from between the No.2 and No.5 observation holes—a monitoring length of ∼600 m.


TABLE 1. The monitoring frequencies and times.

[image: Table 1]Data from a 1,200 m data segment were derived using the instrument’s data analysis function. The first and second half of the data segment represent 600 m of optical fiber strain data and 600 m of temperature-compensation optical fiber data, respectively (Figure 7). Temperature-concentration strain data is collected exclusively to perform temperature compensation and is therefore not directly reflective of deformation strain. As such, the temperature-concentration strain data should be subtracted out. Since the positions between the two segments of data correspond 1:1, the optical fiber strain caused by deformation can be obtained by subtracting the second half of data from the first half.
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FIGURE 7. The initial monitoring data of the NBX-6050 neubrescope.


It must also be recognized that original optical fiber strain data are under the influence of multiple natural and anthropogenic factors. Examples include, but are not limited to—different degrees of pre-tensile stress exerted on the optical fiber during installation, as well as artificial activities and rainfall in the middle and late stages of optical fiber monitoring. Furthermore, the optical fiber is in a three-dimensional strain state. Thus, landslide surface deformation in any direction or angle will lead to large changes in strain near the optical fiber. What’s more, ground surface undulation results in data with oscillation characteristics and noise signals. For all these reasons, data processing is required in order to obtain applicable results.

Currently, optical fiber data processing can be regarded as a sequence with spatial characteristics (Pei et al., 2011; Sun and Kepeng, 2013; Sun et al., 2013). Presuming that the soil mass where the optical fiber is located is greatly deformed, it is expected that the optical fiber in the vicinity of the deformation will be put under a certain degree of strain. The optical fiber data can then be considered in terms of the interrelationship between two adjacent points. The presence of only a few sudden changes in local points throughout the monitored data should be labeled as noise and filtered out during data processing. If optical fiber data are regarded as a signal sequence with connections between adjacent points, noise signals are generally high-frequency. Thus, a low-pass filter can be used to remove high-frequency signals and retain the low-frequency ones. Therefore, shown above are low-pass signals that have been filtered with an appropriate cut-off frequency. Butterworth low-pass filter was adopted for use in this study. The principle is mathematically expressed as:
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where a and b are the filter’s coefficient vectors; n is the low-pass filter order; Wn is the filter’s cut-off frequency; and butter is the Butterworth function.

After determining the low-pass filter’s order (n) and cut-off frequency (Wn), the vectors a and b are determined, and the length of vectors a and b are n+1. These coefficients are arranged according to the reduced power of z in the following equation:

[image: image]

The low-pass filtering system function H(z) can be established with Equation 3. The Butterworth low-pass filter’s order (n) and cut-off frequency (Wn) can be calculated using the Butterworth analog filter design function buttord, which is provided in the matlab signal processing toolbox, and is expressed as follows:

[image: image]

where Wp and Ws are the filter’s passband cut-off frequency and stopband cut-off frequency (rad/s), respectively; while Rp and Rs are the passband’s maximum attenuation coefficient and the stopband’s (dB) minimum attenuation coefficient, respectively.

The value of Wp and Ws can be obtained using the following equations:
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where fp and fs are the passband and stopband boundary, respectively, and Fs is the sampling frequency.

Based on the above relationship, when fp, fs, and Rp are fixed values, the n and Wn values only depend on the sampling frequency (Fs). In order to explore the appropriate n and Wn values, the above variables were given fixed values, which are shown in Table 2. Therefore, this filter’s filtering effect only depends on the sampling frequency (Fs). The filtering effects at four different sampling frequencies are shown in Figure 8.


TABLE 2. The parameters of the Butterworth low-pass filter.

[image: Table 2]
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FIGURE 8. Butterworth low-pass filters of the optical fiber data. (A) Original data, (B) 10 Hz, (C) 20 Hz, (D) 30 Hz, and (E) 40 Hz.


Comparing several groups of filtered data with the original data demonstrates that Butterworth low-pass filter maintains the original data trend. When the sampling frequency is 10 Hz, the obtained filtered curve almost coincides with the original data curve. While it better retains the original data, there is no filtering effect on high frequency noise signals. When the sampling frequency exceeds 30 Hz, the filtered curve is smooth, and the original data loss is too large. As such, 20 Hz was selected as the most appropriate sampling frequency. To provide quantitative evidence for this decision, the sampling frequency and data difference before and after filtering were quantitatively analyzed. The mean value and standard deviation of each filtered data set are presented in Table 3.


TABLE 3. Analysis of the Butterworth low-pass filtered data.

[image: Table 3]As is illustrated in Table 3, throughout the 10 ∼ 20 Hz range, the average actual error values of the filtered data are close to 0 in the former case and <0.5 in the latter case. When the sampling frequency was increased to 30 Hz, the mean values significantly increased to 3.4546—nearly a 10-fold increase from that at 20 Hz. Thus, data filtered at 30 Hz deviate significantly from the original data. Furthermore, the standard deviation also gradually increases as the sampling frequency increases. Thus, the sampling frequency was set at 20 Hz, which filters out the high-frequency signals as required, but does not cause signal distortion. Thus, the processing was performed with a sampling frequency of 20 Hz, a filter order of n = 11, and a cutoff frequency of Wn = 0.1 Hz.

The above filtering parameters were used again to process tertiary optical fiber data. Figure 9 depicts the results of a comparative analysis between measured data from December 1, 2019 and June 1, 2020. Note that for the first 300 m of the data segment, overall, the curve trends are in good agreement, although there are slight differences. For example, in the range of 0 ∼ 25 m, 50 ∼ 100 m, and 100 ∼ 125 m, the strain changes in the negative direction; whereas in the range of 150 ∼ 175 m and 250 ∼ 275 m, the strain changes in the positive direction. The 300 m data comprising the second half of the data segment show that the curves almost completely coincide. Furthermore, the strain changes only in negative direction, which occurs in the range of 300 ∼ 350 m and 475 ∼ 500 m. Due to the natural state, it is still impossible to judge whether there is any connection between the positive and negative strain and the deformation direction of the soil mass.
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FIGURE 9. Butterworth low-pass filters of the optical fiber data comparison between 12.01.2019 and 07.01.2020.


In order to quantitatively characterize the degree of difference between the curves and identify the specific position where the fiber strain occurred, the difference between the above two curves was calculated to obtain a strain difference curve within the time interval in question (Figure 10). As shown, the oscillation amplitude is evident in the 0 ∼ 300 m part of the curve, but is small in the 300 ∼ 600 m data, which is consistent with the above analysis. However, the oscillation data were unable to further narrow down the optical fiber’s deformation area, and thus, the data required further processing.


[image: image]

FIGURE 10. Butterworth low-pass filters of the optical fiber data difference between 12.01.2019 and 07.01.2020.




Optical Fiber Data Difference Analysis

A possible explanation for the oscillating curve in Figure 10 is that the connection between adjacent monitoring points was ignored. It is of no practical significance to take only the difference between the two strains at the same position point at different times and then connect them with a smooth curve. To determine the degree of mutual influence between adjacent monitoring points, the difference between the area surrounded by the two curves and the fixed horizontal axis was calculated to characterize the degree of difference. This value not only considers the relationship between adjacent optical fiber monitoring points, but also facilitates rapid data processing. As shown in Figure 8, the minimum strain value of the monitoring points along the optical fiber is close to −2,000 με, so −2,500 με was selected as the horizontal axis for calculating the distance between each monitoring point. In addition, since the spacing between the adjacent monitoring points is a constant value (0.2 m), the area enclosed by the curve and the horizontal axis can be converted into a trapezoidal area that is enclosed by the line connecting the adjacent monitoring points and the horizontal axis. It should be noted that since the area difference will be calculated, the selected horizontal axis only needs to be less than the monitoring point’s minimum value to ensure it will not affect the calculated value. Furthermore, Figure 8 shows that the optical fiber’s deformation range is ∼25 m. To simplify the comparison of each segment’s deformation, the matlab software was used to divide all the data into 24 equal groups, so that each length was maintained at 25 m. (The selection of optical fiber grouping length depends entirely on the analysis accuracy requirements. Although the grouping length can be defined as 12.5 m or less for more specific analyses, herein, it was defined as 25 m to illustrate the feasibility of this method). The analysis yielded the area difference for each segment, as shown in Figure 11.
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FIGURE 11. The different area values along the optical fiber line.


Figure 11 demonstrates that the area difference is larger between 0 ∼ 25 m, 50 ∼ 125 m, 150 ∼ 175 m, 250 ∼ 275 m, and 450 ∼ 500 m, indicating that these areas depict a greater difference between the two curves. These results are consistent with those presented in Figure 8 and imply that there is larger strain in these segments and that deformation may exist on the landslide surface.

To verify the corresponding relationship between the results obtained by this method and the actual deformation on the landslide, the optical fiber data results were compared with the data measured at the nearby GPS monitoring points (Figure 12). ZK01 and ZK02 are located at the optical fiber’s 100 m position, and ZK04 is located at the 500 m position. During that same time period, the GPS also detected large data displacement, and the displacement measured at ZK01 and ZK02 (100 m) was higher than that recorded at ZK04 (500 m).


[image: image]

FIGURE 12. GPS Monitoring data of displacement deformation.


To further verify the corresponding relationship between the results attained by this method and the field measured deformation, a field observation study was conducted to obtain field deformation data along the optical fiber from 0 to 600 m. Representative points are shown in Figure 13.
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FIGURE 13. Deformations along the optical fiber line; (A) 0 ∼ 50 m, (B) 50 ∼ 100 m, (C) 250 ∼ 275 m, and (D) 450 ∼ 500 m.


As shown in Figure 13, a gully developed at 0 ∼ 50 m and a 4 m deep and 5 ∼ 6 m wide collapse is also visible. The surface vegetation is relatively rich, no bedrock is exposed, and there is a large amount of gravel soil (Figure 13A). At 50 ∼ 100 m, a partial collapse, ∼2 m deep and 2.5 m long, was observed (Figure 13B); at 250 ∼ 275 m, a 6 m deep, 12 m long collapse occurred (Figure 11C); and 450 ∼ 500 m, which marks the boundary of the warning area on the west side of the landslide, features a large gully and large collapse (Figure 13D). The water level is ∼174 m, and the optical fiber has been partially immersed in the water. The above deformation sections are consistent with the segments that showed larger area values in Figure 11.



CONCLUSION

In this study, optical fibers were embedded into a natural soil landslide to determine if precise and accurate results could be obtained regarding surface deformation at the front edge of a landslide. By adopting PPP-BOTDA technology and embedding the strain and temperature-compensated optical fibers in parallel within the landslide, the strain data of both optical fibers is able to be simultaneously obtained through one measurement. This data can then be processed with temperature compensation to directly obtain the strain caused by soil mass movement in the landslide. During on-site monitoring, the optical fiber is in a complex stress environment and is influenced by multiple external factors. Thus, the obtained monitoring data are relatively oscillating. In the later stage of optical fiber layout, more suitable optical fiber materials can be considered and more proper optical fiber layout methods can be designed to reduce the influence of other interference factors on optical fiber strain. In addition, other monitoring instruments can be arranged during optical fiber layout to further verify the accuracy of optical fiber monitoring. The original, raw data represent the optical fiber’s oscillating strain in the true three-dimensional state. The optical fiber data can be better denoised through Butterworth low-pass filtering by selecting the appropriate filter order (n) and cut-off frequency (Wn) to obtain a smoother curve without losing the strain data trend. The area difference between two monitoring curves can be compared to obtain the difference between the two monitoring data points. This enables the area with a large difference in optical fiber strain to be quickly identified. Good consistency was found between the section with a large area difference value and the field measured deformation points, which shows that it is practical to use area difference value to quickly determine landslide surface deformation points.

In this work, PPP-BOTDA technology was successfully tested and validated. Thus, PPP-BOTDA technology provides an effective means for landslide disaster forecasting. Because this method is more precise, accurate, and cost effective than others currently available, this method should be adopted to characterize the ground surface deformation at the front edge of landslides and in turn, save lives and property. Real-time remote intelligent monitoring of landslide disasters and stable slope states has been successfully applied and promoted in a series of reservoir bank landslides, such as the Baishuihe landslide, Shuping landslide, and Huangtupo landslide in the Three Gorges reservoir area. Thus far, the monitoring technique described herein has shown remarkable economic and social benefits. The advantages of accurate landslide monitoring are obvious, and this method is much more accurate and advanced when compared to conventional methods, such as GPS and total station systems.
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Western China is rich in oil and gas resources, and many oil and gas pipelines are under construction or have been completed. However, many water-related natural hazards, such as landslides, collapses, rockfalls, and debris flows, have developed in the areas passed through by oil and gas pipelines and seriously threaten the operational safety of these pipelines. Therefore, it is urgent to carry out large-scale identification and assessment of pipeline geological hazards. At present, conventional on-site investigation, evaluation, monitoring, and early warning methods are difficult to apply for rapid identification and evaluation of pipeline geological hazards across large-scale areas. Based on this, this study takes the pipeline of Sinopec Marketing South China Branch in Yunnan Province as the research area. In this research, unmanned aerial vehicle (UAV) and photogrammetry technology were used to quickly and accurately obtain multi-phase images of an oil pipeline passing through the study area, and the images were post-processed to obtain multi-phase high-resolution, high-precision digital orthophoto maps and digital terrain models (DTMs) to identify landform changes and deformation. The focus of this research is to propose a set of technical methods for UAV point cloud filtering. The DTMs obtained based on this method can effectively identify unstable areas of oil pipelines. In addition, we have carried out numerical simulations under different motion scenarios in unstable regions, providing scientific support for future geological hazard prevention and mitigation and engineering practices in oil pipeline areas.

Keywords: water-related natural hazards, pipeline geological hazards, UAV survey, numerical simulation, hazard identification and assessment


INTRODUCTION

China’s oil and gas pipeline construction is in a period of rapid development. By the end of 2019, the total mileage of China’s oil and gas pipelines had reached 13.9 × 104 km; these pipelines are especially extensive in Western China, which is rich in oil and gas resources, and a large number of oil and gas pipelines are under construction or have been completed (Gao et al., 2020). The steep terrain and complex geological environment in Western China have caused a large number of geological hazards such as landslides, collapses, rockfalls, and debris flows (Yan et al., 2019a, b, 2020a,b, 2021), threatening the safe operation of oil and gas pipelines. Many pipeline geological hazards have occurred in this area and have caused serious losses. For example, the landslide on December 3 in Jianyang, Sichuan caused oil pipeline leakage in 2013 (Hua, 2013). The event on July 2 in 2017 was caused by the combustion and explosion of a gas pipeline in Qinglong County, Guizhou, which resulted in the deaths of eight people and injuries of 35 people (Wang and Pan, 2017). In 2020, an explosion occurred after a gas pipeline in Suide County, Shaanxi Province, broke on August 5, causing more than 10 houses to collapse and many cars to be buried (Tang, 2020). Thus, there is an urgent need to carry out large-scale identification and assessment of pipeline geological hazards, which will help in the monitoring, early warning, prevention, and control of pipeline geological hazards in the future.

Currently, pipeline geological hazard identification and assessment research is mainly carried out through on-site investigation, assessment, monitoring, and early warning methods (Yan et al., 2019b). Information is collected on the topography, geomorphology, geological structure, lithology, hydrology, and residential areas in the area where the pipeline passes through on-site surveys, and the risks and scope of the impacts of geological hazards around the pipeline are then assessed (Topal and Akin, 2009). However, this approach is time-consuming and labor-intensive, as well as difficult to implement in steep terrain (Keay-Bright and Boardman, 2009; Vergari et al., 2013); consequently, it is not suitable for large-scale pipeline geological hazard assessment. With the rapid development of “Internet of Things” technology, pipeline geological hazard monitoring and early warning research have made a certain degree of progress (Leynes et al., 2005; Li et al., 2009; Vasconez et al., 2010). Monitoring and early warning mainly focus on various parameters related to the deformation and destruction associated with the hazard, such as rainfall, surface and deep displacement, inclination, crack width, and soil moisture content. Through long-term monitoring and analysis of abnormal changes in parameters, the occurrence of pipeline geological hazards can be effectively identified and early warnings issued (Vasconez et al., 2010). In recent years, with the development of artificial intelligence algorithms, pipeline geological hazard monitoring and early warning have gradually moved toward artificial intelligence-based approaches (Cao et al., 2012; Yan et al., 2019b). Although these monitoring and early warning studies are becoming more mature and effective, the monitoring equipment is often limited to identified pipeline geological hazard areas and cannot yet meet the needs of large-scale identification of pipeline geological hazards. All in all, these two methods of on-site investigation, evaluation, monitoring, and early warning are difficult to apply for rapid identification and evaluation of pipeline geological hazards across large-scale areas.

With the rapid development of unmanned aerial vehicle (UAV) technology, the use of a UAV equipped with measurement equipment can flexibly and conveniently obtain high-precision and high-resolution images, and the cost is relatively low (Cook, 2017; Rusnák et al., 2018; Alan et al., 2019). Through geographic information technology processing, high-resolution images obtained by UAV can be converted into formats such as digital surface models (DSMs), digital orthophoto maps (DOMs), and digital terrain models (DTMs), which can be used to evaluate landform changes and geological hazards (Yutaka and Kawahara, 2016; Pineux et al., 2017; Meinen and Robinson, 2020), such as landslides (Niethammer et al., 2009, 2012; Hu et al., 2018; Zhou et al., 2021), volcanic eruptions (Emanuela et al., 2019), coastal erosion (Delacourt et al., 2009; Gonçalves and Henriques, 2015), valley erosion (Gómez-Gutiérrez et al., 2014), and glacier dynamics (Immerzeel et al., 2014), across large areas. The above-mentioned related studies have shown that multi-phase UAV high-resolution images can clearly record the deformation of a single landslide, deposition processes, and even the development of slope surface cracks and micro-topography (Niethammer et al., 2012; Hu et al., 2019). For the large-scale situation of multiple hazards, the high-precision terrain data obtained by UAV technology can also be used to explore the spatial distribution of hazards and the development patterns of hazard chains (Maciej et al., 2017; Hu et al., 2019, 2020). In summary, UAV technology has a strong foundation in the study of large-area geomorphological changes and surface processes, which provides the possibility for UAV technology to be applied for large-scale identification and assessment of pipeline geological hazards.

However, for areas where potential geological hazards have been identified through UAV monitoring, we pay more attention to the impact of the current degree of hazard development on the pipeline itself, as well as the mechanical behavior, deformation, and damage characteristics of the pipeline during the continued development of subsequent hazards. In recent years, with the development of numerical methods, the use of finite element methods to study the mechanical behavior of pipelines under unstable slopes has made good progress (Cocchetti et al., 2009a, b; Bruschi et al., 2010; Yuan et al., 2012; Gao et al., 2013). By assuming that the pipeline is a buried beam model, a soil spring model, or an inelastic contact model to consider the interaction between the pipe and the soil, the displacement and stress distribution characteristics of the pipeline under different crossing modes (such as transverse, longitudinal, and diagonal) have been fully explained (Di Frisco et al., 2004; Cocchetti et al., 2009a, b). On this basis, considering the influence of slope structure parameters (slope width, slope, and displacement) and pipeline process parameters (burial depth, diameter-thickness ratio, internal pressure) on the mechanical characteristics of the pipeline, and expanding the multi-condition finite element method simulation, the effect of slopes on pipelines has been discussed in a more comprehensive and detailed manner (Lollino et al., 2010; Zhang et al., 2016, 2018). After mastering the law of pipe mechanics response, the research work gradually turned to the prediction of pipeline safety, such as: discussing the maximum safe length of the pipeline under the above-mentioned multiple working conditions, proposing a prediction formula for the maximum stress of the pipeline, and using actual monitoring data to verify related reliability of conclusions (Ishii et al., 2012; Luo et al., 2014; Li et al., 2016; Vasseghi et al., 2021). In summary, the slope–pipe coupling finite element simulation and monitoring data combined analysis is an effective method for pipeline safety assessment in unstable slope areas.

Based on this, this paper uses Phantom 4 RTK UAV to carry out geomorphological change monitoring in the oil pipeline area in Yunnan Province, and proposes a complete set of UAV data pre-processing and post-processing technical solutions, trying to refine the processed UAV point cloud data to generate a more accurate DTM and realize the identification of unstable areas in this area through GCD (Geomorphic Change Detection) 7.0 software. Subsequently, based on geological engineering practice and future hazards prevention and mitigation considerations, we used the slope–pipe coupling finite element simulation method to perform numerical values of surface displacement, pipeline stress change, and pipeline displacement under different motion scenarios in the identified unstable area. This research explores the combination of UAV technology and numerical simulation to provide scientific support for hazard identification, risk assessment, and hazard prevention and mitigation in the oil pipeline area.



STUDY SITE

This study area is located in a place in eastern Eshan Yi Autonomous County, Yuxi City, Yunnan Province. Eshan County is characterized by a plateau landform, with a long and narrow terrain in the east that widens in the west. The terrain is high in the northeast and low in the southwest. The eastern part is cut by the Qujiang River, forming a landform with alternating mountains and valleys from northwest to southeast. The townships of Chahe, Tadian, and Furangpeng in the central part of county are limestone areas with relatively well-developed karsts, with many caves and depressions. In the west and north, the mountains are high and steep, the valleys are deep and narrow, and the terrain is broken. The study area has a subtropical–plateau mountain monsoon climate, with an average annual temperature of 18°C and annual rainfall of 800 mm. The altitude of this study area is between 1,556 and 1,648 m. The land use types in the area include cultivated land, forest land, residential land, and transportation land. In addition, this area is also passed through by a Sinopec refined oil pipeline (Figure 1A). The QR code in Figure 1B can be scanned to browse a panorama of the area.
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FIGURE 1. Location map of the study area. (A) Location map of Sinopec oil pipeline in the study area and (B) Panorama of the study area.


Figure 2 shows the 1:200,000 regional geological map of the study area. It can be seen from the figure that the geological structure of this area is complex, and the active faults are extremely developed (the number is as many as 10), among which the most famous is Qujiang Major Fault. According to historical records, there were seven major earthquakes in Eshan County during the 275 years from 1695 AD to 1970 AD. The last major earthquake (magnitude 7.7 on the Richter scale) occurred at 1:00:34 on January 5, 1970. The epicenter was located in Meizishu Village, Xiaojie Town, only 3.8 km southeast of the study area (Figure 2). The extreme earthquake zone of this earthquake is distributed along the Qujiang fault in a long and narrow strip of northwest direction in the Qujiang River Valley, with a long axis of about 52 km. After the earthquake, many ground fissures were distributed along the Qujiang fault, forming a huge ground fissure zone with a total length of nearly 60 km. The oil pipelines in this study area crossed several fault zones. The activities of these fault zones pose a huge threat to the safe operation of the oil pipelines and at the same time damage the stability of the slope.
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FIGURE 2. Regional geological map of the study area.




MATERIALS AND METHODS


Data Surveying


GCP Arrangement and Measurement

Before the UAV monitoring in the study area (Figure 3A), we carried out equipment installation and equipment measurement parameter adjustment for the five control points (Figures 3B–G). The measurement equipment used in this study mainly included a Phantom 4 RTK UAV and Zhonghui i50 RTK equipment. The Phantom 4 RTK UAV was mainly used to obtain images in the study area (Figure 3H); these images have 20 million effective pixels (20.48 million total pixels). The Zhonghui i50 RTK equipment was mainly used to measure the coordinates of control points and provide RTK differential signals for the UAV. The horizontal accuracy of this equipment was ±(10 + 1 × 10−6 × D) mm, and the elevation accuracy was ±(20 + 1 × 10−6 × D) mm. For UAV monitoring, UAV GCPs are necessary, because the coordinates of GCPs can be used to generate more accurate absolute coordinate models (Lucieer et al., 2014; Benoit et al., 2015; Pineux et al., 2017). To better control image distortion and improve mapping accuracy, we deployed five ground control points (Figure 1A) every time we conducted UAV operations in the research area. These coordinates were measured by the Zhonghui i50 RTK equipment (Figure 3D).
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FIGURE 3. UAV phase control point layout and measurement operations: (A) UAV photo of the study area, (B–G) Control points measurement, and (H) Phantom 4 RTK UAV used in this study.




UAV Route Planning and Flight Period

First, we set up the RTK measurement base station, logged in to the Qianxun location service account, and used the laptop WIFI LAN to set the base station parameters, including base station longitude, latitude, elevation, mode, and other parameters (Figure 4A). Second, the UAV survey area was delimited in advance on Google Earth, and the ASTER 30 m DEM of the study area was downloaded. The UAV survey area and 30 m DEM were imported into the DJI flight control software. The ground-like flight mode was set in the software, the flight altitude was set to 100 m, the course overlap ratio was set to 70 or 80%, and the camera shooting mode was selected as timed shooting. The flight control software automatically generated flight routes according to these set parameters (Figure 4B). According to the parameters set in the flight control software, the positions of ground control points and UAV are shown in Figure 4C. Finally, a flat location was selected as the take-off point of the UAV to perform the automatic flight measurement task. Because the main purpose of this research was to use multi-temporal UAV data to monitor surface changes, we conducted three unmanned operations on December 19, 2019, April 20, 2020, and June 22, 2020. For field operations, the relevant parameter settings for each UAV operation are shown in Table 1.
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FIGURE 4. UAV route planning: (A) Parameter setting of measuring base station, (B) Route planning interface of UAV ground station, and (C) Camera location, GCPs, and 3D model.



TABLE 1. Final parameter settings of UAV surveys.

[image: Table 1]



UAV Data Pre-processing

The pre-processing of UAV data was completed in the Pix4D software. The general process was as follows: the original data were obtained → the project was built and the data were imported → fast processing and inspection were performed → ground control points were established → fully automatic aerial triangulation was applied → the DSM was generated → the DOM was generated → results were output (Figure 5). Figure 6 presents a screenshot of Pix4D during UAV data processing. We mapped the high-resolution DOMs and DSMs produced by Pix4D in ArcGIS 10.5. The spatial resolution of the original DOMs and DSMs was about 3.7 cm. Figures 7A–F shows the preliminary three-phase digital orthophoto map (DOM) and digital surface model (DSM) obtained by the pre-processing of UAV data.


[image: image]

FIGURE 5. Flowchart of UAV data pre-processing.
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FIGURE 6. Screenshots of UAV data processing: (A) Pix4D working window, (B) DOM generated by Pix4D, and (C) DSM generated by Pix4D.
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FIGURE 7. Preliminary products of UAV photogrammetry. (A–C) Digital Orthophoto Maps (DOMs) of UAV in December 2019, April 2020, June 2020 and (D–F) Digital Surface Models (DSMs) of UAV in December 2019, April 2020, June 2020.




UAV Data Post-processing

The DSM data obtained by UAV data processing in the early stage cannot be directly used for surface change detection because it contains non-terrain elements such as vegetation, buildings, and cars. Therefore, it is necessary to further filter the UAV point cloud to obtain the real digital terrain model (DTM). At present, the point cloud filtering generated by UAV optical cameras has always been a difficult problem in the world (Wang et al., 2015; Tan et al., 2018; Yilmaz et al., 2018; Gruszczyński et al., 2019; Zeybek and Şanlıoğlu, 2019). This research mainly refers to the calculation formula of VDVI (Visible-band Difference Vegetation Index) proposed by Wang et al. (2015) in vegetation point cloud filtering:

[image: image]

where ρgreen, ρred, and ρblue denote the color values of green, red, and blue, respectively.

In order to better extract the vegetation from the VDVI map, we use the histogram entropy threshold method to determine the vegetation threshold. This study determined that the part with VDVI value > 0.076 is vegetation. We import the extracted vegetation into Meptek I-Site Studio for vegetation point cloud filtering. In addition, we also manually filtered other non-terrain point clouds, such as cars, buildings, people, etc., in the Meptek I-Site Studio software. Finally, import the obtained topographic point cloud into ArcGIS 10.5 to generate DTM. Figure 8 is the technical framework diagram of the UAV point cloud data processing-DTM production proposed in this research. Figure 9 is an example of UAV point cloud filtering.
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FIGURE 8. Framework of UAV data post-processing.
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FIGURE 9. UAV point cloud filtering: (A) DOM, (B) VDVI (Visible-band Difference Vegetation Index) map calculated from the DOM, (C) Vegetation extraction result, (D) Vegetation extraction threshold, (E) Enlarged view of vegetation extraction, (F–H) Car point clouds filtering, (I–K) Building point clouds filtering, and (L) Topographic point clouds after vegetation filtering.




Surface Change Detection

To better detect surface change and unstable slope activity in the area of oil and gas pipelines, we used the most commonly used international geomorphic change detection software GCD 7.0 (Geomorphic Change Detection 7.0) to carry out this work. This is a very well-known and widely used terrain change detection tool (Wheaton et al., 2010; Shahverdian et al., 2017; Hamill et al., 2018; Hu et al., 2019) that distinguishes the noise information of DEMs, and can perform DEM uncertainty analysis on real landform changes; thus, the DEM of difference (DoD) results are convincing (Shahverdian et al., 2017). In this study, the 99% confidence level was used in the GCD 7.0 software to analyze DoDs of the study area.



Finite Element Simulation of Slope–Pipe Coupling

Establishing a slope–pipe coupling finite element model to analyze slope stability and pipeline stress and deformation is a widely used method in current research (Han et al., 2012; Li et al., 2016; Zhang et al., 2016; Mamuzo Edeki, 2020). As the UAV monitoring data cannot directly and quantitatively analyze the influence of unstable slope on the deformation of the pipeline body, this study is based on the strength reduction method and adopts the slope–pipe fully coupled finite element model to carry out multi-scenario simulation from stable state to unstable state. Due to the limitations of finite element software in the establishment of complex three-dimensional models, this research uses the three-dimensional modeling software Rhino to process the DTM data with a precision of 2 m obtained by the UAV, establish a three-dimensional model similar to the real terrain, and import the finite element software Abaqus perform subsequent calculation and analysis. In order to facilitate the calculation and convergence, this study temporarily ignores the ups and downs of the pipeline laying with the change of terrain, and simplified the pipeline to a straight pipe model, so the buried depth of the pipeline is 0.5–2.5 m. The established slope finite element model range is 145 × 115 × 90 m, and the boundary conditions are set for the model (the bottom boundary is fixed, and the front, back, left, and right sides are restricted normal displacements) (Zhang et al., 2017, 2018), material parameters (Tables 2, 3), and apply gravity load. Subsequently, by continuously reducing the cohesive force and internal friction angle of the unstable slope area, the slope gradually developed to the limit equilibrium state. Combined with UAV monitoring data, select small sliding scenarios, slope acceleration slip scenarios, and limit equilibrium scenarios where the model is consistent with the real displacement conditions, and carry out analysis of slope displacement, pipeline stress, and displacement.


TABLE 2. Physical and mechanical parameters of the slope.

[image: Table 2]

TABLE 3. X60 pipe material parameters.

[image: Table 3]



RESULTS AND ANALYSIS


Precision Evaluation of High-Resolution DTMs

Directly evaluating the absolute accuracy of DTMs has always been a difficult problem. At present, a common method is to indirectly evaluate the accuracy of DTMs by evaluating the accuracy of GCPs (i.e., UAV ground control points). Table 4 displays a third-phase UAV image control point accuracy report generated by the Pix4D software. The results show that the errors of the five GCPs were very small and fully met the 1:500 UAV mapping accuracy requirement, which also indicates that the UAV photo generation had high accuracy.


TABLE 4. Accuracy evaluation results of UAV ground control points.
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Unstable Region Detection

Figure 10 shows the results of DoDs analysis in the study area. The results showed that from December 2019 to June 2020, the overall topographical difference in this area did not change much, and the DTM difference range was mainly concentrated between −0.25 and 0.25 m. The green area in the figure is mainly the area with increased elevation, mainly due to the increase in surface elevation caused by the plowing of the land by local farmers, while the red area is due to the decrease in elevation caused by soil erosion, land subsidence, and slope movement. It can be seen from the distribution of the oil and gas pipelines in the 5 m buffer zone that during the monitoring period, the deformation of most areas of the oil pipelines is small, and only the area where the oil pipelines and the highway intersect in the northeast (the blue area) has a large ground subsidence; the vertical deformation is between −0.25 and 0.05 m. The results of DoDs analysis preliminarily indicate that the blue area is an unstable area and there may be hidden dangers of geological hazards.
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FIGURE 10. The results of DTMs of difference (DoDs) from December 2019 to June 2020.




Numerical Simulation of Unstable Areas

In order to better reveal the current deformation of the unstable area and the influence of the different stages of the gradual development to the instability process on the pipeline body, we established a finite element model (terrain data are derived from DTM data obtained from the UAV survey on June 22, 2020) of the pipeline longitudinally traversing the slope body, and developed a method of slope deformation and force analysis of the pipe based on the strength reduction method. Before carrying out the numerical simulation, according to the engineering geological experience combined with the geographical location of the study area, it is judged that the soil in the unstable slope area is a typical Yunnan red-bed multi-phase soil (composed of a set of sandstone, siltstone, mudstone, and shale with weaker lithology), and obtain the pipeline material model according to the pipeline design data. On this basis, consult the Engineering Geology Manual and the “Oil Pipeline Engineering Design Code” (GB50253-2014), and obtain the input parameters required for the simulation (Tables 2, 3). Furthermore, according to the DTM of the study area, a finite element model of the real slope topography containing pipes was established, and then the cohesive force and internal friction angle were continuously reduced, and three different scenarios of the slope development from stable to unstable state were obtained: small-scale sliding state, accelerated sliding state, and limit equilibrium state.


Slope Displacement, Pipe Stress, and Pipe Displacement Under Small Slip Conditions

The small slip state represents a stage where the slope begins to produce small displacements and may develop into an unstable slope. In a small sliding state, the spatial range of the slope body’s displacement is “inverted drop-shaped,” and the obvious displacement area is concentrated in the middle of the range where the terrain begins to sink (Figure 11A). In this state, the displacement value of the entire unstable region is about 0.64–7.72 cm. The cross-sectional view made by the location of the pipeline shows that a small decrease in vertical displacement began to appear in the middle of the area, accompanied by a small increase in the vertical displacement of the front edge (Figure 11B). These are the characteristics of the initial development of unstable slopes. In this state, the deformation of the pipeline is mainly manifested as an overall downward movement along the sliding direction of the unstable slope (Figure 11C). The maximum deformation occurs at the front edge of the slope with a value of 1.09 cm (Figure 11D). The pipeline stress in the area corresponding to the displacement of the slope increases, and the maximum stress occurs at the place where the displacement of the slope body decreases. The stress value is 45.88 MPa (Figure 11C), which is less than the “Oil Pipeline Engineering Design Code” (GN50253-2014). The allowable stress value of the X60 pipeline is 249 MPa, so a small slope sliding does not pose a threat to the safety of pipeline operation. Since the simulated maximum displacement of 7.72 cm is relatively close to the displacement of 7.2 cm monitored by the UAV at point D, this state can more truly reflect the current slope displacement and pipeline deformation.
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FIGURE 11. Slope displacement, pipeline Mises’s stress, and pipeline displacement in a small sliding state. (A) Slope displacement, (B) Slope vertical displacement along the pipe section, (C) Pipe Mises stress, and (D) Along an unstable slope deformation of the pipe in the direction of movement (x direction).




Slope Displacement, Pipe Stress, and Pipe Displacement Under Accelerated Sliding Conditions

The accelerated slip state represents a stage where the displacement of the slope increases rapidly, and the slope gradually develops into an unstable slope. The slope displacement value range during the accelerated sliding stage is 1.85–22.27 cm, and the large displacement area in the middle of the area expands outward (Figure 12A). There was a significant decrease in vertical displacement in the entire range of the unstable slope, accompanied by an increase in the vertical displacement of the front edge, of which the maximum vertical displacement appeared in the middle of the slope, which was 13.49 cm (Figure 12B). The larger value of pipeline stress at this stage is mainly distributed in the sinking area of the slope in the middle of the slope, the squeezing and uplifting area of the soil at the front of the slope, the area with shallow ground depth and risk of exposed pipes, and the boundary near the toe (it is caused by the x-direction constraint imposed on the pipe so that it will not slip out of the model boundary) (Figure 12C). The displacement of the pipe along the x-direction also continued to increase, reaching a maximum of 1.59 cm (Figure 12D). These characteristics all indicate that the slope is more likely to develop into a landslide. At this stage, it is necessary to increase the frequency of UAV monitoring, and if necessary, cooperate with surface monitoring equipment to pay close attention to the slope displacement.
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FIGURE 12. Slope displacement, pipeline Mises’s stress, and pipeline displacement under accelerated sliding conditions. (A) Slope displacement, (B) Slope vertical displacement along the pipe section, (C) Pipe Mises stress, and (D) Along an unstable slope deformation of the pipe in the direction of movement (x direction).




Slope Displacement, Pipeline Stress, and Pipeline Displacement in the Limit Equilibrium State

The limit equilibrium state represents a critical stage in which the slope has not yet become unstable and is about to become unstable. At this stage, the slope displacement increased significantly, with the maximum displacement reaching 167.9 cm (Figure 13A), and the area where the displacement increased significantly could basically represent the area where the landslide occurred in the future. Combined with the vertical displacement showing a clear and continuous sliding surface state at this stage, we can see that the slope is in a state of imminent instability (Figure 13B). At this time, the greater stress and greater deformation of the pipeline are the same as the accelerated sliding stage, where the maximum stress reaches 63.55 kPa, and the maximum displacement in the x direction is 1.714 cm (Figures 13C,D). At this time, the pipeline has not yet yielded, which may be due to the shallow potential sliding surface of the unstable slope and the relatively deep buried depth of the pipeline. The slope strength reduction factor corresponding to this critical state is that the safety factor of the slope is 1.316, the cohesion is 5.24 kPa, and the internal friction angle is 21.16°.
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FIGURE 13. Slope displacement, pipeline Mises’s stress, and pipeline displacement in the limit equilibrium state. (A) Slope displacement, (B) Slope vertical displacement along the pipe section, (C) Pipe Mises stress, and (D) Along an unstable slope deformation of the pipe in the direction of movement (x direction).






DISCUSSION

At present, the two methods of on-site investigation, evaluation, monitoring, and early warning are difficult to apply in the rapid identification and evaluation of pipeline geological hazards across large-scale areas. Therefore, in this study, multi-temporal UAV data were used to detect geomorphological changes in oil and gas pipeline regions, and rapid identification and assessment of pipeline geological hazards were then conducted, which are of great significance for timely and accurate implementation of safe oil and gas pipeline operation and prevention of pipeline geological hazards.

Compared with traditional large-area identification and assessment methods of pipeline geological hazards, the method proposed in this study has the following advantages: (1) this method can flexibly and conveniently obtain high-precision and high-resolution images at low cost; (2) this method cannot only clearly record the deformation and deposition processes of a single hazard, but also explore the spatial distribution of multiple hazards and the development patterns of hazard chains in large areas; (3) this method employs a UAV to monitor the surface for oil pipeline-related changes to identify large landslides, collapses, ground fissures, ground subsidence, soil erosion, and other geological hazards near the pipeline, and identify other human activities that threaten the safety of pipeline operation.

Considering that the vertical accuracy of the ground control points measured by RTK in this study has an error of 5 cm, we have performed the vertical error elimination process on the result of Figure 10 in ArcGIS 10.0. In order to better reveal the deformation of the above-mentioned unstable area, we enlarged this area and displayed the error-eliminated results of the DoDs analysis on the road separately (Figure 14). It can be seen from Figure 14 that most of the road section has no vertical deformation, only there is a significant elevation reduction near the pipeline, especially on the road to the southeast of the pipeline. This shows that the road area passed by the oil pipeline is indeed unstable. It is worth mentioning that because the road is not affected by vegetation, the terrain data obtained by the UAV should be relatively accurate. But at the same time, considering that this study did not use static Global Navigation Satellite System (GNSS) method to measure the ground control points of the UAV, it is inevitable that there will be some errors in the actual DTM obtained. In other words, although Figure 14 shows the DTM difference after error elimination, the actual vertical deformation of the ground may not be so large. However, in terms of the overall deformation trend, the results in Figure 14 can still explain some problems. Therefore, in the future, we will choose static GNSS measurement methods when measuring ground control points and use airborne lidar equipment with the ability to penetrate vegetation, so that the DTM data obtained will be more accurate. In addition, in order to better verify whether there is vertical deformation in the road area, we also recommend that pipeline safety authorities install static GNSS monitoring equipment for real-time monitoring, so as to ensure the safe operation of oil pipelines.


[image: image]

FIGURE 14. Vertical and horizontal displacement analysis.


In this study, we found that soil erosion caused by rainfall is an important reason for the decrease in surface elevation (Figures 15A,B, 16A–I). It is necessary to focus on preventing soil erosion and exposure of the pipeline (Figure 16B). However, in areas with dense vegetation, it is necessary to focus on the impact of vegetation on the accuracy of the terrain information obtained by the UAV. This will be the focus of urgently needed research in subsequent work. In addition, since this area is a strong area of structural movement, fault activity and fracture development pose a huge threat to the safe operation of oil pipelines. In the future, we must pay close attention to the damage effect of structural deformation on oil pipelines and strengthen the assessment of structural movement on the safety of oil pipelines.
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FIGURE 15. Changes in rainfall in the study area during UAV monitoring. (A) Daily precipitation and cumulative precipitation of study area from December 2019 to June 2020 and (B) Monthly total precipitation and cumulative precipitation from December 2019 to June 2020.



[image: image]

FIGURE 16. Soil erosion near the oil pipeline. (A) The slope material was washed up on the road by the rain, (B) Exposed oil pipeline, and (C–I) Erosion gullies formed by rainfall.


In this research, the whole process of “potentially unstable slope area identification–slope deformation quantitative analysis–pipeline stress and deformation quantitative analysis” was realized through the method of UAV monitoring and numerical simulation, which is convenient for understanding the current development status of the slope and the impact of this state on the pipeline. On this basis, this study previewed the impact of the occurring slope on the pipeline under accelerated sliding and limit equilibrium conditions through numerical simulation based on the strength reduction method, which is crucial for providing reliable pipeline emergency advice in advance. However, there is still a certain gap between this model and the real situation. For example, in the case of large undulations on the ground, the buried pipeline will often undulate along the ground and no longer show a straight line. The current model simplifies the complicated curved pipeline, which shows that the linear pipeline is affected by the deformation of the slope. In the next step, we will continue to improve the optimization model and carry out research on the influence of slope deformation on the pipeline under the shape of a curved pipeline that is closer to the real situation.



CONCLUSION

After the finished oil and gas pipeline is completed and put into operation, regular inspections and investigations of geological hazards around the pipeline are still a very arduous and tedious task. Traditional manual pipeline inspection is not only inefficient but also expensive. Fortunately, in recent years, with the development of UAV and photogrammetry technology, the use of UAV to carry out oil and gas pipeline inspections and geological hazard investigations has become a new development trend. However, what is the accuracy of surveying and mapping using UAV to carry out this work? Can you monitor abnormal areas of surface changes? Can the hidden dangers of geological hazards be identified? What are the difficulties and challenges faced by using UAV to detect surface changes? This research discusses these issues. The accuracy evaluation of the UAV photogrammetry results in this study is convincing. The highest accuracy of the X coordinate of the image control point is 0.006 m, the highest accuracy of the Y coordinate is 0.005 m, and the highest accuracy of the Z coordinate is 0.011 m. We use the low-cost Phantom 4 RTK UAV with Zhonghui i50 RTK and ground control points to carry out the UAV 1:500 mapping work. The high-resolution and high-precision DOM and DSM obtained are effective for monitoring surface changes of oil and gas pipelines with strong data support. In the multi-temporal monitoring of UAV surface changes, the UAV DSM data can identify areas where the surface elevation changes more than 5 cm.

In order to better eliminate the negative effects of vegetation and other non-terrain elements when generating DTM, this research proposes a complete set of technical solutions for UAV point cloud filtering. Based on this method, we obtained high-quality DTM data and performed surface change detection based on DTM. The results of DoDs analysis show that the vertical deformation of most areas of the oil pipeline area is small. There is obvious local vertical deformation on the road near the oil pipeline, and this area is an unstable area. At the same time, based on geological engineering practice and future hazard prevention and mitigation considerations, we carried out numerical simulations of surface displacement, pipeline stress changes, and pipeline displacement under different motion scenarios in unstable regions. The simulation results show that the small sliding state can better correspond to the current UAV field monitoring results. At this time, the maximum pipeline stress is 45.88 MPa, which is less than the allowable stress of the X60 pipeline in the specification and does not threaten the operational safety of the pipeline. In addition, simulations of accelerated sliding state and limit equilibrium state show that during the development of the slope to an unstable state (excluding the influence of boundary conditions), the larger value of pipeline stress is concentrated in the sinking area of the slope in the middle of the slope and the soil at the front edge of the slope. The larger values of pipeline stress are concentrated in the areas of slope subsidence, soil extrusion and uplift at the front edge of the slope, and shallow buried depth of the pipeline, which are the areas that need to pay more attention to pipeline safety.

Although the use of UAV time series DSM data for oil and gas surface change detection has great potential, this method also has some shortcomings. For example, due to RTK measurement error, UAV system error, image control point stab deviation, wind speed, etc., the accuracy of UAV terrain data will have certain errors. Therefore, the UAV terrain data are still slightly insufficient to detect changes within 5 cm of the surface; also, vegetation filtering has always been a difficult point in UAV terrain data processing. If the vegetation is not filtered, the true surface elevation cannot be obtained, and filtering vegetation sometimes affects the accuracy of the true surface elevation. In future studies, if a UAV airborne lidar sensor with stronger penetrating capability is used to obtain terrain data, vegetation filtering may be easier. Although there are still some shortcomings in this research, this research provides technical support and method reference for the rapid detection of multi-phase oil pipeline surface changes using UAV, identification of potential geological hazards near the pipeline, and identification of other human activities that threaten the safety of pipeline operation.
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Mega earthquakes or serious rainfall storms often cause crowded landslides in mountainous areas. A large part of these landslides are very likely blocking rivers and forming landslide dams in series along rivers. The risks of cascading failure of landslide dams are significantly different from that of a single dam. This paper presented the work on risk-based warning decision making on cascading breaching of the 2008 Tangjiashan landslide dam and two small downstream landslide dams in a series along Tongkou River. The optimal decision was made by achieving minimal expected total loss. Cascade breaching of a series of landslide dams is more likely to produce a multi-peak flood. When the coming of the breaching flood from the upstream dam perfectly overlaps with the dam breaching flood of the downstream dam, a higher overlapped peak flood would occur. When overlapped peak flood occurs, the flood risk would be larger and evacuation warning needs to be issued earlier to avoid serious life loss and flood damages. When multi-peak flood occurs, people may be misled by the warning of the previous peak flood and suddenly attacked by the peak flood thereafter, incurring catastrophic loss. Systematical decision making needs to be conducted to sufficiently concern the risk caused by each peak of the breaching flood. The dam failure probability Pf linearly influences the expected life loss and flood damage but does not influence the evacuation cost. The expected total loss significantly decreases with Pf when the warning time was insufficient. However, it would not change much with Pf when warning time is sufficient.

Keywords: landslide dam, cascade dam breaching, risk assessment, warning, decision making


INTRODUCTION

Mega earthquakes or serious rainfall storms often cause crowded landslides in mountainous areas. A large part of these landslides are very likely blocking rivers and forming landslide dams in series along rivers. For instance, a heavy storm in 1889 triggered at least 28 landslide dams in Totsukawa, Japan (Tong, 2008); the 2004 Ms 6.8 Mid Niigata Prefecture Earthquake in Japan formed 45 landslide dams; the Typhoon Morakot in 2009 induced 19 landslide dams in Taiwan (Dong et al., 2011; Wang et al., 2016); and the 2008 Ms 7.9 Wenchuan earthquake triggered as large as 257 landslide dams (Cui et al., 2009). Many of these landslide dams were formed in series along rivers, including the Tangjiashan landslide dam, the largest one caused by the 2008 Wenchuan earthquake, and two relatively small landslide dams downstream along the Tongkou River (Cui et al., 2010; Liu et al., 2010; Shi et al., 2015). A dam failure upstream could cause outburst of water flow, leading to dam failures downstream one after another, an enormous flash flood, and serious damage downstream. Such a failure of a series of dams is called cascading failure.

Despite of many studies on breaching of a single man-made earthen embankment dam (ASCE/EWRI Task Committee on Dam/Levee Breaching, 2012) and a single landslide dam (Peng and Zhang, 2012a; Shen et al., 2020), the corresponding studies cascading dam breaching are much less. Cui et al. (2013); Zhu et al. (2012), and Zhou et al. (2013) investigated the Zhouqu debris flow in 2010 in China and conducted field tests on cascading dam breaching involving several model dams. Cao et al. (2011) compared the breaches of a single dam and two dams in a series through experimental study and numerical analysis. Niu et al. (2012) conducted an experimental investigation of the failure of a single dam and cascade landslide dams with different inflow rates. Shi et al. (2015) improved the DABA model (Chang and Zhang, 2010; Peng et al., 2014) to simulate the Tangjiashan landslide dam and two small landslide dams downstream. Since the DABA 2.0 model is validated with well-recorded cases, it is applied for cascade breaching of landslide dams in this study.

Risk assessment of landslide dam breaching is of great significance for decision making of emergency measures (Dong et al., 2011; Chen et al., 2017; Nibigira et al., 2018). The existing studies on risk assessment can be divided into two types: qualitative and quantitative risk assessment.

In qualitative risk assessment, Cui et al. (2009); Xu et al. (2009), and Yang et al. (2013) ranked the risk of a landslide dam based on some easily accessible parameters. Wang and Liu (2013); Xu et al. (2017), and Liao et al. (2018) ranked the landslide dam risk according to the subjective scours via fuzzy comprehensive methods. Qualitative risk assessment methods are efficient to get a general understanding of a landslide dam. However, they are not sufficient for scientific decision making to balance the costs and gains under different mitigation measures (Peng et al., 2014; Juang et al., 2019).

In quantitative risk assessment, Peng and Zhang (2012b, c) presented a human risk assessment method (HURAM) by using Bayesian networks. It was able to take into account a large number of important parameters and their interrelationships in a systematic structure including their uncertainties. On the basis of HURAM, Shi et al. (2017) developed an efficient method for rapid and quantitative risk assessment of landslide dams via GIS technique. The method was applied to the Hongshiyan landslide dam triggered by the 2014 Ludian earthquake.

With quantitative risk assessment, optimal decision making could be achieved by minimizing the expected total loss. The decision tree is an effective tool for risk-based decision making. Frieser (2004) presented a multistep decision tree to achieve the optimal time for warning decision making on levee failure, with which the decision could be delayed for gaining more precise information to reduce the uncertainty. Smith et al. (2006) proposed a probabilistic approach to evacuation decision-making using a distributed rainfall–runoff model based on the decision tree. Wu et al. (2010) presented a risk analysis model to evaluate the risk of underestimating the predicted peak discharge during the flooding prevention and warning operation. Su et al. (2011) developed an early warning system of dam health with systems engineering (integration control module, intelligent inference engine, support base cluster, etc.) and artificial intelligent methods. Peng and Zhang (2013a, b) built a dynamic risk decision-making model, DYDEM, using the time-series analysis method to predict the dynamic probability of dam breaching and the Bayesian network method to estimate the flood losses. Fan et al. (2018) conducted early warning of flood-affected areas when a dam break occurred in a mountain river via the fuzzy analytic hierarchy process (FAHP).

Despite that some efforts have been made for risk assessment and decision making on dam breaching floods, the corresponding studies on cascading breaching of landslide dams are seldom found. In cascading dam breaching, multi-peak floods are very likely to occur. The influence of the former peak flood on the decision for the latter peak flood is not sufficiently investigated. Moreover, the problems on risk-based warning decision making for the overlapped peak flood with amplification effects remain unsolved.

This paper conducted risk-based warning decision making on cascading breaching of the Tangjiashan landslide dam and two small downstream landslide dams (the Kuzhuba and Xinjiecun landslide dams) in a series along Tongkou River. Four scenarios were considered: the real case with the constructed spillway, a virtual case without the spillway, and two more virtual cases with amplified floods by considering the overlapping effect on the basis of the first two scenarios (Shi et al., 2015). First, cascading breaching of the three landslide dams was simulated with a dam breaching model of DABA 2.0. Second, flood routing of dam breaching was conducted by HEC-RAS software. Third, a quantitative risk assessment on the dam breaching flood in Beichuan County and Mianyang City, which were 4.5 and 85 km downstream of the Tangjiashan landslide dams, respectively, was made by using the HURAM model. Finally, optimal decision making on warning and evacuation of the population at risk was made to minimize the expected total loss, which consists of evacuation costs, monetized life loss, and economic loss. Note that despite of the ethical considerations, a human life has to be measured for evacuation decision making. A method with macroeconomic considerations is chosen in this study (Jonkman, 2007).



METHODOLOGY

The method of risk-based warning decision making on cascade breaching of landslide dams consists of four components: (1) cascade breaching modeling of landslide dams with the modified DABA model (Shi et al., 2015); (2) flood routing simulation after cascade dam breaching using HEC-RAS (Hydraulic Engineering Center, 2008); (3) quantitative risk assessment considering multi-peak floods with the HURAM model (Peng and Zhang, 2012b, c); and (4) warning decision making to minimize the expected total loss.


Cascade Dam Breach Modeling With the Modified DABA Model

The cascading dam breaches can be divided into three components: dam breaching upstream, flood routing, and dam breaching downstream. The procedure repeats when there are more landslide dams downstream. Normally, the outburst of inflow caused by a dam failure upstream would result in full-section overflow of the downstream dam, leading to erosion both inside the breach and in the crest of the dam. The DABA model (Chang and Zhang, 2010) was modified by Shi et al. (2015) as DABA 2.0 to simulate the cascading breaching of landslide dams and validated with recorded data. In DABA 2.0, the inflow rates are set as a time-related variable instead of some piecewise constant values; the cross section was divided into three parts: left crest, breach, and right crest to simulate the overflow and erosion. The outflow rate was calculated as the sum of the outflow rate across the breach and two parts of dam crests:
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where Al, Ab, and Ar are the cross-section areas of the water above the left dam crest, breach, and right dam crest, respectively; H is the water elevation; and Zl, Zb, and Zr are the elevation of the left dam crest, breach bottom, and right dam crest, respectively.

The erosion rate E (eroded depth in a unit time) was calculated as (Chang and Zhang, 2010):
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where τ is the shear stress at the soil/water interface, which denotes the erosion ability; Kd is the coefficient of erodibility; τc is the critical shear stress at initiation of soil erosion; and Kd and τc represent the erosion resistance of soils, which can be estimated using empirical equations (Chang and Zhang, 2010).



Flood Routing Simulation With HEC-RAS

HEC-RAS is a typical model for flood routing which is developed by the United States Army Corps of Engineers (Hydraulic Engineering Center, 2008). The flood routing path is divided into river channel and floodplains with different Manning’s n values. Digital elevation models of the landslide dams and the Tongkou and Fujiang Rivers were input into the HEC-RAS to form a numerical model. The breaching outflow rate of the upstream dam was input as the boundary condition in HEC-RAS. The Manning’s n values of the river are obtained according to Chow (1959).

Dam breaching flood routing was simulated as unsteady flow via HEC-RAS. The physical laws that govern the unsteady flow are the principle of conservation of mass and momentum. The governing equation for the principle of conservation of mass is expressed as (Hydraulic Engineering Center, 2008).
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where AT is the total flow area, Q is the flow rate, x is the length of the channel, and ql is the lateral inflow per unit length.

The governing equation for the principle of conservation of mass is expressed as (Hydraulic Engineering Center, 2008).
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where v is the flow velocity, A is the flow area, and z is the water surface. These laws are expressed mathematically in the form of partial differential equations in HEC-RAS (Hydraulic Engineering Center, 2008).



Quantitative Risk Assessment With the HURAM Model

Based on the definition of risk (Ang and Tang, 2007), the human risk (Rhuman) of dam-break floods is calculated as:
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where PARi and Pi are the population at risk and the probability of loss of life for subarea i, respectively. HURAM is applied to obtain Pi in this study.

Human risk assessment method is a dam-break risk assessment model by using the Bayesian network analysis method. The Bayesian network in HURAM consists of 15 nodes (parameters) and 23 arcs (interrelationships between parameters) as shown in Figure 1. The prior (conditional) probability matrix was quantified with statistical data, existing physical models, empirical models, and judgment. HURAM works by updating the prior probabilities with evidence from a specific case using Bayes’ theory (Peng and Zhang, 2012a, b). With the hydraulic parameters obtained by DABA and HEC-RAS, the probability of evacuation and fatality can be achieved by Bayesian updating.


[image: image]

FIGURE 1. The logic structure of the DYDEM model modified from Peng and Zhang (2012a, 2013a). HURAM provides the evacuation rate and fatality ratio to calculate the evacuation cost, monetized life loss, and moveable properties loss. Note that the unmovable property loss that cannot be rescued by warning and evacuation is not considered in this study.


According to the Bayesian network, the joint probability P(X1,X2,…,Xn) can be expressed as the products of the conditional probability of each node given to its parents (Jensen, 2001):
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where π(Xi) is the set of all the parents of Xi, or the nodes that directly affect Xi. For the discrete state Bayesian network, the basic parameters of a Bayesian network are expressed as (Zhang and Guo, 2006):
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where k and j are the state number of the node Xi and its parents. According to the Bayesian theory, the posterior probability of the parameter vector is given by Zhang and Guo (2006):
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Two major components in HURAM are to calculate the evacuation rate and fatality rate. The evacuation rate is defined as the probability of the successful evacuation when the available time (At) is larger than the demand time (Dt):
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where the available time consists of warning time (Wt) and flood rise time (Rt):
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The demand time consists of warning transmitting time (Tt), response time (Rt), and evacuation time (Et):
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The distributions of the random variables in Equations (9)–(11) are suggested based on statistical data according to Peng and Zhang (2012b).

The fatality rate was suggested as a lognormal distribution as a function of water depth (Peng and Zhang, 2012b):
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where μN = 1.649 and σN = 0.562 for medium flood severity, and μN = 3.376 and σN = 1.188 for low flood severity. Fr(h) was set as a constant value of 0.918 for high flood severity.



Risk-Based Warning Decision Making

The optimal warning decision is achieved by minimizing the expected total loss LT, which is calculated as Zhang et al. (2016):
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where C denotes the evacuation cost; Pf denotes the failure probability of the landslide dam; DM denotes the movable flood damage since the unmovable damage cannot be mitigated by warning and evacuation; and ML denotes monetized life loss.

The evacuation cost C is the sum of the initial costs (Ci) and GDP interruption (CGDP) (Peng and Zhang, 2013a). The initial costs (Ci) are the expenses for the evacuated people, such as temporary resettlement fee (e.g., accommodation, food, and compensation) and public maintenance fee (e.g., security and medical care). Ci is assumed proportional to the number of evacuated people and the interrupted time (Peng and Zhang, 2013a):
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where c is the expense per person per day (i.e., RMB60 in 2008 in Mianyang City according to Peng and Zhang, 2013a); Peva is the proportion of the evacuated people, which is estimated using the modified HURAM; and Wt is the warning time in days. The 3-day time is the addition time for preparing the return of the residents (Frieser, 2004). CGDP proportional to the number of the evacuated people, the GDP per capita, and the interrupted time is shown as follows (Peng and Zhang, 2013a):
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where GDPp is the GDP per capita in the flooded area (i.e., RMB 13,745 in 2008 in Mianyang City according to Mianyang Bureau of Statistics, 2008). A duration of 4 days is added into the interrupted time for one more day to restart their business after the residents returning.

The moveable flood damage DM is assumed proportional to the number of the people who neither evacuated nor sheltered in safe zones (in the building story beyond the inundation height) (Peng and Zhang, 2013a):
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where Psafe is the probability of the people taking shelter in safe zones, which is obtained via HURAM; α is the average proportion of the moveable property per person (0.1 is assumed); and Ip is the property per person (i.e., RMB 44,800 in 2008 in Mianyang City according to Mianyang Bureau of Statistics, 2008).

Despite ethical considerations, a life is measured for rational decision making. Jonkman (2007) reviewed the methods of evaluating the human life and suggested a method with macroeconomic considerations. In this method, the value of a human life (VL) is calculated as the product of the GDP per person (GDPp) and the average longevity (L):
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For instance, the GDPp and L in Mianyang City in 2008 were RMB 13,745 and 75 years, respectively (Mianyang Bureau of Statistics, 2008). Thus, the VL is RMB 1.03 million.

The monetized life loss (ML) is calculated as:
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where PLOL is the probability of life loss, which can be achieved via HURAM as shown in Figures 2, 3. If political or societal influences are involved, which puts saving a life as the highest priority, new criteria should be used. In this case, the human risk should be first reduced to a certain degree before considering economic issues.
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FIGURE 2. Risk assessment of Scenario 4 in Beichuan County.
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FIGURE 3. Risk assessment of Scenario 4 in Mianyang City.




DAM BREACHING AND FLOOD ROUTING SIMULATION


Introduction of the Three Landslide Dams

The 2008 Ms 8.0 Wenchuan earthquake triggered as many as 257 landslide dams in Sichuan Province, China, most of which formed in series along rivers. The Tangjiashan landslide dam and two smaller downstream landslide dams (Kuzhuba and Xinjiecun landslide dams) were typical cases of this type (Figure 4). The Tangjiashan landslide dam, which was of the highest risk and concern at that time, had a height of 82 m and a lake capacity of 316 × 106 m3 as shown in Figure 4; Hu et al., 2009; Cui et al., 2009; Chang and Zhang, 2010). The Kuzhuba and Xinjiecun landslide dams, which were formed 2.0 and 3.5 km downstream of the Tangjiashan dam, had heights of 60 and 20 m, and lake volumes of 18 and 2 million m3, respectively (Zhang, 2009; Liu et al., 2010; Shi et al., 2015). The detailed information of these three dams is shown in Table 1.
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FIGURE 4. The location and cross section of the Tangjiashan landslide dam: (A) the location of the dam and the Beichuan Town; (B) the cross section across the river; and (C) the cross section along the river.



TABLE 1. Parameters of the three landslide dams (based on Shi et al., 2015).
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The coefficient of erodibility of the Tangjiashan landslide dam varied from 120 mm3/N-s for the top layer to 10 mm3/N-s for the bottom layer (Chang and Zhang, 2010; Shi et al., 2015). The soil properties at several depths of the three dams refer to Chang and Zhang (2010). No geologic investigation was conducted on the two smaller dams. The two dams were assumed of the identical soil properties of the Tangjiashan landslide dam, and the soil properties were assumed to distribute proportionally to the dam height (Shi et al., 2015).

A spillway with a depth of 12 m, a bottom width of 8 m, and a top width of 44 m was constructed across the Tangjiashan landslide dam. The lake capacity was lowered from 316 to 247 × 106 m3 (Figure 4 and Table 1). No spillways had been constructed across the two dams downstream.

Figure 5 shows the simulated outflow rates after the cascading dam breaching of the three landslide dams as well as the records at the Tangjiashan hydrologic station and the Beichuan hydrologic station (Zhang, 2009; Shi et al., 2015). Note that the Tangjiashan station (just downstream of the Tangjiashan landslide dam) recorded the breaching outflow rate from the Tangjiashan landslide dam and the Beichuan Station (0.5 km downstream of the Xinjiecun landslide dam) approximately recorded the breaching outflow rate from the Xinjiecun landslide dam. The recorded peak discharge in Tangjiashan Station was 6500 m3/s. The recorded discharge at Beichuan Station also had two peaks of 915 and 6540 m3/s (Table 2), which were mainly caused by the breaching of the Kuzhuba and Tangjiashan landslide dams, respectively (Shi et al., 2015).
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FIGURE 5. Simulated and recorded outflow rate of the cascading breaching of the three landslide dams (T. = Tangjiashan; K. = Kuzhuba; X. = Xinjiecun) [based on Zhang (2009) and Shi et al. (2015)].



TABLE 2. Peak outflow rates of the cascading breaching in four scenarios by considering the constructed spillway and the flood overlapping effect.

[image: Table 2]


The Cascading Breaching Simulation


Validation of the DABA Model

The inputs for the modified DABA model are shown in Table 1. The Kd and τc values for the soils between any two depths (Chang and Zhang, 2010) were interpolated linearly. Figure 5 shows outflow rates during the cascading breaching of the three dams. The detailed breaching parameters are shown in Table 2. The simulated peak outflow rate of the Tangjiashan landslide dam was 6603 m3/s, which was close to the recorded value of 6500 m3/s. The simulated peak outflow rate of the Xinjiecun landslide dam had three peaks of 1244, 418, and 6917 m3/s, which were caused by the dam breaching of the Kuzhuba, Xinjiecun, and Tangjiashan landslide dams, respectively. It was pity that there were no records in the range around the simulated second peak outflow rate which was caused by the Xinjiecun landslide dam. Generally, the DABA model successfully captured the multi-peak outflow rate after cascading breaching of landslide dams in a series with relatively good simulated results.



Cascading Breaching Simulation

Shi et al. (2015) found the initial water level in a landslide lake did not influence the breaching process of a single dam but might significantly affect the cascading breaching outflow rate through overlapping effects. In this study, a virtual scenario was assumed with proper initial water levels to achieve the perfect overlapping flood (with maximal peak outflow rate). Besides, two more virtual scenarios were assumed without the constructed spillway to find out the influence of the constructed spillway: without and with the overlapping effect of cascading dam breaching. In summary, four scenarios were considered as shown in Table 2.

In Scenario 1, the initial water levels in Tangjiashan, Kuzhuba, and Xinjiecun landslide dam lakes were set as the elevation of 740, 646, and 606 m, respectively, according to Shi et al. (2015). At that time, the water depths of the three landslide lakes were 70, 42, and 2 m, respectively. The Kuzhuba landslide dam first breached with a peak outflow rate of 1240 m3/s. The breaching flood from the Kuzhuba landslide dam overtopped the Xinjiecun landslide dam but did not cause immediate failure of that dam. The latter breached 3 h after the Kuzhuba dam and formed the second peak of 418 m3/s. The Tangjiashan landslide dam breached 8 h later (with the peak outflow rate of 6603 m3/s) because of its long breach initial phase due to the large dam width of 350 m (Shi et al., 2015). In short, the three landslide dams were basically breached, respectively. The simulated breaching floods of the three landslide dams from upstream to downstream had one, two, and three peaks, respectively, as shown in Table 2.

In Scenario 2, when we simply set the initial water level of the Kuzhuba landslide lake from 646 to 606 m, the breaching start time was significantly delayed and perfectly met the coming of the Tangjiashan landslide dam breaching flood. The breaching flood of the Kuzhuba landslide dam was enlarged from 6,883 to 7,920 m3/s (Table 2). It seemed that the breaching floods of the two landslide dams overlapped. In this case, the peak outflow rate of the Xinjiecun landslide dam increased from 6,917 to 8,070 m3/s.

In Scenario 3 without the constructed spillway, the lake capacity of the Tangjiashan landslide dam would become 316 million m3 instead of 224 million m3 (Table 1). The breaching of the three dams would be delayed 38 h since more time was needed to fulfill the larger lake capacity. The breaching sequence of the three dams would not be changed. In this case, the peak outflow rate of the Tangjiashan landslide dam would become 13,688 m3/s. The peaks caused by the breaching of the Kuzhuba and Xinjiecun landslide dams would not be changed much since both of them breached before the coming of the peak discharge of the breaching flood upstream. Just like Scenario 1, the three landslide dams basically breached, respectively, forming two peaks downstream of the Kuzhuba landslide dam and three peaks downstream of the Xinjiecun landslide dam (Table 2).

In scenario 4, a larger overlapped peak outflow rate was achieved when we changed the initial water level of the Kuzhuba landslide lake from 646 to 629.2 m. In the case, the breaching start time of the Kuzhuba landslide dam would be perfectly delayed and only one overlapped peak outflow rate of 15,279 m3/s occurred.



Flood Routing Simulation

HEC-RAS 4.1 was applied to simulate the flood routing within the range of 90 km downstream, including the Beichuan County (4.5 km downstream of the Tangjiashan dam site) and Mianyang city (85 km downstream of the Tangjiashan dam site). The geometry model of the Tangjiashan landslide dam and the river downstream based on HEC-RAS is shown in Figure 6. Thirty typical cross sections were captured from Google Map, and 5475 cross sections were interpolated between typical cross sections. The cross section of the landslide dam is shown at the upper right corner in Figure 6. A 12-m-depth spillway was set initially with the elevation of 740 m. The final breach (red trapezoid), breach formation time, and breach progression were set according to the simulated results with DABA model. The Manning’s n values of the channel and the floodplains were set as 0.04 and 0.05, respectively, according to Chow (1959).
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FIGURE 6. The geometry model of the Tangjiashan landslide dam and the river downstream based on HEC-RAS (Hydraulic Engineering Center, 2008).


The hydraulic parameter after the cascading dam breaching in Beichuan County is shown in Table 3 and Figure 7. In Scenario 1, the 1st peak flood (1244 m3/s) would flood Beichuan with the maximal water depth of 1.34 m and flow velocity of 0.24 m/s. The flooded area was 0.138 km2, accounting for 15.1% of the whole residential area. The 2nd peak flood (418 m3/s) is too small to result any flood in the county. However, the 3rd peak flood (6917 m3/s) would incur much larger inundation with the maximal water level of 6.56 m and flow velocity of 1.40 m/s. The flooded area in this case would be 0.302 km2, which accounted for 33.0% of the Beichuan County.


TABLE 3. Hydraulic parameters of cascading breach in the four scenarios in Beichuan County.
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FIGURE 7. The hydraulic parameters of different scenarios in Beichuan County: (A) the flood inundation map; (B) the peak discharge and the maximal water depth; and (C) the discharge curves along time.


In Scenario 2, the overlapped flood with the peak outflow rate of 8070 m3/s would flood the Beichuan County with the maximal water depth of 7.16 m and flow velocity of 1.50 m/s. The flooded area would increase to 0.325 km2, which accounted for 35.5% of the Beichuan County.

In Scenario 3, the situations of the 1st and 2nd peaks were very similar to those of Scenario 1, since they were caused by the breaching of the Kuzhuba and Xinjiecun landslide dams, respectively. However, the 3rd peak flood (14299 m3/s) inundated the Beichuan County with the maximal water depth as large as 13.26 m. The corresponding flooded area would be 0.509 km2, accounting for 55.6% of the Beichuan County.

In Scenario 4, the overlapped flood with the peak outflow rate of 15,279 m3/s flooded the Beichuan city with the maximal water depth of 14.14 m and flow velocity of 1.77 m/s. The inundated area would be 0.535 km2, accounting for 58.5% of the Beichuan County.

The hydraulic parameter after the cascading dam breaching in Mianyang City is shown in Table 4 and Figure 8. Note, Mianyang is located on the bank of the Fujiang River, and Tongkou River is one of tributaries of the Fu River as shown in Figure 4. The peak discharges in the first two Scenarios were larger than those in Beichuan County due to the original discharge in Fujiang River. The peak discharge in Scenarios 1 and 2 (with spillway) were less than the designed flood of the Mianyang City with 12,000 m3/s. The city would not be inundated in these two scenarios.


TABLE 4. Hydraulic parameters of cascading breach in the four scenarios in Mianyang City.
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FIGURE 8. The hydraulic parameters of different scenarios in Mianyang City: (A) the flood inundation map with different water depth ranges; (B) the peak discharge and the maximal water depth; and (C) the discharge curves along time.


In Scenarios 3 without the spillway in the Tangjiashan landslide dam, the peak discharge with 13,688 m3/s would inundate the Mianyang City with the maximal water depth of 0.66 m and the flow rate of 0.44 m/s. The flooded area would be 0.836 km2, accounting for 1.43% of the whole city area. The maximal inundated water depth and flow rate in Scenario 4 were 0.88 m and 0.61 m/s, respectively. The corresponding flooded area would be 1.183 km2, accounting for 1.96% of the whole-city area.



QUANTITATIVE RISK ASSESSMENT


Risk Assessment in Beichuan County

The populations in the urban area of both Beichuan County and Mianyang City were assumed uniformly distributed. The population at risk (PAR) is defined as the number of the people in the inundated area without evacuation. PAR can be calculated as:
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where PT is the total population in the studied area, AF is the flooded area (in km2), and AT is the total area in the studied area (in km2).

Scenario 4 is taken as an example to illustrate the risk assessment. Beichuan County was inundated of 58.5% area with PAR of 17,552. As shown in Figure 9, the values of the upper eight root nodes (without parent nodes) in the Bayesian network are inputs based on the records and previously simulated results. The values of six root nodes were deterministic in the Beichuan: “Time of day” of the dam breaching was 7:00 am (in the range of 8–17), “Distance to the dam site” was 4.5 km (in the range of 0–4.8 km), “Building story number” was assumed as 3 stories on average, “Dam breaching duration” was 14 h (in the range of >9 h), the flow velocity was 1.77 m/s (in the range 1–2 m/s), and “Building type” was Masonry, assuming that the people are uniformly distributed. The probabilities of the values of the other two root nodes, namely, “Evacuation distance” (Ped) and “Water depth” (Pwd), were determined based on the proportions of the corresponding area:
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FIGURE 9. Three types of losses and the expected total loss (LT) vary with warning time in the four scenarios when the dam failure probability (Pf) is 1.0: (A) Scenario 1, (B) Scenario 2, (C) Scenario 3, and (D) Scenario 4.
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where Aed is the area value (km2) with the studied evacuation distance range (e.g., 0–100, 100–500, 500–2000, and >2000 m), and Awd was the area value (km2) with the studied water depth range (e.g., 0–1.5, 1.5–3.0, 3.0–4.5 m…). Both Aed and Awd were obtained based on flood routing simulation as shown in Figure 7.

According to Equation (20), the probabilities of people located in the areas with “Evacuation distances” of 0–100, 100–500, 500–2000, and >2000 m are 53.8, 34.3, 11.9%, and 0, respectively. Similarly, according to Equation (21), the probabilities of the people located in the areas with “Water depth” of 0–1.5, 1.5–3, 3–4.5, 4.5–6, 6–7.5, 7.5–9, and >9 m are 7.4, 7.8, 8.8, 9.3, 8.9, 7.0, and 50.8%, respectively.

The probabilities of evacuation and life loss can be achieved by updating the Bayesian network with these input values, according to Equations (6)–(8), as shown in Figure 9. The effective warning time concentrated in the range of 0.25–3 h, with the probabilities of 50.1 and 42.2% in the ranges of 0.25–1 h and 1–3 h, respectively. The evacuation rate was large (98.88%) because of the short evacuation distance (0–500 m) and relatively sufficient warning time. The probability of life loss was not very large (0.35%) due to the large evacuation rate.

The risk assessment results in all the four scenarios in Beichuan County were shown in Table 5. In Scenario 1, the first peak outflow rate of 1,244 m3/s inundated 15.1% area of the Beichuan County with maximal water depth of 1.34 m and the population at risk of 4522. As many as 99.76% of the people managed to evacuate from the flooded area due to low flood severity, short evacuation distance, and long warning time, making the fatality rate rather small (1.2E-7). The expected fatality number was 5.3E-4. The second peak outflow rate of 418 m3/s did not incur any inundation in Beichuan. The third peak outflow rate of 6917 m3/s inundated 33.0% area of the Beichuan County with maximal water depth of 6.56 m and population at risk of 9905. Risk assessment of the 3rd peak flood was a little bit complex. Three cases were considered according to different warning strategies, as shown in Table 5:


TABLE 5. Risk assessment results in Beichuan County.
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(1) Case 1 (Ind. case in Table 5) assumed that the warning in the 3rd peak flood was independent of that in the 1st peak flood, which means the warning in the 1st peak flood did not influence the warning in the 3rd peak flood. The evacuation rate (99.23%) was a little bit less than that of the 1st peak flood because of the larger flood area and longer evacuation distance. The fatality rate (3.6E-4) was much larger than that of the 1st peak flood due to the higher water depth. The expected fatality number is 3.6.

(2) Case 2 (War. case in Table 5) assumed that the warning in the 1st peak flood sufficiently warned the people in the 3rd peak flood. Since the 1st peak occurred 11 h earlier than the 3rd peak, all the people at risk managed to evacuate from the flooded area. No people were exposed and killed by the flood in this case.

(3) Case 3 (Bac. case in Table 5) assumed that people were misled by the 1st peak flood and believed that the dam breaching flood has gone. In this case, all the people went back home before the coming of the 3rd peak flood. The coming of the 3rd peak flood would make a sudden attack to the people in Beichuan County. The warning time was assumed as the least in the model of 0–0.25 h. The evacuation rate was 97.15%, and the fatality rate was 1.9E-3. The expected fatality number was as larger as 18.8.

In Scenario 2, the overlap effect made the unique peak outflow rate (8,070 m3/s) larger than that in Scenario 1 (6,917 m3/s). The larger inundation area ratio increased to 35.5%, and the population at risk increased to 10,647. Thanks to the large evacuation rate like that in Scenario 1, most people managed to evacuate. The fatality rate was 4.0E-4, and the expected fatality number was 4.3.

In Scenario 3, the risks of the 1st and 2nd peaks were quite similar to Scenario 1. The two peak outflow rates were caused by the breaching of the two downstream dams, which was not obviously influenced by the excavated division channel. The risk assessment in the 3rd peak was also divided into three cases. In Case 1, the larger peak outflow rate (14,299 m3/s) incurred more people at risk (16,682), larger fatality rate (2.9E-3), and more expected fatality number (48.4). In Case 2, no people were killed due to the longer warning time just like Scenario 1. In Case 3, the warning time was assumed as the least of 0–0.25 h, just like Scenario 1. In this case, the evacuation rate was 95.7%, the fatality rate was 1.47E-2, and the expected fatality number was as large as 245.2.

In Scenario 4, the overlap effect with large peak outflow rate (15,279 m3/s) would impact more people (17,552) and incur more fatality number (61.4) than those in Case 1 of Scenario 3. Despite of larger breaching flood, the expected fatality number of Scenario 4 was smaller than that of Case 3 in Scenario 3. The results show that the multi-peak flood could be more dangerous than the perfect overlapping-peak flood if no distinct warning order is issued to avoid misleading.



Risk Assessment in Mianyang City

Despite of the large number of residents (1.2 million), the breaching flood risk in Mianyang City was very low due to the long distance to dam site and low flood severity (low water depth and flow velocity). Taking Scenario 4 as an example (Figure 10), the long distance to the dam site (85 km) made the warning time much longer than that of the Beichuan County. The non-evacuation rate was as low as 4.43E-5. The low water depth (0.88 m) and the flow velocity (0.61 m/s) did not impact the buildings and people much, leading to low probability of life loss of 5.09E-8. The risk assessment results of all the four scenarios are shown in Table 6. The risks in Scenarios 1 and 2 are ignored since Mianyang City was not flooded. In Scenario 3, three cases are considered which are similar to those in Beichuan County. In Cases 1 and 2 (Ind. and War.), all people managed to evacuate from the flooded areas, leading to very low non-evacuation rates and fatality rates. In Case 3, the warning time was assumed as 0–0.25 h similar to Beichuan County. However, 99.68% people can be evacuated from the flooded area because of long flood rise time (the period between the arriving of the flood to the moment of the peak discharge, referring to Peng and Zhang, 2012b). The people were sufficiently warned by the flood itself. Among the 55 exposed people, all were able to take shelter on the top story of their buildings, which was much higher than the maximal water depth of 0.66 m. The fatality rate was very low with 1.42E-7. The risk to people can be basically ignored. In Scenario 4, despite of the more inundated area of 1.183 km2 (Figure 8) and more people of 23521 (Table 6), the human risks were also very low due to long distance to dam site and low flood severity.
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FIGURE 10. Three types of losses and the expected total loss (LT) vary with warning time in the four scenarios when the dam failure probability (Pf) is 0.1: (A) Scenario 1, (B) Scenario 2, (C) Scenario 3, and (D) Scenario 4.



TABLE 6. Risk assessment results in Mianyang City.
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RISK-BASED WARNING DECISION MAKING


Deterministic Dam Failure

The time of dam failure was often assumed as the deterministic value for emergent decision making within a relatively short prediction lead time (e.g., several days before dam failure). In this case, the failure probability of the landslide dam is assumed as 1.0. The three types of losses in all the four scenarios are calculated and shown in Table 7.


TABLE 7. Risk-based warning decision making in Beichuan County under deterministic dam breaching time.

[image: Table 7]In Scenario 1, only the 3rd peak flood was discussed here since the other two peak floods did not incur obvious human risk as discussed in Section 4. In Case 1 (Ind.), there is no evacuation cost since no warning was issued by governor and people were warned by the flood itself. DM was 0.34 million RMB, and the ML was 3.71 million RMB. The expected total loss was 4.05 million RMB, which was dominated by ML due to insufficient warning. In Case 2 (War.), people are warned 11 h before the dam breaching. DM and ML were avoided, but C was larger with 3.72 million RMB. In Case 3 (Bac.), the misleading by the first discharge would cause high DM (1.26 million RMB), ML (19.4 million RMB), and LT (20.6 million RMB). However, neither of the three cases was the optimal choice. The optimal warning decision would be achieved when issuing the warning 4.5 h before the dam breaching. In this case, a perfect balance was obtained between the evacuation cost and flood-cased loss, with LT of 3.47 million RMB.

In Scenario 2, the optimal warning decision was also achieved with warning time of 4.5 h. LT was RMB 3.73 million, which was only 65% of the loss when no warning was issued (RMB 5.73 million). LT was slightly higher than that in Scenario 1 (RMB 3.47 million) due to higher peak discharge.

In Scenario 3, similar to Scenario 1, the expected total losses in the first two peak floods were ignored. In the 3rd peak floods, the LTs in the first three cases (i.e., the Ind. War. and Bac. cases) were RMB 50.6 million, 6.26 million, and 256 million, respectively. The larger breaching flood made more serious impact to human lives and properties. The optimal decision was to warn the people 4.5 h before the dam breaching, with the LT of RMB 6.11 million.

In Scenario 4, the optimal warning decision can also be achieved with warning time of 9 h. LT was RMB 6.45 million which accounted for only 10.1% of LT when no warning was issued (RMB 64.1 million). LT was slightly higher than that in Scenario 3 (RMB 6.11 million) due to relatively higher peak discharge.

No warning was needed in all the four scenarios in Mianyang City for the relatively low flood severity and long distance to the dam site.



Probabilistic Dam Failure

When the prediction lead time is relatively long (e.g., weeks to months), the time of dam failure is full of uncertainty. For instance, an unexpected heavy rainfall would highly increase the inflow rate of the landslide lake, substantially putting forward the dam failure. The dam failure probability is actually a time series with variation along time. In this section, the dam failure probability (Pf) is assumed as 1.0, 0.1, and 0.01 to investigate the influence of the failure probability on the optimal warning decision.

Figure 11 shows the three types of losses and the expected total loss (LT) varying with warning time with a dam failure probability (Pf) of 1.0 in the four scenarios. The optimal decision of Scenario 1 was to warn the people 3.0–6.0 h before the predicted dam failure time, with the minimal LT of RMB 3.469 million. In Scenario 2 with slight larger breaching flood, the optimal decision strategy did not change with a slight larger minimal LT of RMB 3.732 million. In Scenario 3, the optimal warning was also 3.0–6.0 h with the minimal LT of RMB 6.108 for much larger flood severity. In Scenario 4, the increase of the flood risk should be properly reduced by more warning time of >6.0 h, with slightly larger minimal LT of RMB 6.446.
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FIGURE 11. Three types of losses and the expected total loss (LT) vary with warning time in the four scenarios when the dam failure probability (Pf) is 0.01: (A) Scenario 1, (B) Scenario 2, (C) Scenario 3, and (D) Scenario 4.


When the dam failure probability became 0.1, the expected flood damage and the monetized life loss decreased by an order of magnitude. In Scenarios 1, the minimal LT was achieved as RMB 2.064 million, when warning time was the least (0–0.25 h). Note that the evacuation cost was assumed as 0 when warning time was 0–0.25 h. LT increased steadily with warning time as it was gradually dominated by evacuation cost. The influence of the flood damage and monetized life loss can be ignored when warning time was larger than 1 h. The decision strategy in Scenario 2 was similar to that in Scenario 1. No warning was needed for low dam failure probability with min(LT) of RMB 2.664 million. However, in Scenario 3 with larger flood severity, the warning time of 3.0–6.0 h was recommended with min(LT) of RMB 5.849 million, which indicated that a small probability could also be dangerous if the potential loss is extremely large. min(LT) increased to RMB 5.849 million in Scenario 4 with slightly larger flood severity.

When the dam failure probability decreased to 0.01, no warning was preferred in all the four scenarios since LT monotonically increased with warning time. The minimal LT in the Scenarios 1 to 4 were RMB 0.206, 0.266, 2.162, and 2.694 million, respectively.

Generally, Pf proportionally influences the life loss and flood damage but does not influence the evacuation cost. LT significantly decrease with Pf when the warning time was insufficient. However, LT would not change much when warning time is sufficient, since the life loss and flood damage do not matter any more.



DISCUSSION


Cascading Dam Breaching

The cascading breaching of landslide dams strongly depends on the time-related hydraulics in both upstream and downstream landslide dams. When the upstream dam is much smaller than the downstream dam, the dam breaching of the upstream dam would not obviously influence the breaching of the downstream dam, as the larger lake capacity downstream would be able to keep inside all the breaching flood of the upstream dam. This case will not be discussed later on.

When the upstream landslide dam is much larger, the downstream dam is likely to breach firstly (e.g., the Tangjiashan and Kuzhuba dams in this study). The reason is that the breaching initiation phase (i.e., the phase between the start of the overflow and the moment when the erosion achieves the upstream slope, referring to Peng et al., 2014) is often very long due to the large dam crest and flat downstream slope. The lasting overflow through the upstream dam and the confluence flows from tributaries between the two dams are very like to fulfill the downstream lake and trigger the dam breach. In this case, the cascade dam breach forms a multi-peak flood.

When the two landslide dams are in similar sizes (e.g., the 2008 Xiaogangjian and Yibadao landslide dams triggered by the Ms 7.9 Wenchuan earthquake, referring to Peng et al., 2014), the breaching flood of the upstream dam is very likely to pass across the crest of the downstream dam before the dam development phase (Peng et al., 2014), forming multi-peak flood. In short, cascading breaching of a series of landslide dams is more likely to form a multi-peak flood downstream other than an overlapped-peak flood.

In some extremely cases when the coming of the breaching flood from the upstream dam overlaps with the dam breaching flood of the downstream dam, a higher overlapped-peak flood may occur. However, the overlapped-peak outflow rate would not be much larger than the sum of the peak outflow rates of the single dam breaching of the two landslide dams. For instance, the perfectly overlapped-peak outflow rate (the maximal overlapped-peak outflow rate with perfect match) of the Tangjiashan and Kuzhuba landslide dam was 7920 m3/s, which was only slightly larger than the sum of the peak outflow rates of the single dam breaching of two landslide dams (6603 + 1240 = 7843 m3/s). The reason is that the large inflow rate from the upstream dam breaching would not incur collapse of the downstream dam because of the rather flat slopes. Both of the upstream and downstream slopes of a landslide dam are flat due to the rapid and dynamic deposition of landslides during the formation of the landslide dam. Besides, the amount of the erosion during the short period around the moment of the peak discharge of the inflow is limited. Thus, a sharp amplification of the peak discharge is not possible for cascade breaching of landslide dams.



Risk Assessment and Warning Decision Making

The cascading breaching of landslide dams, which incurs overlapped-peak flood or multi-peak flood, bring different risks to the downstream area to those of single dam breach.

When overlapped-peak flood occurs, the flood risk would be larger than the dam breaching of a single dam. A larger area with more people and properties would be impacted. The life loss and flood damage would be much higher under larger flood severity. In this case, evacuation warning needs to be issued earlier to avoid serious life loss and flood damages but would pay more evacuation costs at the same time. The Min(LT) under optimal decision would be larger than that of the dam breaching a single dam. For instance, in Beichuan County as shown in Table 7, the Min(LT) was RMB 3.73 million in Scenario 2, which was larger than that in Scenario 1 (RMB 3.47 million). Similarly, the Min(LT) was RMB 6.45 million in Scenario 4, which was larger than that in Scenario 3 (RMB 6.41 million).

When multi-peak flood occurs, the former peak flood (normally with smaller peak discharge) would highly influence the risks of the peak flood thereafter (normally with larger peak discharge). If the duration between the two peaks is short, people who have been warned by the former peak flood would avoid the impact from the peak flood thereafter. However, if the duration between the two peaks is relatively long, people may believe that the dam-breaching flood has gone after the previous peak flood. They may go back home in a hurry to check the flood damage and rescue properties. The surprise attack of the peak flood thereafter may incur catastrophic loss to the returned people, which may be even higher than that of the overlapped-peak flood situation. Case 3 (Bac. case) in Scenarios 1 and 3 belongs to this case. The expected fatality number (Table 5) was 18.8 in Case 3 of Scenario 1, which is much larger than the single dam breaching case (3.0 in Case 1 of Scenario 1) and even larger than the overlapped-peak flood (4.3 in Scenario 2). Similarly, the expected fatality number (Table 5) was 245.2 in Case 3 of Scenario 4, which is much larger than the single dam breaching case (48.4 in Case 1 of Scenario 3) and even larger than the overlapped-peak flood 61.4 in Scenario 4).

In the multi-peak flood case, systematical decision making should be conducted to sufficiently concern the risk caused by each peak of the breaching flood. Emphasis should be put on the influence of the former warning on the warning effect of the warning thereafter. The people to-be-evacuated should be clearly noticed with the information of multi-peak flood to strictly avoid misleading by the previous peak flood.



CONCLUSION

The paper conducted quantitatively risk-based decision making for the Tangjiashan landslide dams and two small downstream dams in four scenarios: the real case with the constructed spillway, a virtual case without the spillway, and two more virtual cases with amplified floods by considering the overlapping effect on the basis of the first two scenarios. The following conclusions can be drawn:

(1) Cascade breaching of a series of landslide dams which is properly simulated with the DABA model is more likely to produce a multi-peak flood. A higher overlapped peak flood would occur when the coming of the breaching flood from the upstream dam perfectly overlaps with the dam breaching flood of the downstream dam. The overlapped-peak outflow rate would not be much larger than the sum of the peak outflow rates of the single dam breaching of the two landslide dams.

(2) When overlapped-peak flood occurs, the flood risk of cascading dam breaching would be larger than the dam breaching of any of the landslide dams. When multi-peak flood occurs, the warning for the former peak flood would also warn the peak flood thereafter if the duration between the two peaks is relatively short. However, people may be misled by the warning of the previous peak flood which is relatively long and suffer catastrophic flood impact.

(3) The optimal warning decision of cascading dam breaching can be achieved by minimizing the expected total loss. In the overlapped-peak flood case, evacuation warning needs to be issued earlier to avoid serious life loss and flood damages. In the multi-peak flood case, systematical decision making should be conducted to sufficiently concern the risk caused by each peak of the breaching flood. Emphasis should be put on the influence of the former peak flood on the risks of the peak flood thereafter.

(4) The dam failure probability Pf linearly influences the expected life loss and flood damage and does not influence the evacuation cost. The expected total loss significantly decreases with Pf when the warning time was insufficient. However, it would not change much with Pf when warning time is sufficient.
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The initial of debris flow can be classified into two types based on their triggering positions, that is, debris flow from slope and debris flow from gully or channel. For the former, great progress has been achieved on the mechanisms of soil failure and liquefaction. The framework established by a series of theories or laws, such as the Mohr–Coulomb criteria, the unsaturated soil mechanics, and the critical state of soil mass, has been used widely in industry and research. However, the details and discrimination basis for the transformation process from landslide into debris flow still need to be further clarified. Relatively, debris flow from gully or channel is more complex due to its various mass sources and the diversity of processes. Nevertheless, through a great number of case studies and experimental statistics, people have gradually recognized the influential rule and critical condition of factors from landform, hydrology, and other aspects on debris flow initiation. Furthermore, based on the theories of granular flow, continuum mechanics, and rheological law, some typical event-based scenarios can also be reproduced by different single-/two-phase depth integral/average numerical models. However, some key knowledge on mechanism and application level is still insufficient, such as the erosion and entrainment mechanism of materials from different sources, the boundary tractions and materials exchange, as well as the selection of prediction indicators. Three current discriminated methodologies for debris flow initiation, that is, the safety factor method, the rainfall indicator method, and the comprehensive assessment method, were summarized in this article. Considering the technical limitation of each methodology, it is believed that the establishment or improvement of a unified, stable, and open-access database system for event registration and query, as well as the development of large-scale and high-precision rainfall monitoring, is still regarded as the important aspect of debris flow prevention in the future. In addition, as an economic and efficiency means for obtaining information on potential threats and real-time hazard messages, the multielement method for debris flow is recommended as a long-term reference.
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INTRODUCTION
The term “debris flow” is a cage name for the torrent that occurs in mountainous areas and carries a large amount of sediment, stones, and other debris materials. In order to define the object more clearly, researchers and corresponding institutions worldwide have defined the debris flow in different ways. For example, the United States Geological Survey (USGS) regarded debris flow as a kind of rapid landslide (Brabb et al., 1999). Qian and Wang (1984) indicated that debris flow was a two-phase solid–liquid mixed flow filled with clay and boulders occurring in valleys and slopes. Furthermore, the energy of debris flow mainly came from the properties of solid particles themselves, such as gravity, the discrete force from particles colliding, or the buoyant force produced by high volume mud. Iverson (1997b) pointed out that both forces from solid and fluid had great influence on debris flow movement, which was also the point to distinguish debris flow from some similar processes, such as rock fall and hyperconcentrated flow. Some other scholars like King (1999) and Shu et al. (2018) believed that debris flow was a mixture of loose mud, sand, soil, rock, water, and air flowing down the slope under gravity, in which at least 50% of the solid material must be loose sand or large particles. Overall, although these concepts have different interpretations, the basic consensus of debris flow can still be reached, that is, two essential characteristics of debris flow processes: first, the mass in motion has at least the state of solid–liquid phase or pseudomono phase; second, the movement of mass depends on both solid and fluid forces. The discussion of debris flows later in this article will be based on this fundamental concept.
Due to the characteristics of sudden outburst and high energy density, debris flows often cause huge disasters. Monitoring and early warning is an essential method of disaster prevention and mitigation. However, being a worldwide problem, for now, there is no mature, reliable, and widely applicable debris flow monitoring and early warning plan for promotion. One reason for this is the relatively poor understanding of the process mechanism of debris flow; the other might be related to the complexity of debris flow development environment and the limitations of different monitoring means. In recent years, with the increase of extreme weather and geological events, large-scale debris flow disasters occurred more frequently. Based on these accumulated cases, new or improved algorithms, theories, and equipment were constantly integrated and innovated. However, literature reviews in almost the same period mainly focused on the movement mechanism of debris flow or some other subdivided fields (Iverson and Ouyang, 2015; Cui et al., 2016; Hürlimann et al., 2019; Yu et al., 2020), lacking comprehensive summary of relevant theories and technologies.
Accordingly, this article attempts to systematically organize and summarize the existing research progress on theory and application, to provide further reference on debris flow prevention, especially on the fundamental ideas and corresponding developmental direction in the future. Considering that the cognition and prediction of debris flow initiation is more practical for prolonging the leading time and improving the alarm system performance (Hürlimann et al., 2019), this article focuses on two aspects, that is, the initiation mechanism of debris flow and related discrimination or prediction methods.
INITIATION MECHANISM OF DEBRIS FLOW
The formation of debris flow is not only barely affected by the external environmental determinants such as rainfall, snow melting, human activities, and geological landform but also related to the properties of loose materials like particle grading, soil dispersion, and water content. Thus, analyzing the coupling critical relationships between these factors is the key to reveal mechanism of debris flow initiation.
Currently, there is no universal standard for the classification of debris flow initiation. Some scholars classified debris flow according to the way it is induced, that is, by shallow landslide and by runoff (Tang and Zhang, 2008). Others such as Wang (2001) divided debris flow into three types: the first type was that the landslide materials rushed into flow and mixed with water to form debris flow; the second type was debris flow formed by the hydraulic erosion of sediment on the channel or gully bed; and the third type was debris flow formed by the entrainment of deposits from bank collapse. Furthermore, the second type usually developed stony debris flow, which was mainly due to the rich pebbles and gravels on the river bed in mountainous areas, while the first and third types were prone to develop viscous debris flow due to the wider grain grading.
Based on the fundamental concept stated above, debris flow is presumably regarded as the product of solid–liquid phases coupling. Therefore, even the debris flow occurred in river channel can hardly be technically recognized as a totally hydraulic-dominated process since it is difficult to cut off the connection completely between the gully or channel deposits and the gravity process such as landslides and collapses. Moreover, the debris flow just formed by sediment from river bed scouring is not typical in most events. In fact, this type is more likely to be reproduced by a solid model in a laboratory environment. Hence, the above classification has limitations on description to a certain extent. Herein, for defining the type more concretely and intuitively, the debris flow initiation is classified into slope initiation and gully or channel initiation based on the triggering position (Figure 1). They are different in driving force, material source, and conditions of underlying surface, and they are all important units to promote the process of disaster chain.
[image: Figure 1]FIGURE 1 | Difference and connection between the general initial types of debris flow from slope and gully.
Debris Flow Starting from Slope (Slope Debris Flow)
This phenomenon denotes a kind of debris flow process formed and moving on a slope, including small-scale gullies and so-called colluvium deposits in hollow region (CDHs from Zhang et al., 2020). It is usually driven by external forces such as continuous rainfall, rainstorm, melted ice, and snow. A large number of experiments and witness evidences have shown that slope debris flow generally begins with the process chain of softening, cracking, creep of the loose material, as well as footslope failure. After that, the slope failure proceeds into local collapse and liquefaction under continuous shear stress. Subsequently, the processes can be extended to the surrounding areas, and eventually lead to the overall initiation of debris flow (Morton and Cambell, 1974; Gabet and Mudd, 2006; Li et al., 2010; Zhou et al., 2017; Liao et al., 2017; Pan et al., 2017; Qiao et al., 2018; Li et al., 2019). Some other reports also indicated that slope materials could be transformed into debris flow directly without collapse or slide processes (Williams and Guy, 1973; Iverson, 1997b; Hu et al., 2015; Chen, 2016).
Generally, it is believed that the initiation of debris flow is mainly determined by water supply, landform, physical properties of potential loose materials, and corresponding stress states. Takahashi (1978), Takahashi (2007) calculated that the critical slope for debris flow occurring was only about 14.5° based on mechanical equilibrium. Many event-based cases also showed that in some areas, rainfall intensity of 10 mm/h or even lower could trigger landslides and debris flows (Wang et al., 1997; Cannon et al., 2008; Guzzetti et al., 2008; Zhou and Tang, 2013). Therefore, it seems that for most slope debris flows, precipitation and slope can hardly be the bottleneck or restricting factors for initiation. The initial mechanism is mainly related to internal properties and corresponding stress state of slope materials.
Grain composition and porosity of loose materials are two crucial properties that affect the initiation of debris flow. Grain composition determines porosity and permeability of soil layer to some extent. According to Cui (1991), the content of fine particles less than 1 mm was a useful indicator to reflect the structure and strength of loose materials, and it had a negative correlation with the critical slope of debris flow initiation. This was because the quantity increase of fine content could significantly reduce the porosity of soil, thereby decreasing the permeability coefficient or hydraulic conductivity of soil layer (Chen et al., 2006; Zhou et al., 2012; Yang et al., 2016). That means lower intensity of rainfall can also exceed the critical point for soil saturation and cause a series of chain reactions, such as increase in pore water pressure and reduction in effective stress (Wang et al., 1997; Gao et al., 2011). In recent years, some scholars have also proved that higher volume of fine particles did not necessarily cause initiation of debris flow. Rather, once a critical point was reached, erosion occurred (Zhou et al., 2017). In addition, the content of clay or sand can also contribute to the efficiency of debris flow initiation. Sandy soil has higher water permeability, which helps to reach the critical point more quickly (Gabet and Mudd, 2006).
According to the critical state theory of soil mass (Casagrande, 1936), under the action of continuous shear stress, soil mass can reach a critical porosity through dilation or contraction, regardless of its original state being compacted or loose. If the original state of soil is loose, high porosity may lead to massive positive pore pressure in the process of contraction, and the probability of debris flow initiation will increase sharply (Hutchinson, 1986; Fleming et al., 1989; Gabet and Mudd, 2006). In fact, during the whole process of soil deformation, continuous dilation and contraction may occur frequently, resulting in dynamic change of soil porosity, which in turn will affect water content and pore pressure of the soil. Therefore, the importance of porosity is more reflected in its water storage and pressure conduction, as well as the resulting changes in soil stress state.
The effective stress and cohesion determine the shear strength of soil mass based on Mohr–Coulomb criterion. This criterion can also be used to interpret the processes of slope instability and debris flow initiation. The limit equilibrium or safety factor method based on this criterion has been used widely in the field of engineering consultation. By further introducing the theory of unsaturated soil mechanics (Fredlund et al., 1978), Qi and Huang (2003) added the influences of pore water pressure and pore air pressure to the traditional formula of shear strength and proposed a discriminant formula to judge whether the loose material was started or not (Table 1, Formula 1). The basic idea of this formula is that with the continuous rainfall input, matrix suction of loose material decreases significantly with the increase of water content, resulting in reduction of shear strength. When the loose material is saturated and the shear strength is less than the tangential stress produced by flow and gravity, debris flow will occur.
TABLE 1 | Some typical formulas on initial discrimination of debris flow and entrainment/erosion rate.
[image: Table 1]Although the probability of slope material liquefaction and transformation into debris flow increases sharply after saturated, soil saturation is not a necessary condition for the development of debris flow (Iverson and Vallance, 2001; Chen et al., 2006). Thus, the applicability of above theories has limitations to some extent. Besides, there is no further analysis on the liquefaction mechanism and the transformation process from solid to fluid. In view of this, some researchers put forward the so-called slurry making theory and soft base effect of landslide transforming into debris flow based on case investigation and ring shear test (Chen, 1992; Zhang et al., 2009). However, physical description had not been described in details. Iverson of USGS had made a more beneficial exploration on this issue.
Based on theoretical derivation and large-scale solid model experiments, two liquefaction mechanisms of landslide transforming into debris flow were proposed by Iverson et al. (1997a); Iverson (1997b); Iverson and Vallance (2001). One was that for the soil mass with negligible cohesion, liquefaction occurred when the pore water pressure increased to the value of total normal stress, that is, the effective stress dropped to 0. The other was that for the cohesive soil mass, in addition to maintaining a high level of pore water pressure, it was necessary to reduce the cohesive force by vibration before liquefaction. The increase of pore water pressure, mainly caused by soil contraction and continuous water supply, was the main cause for landslide transforming into debris flow. While the vibration of soil mass was mainly realized by earthquake or movement on a rough slope, that is, converting kinetic energy into heat energy of soil particles. Combined with the Coulomb grain flow equation (Iverson, 1997b), the author realized the mathematical simulation of the whole process of landslide debris flow and reproduced the initial processes under the two liquefaction mechanisms in solid model experiments (Iverson et al., 1997a).
Iverson’s work indicated the critical influence of pore water pressure on the formation of landslide debris flow in different mechanisms and soil types on mathematical and physical level and strongly promoted the application of relevant indicators in debris flow prediction and early warning research. Additionally, the work provided a more systematic, coherent, and dialectical understanding of the connections among the Mohr–Coulomb criterion, the unsaturated soil mechanics theory, the critical state theory of soil mass, and the vibration of liquefaction. However, some process details, especially the issues on soil liquefaction, are still needed to be addressed, such as how to establish the mathematical relationship between vibration energy and soil cohesion, the relationships between different soil properties and liquefaction vibration, and the corresponding critical phenomena. If these issues cannot be discussed sufficiently, it is difficult to break through the framework of safety factor method on slope debris flow initiation.
Debris Flow Starting from Gully or Channel (Gully Debris Flow)
This phenomenon means that the initiation and movement of debris flow mainly occur on the gully or channel bed. It can be formed by the erosion of bed basal materials or by the entrainment of bank collapse materials caused by continuous lateral erosion. Compared with slope debris flow, gully debris flow has more diversity in material sources and development forms. Besides, the development environment of gully debris flows usually presents lower requirement on channel gradient because of the dramatic influence from water flow, that is, the initiation of gully debris flow is more sensitive to the channel gradient. Therefore, the traditional research on the initiation of gully debris flow mainly focuses on the relationships among discharge, channel gradient, and the grain composition of loose materials.
Being the most direct triggering factor of gully debris flow, the influence of discharge is the first concern. It is generally believed that the critical discharge for gully debris flow always increases with the increase of particle size (Table 1, Formula 2). However, some studies have pointed out that the potential energy provided by channel slope should also be considered. If the channel slope is very small and the particle size is large enough concurrently, it can only develop bed load movement even if the discharge is very large (Wang, 2001). Based on a great number of experiments, Wang (2001) established the empirical relationship between the critical slope and the median diameter of loose materials in the process of debris flow formed by flow scouring (Table 1, Formula 3). By laying nearly homogeneous gravel layer in the flume with gradient from 12 to 20°, Gregoretti and Fontana (2008) carried out an experiment and summarized the rule of critical discharge of gully debris flow initiation under different particle size and slope conditions (Table 1, Formula 4). The outcome was used to estimate the critical discharges of erosion-induced debris flow events in 6 catchments in Dolomites of Italy. The author believed that the formula was competent for general sensitivity analysis.
In addition to the process research represented by the above achievements, that is, summarizing empirical or semiempirical relationships through solid model experiments, researchers also tried to further expand their knowledge from mechanical or energy level (Table 1, Formula 5, 6).
Takahashi (1978) constructed a model for critical slope calculation of gully debris flow from the perspective of mechanical equilibrium based on Bagnold’s theory of granular flow. The model assumed a scenario that in an infinite gully slope, the loose material reached the state of saturation after being soaked by flow water, and then failure and debris flow occurred due to the excess shear stress. Blijenberg (2007) provided the safety factor version of the model and applied it to the Alps in southern France. It was found that the results of the model were too conservative, that is, even in cases where only extreme rainstorms could induce debris flows, the cases would still be considered unsafe. The author believed that one of the important reasons for this was that the loose materials in the channel were difficult to reach the state of saturation under the flow scouring, which had also been confirmed by some recent experimental studies (Pan et al., 2017; Li et al., 2019). On one hand, the flow at the beginning would take away the fine particles to form enough pores in loose materials; on the other hand, the water carrying a large amount of sand and stone was likely to bypass these pores and flow through the surface of loose materials directly during the flood process.
Besides, Wang (2001) pointed out that the loose materials in Takahashi’s model might be washed away by water flow before failure; thus, the critical slope obtained from this model was overestimated to some extent. Iverson and Ouyang (2015) also believed that such models based on granular flow theory were not suitable for gully debris flows because these debris flow processes were far away from equilibrium, commonly.
Gully debris flow may present wave-like discontinuous characteristic due to the erosion and entrainment of loose materials (Iverson and Ouyang, 2015). The eroded materials continuously concentrated to the front and provided energy through particle collision, so that the front could move in the channel with gentle or even reverse slope (Wang, 2001; Lyu et al., 2017; Gregoretti et al., 2018). Therefore, erosion and entrainment are an important mechanism for gully debris flow development. Case analyses and experimental studies showed that most of the erosion and entrainment occurred at the stage of front passing (Haas and Woerkom, 2016; McArdell, 2016). The scouring depth of riverbed usually increased with the increase of channel gradient, flow depth, discharge, basal shear stress, front water content, and particle size (Theule et al., 2015; Haas and Woerkom, 2016; Vázquez et al., 2016; Frank et al., 2017).
Furthermore, theoretical analysis indicated that when the density of mixed layer was distinctive with that of riverbed layer, the changes of eroded material volume and pore water pressure during the entrainment process might affect entrainment rate as a feedback effect (Iverson, 2005). Compared with the undisturbed bed material, the eroded material was more likely to be entrained by runoff due to the decrease of cohesion (McGuire et al., 2017). Some researchers believed that when the debris flow passed through the riverbed, it would rapidly infiltrate and saturate the bed material with a certain thickness, that is, forming a moist layer. Consequently, the layer would be eroded completely when the safety factor was less than 1 (Huang and Tang, 2017).
Before being transformed into debris flow, the riverbed materials must undergo complex mechanisms such as material exchange, energy transfer, and rheology during the processes of erosion, deposition, and entrainment, among which the problems of erosion and entrainment have aroused widespread concern in the academic community. However, although the physical senses of these two phenomena are different (Iverson and Ouyang, 2015), they are generally considered to be uniform when calculating the erosion or entrainment rate.
Many studies have established the relationship between the entrainment rate and the process of hyperconcentrated flow transforming into debris flow by using numerical models. Based on the specific rheological law and continuum theory, these models were usually presented in the form of single-/two-phase depth-average/integral model coupling the formula of entrainment rate (Stancanelli et al., 2015; McGuire et al., 2017; Mergili et al., 2017; Vagnon et al., 2018; Gregoretti et al., 2018, 2019; Liu and He, 2020; Zhou et al., 2019). Among these entrainment formulas, there were not only empirical formulas established by the parameters of sediment concentration and slope gradient before and after scouring (Table 1, Formula 7; Takahashi, 1978; Frank et al., 2017) but also mechanism or semi-mechanism formulas based on the physical relationships among riverbed morphology, velocity, and basal shear stress (Table 1, Formula 8, 9). The motion state of mixed flow in these models was basically determined by the volumetric proportion of solid and liquid factions, for example, the empirical threshold value from the apparent viscosity or the volumetric sediment concentration (McGuire et al., 2017; Bout et al., 2018; Liu and He, 2020).
The above numerical simulation originated from depth-average/integral model coupling entrainment rate formula could restore the evolution characteristics of some typical debris flow events to some extent, especially the characteristic of rheology and the amplification effect. However, there are yet some problems to be solved in theory (Iverson and Ouyang, 2015; Garres-Díaz et al., 2020).
The first one is the conservation of momentum of the mixture fluid after entraining new loose material, that is, whether the energy of the debris front is increased or decreased after the loose material is absorbed, which needs to be further analyzed in different scenarios. The second one is the changes of volume and excess pore water pressure of entraining front caused by the density difference between mixture fluid and loose material, as well as the corresponding feedback effects on erosion, deposition, and rheological processes, which call for more experimental and simulation studies. The third one is that the existing entrainment rate formulas rarely considered the material supplement caused by lateral erosion and bank collapse, which may play a greater role in the formation of debris flow (Lyu et al., 2017).
In addition, although the existing technology of numerical simulation can provide some support for the estimation of critical rainfall or discharge, its calculation time is too long to meet the requirements of monitoring and early warning in terms of timeliness. This technology is more suitable for scenario analysis and risk or hazard assessment. Therefore, the relatively simple discrimination method for debris flow initiation has gradually become a research hotspot. For instance, Berti and Simoni (2005) established a runoff yield model for initial area of debris flow in Dolomites area of Italy based on kinematic wave equation. It was found that the critical discharge for the initiation of loose materials was so small that the interval of threshold values between the generation of surface runoff and the debris flow initiation could be ignored. Hence, the author believed that the study and simulation of runoff generation process was an alternative and relatively convenient way to identify the initiation of debris flow.
Shu et al. (2017) proposed a discriminant for particle initiation of nonhomogeneous debris flow by using the Shields number based on sediment movement mechanics, that is, when the ratio of flow shear stress to critical particle starting stress was larger than 1, the particle initiation occurred. This idea was similar to Berti’s and Simoni’s hypothesis and was supported by Tillery and Rengers (2020). However, since the initiation of sediment particles or the formation of surface runoff is not a sufficient condition for debris flow initiation, there are limitations to use these methods for discrimination.
Taking the bulk density >1,300 kg/m3 as the basis of gully debris flow formation, Dang et al. (2014) and Wang et al. (2018) built another type of discrimination indicator based on the same formula framework by using the parameters such as flow power and dimensionless shear stress. However, the threshold of these indicators would change with the variation of volumetric solid concentration. Thus, a range of tests are needed to calibrate the parameters before being applicated. Moreover, the relevant monitoring indicators are not easy to accurately measure when disasters occur, so it is difficult to promote.
In a word, although people have gained some knowledge on the initiation of gully debris flow, there is still room for further development and improvement in terms of erosion or entrainment mechanism of loose materials from different sources, the boundary tractions and materials exchange, and the construction and application of rapid discrimination method.
DISCRIMINATION METHODS FOR DEBRIS FLOW INITIATION
The discrimination or prediction methods here refer to a series of key elements monitoring and initial node determination of debris flow in the potential formation area, that is, material source area, which can provide important reference for early warning of debris flow disasters. For now, there were many means of test for debris flow monitoring and early warning worldwide, such as the research using geophone, seismometer, and other seismic monitoring facilities based on the change of ground amplitude, frequency, or energy of the event (Palau et al., 2017; Walter et al., 2017; Lai et al., 2018; Coviello et al., 2019). Some of them could even distinguish debris flow from flood flow (Schimmel et al., 2018). However, compared with the initial discrimination, these methods are usually more sensitive to the process of debris flow movement. Moreover, due to the issues of noise discrimination, use cost, deployment, and installation, it is difficult to promote on a large scale.
In addition, considering the role of local convective weather in mountainous areas on debris flow prediction, some studies have also tried to use the cloud-to-ground lightning flash data and the convective available potential energy (CAPE) to establish correlation (Turkington et al., 2016; Underwood et al., 2016). However, due to the scale conversion and other reasons, for now, it was difficult to support the high reliability local initial prediction.
According to the current engineering practice, three basic discrimination methodologies for debris flow initiation can be summarized in general, that is, the safety factor method, the rainfall indicator method, and the comprehensive assessment method. The former refers to the models established based on the principle of mechanical equilibrium, and its representative achievements have been introduced in the previous sections (Takahashi, 1978; Iverson and Vallance, 2001; Qi and Huang, 2003; Blijenberg, 2007; Dang et al., 2014; Shu et al., 2018; Wang et al., 2018). This section mainly combs and summarizes the ideas and contents of the latter two methodologies and does not involve the hardware and technology of sensors and network communication.
Rainfall Indicator Method
The rainfall is an indispensable condition of external force for most debris flow events. Due to the relatively lower technical threshold and system maintenance cost, it is the most popular method in the world to use rainfall index for debris flow monitoring and early warning (Table 2), and its representative method is the power law equation (I-D method) proposed by Caine (1980)
[image: image]
where I is the critical rainfall intensity per unit time, which can be the peak intensity (Cannon et al., 2008) or the average intensity (Brunetti et al., 2010); D is the rainfall duration; and α and β are the empirical calibration parameters, respectively.
TABLE 2 | Some typical discrimination formulas of debris flow occurrence based on the rainfall indicator method.
[image: Table 2]The method assumes that there is a nonlinear relationship between the critical rainfall intensity and the rainfall duration, and the former decreases with the increase of the latter. In practice, two strategies of the method, that is, the upper limit method and the lower limit method are used commonly. The former takes the maximum rainfall intensity that cannot cause debris flow events at a specific time and space as the critical point, while the latter takes the minimum rainfall intensity that can induce debris flow events as the point (Guzzetti et al., 2008). Obviously, the lower limit method is more conservative and prone to false alarm, while the upper limit method is loose and prone to fail alarm. If any interval value is taken as the critical point, it mainly depends on the empirical judgment and has strong subjectivity.
In conjunction with USGS, the National Oceanic and Atmospheric Administration (NOAA) started the work of monitoring and early warning for wildfire-induced debris flow in mountainous areas of Southern California since 2005 (Restrepo et al., 2008). A determination method of critical rainfall intensity based on the I-D idea was proposed during the project. The method, providing a path for the objective selection of the I-D curve, used receiver operating characteristic curve (ROC) to find the equilibrium solution under the conditions of minimum false/fail alarm rate and maximum accuracy rate based on the outputs from the upper limit method and the lower limit method (Staley et al., 2013). Besides, as an empirical statistical method, the same purpose, that is, objectively setting the critical point, can also be realized by using trial and error or multi-objective optimization algorithms (Wu et al., 2018; Yan et al., 2020).
The traditional I-D method requires high spatial and temporal resolution on historical data, which is not in line with the reality that most mountainous areas lack or do not have data at all. What is more, it does not consider the impact of antecedent rainfall accumulation. Although this can be compensated partly by constructing I-D curves under different antecedent rainfall scenarios, the efficiency and convenience will decline. Therefore, scholars from different regions are constantly trying to develop or improve relevant methods. For example, Glade et al. (2000) proposed an initial discriminant for landslide by improving the antecedent precipitation index model (Bruce and Clark, 1966) in New Zealand (Table 2, Formula 1); a debris flow prediction model in Jiangjia gully in China was put forward by the Institute of Mountain Hazards and Environment, CAS, 2000 based on long-term observation and water balance principle (Table 2, Formula 2). These discrimination methods based on rainfall intensity–antecedent effective rainfall, that is, I-A method, have also been applied in many early warning cases of flash floods and debris flows (Clark et al., 2014; Deng et al., 2018), and it is especially suitable for those watersheds with better vegetation coverage and greater water storage potential. However, some findings reported that the early warning effect of I-D method was better than that of I-A method for the watersheds with sandy soil (Abancó et al., 2016), and the minimum duration of rainfall triggering debris flow should even be upgraded to the key indicator (Pastorello et al., 2020).
In view of the lack of data in mountainous areas, the conventional method is to use the data of nearby stations for analogy or interpolation. However, recent studies have shown that these methods were easy to overestimate or underestimate the rainfall threshold to some extent (Marra et al., 2016; Destro et al., 2017; Marra et al., 2017), especially for the convective weather events with small watershed scale. Even if the data of adjacent basins were used, they might lead to calculation errors. Fortunately, radar rainfall measurement could improve this situation to a certain extent (Abancó et al., 2016).
In addition, there are two indirect solutions: 1) according to the determined contour maps of maximum rainstorm and their coefficients of variation, the design rainstorms with different frequencies can be calculated, and then, the results consistent with the frequency of historical disaster events can be taken as the regional critical rainfall. This idea has been widely used in the field of prediction and early warning of regional flash floods and debris flows (Liang and Yao, 2008; Duan, 2009). 2) The threshold of the key index for debris flow initiation can be obtained by using various mechanism or semi-mechanism models (Huang and Tang, 2017; Bout et al., 2018; Zhou et al., 2019; Liu et al., 2020), and then, the critical rainfall value can be deduced according to the threshold. For example, Pan et al. (2018) first obtained the critical flow depth for debris flow based on Takahashi’s model and then deduced the rainfall threshold by using the water balance equation of stored-full runoff; Zhang et al. (2019) used the safety factor method and the excess infiltration–saturation runoff model to obtain the bulk density of mixed flow and then established the I-D curve according to whether the density reached the critical condition of debris flow formation. Although there is no requirement for historical data in this kind of scheme, the process model used here usually has certain theoretical assumptions. Therefore, the mechanism of runoff generation and the types of debris flow, that is, stony debris flow, viscous debris flow, or other types, should be clarified before its application. Besides, the scheme also needs to ensure the reliability of some key parameters such as the gully morphology and the infiltration rate, thus the workload in early stage is generally large.
Comprehensive Assessment Method
There are a number of factors that affect the initiation of debris flow, and solely relying on rainfall indicators for discrimination and early warning will have many limitations. Especially for some small watersheds where environment changes rapidly, the comprehensive assessment method can achieve twice the result with half the effort. According to the number of elements considered and the difference of estimation means, the comprehensive assessment method can be roughly divided into the multielement method and the key-element method. The former has the similar technical process with the natural hazard assessment, but it emphasizes more on the input of dynamic factors, data fusion, and rapid response. The latter is more associated with hydraulic and soil mechanic tests or field observation, and the indices of investigation are more concentrated.
It should be noted that the boundaries of this classification are not always clear. Many methods integrate the advantages of each idea. For example, the US Flash Flood Guidance (FFG) system not only considered the results from hydrological forecast, which could be regarded as the combination of key-element method and rainfall indicator method, but also referred to the level of Flash Flood Potential Index (FFPI) of each watershed based on the multielement method (Clark et al., 2014). The similar examples also appeared in the works of Posner and Georgakakos (2015) and Berenguer et al. (2015).
Multielement Method
Typical examples of the multielement method are the susceptibility assessment of wildfire-induced debris flows in western United States, and the works from Kung et al. (2012), Yu et al. (2013), Yu et al. (2014), Yu et al. (2015) in Taiwan and Western China, respectively. In recent years, the frequent occurrence of postfire debris flow in California has been fully concerned by the academia. Due to the frequent disturbance of wildfire on underlying surface, empirical relationships between the threshold value obtained by the rainfall indicator method and the events presented great uncertainty. Therefore, many studies have built the multielement indices system from rainfall, landform, vegetation, soil erodibility, disaster damage, and other aspects. The logistic regression, decision tree, naive Bayes, and other machine learning algorithms were used to establish the classification model for debris flow initiation discrimination. The results showed that the accuracy of related models, that is, area under the ROC curve (AUC), could reach over 0.7 (Kern et al., 2017; Staley et al., 2017; Addison et al., 2019; Cui et al., 2019).
Taking 181 slopes above 15 degrees in Nantou County of Taiwan as samples, Kung et al. (2012) divided the impact factors into the real-time factors such as rainfall, vegetation, and material source characteristic and the non–real-time factors such as slope length and lithology. Subsequently, a set of discrimination systems for debris flow initiation were established based on comparative analysis among the multiple regression, the multivariate analysis, and the backpropagation method. The results showed that the discrimination model based on backpropagation method had the highest accuracy, and the contributions of relevant indicators were ranked as NDVI, effective infrared band, effective rainfall intensity, and accumulated rainfall.
Yu et al. (2013), Yu et al. (2014), and Yu et al. (2015) further developed 1 h and 10 min rainfall forecast models by improving the indices of landform, geology, and precipitation in the formation model for debris flow in Chenyulan watershed of Taiwan (Table 1, Formula 10). It is reported that the models have been verified by using the historical data in Yunnan, Guizhou, Sichuan, Gansu, and other areas of China. However, the application site was limited to the source area, which hindered the promotion of these models to some extent.
The theoretical framework of this kind of method is relatively simple, and the elements considered are more comprehensive than the key-element method. Especially with the support of machine learning and big data analysis, the reliability of the results is further improved. Currently, it is a powerful tool for understanding potential threats and grasping real-time hazard information in time. However, there are still some subjective effects in the establishment of index system, algorithm, and weight design of this method. In particular, the selection of some sensitive indicators will show great differences due to different regions and algorithms. For instance, the vegetation element is an important index in both postfire debris flow models and Kung’s model, but it is not considered in Yu’s models at all. Furthermore, due to the needs of macro analysis and rapid response, the multielement method has higher requirements for the convenience of data acquisition. Therefore, the real-time data usually come from rainfall stations and remote sensing monitoring, while the index data that are relatively hard to collect, such as particle size, pore water pressure, and dry density of loose materials, are rarely considered. The more targeted key-element method can better make up for these deficiencies.
Key-Element Method
The key-element method mainly focuses on the key physical properties related to the initiation of debris flow, such as dry density, water content, and pore pressure. The data of this method are usually collected from field test/observation, large-scale solid model experiment, and geotechnical test. On this basis, the coupling critical relationships among these indicators to debris flow initiation are explored by means of statistics, hydrometeorological or dynamic analysis methods. Formulas 2–5 in Table 1 are the representative results of this kind of method. Besides, the three-dimensional coupling curved surfaces proposed by Cui (1991) and Qiao et al. (2018) also belong to this method (Figure 2).
[image: Figure 2]FIGURE 2 | Typical 3-dimensional discrimination models based on the key-element method ((A), (B)Qiao et al., 2018; (C)Cui, 1991).
Generally, it is necessary to monitor the state of material sources when using the key-element method. Some data of indices, such as the critical void ratio and the effective stress, can be tested by pre-sampling. The soil moisture can also be calculated by a mathematical model (Posner and Georgakakos, 2015), but other indices need to be monitored in real time. Due to the high cost of monitoring and the difficulty of facility deployment for debris flows, the type and number of monitoring indicators are usually strictly controlled. For instance, the pore water pressure is widely accepted as a key indicator of debris flow development. However, Qiao et al. (2018) found that the indicator only showed strong response under extreme conditions such as rainstorm and steep slope, and it presented great volatility and randomness during the experimental process. Accordingly, they believed that the pore water pressure was not an ideal indicator for debris flow initiation and eliminated it in the model.
In addition, the accumulation of loose material caused by earthquake and wildfire will be reconsolidated due to vegetation restoration and natural compaction of soil, which could increase the rainfall threshold significantly (Guo et al., 2016). Therefore, it is necessary to resample and recalibrate the model periodically when using this method.
CONCLUSION AND PROSPECT
The research on initial mechanism of debris flow is the basis of related disaster prevention and mitigation, which is of great significance to improve the performance of debris flow monitoring and early warning. In this article, by summarizing recent research progress of debris flow initiation mechanism and related discrimination or prediction methods, it is found that great findings have been made in the process mechanisms of slope and channel. Furthermore, the discrimination formulas derived from a series of theories, including the Mohr–Coulomb criterion, the unsaturated soil mechanics theory, the critical state theory of soil mass, the continuum theory, the granular flow theory, and the rheological law, have also been used widely in the field of prediction and early warning. However, there are still some problems to be solved in the process mechanism details and the optimization of prediction and early warning scheme.
For future research and preventive practice, the following issues are worthy of attention:
The transformation mechanism of landslide into debris flow, especially the vibration liquefaction and its application need to be further explored. Is there a critical phenomenon in the process of vibration liquefaction? What elements can be developed into monitoring and early warning indicators? How to determine the relevant threshold? If these questions cannot be answered effectively, it is difficult to break through the framework of safety factor method.
The erosion or entrainment of mixed flow has an important influence on transformation of flash floods into different types of debris flows. Future research can be further expanded and improved in the following issues: the erosion or entrainment modes of loose materials from different sources, the boundary tractions and materials exchange during the process of entrainment and deposition, as well as the rapid identification of different types of debris flow initiation and the selection of corresponding key indicators.
Currently, empirical analysis combined with the machine learning technology has obvious effect on improving the prediction accuracy of debris flow. To meet the needs of big data analysis, the establishment or improvement of a unified, stable, and open access database system for event registration and query, as well as the development of large-scale and high-precision rainfall monitoring are still regarded as the important aspects of debris flow prevention in the future, which is also applicable to the prevention of flash floods.
The multielement method from the comprehensive assessment method is a powerful tool for understanding potential threats and grasping real-time hazard information in time, and the results can also be used as a strong basis for the implementation of the rainfall indicator method and the key-element method. It should be popularized in debris flow disaster-prone areas to make it a long-term reference for local government and residents.
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Debris flow is one of the most destructive geomorphological events in mountainous watersheds, which usually appears in the form of successive surge waves as observed all over the world. In particular, debris flows in the Jiangjia Gully in southwest China have displayed a great variety of surge phenomena; each debris flow event contains tens or hundreds of separate surges originating from different sources. Therefore, the surge sequence of an event must encode the information of debris flow developing. The unmanned aerial vehicle photos provide an overview of debris flow sources, showing the different potentials of the debris flow and surge sequences present various patterns responding to the rainfall events. Then the variety of rainfalls and material sources determine the diversity of surge sequence. Using time series analysis to the surge discharge sequences, we calculate the Hurst exponent, the autocorrelation function, and the power spectrum exponent and find that all the sequences commonly share the property of long-term memory and these parameters are correlated in an exponential form, with values depending on rainfall patterns. Moreover, all events show a gross trend of discharge decay, despite the local rainfall process, which implies the intrinsic nature of the surge sequence as a systematic behavior of watershed. It is expected that these findings are heuristic for establishing mechanisms of debris flow initiation and evolution in a watershed.
Keywords: stationary, persistence, long-term memory, Hurst exponent, debris flow
INTRODUCTION
Debris flow occurs frequently in mountainous watersheds (Huerlimann et al., 2006; Deangeli et al., 2011). Three factors are key to the occurrence of a debris flow: steep topography, high-intensity rainfall, and abundant loose debris (Lin et al., 2002). Initially developed from randomly distributed tributaries (Li et al., 2004), debris flow is a full-valley process that finally converges into the downstream channel (Liu et al., 2008; Liu et al., 2009). It moves rapidly and strongly entrains material and water from the flow path (Iverson and Vallance, 1997; Hürlimann et al., 2003; Berti and Simoni, 2005; Godt et al., 2007; Cui, 2015; Hungr et al., 2014). Sometimes, debris flow may temporarily dam rill channels, creating new rills or plunge pools, and quickly change into hyper concentrated flow when mixed with additional water from overland flow (Godt et al., 2007). Heavy rainfall facilitates the running process of debris flows by increasing pore water pressure, seepage force, and reducing effective stress of soils (George et al., 2007). Loose debris includes loose mud, sand, soil, and rock (Jakob and Hungr, 2007). The local rainfall and the material sources together influence the occurrence and fluctuation of debris flows.
A conspicuous phenomenon is that debris flow emerges in the form of separate surge waves (Liu et al., 2008; Liu et al., 2009). A surge is wave-like locomotion of high-density liquid restricted to a certain volume and spatial shape (Liu et al., 2009). A typical surge has a steep front or “head” with the densest slurry, the highest concentration of boulders, and the greatest depth, and it is followed by a progressively more dilute and shallower “tail” (Hungr, 2000). Surges are found to originate from the varieties of tributaries and discontinuities in mass supplies (Wu and Kang, 1993; Li et al., 2004; Ni and Lu, 2005; Liu et al., 2008; Liu et al., 2009), and a debris flow event always contains tens or hundreds of surges. Therefore, a surge sequence must embody with information of debris flow forming and developing from tributaries to the mainstream. Surges come from different tributaries and undergoing different processes (Liu et al., 2009), and time intervals between different surges during one debris flow event varies from 1 to 103 s. Besides, the appearances of surges reflect their sources and originations.
Former research concerning debris flows includes systematic investigation of debris flow hazards and related phenomena (Lin et al., 2002; Huerlimann et al., 2006; Jakob and Hungr, 2007), debris flow susceptibility (Dong et al., 2010; Kappes et al., 2011), geological factors inducing debris flows (Chen and Su, 2001), the relationship between rainfall and debris flows (Guzzetti et al., 2008), etc. In this study, we research debris flows that occurred in the JJG as debris flows in this area are well known for their high frequency and variety of surge appearances, and a long-term continuous monitoring and field observation in this watershed have provided a huge dataset of surge parameters. Based on the data, this study attempts to find the temporal characteristics of surge sequence as a time series and their association with the forming conditions of rainfall and material sources. At first, we provide an overall view of JJG and its debris flow appearances; then we display the surge sequences in various patterns under different rainfall conditions; finally, we analyze the time series of the surge sequences to reveal their temporal features, which are believed to help understand the developing of debris flow in the valley scale.
DATA AND METHODS
Description of the Study Area
The research area JJG, one of the main gully located in the Jiangjia Ravine watershed (between N26°13′ ∼ N26°17′, and E103°06′ ∼ E103°13′, 48.6 km2), is a tributary of the Jinsha River with the trunk channel length of 13.9 km and is situated 200 km northeast of Kunming, the capital of the Yunnan Province (Figure 1). The JJG is developed in the zone of the Xiaojiang fault, of which two-branched joins in the downstream reaches (Peng et al., 2005). With favorable climate (long-duration low-intensity precipitation in rainy seasons), topography (widespread steep-slope tributaries), and geographical factors (unconsolidated regolith), debris flows frequently occur here. The frequencies of debris flow in JJG can reach as many as 28 episodes in a single year (Peng et al., 2005). Debris flows here have characters of conspicuous fluctuation, viscous flow, and variety of appearances (Chen et al., 2005; Yong et al., 2012). In this research, we use data for 40 debris flow discharge series collected from the Dongchuan Observation and Research Station. The discharge of a surge is estimated by the product of the flow velocity between the fixed sections and the average section area (Kang et al., 2006). The temporal interval between successive surges ranges from tens to hundreds of seconds (Liu et al., 2009). The ID of each series denotes the date of the event, for instance, “070724” indicates the debris flow that occurred on July 24, 2007.
[image: Figure 1]FIGURE 1 | Digital elevation model and the distribution of rain gauges in Jiangjia Ravine.
Precipitation Data Collection
Local rainfall occurs mainly between May and October and average rainfall gauges between 400–1,000 mm (Xiao-junGuo, et al., 2013). There are nine rain gauges locate in JJG (Figure 1) with precision of 0.1 mm and temporal resolution of 1 min. As data being collected from different rainfall gauges show little variance, we use data from Mayiping for its continuous and complete character.
Debris Flow Data Collection
In this research, we use data for 40 debris flow discharge series collected from the Dongchuan Observation and Research Station, Chinese Academy of Sciences. Measuring quantities include the debris flow discharge (m³/s), the flow depth (m), the velocity (m/s), the flow density (m³/s), the time interval (s), etc. The discharge of a surge is estimated by the product of the flow velocity between the fixed sections and the average section area (Kang et al., 2006). The flow depth is directly read from the level mark inscribed on concrete pile at the section. The velocity is measured as an average value of the surge passing through two fixed cross sections (Li et al., 2015). The flow density is determined directly by weighing the fluid. The temporal interval between successive surges ranges from tens to hundreds of seconds (Liu et al., 2009). The ID of each series denotes the date of the event, for instance, “070724” indicates the debris flow that occurred on July 24, 2007.
RESULTS AND DISCUSSION
Environmental Conditions and Debris Flows
As being mentioned in the introduction part, material sources, geography, and precipitation are all factors that influence the initiation and moving of debris flows.
Material Sources, Geography, and Debris Flows
Field surveys have indicated that debris flows in JJG originate almost from one of the major tributaries, the Menqian Gully; while the other tributary, Duozhao, has few occurrences. Through filed investigation, we found out that Menqian has 65 major tributaries (>0.1 km2) and Duozhao has 76 dendritic tributaries. As shown in Figure 2, the tributary structure and material sources are remarkably different in these two gullies. This controls the initiation and development of debris flow surges. Moreover, material sources differ much in the two gullies. Based on field surveys, it is estimated that material quantity from potential landslides and streambed sediment is about 5.2 × 108 m3 in Menqian and 2.3 × 108 m3 in Duozhao.
[image: Figure 2]FIGURE 2 | Aerial photos of the Menqian (left) and Duozhao (right) Gully.
The trigger mechanism of debris flow in JJG usually takes place in two stages: the primary slope failure in the source area, and the hydraulic movement which transfers the solid materials flowing into the brook track (Lee et al., 2008). A typical debris flow event includes three processes: initiation in the source area, transportation along tributaries and main gullies, and debris accumulation in the end. Figure 3 exhibits the three processes: the initiation (A), the transportation (B), and the accumulation (C) stage. The source area of each debris flow event has a scar appearance (Figure 3A) with peeling land surface and erosive gully. Then rainfall soaks down into the debris, adds weight, and triggers a flow (Takahashi, 2014). Debris flows move in the form of surges (Figure 3B) due to the varieties of tributaries and the discontinuities in mass supplies. For instance, a debris flow event occurred on July 7, 2017 (170707), which started at 3:50:52 in the morning and ended at about 8:00:00 in the evening, carrying 5.78 × 104 m³ of the sediment. Throughout this event, there appears individual 38 surges with average time intervals being 65 s. Each debris flow event consists of tens or hundreds of surges separated in time. During the debris motion in the valley, the transportation (Figure 3B) and accumulation process (Figure 3C) of the debris flow are controlled by the high potential for grain crushing of deposits upstream and lower potential for the deposits downstream.
[image: Figure 3]FIGURE 3 | Three processes of debris flows.
Debris flows move down hillslopes (Figure 3C) across unobstructed fan surfaces in almost any direction and transport materials downslope, thereby forming a debris fan. Many flows are associated with deep beds of widely graded alluvial material, fed by tributary streams flowing in steep, rapidly eroding ravines. All these processes are controlled by the structure of the gully, and for this reason, the difference occurs between the tributary Menqian and Duozhao. Debris flow that occurred in the JJG almost came from Menqian instead of Duozhao and reasons can be summarized as follows: for material supplement, the Menqian Gully possesses about 60% of debris flow deposits; for topography, Menqian has a well-developed tree-shape water system constituting tributaries from lower to higher orders which contribute more to the occurrence of debris flows, while Duozhao has a braided drainage system with several channels of long steam length; for precipitation, data collected from rain gauges indicated that both frequency and amount of rainfall in Menqian is higher; from Figure 2 and also field investigation, vegetation coverage in Menqian is less.
Precipitation and Debris Flow
Debris flow depends on the precipitation over the watershed; specifically, a surge depends on local rainfall and the corresponding material sources. At present, we consider only the gross coincidence between the rainfall and debris flow event, due to the lack of detailed data of local rainfall and material sources. In general, hydrological conditions leading to debris flow initiation may vary substantially, depending primarily on the rainfall pattern. High-magnitude rainfall may lead to soil saturation, reduce effective stress, and consequential slope instability, and finally generate debris flows (Milne et al., 2009). Given the material conditions of JJG, the debris flow is mainly controlled by the pattern and intensity of rainfall (including rainfall intensity–duration relationship, cumulative event rainfall, and antecedent rainfall, see Xiao-junGuo, 2013), and rainfall intensity is the major factor being considered in this research. A debris flow event here appears in a sequence of surges within the duration of the rainfall event, with time intervals between surges about hundreds of seconds (Liu et al., 2009). Table 1 lists eight events and the responsible rainfalls, in which the triggering intensity is identified as the intensity of rainfall from the rainfall start to the time of debris flow occurring and Table 2 lists the elemental parameters of these events.
TABLE 1 | Triggering rainfall events for the eight typical debris flows.
[image: Table 1]TABLE 2 | Parameters for the eight debris flow events.
[image: Table 2]Statistical properties (e.g., the sum, mean, standard deviation, and maximum values) of the eight events are listed in Table 3, in which we also give the percentage of surge with discharge surplus 1/3 of the mean value. It is found that most events consist of “small” surges that have discharge below the 1/3 mean value; only two events, the 080705 and 170703 events, have more than half of surges that reach the 1/3 mean level. One finds no correlation between the overall rainfalls and the surge percentage of a certain discharge level, but the patterns of surge fluctuation exhibit some correlation to the rainfall patterns (Figure 4).
TABLE 3 | Statistical values and >1/3 percentage of surge discharge series.
[image: Table 3][image: Figure 4]FIGURE 4 | Debris flows and corresponding rainfalls.
Figure 4 displays the rainfall and the associated debris flow event (the surge discharge fluctuation). This provides a gross coincidence between rainfall and debris flow. For example, a total of 33.3 mm was recorded on July 24, 2007, and the debris flow occurred at the maximum rainfall. The following day also witnessed debris flow at 13 o’clock with the triggering rainfall intensity of 8.2 mm/h.
All eight events occurred at the maximum rainfall intensity. The 130607 event has the highest (26.7 mm/h), occurring in the initial stage (the 3rd hour), followed by gradual decreasing rainfall intensity persisting about 7 h. Correspondingly, the surge discharges are relatively high in the early part. Most events (070724, 070725, 080705, 080711, and 170703) have relatively low triggering intensity (<10 mm/h) and mean intensity (<2 mm/h), that is the low-intensity long-duration rainfall pattern. The debris flow discharge pattern is directly influenced by the rainfall pattern. The most obvious example is the 070725 event, which has a similar outline with corresponding rainfall intensity.
The other events (170707, 070724, and 070725) have disperse peaks and especially a super peak surge. The 130607 event has rather high discharges in the former part, whereas the latter half shows rather low debris flow volumes.
Patterns of Surge Sequences
Each debris flow event in JJG lasts for several or dozens of hours and contains tens or even hundreds of surges separated in time (Cui, 2005). An event is a sequence of surges in a variety of appearances, thus we treat debris flow discharge series as time series. Based on the data, various patterns are found in the surge series, as shown in Figure 5, including single peak (070724), several single peaks (040721, three single peak), multi-peak (910711), single multi-peak (990716), and peak groups (910813). These five series are selected for their typical pattern performance.
[image: Figure 5]FIGURE 5 | Patterns of debris flow discharge fluctuation.
Single (several single) peak series (070724 and 040721) always has little surges (N < 100) and represents precipitation because this event is characterized by short duration and low density. Multi-peak series (910711), especially several multi-peak series (910813), tend to have more surges (N > 200) that are induced by long duration and high-intensity rainfalls. The combination of single and multi-peak (990716) reflects more diverse rainfall information of this event, that is, during the former part (1–63 surges), overall rainfall intensity is rather low with just one moment bearing high intensity, while in the latter part (63–116), rainfall intensity stays at a rather high level.
Each debris flow event that occurs in the natural environment corresponds to one of these five types, and different types reflect different rainfall patterns. More examples of debris flow surge patterns can be seen in Figure 6.
[image: Figure 6]FIGURE 6 | More examples of debris flow surge patterns.
Systematic Analysis of Debris Flow Events
To explore the temporal character of the surge series, especially the long-term memory and persistence nature of debris flows, we employ three time series analyzing methods: the Hurst exponent, the autocorrelation function (ACF), and the power spectrum analysis. The Hurst (1951) exponent, which is extensively used in hydrological and geophysical time series analysis, is employed to explore the long-range dependence of debris flow series. This parameter was calculated by the R/S analysis and has been used to investigate hydrological records of streamflow, precipitation (Miranda and Andrade, 1999), sea level (Beretta et al., 2005), paleo records of temperature (Rangarajan and Sant, 1997), etc. The ACF is a widely used theoretically and empirically robust statistical tool in geostatistics and ecology (Tobin, 2004). The power spectrum analysis is often seen in different kinds of time series, such as series of soil moisture (Zhang et al., 2021), earth’s gravity (Telesca et al., 2015), sonic velocity (Li, 2003), landslide, earthquake, and slope stability (Pelletier, 1997).
The Hurst Exponent
In this part, the Hurst exponent (H), first proposed by the British hydrologist Hurst (1956), was applied to analyze the long-term memory of debris flow discharge series. Detailed descriptions of the R/S analysis are as follows (Li et al., 2009):
Given a time series {[image: image]} t = 1, 2, …, n, divide the time series into[image: image]subseries [image: image].
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where [image: image] is the mean sequence of the time series; [image: image] is the cumulative deviation; [image: image]is the range; [image: image] is the standard deviation. If R/S∝[image: image], the time series shows the Hurst phenomenon, and the H value is called the Hurst exponent, which can be obtained by the least squares fitting in the double logarithmic coordinate system.
The value of Hurst exponent H ranges from 0 to 1 (Rangarajan and Sant, 1997). When H > 0.5, the series has persistence or long-term memory, meaning the same trend in the series, with a greater value for more persistence; when H = 0.5, the series is random without persistence; and when H < 0.5, the series has anti-persistence or short term memory, and small H means high anti-persistence sustainability (Yin et al., 2009). The R(t)/S(t) curves for the above-selected events are displayed in Figure 7 (the eight events being selected and displayed in the figure is that the Hurst exponent values of them rank the former eighth), showing a straight line in log–log plot with a slope higher than 45°. This means that the existence of Hurst exponent and H > 0.5. Similarly, we calculate H values for other sequences and all prove to be higher than 0.5, meaning the persistence of the sequences (see Table 4).
[image: Figure 7]FIGURE 7 | Hurst effect for the discharge series of the eight selected events.
TABLE 4 | Hurst exponent values of different debris flow discharge series.
[image: Table 4]The Autocorrelation Function
The ACF also measures the persistence and anti-persistence nature of time series which is defined as (Akritas et al., 2014):
[image: image]
where [image: image] is the autocorrelation exponent and [image: image]is the mean value of the sequence, [image: image],…,[image: image] (here is the discharge). xt and xt+k represent debris flow discharge values in the [image: image] and [image: image] surge sequence, respectively.
Three examples of ACF are displayed in Figure 8. It is found that all the ACF decays with surge progress in a power-law form, ρk ∼ k-n (with exponent n listed in Table 4). This means that the correlated range between surges in each event decreases rapidly, meaning that the memory is relatively short, ranging only within the first several or tens of surges.
[image: Figure 8]FIGURE 8 | ACF for the three debris flow discharge series.
The Power Spectrum
The power spectrum is another measure for the persistence and memory of time series. The power spectral density function (Jun, et al., 2021) is as follows:
[image: image]
Here, the power spectrum S is the square of the Fourier coefficients at each wavenumber of a Fourier series (Malamud and Turcotte, 1999), and as for debris flow series, it represents the contribution of discharge along with different surges range (or fluctuation frequency). When [image: image] it represents the series has strong persistence or long-term memory character; [image: image] indicates weak persistence or short memory (Parada et al., 2003). We calculated β values (Table 4) for all the debris flow series and three were selected and displayed in Figure 9 for they have different representative β values: 1.169 (010708), 1.304 (910709), and 1.946 (910711).
[image: Figure 9]FIGURE 9 | The power spectrum of the three selected debris flow discharge series.
As β > 1.0, it means these events bear long-term memory and strong persistence character, in agreement with results that we got from the Hurst and ACF analysis.
The Correlation Between the Sequence Parameters
As the three parameters being mentioned above reflect the same nature of debris flows, in this part, we explore relationship of this three. We calculated the Hurst (H) values, the mean values of [image: image] (mean ACF), the n values, and the β values for the 40 debris flow discharge sequences (Table 4).
From the first sight of Table 4, both the mean ACF and β parameters have a close positive correlation with the Hurst exponent. All Hurst exponents and β values higher than 0.5 and 1.0, respectively, reflect the same long-term memory characteristic of debris flows. The n values (range between 0.334 and 1.421), however, have no obvious relationship with the Hurst exponent. Following, we quantify the relationship between [image: image] and H, β and H (see Figure 10).
[image: Figure 10]FIGURE 10 | The correlation curves for [image: image] and H and β and H.
As can be seen from the figure above, both [image: image] and β have exponential relationships with H, and the equations are displayed in Figure 9. Through in-depth investigation between these three parameters ([image: image], H, β) and rainfall parameters (i.e., mean, intriguing, and cumulative rainfall) no obvious correlation was obtained.
Trend Analysis of the Surge Series
We cite the Mann–Kendall trend test for tendency analysis of flow series. When Z > 0, the series displays an upward tendency, while Z < 0 indicates a downward tendency. For this test, if p > 0.01, we accept the null hypothesis, that is the series has no obvious tendency; if p < 0.01, we reject the null hypothesis, the trend is obvious. Meanwhile, the ADF (Augmented Dickey–Fuller Test, P) method is used to evaluate the stationary character of the debris flow series. The result of this method is P, and if P< 0.05, this series is treated to be a stationary one; if P > 0.05, reflects a nonstationary character of the series. Results of these two methods for the 40 debris flow series are summarized in Table 5. There exists eight events in 40 debris flow series that have stationary character; in other words, most surge events are nonstationary. All debris flow series bear a downward tendency, among which 27 have an obvious trend.
TABLE 5 | M-K trend parameters for the surge discharge sequences.
[image: Table 5]The decaying or downward trend of debris flow discharge is more clearly illustrated by the moving average [image: image] defined as follows:
[image: image]
It is found that [image: image]is exclusively inclined to decrease in a power-law form after certain surge sequence (Figure 11) despite abrupt rising in the early episode.
[image: Figure 11]FIGURE 11 | Average discharge decaying with surge progress.
Despite various surge peak types these events have, all series have a downward tendency, which is in accordance with results from Liu et al. (2009). That is to say, with time passing by, the inner energy that debris flows possess drops gradually. In particular, comparing with the corresponding rainfalls, one finds that the decaying tendency does not rely upon the pattern or quantity of rainfall. This means that the decaying is an intrinsic property of the surge sequence, which depends on the mass supplies in the watershed but not on the triggering rainfalls.
CONCLUSION
Surge waves are found to be ubiquitous of debris flow all over the world; their occurrences depend on the local conditions of material sources and rainfalls. In particular, field surveys and observations in JJG indicate that the surges within a debris flow event actually originate from different sources governed by local conditions of rainfall and morphology. As each debris flow event consists of tens or hundreds of surges, it must cover a wide range of mechanisms and patterns of flow initiation and development, and the underlying mechanism is encoded in the properties of the surge sequence of the event. We have investigated the temporal characteristics of the surge sequences in JJG and come to the following conclusions:
1. Debris flows are of high variability in a watershed, depending on conditions of rainfall and material source distribution, which result in successive surges of various flow regimes and properties, presenting different fluctuation patterns of surge sequence.
2. Surge sequences of different debris flow events present similar properties of time series. The Hurst exponent, the ACF, and the power spectrum analysis prove that all the events bear long-term memory, implying the successive surges are not independent but correlated to some extent. Moreover, these three parameters are found to be interrelated in the form of the exponential function, with values depending on the respective rainfalls.
3. The sequences of surge discharge series appear as a gross trend of decay with the progress, despite patterns of surge sequences and rainfall processes. This implies the whole process of a debris flow is not completely dependent on the triggering rainfall but mainly on the intrinsic nature of material supplies controlled by the watershed.
These findings are important for understanding the forming and developing of debris flow in the watershed. In previous studies, a watershed is usually assumed to have certain debris flow occurrence in response to the triggering rainfall without considering the phenomena of separate surges and the fluctuation of surge sequence. This research suggests that a complete theory of debris flow should establish mechanisms and provide an explanatory framework for the intermittency and variability of surges, which will be heuristic in prompting the studies in evaluation and engineering prevention of debris flow.
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The size distribution of armor layer in mountain rivers is an important factor that affects the stability of the river bed. However, there are relatively few studies on the prediction of armor layer size distribution in the reconstruction process after the previous static armor layer becomes unstable. In response to the above challenges, this study considers the incipient probability of sediment particles as the starting point, and comprehensively considers the coupling relationship between the initial bed materials, bed structure, armor ratio, and flow intensity, using a simple calculation model for predicting the static armor layer size distribution after reconstruction of a gravel-river bed. This paper introduces the concept of critical incipient particle size [image: image], and considers that sediment particles smaller than [image: image] will incipient easily, resulting in a higher probability of being washed out, whereas the incipient probability of sediment particles larger than [image: image] (this part of the large-particle sediment includes not only the original particles on the bed surface, but also the large sediment particles exposed by the erosion of the bed subsurface) is relatively small. At the same time, this model also uses the armor ratio to reflect the impact of the bed surface structure. This study cites data from five sets of laboratory flume experiments to verify the calculation model, and the experimental results show that the model calculation results are in good agreement with the experimentally measured data, especially in predicting the median diameter [image: image] of the static armor layer. Our calculation model provides theoretical guidance for the study of mountain riverbed stability, earthquake prevention and disaster reduction.
Keywords: static armor layer, bed structure, calculation model, size distribution, incipient probability
INTRODUCTION
Natural disasters in mountain rivers profoundly affect the healthy development of rivers and, consequently, human survival. A scientific understanding of the impact of natural disasters on the evolution and development of rivers is particularly important for dealing with natural disasters in mountain rivers (Xie et al., 2018; Wang et al., 2019; Wang et al., 2021). Globally, mountainous area accounts for 30% of the total land area. Mountain water disasters have occurred frequently in the past two decades. For example, secondary disasters (such as landslides, mudslides, and collapses) caused by the 2008 Wenchuan earthquake in China have had a huge impact and profoundly changed the evolution and development of rivers Dai et al. (2011); Li et al. (2014); Fan et al. (2016), and these disasters have resulted in a huge loss of life and property in the local area. Mountain rivers are characterized by high terrain, large drops, rapid floods, and wide bed composition, and these characteristics make related scientific research challenging. For gravel-bed rivers, secondary disasters caused by the earthquake greatly affected the water and sediment supply, and the bed armor layer Hassan et al. (2006); Mao et al. (2011); Wang et al. (2020a) has been in the dynamic cyclic process of formation-destruction-reformation for a long time (Vericat et al., 2006; Orrú et al., 2016). The instability and reconstruction process of the armor layer will have an important impact on river embankment projects, water diversion and sediment prevention projects, and navigation projects.
The surface layer of a mountain river bed has a wide composition, and the particle size distribution ranges from fine sand to boulders. In addition, a gravel river bed is a morphology often present in mountain rivers, and a static armor layer is typically formed on the riverbed surface (Hassan et al., 2006; Wang et al., 2020b). Under the conditions of insufficient upstream sediment supply, the sorting effect of flow often causes fine-grained sediment to scour and move out, leaving larger particles of sediment on the river bed, which then form a static armor layer (Chin et al., 1994; Church et al., 1998; Parker and Sutherland, 1990; Wang et al., 2020a; Wang et al., 2020b). In the past, various scholars have studied the bed size distribution of the static armor layer formation process through flume experiments Little and Mayer, (1972); Shen and Lu, (1983) or field experiments Rovira and Núñez-Gonz); Gessler (1971) first developed a mixed sand and gravel size distribution that considered the coarsening process. His method only considered the pulsating effect of flow, and ignored the random distribution of the incipient drag force of sediment particles on the bed surface. He believed that the pulsation of the drag force follows the law of normal error; therefore, the probability that the sediment stays on the bed surface will not be incipient, and then the size distribution of the static armor layer can be obtained. On this basis, other scholars have begun to study the of static armor size distribution prediction model. Shen and Lu (1983) used three regression equations to calculate the surface size distribution of a river bed based on Gessler’s sediment size distribution prediction model and the research results of Einstein’s hidden coefficient Einstein, (1950); Gessler, (1971) from the perspective of its influence on the incipient heterogeneous sediment. Of course, some scholars believe that the scope of application of Shen and Lu’s model has certain limitations. For example, some scholars assert that this method has poor accuracy for beds that include fine sand Kellerhals and Church, (1977); Ettema, (1984); Odgaard (1984) discussed and analyzed the above-mentioned problems. He chose a normal curve to describe the size distribution of the static armor layer, and the results were supported by both theory and experiment. Although the method is simple in form, his conclusion is that the size distribution after the formation of the armor layer is unrelated to the initial bed materials, which does not seem to fit the actual situation very well. Garde (2006) believes that a common shortcoming of previous studies is that they are all based on the model of (Little and Mayer, 1972). Moreover, he believes that the applicability of this model depends on whether bed sampling technology is sufficiently accurate. He introduced the parameter Kramer’s M, and coupled it with the initial bed material and the flow strength to obtain a model for calculating the median particle size of the armor layer, used a wider range of laboratory flume data and channel data (median particle size range is 0.8–18.12 mm, and geometric standard deviation range is 1.5–15.76) for verification, and was able to obtain good results. He et al. (2002) believed that when the incipient probability was determined, the bed load had a maximum incipient particle size. When calculating the stable armor layer size distribution, the maximum incipient particle size of the bed surface must first be determined. Under the constraint of a certain incipient probability, sediment particles larger than this size cannot be moved. On this basis, a calculation model is proposed for the static armor layer under the condition of no upstream sediment supply. Although there are already many results that can be applied to the prediction of the bed surface size distribution of the static armor layer in the formation stage, the influencing factors that affect the static armor layer size distribution are complicated, such as exposure He et al. (2002); Bai et al. (2013); Zhang et al. (2016), riverbed structure Powell et al. (2016); Bertin and Friedrich, (2018); Wang et al. (2020b), cyclical changes in current intensity (Hassan et al., 2006; Mao, 2012). Although many achievements have been made at present, the scope of application of these results has certain limitations. For example, the results of Gessler, Shen and Liu, etc. are not suitable for a static armor layer of fine sediment, and Garde’s model (Grade et al., 2006) pays more attention to the median diameter of the armor layer. The results reported by He et al.(2002) can be used to accurately calculate the bed surface size distribution when the armor layer is formed under the condition of clear water scour, but this method is not suitable for predicting the bed surface size distribution when it forms after the previous static armor layer is broken.
To improve the relatively immature calculation model for the surface layer size distribution of the new static armor layer that forms after the previous static armor layer becomes unstable, this study proposes a new model that is based on the idea of incipient probability and the critical incipient particle size, introduces the armor ratio and other parameters, reconstructs the calculation model of the bed surface bed size distribution when the new static armor layer is formed again after the previous armor layer becomes unstable, and verifies it using laboratory flume experimental data.
DATA USED FOR ANALYSIS
Experiments were conducted in a 37 m long and 1 m wide flume (Figure 1A) at the State Key Laboratory of Hydraulics and Mountain River Engineering, Sichuan University, China. The initial bed materials comprised a unimodal gravel with a median grain size D50 = 4 mm, and distribution truncated at 1 and 16 mm (Figures 1B,C). Figure 1B shows a partial picture of the initial bed materials, and Figure 1C shows the size distribution curve. During the experiment, the water level was measured using four automatic water level meters set at distances of 13, 17, 21, and 25 m from the starting point of the flume, which can measure the change in water level real time. An automatic bed load and sediment transport rate measurement system was set at a position 34 m away from the starting point; this system can continuously measure the bed load during the experiment and measure the cumulative weight of the bed load every 1 s. During the test, the topography of riverbed was measured without water during the necessary period. The topography was measured using a total station (Nikon-DTM-352c). The riverbeds at 17, 21, and 25 m were manually sampled and screened (a 20 cm × 20 cm square was sprayed with red spray paint on the target section, and colored particles were separated from the bed surface. Specifically, tweezers were used to remove the coarse-grained sediment, and then a fine-bristle brush was used to remove fine-grained sand to obtain the surface gradation information of the river bed.
[image: Figure 1]FIGURE 1 | Experimental flume and initial bed surface (A) Photograph of flume during experimental procedure, (B) photograph of initial bed materials (width: 20 cm), and (C) bed size distribution curve of initial bed materials.
Herein, six experiments were conducted, which contained the formation of a static armor layer and the reformation of a new static armor layer after the previous one was broken (Wang et al., 2020a). In each case, the initial bed materials and bed slopes were the same. The experiments differed in terms of discharge (flow intensity). Here, we used data from five experiments to verify our calculation model, and the hydraulic conditions of each set of laboratory flume experiments used are shown in Table 1. The entire suite of experiments has been discussed by (Wang et al., 2020a). The grain size distributions obtained through this method are weight-by-area samples, and they require conversion to weight-by-volume samples to directly compare the grain sizes using the Bunte and Abt (2001) conversion. Wang et al. (2020a) reported a study on the critical breakup condition of a static armor layer, and concluded that when the bed shear stress increases to 1.2 times that of the bed shear stress of the pre-armored bed, the previous armor layer broke. In our experiments, we used the bed shear stress [image: image] ([image: image], where [image: image] is the hydraulic radius and [image: image] is the energy slope) to express the flow intensity, in which [image: image] indicates the flow intensity during the static armor layer formation phase, and [image: image] indicates the relative flow intensity.
TABLE 1 | Hydraulic conditions of each set of laboratory flume experiments.
[image: Table 1]For natural rivers, the bed surface size distribution that determines the boundary conditions can be predicted using related models. As early as 1971, Gessler. (1971) conducted related studies on the surface size distribution of beds that determined flow conditions based on probability statistics. The calculation formula is as follows:
[image: image]
[image: image]
where, [image: image] is the sediment weight percentage of [image: image]-the sediment class in the bed materials, [image: image] is the particle size of [image: image]-the sediment class, and [image: image] and [image: image] are the minimum and maximum particle sizes of sediment in the bed materials,respectively; [image: image] is the sediment weight percentage of the bed materials with a particle size smaller than [image: image]; [image: image]is the probability that a particle with a size of remains immobile ; [image: image] and [image: image] represent the current shear stress and critical flow shear stress of [image: image]-the sediment class respectively, [image: image] is the mean square deviation of the instantaneous flow velocity; and x is the integral variable.
He et al. (2002) believed that when the incipient probability was determined, the bed load had the largest particle size [image: image]. When calculating the stable static armor layer size distribution, the maximum incipient particle size of the bed surface must first be determined. Under a certain incipient probability constraint, a sediment larger than this size cannot be moved. The bed load motion includes different forms such as sliding, rolling, and jumping, but rolling is the main form of motion, so the incipient critical shear stress [image: image] obtained from rolling balance is expressed as follows:
[image: image]
[image: image]
where, [image: image] is the comprehensive coefficient; [image: image] and [image: image] are the sediment and fluid densities, respectively; [image: image] is the gravity acceleration; [image: image] is the exposure factor, which can be calculated by an empirical formula Misri et al. (1984); Samaga et al. (1986); [image: image] is the mean particle size; [image: image] is the incipient standard; [image: image] is the relationship coefficient between the flow friction velocity and the average flow velocity; [image: image] is the force arm of the gravity of the sediment particles under water; [image: image] and [image: image] are the drag force andarm coefficient, respectively; and [image: image] and [image: image] are the upward lift force and moment arm coefficient, respectively.
From Eq. 3, it can be concluded that the relative exposure coefficient [image: image] at the time when the critical incipient shear stress and the exposure of the bed surface are maximum. According to the weak motion standard, when the bed surface sediment particles are maximally exposed, the incipient critical shear stress is 0.024. The maximum incipient particle size of the sediment particles is calculated as follows:
[image: image]
Based on the above theory, He et al. (2002) obtained a calculation model for the surface size distribution of a static armor layer under no upstream sediment supply:
[image: image]
[image: image]
where, [image: image] is the percentage of particles [image: image] in the static armor layer, [image: image] is the maximum incipient particle size in the initial bed material size distribution with the number of groups corresponding to the smallest particle size being one and the number of groups corresponding to [image: image], being [image: image], where [image: image] is the total number of groups of the sediment size distribution.
The two models described above can provide better results for predicting the surface size distribution of the static armor layer formed by the initial bed materials. In particular, the model proposed by He et al. (2002)has the advantages of simple calculation and strong practicability. Figure 2 shows a comparison between the predicted and measured results of the bed surface size distribution after the initial static armor layer is formed in Experiments 3-0–6-0. As shown in the figure , the predicted and measured curves are in good agreement. Our data show that the relative error in predicting the median diameter [image: image] of the riverbed was less than 14%.
[image: Figure 2]FIGURE 2 | Comparison between the predicted and measured results of the bed surface size distribution after the initial static armor layer is formed in the Experiments 3-0-6-0 (A) Expt. 3-0, (B) Expt. 4-0, (C) Expt. 5-0, (D) Expt. 6-0.
As mentioned above, although Gessler (1971) pioneered a model for calculating the bed surface size distribution of the static armor layer, and the method has simple calculations, clear parameters, and good generalization, there are some obvious shortcomings. First, regardless of the strength of the flow intensity , different sediment sizes will remain on the river bed, which is not in line with the actual situation. Second, the calculation of incipient shear stress uses uniform sediment, which is inconsistent with actual rivers. Finally, the calculations of incipient shear stress and of incipient probability are nested rather than independent of each other, and thus, there is great irrationality. Although Gessler's model has the abovementioned shortcomings, it provides a very good theoretical basis for calculation of the coarsening of the bed surface size distribution. He et al. (2002) also obtained a set of methods for calculating the bed surface size distribution based on incipient probability, but these methods also have obvious defects, especially in calculating the bed surface size distribution after the previous static armor layer becomes unstable. Their theory includes the following three hypotheses: 1) The probability of particles smaller than [image: image] on the bed changes depending on the particle size, and the probability of coarser particles on the bed is higher. Therefore, the probability of not being washed out can be expressed as [image: image], where is the constant coefficient. 2) The composition of the bed surface also affects the retention of sediment particles on the riverbed. The larger the particle size, the greater the probability of staying on the bed, which is represented by [image: image]. 3) Particles larger than [image: image] on the bed surface include two parts: one is particles larger than [image: image] on the initial bed material itself, and the other is particles exposed on the subsurface layer. The above three hypotheses are very important for the prediction model of the static armor layer formation process, but for the new process of forming a new static armor layer after the previous one is destroyed, it is not sufficient to rely solely on these three hypotheses, and other influencing factors need to be considered.
CALCULATION MODEL OF THE STATIC ARMOR LAYER SIZE DISTRIBUTION AFTER THE RECONSTRUCTION
The current calculation method Gessler, (1971); Shen and Lu. (1983); Odgaard, (1984); He et al. (2002); Garde, 2006) for the surface size distribution of the static armor layer mostly considers the interaction between individual particles, but does not consider interactions between groups of particles, such as the stacked structure formed by different particles (a riverbed structure is used below to represent this stacked structure) Church et al. (1998); Mao et al. (2011); Powell et al. (2016); Bertin and Friedrich, (2018); therefore, the factors considered are not comprehensive enough. In particular, when a new static armor layer is formed after the previous armor layer is destroyed, the bed structure has a significant influence on the movement of the bed load (Vericat et al., 2006; Wang and Liu, 2009; Orrú et al., 2016; Wang et al., 2020a, Wang et al., 2020b). Therefore, it is necessary to fully consider the influence of the riverbed structure when calculating the riverbed surface size distribution after the static armor layer becomes unstable.
The bed surface coarsening process is not only a simple sediment particle sorting process, but also is affected by many influencing factors such as flow intensity, bed structure and texture, sediment particle shape and density, and upstream sediment supply. The bed stability of gravel-bed rivers is primarily due to bed coarsening, which is comprised two parts: 1) bed surface coarsening and 2) bed surface structure (Wilcock, 1987; Wang et al., 2020a). To study the relationship between bed structure and bed composition more intuitively, Wolcott (1989) defined the bed structure as comprising “textural structures” (including armoring and particle interlocking) and “geometric structures” (including clusters and imbrication). At present, the technology for obtaining gravel riverbed compositions is relatively mature and includes both direct sampling methods Bunte and Abt, (2001) and image processing methods (Nie et al., 2015). According to the stacking patterns between different particles, Wittenberg. (2002) described and defined the current riverbed structure and particle structure. The arrangement of sediment particles on the bed surface can reflect the performance of the riverbed structure to a certain extent. Figure 3A shows the bed morphology after the bed was roughened. After the coarsening is completed, the sediment particles on the riverbed transition from their initial free-spreading state to a large-particle sediment stacking structure. There are some significant structural characteristics in the bed, such as cluster structures (red dashed frame in Figure 3B) and linear structures (blue dashed frame in Figure 3B). These bed structures will significantly increase the stability of the bed, have a huge impact on the bed load transport rate, and then affect changes in the surface composition of the bed.
[image: Figure 3]FIGURE 3 | Surface morphology of the static armor layer (A) Actual image of the static armor layer, (B) Distribution of large-grained gravel (width 20 cm).
In natural rivers, when the shear stress [image: image] of the flow exceeds the critical shear stress [image: image], sediment transport occurs. Eq. 8 can be used to pre-calculate the bed load transport rate (Dietrich et al., 1989):
[image: image]
where, [image: image] is the bed load transport rate of single-width by weight, and [image: image] and [image: image] are empirical coefficients (where [image: image] is approximately 1.5). Dietrich et al. (1989) obtained a dimensionless sediment transport ratio [image: image], which is the transport rate for the coarse surface normalized by the transport rate for a surface as fine as the subsurface or load:
[image: image]
where, [image: image] and [image: image] are the critical boundary shear stresses of the surface and the subsurface, respectively; [image: image] is gravel with a uniform specific gravity of unity; and [image: image] and [image: image] are the median grain size of the bed surface and load, respectively. To estimate the influence of bed structure on the process of particle entrainment and sediment transport, Hassan and Church. (2000) established a set of methods for estimating the corresponding shear stress of the bed structure based on the total shear stress, which has been widely used. Their method quantifies the bed structure from a unique perspective, which also provides us with a comprehensive perspective for understanding the influence of the bed structure on the stability of the static armor layer. In this method, the parameter [image: image], which is the armor ratio, is defined as the ratio of the surface median diameter to the subsurface median diameter (Hassan et al., 2006).
Eq. 9 can be rewritten in the following form:
[image: image]
where, [image: image], and [image: image] is the acceleration due to gravity. The Shield number is close to 0.045 when dealing with a widely graded sediment mixture, so it can be approximated as [image: image]. When [image: image] = 0, there is no sediment supply upstream, which is part of the process of static armor layer formation. Figure 4 shows the loci for various [image: image] and experimental data form the experiments (Church et al., 1998; Hassan and Church, 2000; Wang et al., 2020b). After the formation of the static armor layer, the bed load movement intensity was low, the mobilization of the river bed was small, and the river bed was in a stable state. In this analysis, our experimental data were concentrated around [image: image] = 0.1. The degree of riverbed coarsening was positively correlated with [image: image]. The higher the degree of riverbed coarsening, the stronger the stability of the riverbed, and the greater the influence of the bed structure. Especially in the pebble river channel, which had no upstream sediment supply, the “stone cells” formed on the bed surface will greatly promote the stability of the river bed (Church et al., 1998). As the current mathematical quantification method of bed structure is still difficult to apply, in the previous static armor layer size distribution calculation models, few scholars have fully considered the influence of the bed structure. Based on the above discussion, we believe that the riverbed armor ratio can be used as a reflection of the riverbed structure and, consequently, it was introduced into our model.
[image: Figure 4]FIGURE 4 | Plot of Eq. 10, showing the correlation between [image: image] and [image: image] for various [image: image]. The solid circles represent the data of Exp. HM1-HM6 Hassan and Church, (2000), the open five-point stars represent HM7-HM9 Hassan and Church, (2000), and the crosses represent data from (Church et al., 1998). The open circles represent values of [image: image] computed from Eq. 10 for our data.
This study is also based on the incipient probability, by comprehensively considering the immobility probability of the large sediment particles in the riverbed and combining the influence of the bed structure on the coarsening of the gravel riverbed to establish a new calculation model. To reasonably calculate the bed surface size distribution of the static armor layer that formed afterinstability of the previous armor layer, it is necessary to determine the criterion for the large-grained sediment on the bed surface, which is like the study of He et al. (2002). However, our understanding of the critical particle size [image: image] is different from that of He et al. (2002). They believe that sediment particles larger than the maximum incipient particle size on the river bed cannot be moved, and we believe that the sediment on the bed surface should be divided into particles that are larger and smaller than the critical size [image: image]. Out of the two particle size groups, the sediment particles larger than the critical size have a small incipient probability, while sediment particles smaller than the critical size have a higher incipient probability. Therefore, the choice of critical particle size [image: image] has become an important factor affecting the accuracy of the model’s prediction.
The calculation of the critical incipient shear stress obtained with bed load rolling as the main form of motion is shown in Eq. 3 and Eq. 4. It can be shown that this parameter is related to the flow intensity (using shear stress [image: image] to characterize flow strength) and the particle size on the bed surface. 0.045 or 0.047 can be used when dealing with wide-graded non-uniform Shields numbers (Andrews, 1984; Wilcock and McArdell, 1993; Hassan and Church, 2000). In this study, we continue to use this standard, and the critical dimensionless Shields number is 0.047. From this, we determined that the critical incipient particle size in the model is [image: image]. Figure 5 shows the calculation results of the bed surface size distribution of the new static armor layer formed after instability of the previous armor layer with different critical particle sizes in Experiment 2. It can be seen from the figure that when the critical dimensionless Shields number [image: image] = 0.047, the bed size distribution obtained is closer to the measured result than [image: image] = 0.024, which also indicates that the value of 0.047 for this parameter is relatively accurate.
[image: Figure 5]FIGURE 5 | The calculation results of the bed surface size distribution of the new static armor layer formed after instability of the previous armor layer with different critical particle sizes in Experiment two.
Moreover, the value of [image: image] in the prediction model of He et al. (2002) does not significantly consider the influence of the riverbed structure; in this model, if the linear relationship is set to 1, the non-linear relationship is set to 0.5. However, we believe that the value of this parameter will affect the prediction accuracy of the model, and we believe that the bed structure has a greater impact on the bed surface layer after the formation of the initial static armor layer. To address this, we have added a parameter known as “armor ratio” that reflects the influence of the bed structure in the model, so when considering the parameter [image: image], its value can be increased appropriately. This is more in line with the actual situation. After increasing the coefficient [image: image] from 0.5 to 0.6, the predicted configuration was found to be closer to the measured size distribution.
We believe that the main factors affecting the movement of sediment on a river bed include flow conditions, characteristics of the bed materials (composition of the bed surface and subsurface layers), and bed structure. The flow intensity is the main driving force affecting the sorting of the riverbed. For the same bed materials, the greater the flow intensity, the surface particles and the greater the corresponding [image: image]. Therefore, the influence of flow intensity can be determined by the value of [image: image].The armor ratio can reflect the influence of subsurface bed materials. The bed surface sediment also affects the size distribution calculation, which can be reflected by the ratio of [image: image] to [image: image] and is related to thearmor ratio. After the bed materials were scoured by flow, the sediment particles formed stacked structures of different sizes, such as linear structures, triangular structures, and cluster structures (see Figure 3). The influence of these structures greatly affects the calculation of bed surface size distribution. Moreover, the influence of bed structure cannot be characterized by the characteristic particle diameter of the riverbed. However, the final result of the cluster structure formed on the surface of the river bed is to make the bed surface more stable, so we can change the value of [image: image] and add the armor ratio to reflect the influence of the bed structure. Based on the above consideration of the factors affecting the surface sediment particles of the river bed, we propose a method for calculating the percentage of the static armor surface layer as follows:
[image: image]
[image: image]
The accuracy of Eqs 11, 12 were ascertained by comparison with the measured data form laboratory flume experiments. Figure 6 shows the comparison between the predictions of our model and the data measured by laboratory flume for the size distribution curve of the new static armor layer that formed after the previous static armor layer was broken. The results show that the values calculated by this model are consistent with the measured data.
[image: Figure 6]FIGURE 6 | Comparison of model predicted values and actual measured values of different experiments (A) Expt. 2, (B) Expt. 3, (C) Expt. 4, (D) Expt. 5, (E) Expt. 6
Figure 7 shows a comparison between our model calculations and the actual measured static armor layer surface cumulative weight percentage. It can be seen from the figure that our predictive model still has significant deficiencies in the prediction of fine-grained sediment (the black solid squares in Figure 7, [image: image] = 2 mm), but it has a good ability to predict the proportion of larger particles (open squares and circles in Figure 7, [image: image] = 4 and 8 mm). The median diameter of the bed used in the static armor layer formation and breakup experiments was close to 8 mm, which means that our model is effective in calculating and grading the composition of the bed surface, especially in predicting the median diameter [image: image]; however, there are still some errors in the prediction of small sediment particles. We believe that this is due to the difficulty in sampling fine particles during the sampling process. Large errors will occur in the removal of fine particles from the river bed by fine brushes, which will lead to large deviations between the measured data and the calculated results.
[image: Figure 7]FIGURE 7 | Comparison of particle diameter cumulative percentage model predictions and actual measurement values from different experiments.
CONCLUSION
The influence of the bed structure on the bed surface size distribution during the formation and destruction of the static armor layer was explored, and on this basis, a model that calculated the bed surface size distribution after the previous static armor layer became unstable was established and verified. The development degree of the bed structure has an impact on the formation and reconstruction of the static armor layer. After the previous static armor layer formed, the bed surface formed a structure with a different degree of particle aggregation, which increased the bed stability. The degree of influence of the bed structure on the bed stability can be initially obtained by stripping off the two factors that affect the stability of theriverbed (bed structure and the bed coarsening). The ratio of the median particle size between the bed surface and the subsurface [image: image] (armor ratio) was introduced to reflect the effect of the bed structure. The calculation method for the critical incipient particle size was obtained by reasonable analysis of the value of the dimensionless incipient shear stress [image: image]. The index correction of the ratio of the fractional particle size to the critical particle size determines the influence of the initial bed materials on the formation process of the static armor layer. Combining the above theories and considering the incipient probability of sediment particles on the bed surface as the starting point, a simple prediction model for calculating the static armor layer size distribution after reconstruction of a gravel riverbed was established. The results of the calculation model are in good agreement with the results of the laboratory flume experiment data, especially for predicting the median particle size. Although our model still has certain errors in predicting small sediment particles, itstill provides information that can be used for the study of gravel riverbed stability, and provides theoretical guidance for the development and protection of mountain rivers.
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NOTATION
[image: image] = [−] gravel with uniform specific gravity is unity
[image: image] = [−] the comprehensive coefficient
[image: image] = [−] the drag force coefficient
[image: image] = [−] the upward lift force coefficient
[image: image] = [L] the median grain size of the bed surface load
[image: image] = [L] the median grain size of the bed load
[image: image] = [L] the particle size of the [image: image]-the sediment class
[image: image] = [L] the mean particle size
[image: image] = [L] the maximum particle size of sediment in the bed materials
[image: image] = [L] the minimum particle size of sediment in the bed materials
[image: image] = [−] the sediment weight percentage of the bed materials with a particle size smaller than [image: image]
[image: image] = [LT−2] gravity acceleration
[image: image] = [−] energy slope
[image: image] = [-] empirical coefficients
[image: image] = [L] the arm coefficient
[image: image] = [L] the moment arm coefficient
[image: image] = [L] the force arm of the gravity of the sediment particles under water
[image: image] = [−] the maximum incipient particle size in the initial bed materials size distribution with the number of groups corresponding to the smallest particle size being one and the number of particle groups corresponding to [image: image], [image: image]
[image: image] = [−] the total number of groups of the sediment size distribution
[image: image] = [−] empirical coefficients
[image: image] = [−] the sediment weight percentage of the [image: image]-the sediment class in the bed materials
[image: image] = [−] the percentage of particle with [image: image] in the static armor layer
[image: image] = [−] dimensionless sediment transport ratio
[image: image] = [M/T3] sediment transport rate per unit width by dry weight
[image: image] = [−] the particle remains immobile probability when the particle is [image: image]
[image: image] = [L] hydraulic radius
[image: image] = [−] the integral variable
[image: image] = [−] the relationship coefficient between the flow friction velocity and the average flow velocity
[image: image] = [−] the incipient standard
[image: image] = [−] exposure factor
[image: image] = [−] is the constant coefficient
[image: image] = [ML−1T−2] the flow shear stress
[image: image] = [ML−1T−2] the current shear stress of group [image: image]-the sediment class
[image: image] = [ML−1T−2] critical flow shear stress of group [image: image]-the sediment class
[image: image] = [ML−1T−2] the critical shear stress
[image: image] = [ML−1T−2] the critical boundary shear stresses of the surface
[image: image] = [ML−1T−2] the critical boundary shear stresses of the subsurface
[image: image] = [ML−1T−2] the flow shear stress during the static armor layer formation phase
[image: image] = [−] the relative flow intensity, = [image: image]
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Characterized by large scale, high frequency, and strong destructiveness, debris flow has become the most noticeable geohazards throughout the world, especially in the mountainous areas of southwestern China. On August 20, 2019, large-scale heavy rainfall pummeled Wenchuan County, Sichuan Province, Southwestern China, which resulted in a cluster of debris flows (the “8·20” clustered debris flows event), and caused considerable economic losses (approximately 3.4 billion RMB were lost) and heavy casualties (48,862 people were displaced, 16 people died and 22 people went missing). Based on field investigation, image data interpretation, mechanism analysis, and other methods, this study reveals the formation mechanism, dynamic evolutionary process, and impacts of human activities on the “8·20” clustered debris flows event. Results from a comprehensive analysis indicate that the occurrence of short-term, high-intensity rainfall and the excessive supply of solid material were the main factors that triggered this catastrophic event. With the debris flow flowing into the main river, this event presented an extremely apparent disaster chain effect. It is also found that improper site selection and inadequate design of human activities played a crucial role in the movement process of the debris flow that directly aggravated the losses. Finally, to improve debris flow prediction and prevention, some early warning and mitigation measures are discussed.
Keywords: debris flow, formation mechanism, supply condition, dynamic evolutionary process, human activities
INTRODUCTION
Debris flow occurs when masses of poorly sorted sediment, agitated and saturated with water, surge down slopes in response to gravitational attraction (Iverson, 1997). In recent years, heavy economic losses and casualties, together with serious damage to the environment caused by debris flow, have become a social issue of great concern around the world. This is especially the case for the mountainous areas of southwestern China, where approximately 15,797 debris-flow ravines have been identified (Cui et al., 2003). On May 12, 2008, a devastating earthquake (Ms 8.0) occurred in Wenchuan County, Sichuan Province, Southwest China (Huang and Li, 2009). More than 56,000 landslides with a total area of 811 km2 were triggered by the earthquake (Dai et al., 2011), leaving a vast amount of loose material on steep hill slopes or in channels (Koi et al., 2008; Dong et al., 2009; Parker et al., 2011), as shown in Figure 1. It is confirmed that the frequency and magnitude of local debris flow increased significantly after the 2008 Wenchuan earthquake due to the availability of loose solid material (Tang et al., 2009; Cui et al., 2011; Chen et al., 2013). For instance, immediately following the 2008 Wenchuan earthquake, 837 debris flows occurred in the 42 earthquake-hit counties of Sichuan Province (Huang and Li, 2009).
[image: Figure 1]FIGURE 1 | Source conditions of loose solid materials in mountainous areas of southwestern China: (A) satellite image of the southwestern mountainous area before the Wenchuan earthquake; (B) satellite image of the southwestern mountainous area after the Wenchuan earthquake; and (C) typical topographic and geomorphologic conditions of the southwestern mountainous area.
In general, the triggering of debris flow is inseparable from three essential factors: sufficient available loose material, generation of an ample amount of surface run-off, and steepness of the drainage channels on the slopes (Takahashi, 1981). This finding hints at the important relationship between rainfall threshold and sediment supply conditions in the formation of debris flow. Based on field investigation and statistical analyses, it was found that triggering rainfall thresholds, such as cumulative antecedent rainfall and 1-h rainfall intensity, for debris flow decreased significantly after strong earthquake events (Chen et al., 2009; Shieh et al., 2009; Tang et al., 2009; Yu et al., 2014), which indicates that debris flow more easily formed during heavy rainstorm events. Some studies have emphasized that the conditions for debris flow directly caused by considerable loose material, which was produced in the 2008 Wenchuan earthquake, will remain active for 20–30 years (Cui et al., 2008; Cui et al., 2009; Xie et al., 2009; Huang and Fan, 2013).
Threats of debris flow disasters compel people to undertake engineering measures to control their occurrence and to rein in their formation, circulation, and accumulation areas. Even though a large amount of money and time has been invested, the occurrence of catastrophic events has proven that some previous preventative engineering measures constructed in debris flow gullies have not fulfilled their expected role of control, but instead have magnified the scale of the disaster (Wang et al., 2012; Wang, 2013; Chen et al., 2015). One reason for this is that an excess supply of loose solid material was not sufficiently considered (Chen et al., 2019), causing the projects to be unable to prevent and control the extraordinary scale of the debris flow in the earthquake area.
In this paper, the “8·20” clustered debris flows event that occurred in Wenchuan County is selected as a case study to understand the formation mechanism, dynamic evolutionary process, and impacts from human activities. First, the geomorphologic and geological, hydrological, and climatic conditions that are prone to debris flow in Wenchuan County are presented. Second, the triggering mechanism from high-intensity rainfall and the dynamic evolution of debris flow under an excessive supply of solid material are analyzed. Third, the effects of human engineering activities and the disaster-causing characteristics of the “8·20” clustered debris flows event are summarized. Finally, aiming at improving debris flow prevention, we discuss some early warning and mitigation measures.
STUDY AREA
Wenchuan County is located in the middle of Sichuan Province, southeast of the Tibetan Qiang Autonomous Prefecture of Ngawa, and on the northwestern edge of the Sichuan Basin (Figure 2A). The county is bounded by 30°45′ and 31°43′ north latitude and 102°51′ and 103°44′ east longitude. The total area of Wenchuan County is 4,084 km2 and its permanent population was 102,500 at the end of 2018.
[image: Figure 2]FIGURE 2 | Site location of the study area: (A) the location of the study area in China; and (B) the geomorphic map of the study area and the distribution of debris flows in the “8·20” event.
The “8·20” Clustered Debris Flows Event
On August 20, 2019, Wenchuan County suffered large-scale heavy rainfall that caused a cluster of debris flow disasters (Figure 2B). All villages and towns in the territory were affected to varying degrees. A large number of houses were destroyed in the area through which the debris flow moved and some sections of multiple important roads (such as Duwen Expressway and National Highways G213, 317, and 350) were blocked or interrupted. Worse still, several hydropower stations were seriously damaged (Figure 3). Furthermore, some debris flows transported large amounts of solid material into the Minjiang River thereby causing a partial blockage or forming a debris dam, resulting in a series of secondary disasters (Figure 3B). This event caused substantial economic losses (approximately 3.4 billion RMB) and heavy casualties (48,862 people were displaced, 16 people died, and 22 people went missing).
[image: Figure 3]FIGURE 3 | Damage caused by debris flows in the “8·20” event: (A) buried houses in Banzi Gully; (B) the blocked Minjiang River and destroyed traffic facilities at the mouth of the Dengji Gully; (C) damage to the Banzi Gully Grade I Hydropower Station; and (D) destroyed buildings along the Minjiang River.
Geomorphologic and Geological Conditions
Wenchuan County is located in the transitional mountainous belt between the Qinghai–Tibetan Plateau and West Sichuan Plain, which is dominated by high and middle mountains; the northeast contains the Longmen Mountains, while the southwest contains the Qionglai Mountains. Elevation gradually increases from the southeast to the northwest, as shown in Figure 2, and the elevation of the mountains is approximately 4,000 m. The terrain of Wenchuan County is complex with high mountains, steep slopes, and deep valleys. This topography is extremely conducive to the accumulation of loose solid material and the collection of surface runoff; moreover, it provides favorable topographic conditions for the rapid formation of debris flow.
The geological conditions of Wenchuan County are complicated. As a result of the extrusion of the Qinghai-Tibet Plateau and the Sichuan Basin, the Longmenshan fault region has always been active, resulting in a high frequency of strong earthquakes. The Yingxiu–Beichuan fault zone, belonging to the main central fault zone of Longmenshan, runs through the southeastern part of the study area and is inferred to be the origin of the Wenchuan earthquake that occurred on May 12, 2008 (Li et al., 2008; Xie et al., 2009). A high frequency of earthquakes significantly worsened the geological conditions of Wenchuan County, causing extensive collapses and landslides. Many geologic units are present in Wenchuan County, with outcrops that are Ediacaran to Quaternary in age. Surficial rocks are highly weathered and commonly contain fissures of different sizes. In addition, loose unconsolidated Quaternary deposits and strongly weathered magmatic rocks are widely distributed in the form of terraces and alluvial fans. Consequently, a tremendous amount of loose solid material has accumulated on the hill slopes and in the gullies, providing an abundant material supply for the formation of debris flow.
Hydrological and Climatic Conditions
The primary river system in Wenchuan County is the Minjiang River, an important tributary of the upper reaches of the Yangtze River. The Minjiang River enters from northern Wenchuan County and runs through the county to the east. Wenchuan County has a temperate monsoon climate. Due to the disparity in topography, the climate changes from the southeast to the northwest, showing a relatively complete vertical climatic zonation. The average annual rainfall in Wenchuan County is 1,190.9 mm and the precipitation is unevenly distributed from month to month. As shown in Figure 4, the rainfall varies considerably during the monsoon and dry seasons. Moreover, the annual precipitation is mainly concentrated in the period from May to September.
[image: Figure 4]FIGURE 4 | The distribution of rainfall in Wenchuan County from 2016 to 2019 (measured at the Dujiangyan Station).
FORMATION AND EVOLUTIONARY MECHANISMS
Triggering Rainfall
Figure 5A illustrates the daily rainfall history in the study area in August 2019. The monthly total rainfall in August was 350.5 mm. Of this amount, the rainfall on August 20 was the largest (124.4 mm), reaching the rainstorm level. From 02:00 on August 19 to 14:00 on August 22, a heavy storm occurred in Wenchuan County, where there were 12 stations with accumulated rainfall over 100 mm and five stations with rainfall over 200 mm, and the maximum accumulated rainfall was 332.6 mm at the Shouxi Sanjiang station. According to the rainfall data from the Dujiangyan surface meteorological station presented in Figure 5B, the rainstorm that triggered the “8.20” clustered debris flows event started at approximately 20:00 on August 19 and ended at approximately 09:00 on August 20, and the accumulated rainfall amount was 117.6 mm. The maximum hourly rainfall intensity was 28.5 mm, which occurred at 21:00 on August 19. The accumulated precipitation and rainfall intensity that triggered the debris flow were 87.5 and 24.2 mm/h, respectively, which were recorded at 03:00 a.m. on August 20, 2019.
[image: Figure 5]FIGURE 5 | Rainfall conditions in Wenchuan County: (A) rainfall conditions in Wenchuan County in August 2019; and (B) distribution of hourly and cumulative rainfall in Wenchuan County on August 19–20, 2019 (measured at the Dujiangyan Station).
Formation Mechanism Analysis
As shown in Figure 6, the formation of a debris flow is very complicated and mainly includes basin hydrological processes, rainfall infiltration processes, soil instability and failure processes, slope and gully erosion processes, solid material supply processes, and soil-water coupling processes. The rainwater falling into the basin produces surface run-off and underground run-off after a series of processes, such as evaporation, plant interception, depression filling, and infiltration. However, there are mostly small watersheds with steep terrain in the study area, and thus, the effect of the filling process is not significant. Furthermore, due to the geohazards induced by earthquakes, the vegetation was severely damaged (Yang et al., 2012; Gan et al., 2019; Shen et al., 2020), causing the interception by plants to have little effect on the run-off during a rainstorm. Therefore, run-off occurs much more easily and quickly after high-intensity rainfall in the study area.
[image: Figure 6]FIGURE 6 | Analysis of the formation and dynamic evolutionary mechanism of the debris flow disaster in southwestern China.
At the beginning of rainfall, rainwater was mainly infiltrated. As the rainfall continued, the water content and pore water pressure of loose soil on the slope surface increased (Zhou et al., 2020), and the soil gradually became saturated, resulting in soil instability and failure. Subsequently, the soil gradually fluidized in the process of sliding, contributing to the source of solid material required for the formation of debris flow. The steep terrain providing sufficient energy conditions also contributed to run-off formation and rapid collection. As previously discussed, there is much loose solid material on the slope surface and in the gullies in the study area (Figure 7A). Under the effects of rainfall and run-off, the solid material accumulated on the slope surface, converged from a height to the gullies, and moved together with the gully deposits. Large potential energy was transformed into high kinetic energy, leading the channel deposits to scour and migrate downstream continuously, turning into a debris flow.
[image: Figure 7]FIGURE 7 | Typical traces left behind by the “8·20” clustered debris flows event: (A) loose solid materials on the slope surface and in the gully; (B) the deposits and terraces were strongly undercut and laterally eroded; and (C) buried residential houses along the bank of Cutou Gully.
Dynamic Evolutionary Characteristics
The excessive supply of solid material along the way was a critical reason for the amplification and scale of the debris flow (Bovis and Jakob, 1999; Jakob et al., 2005; McGuire et al., 2017). Based on the field investigation, the characteristics of the debris flow paths showed that high-speed fluid had great erosive energy, strongly undercutting and laterally eroding the deposits and terraces on both sides of the channel, as shown in Figure 7B. Otherwise, as the debris flow moved downstream, parts of the toes of the slopes were scraped and eroded away, resulting in shallow landslides on the slopes and collapse as the slopes lost support. The above processes produced abundant solid material in the formation and transition areas as a supplement to the debris flow, having a crucial influence on its dynamic evolution. As a result of the further enlargement of the scale of the debris flow, the houses and engineering facilities on both sides of the gully were seriously threatened and damaged, as shown in Figure 7C.
The field investigation has shown that the severe flood disaster caused by the debris flow, which poured into the Minjiang River and blocked the river partially or completely, is another factor in the disastrous outcome. Affected by heavy rainfall, many rivers in Wenchuan County suffered major floods or even extraordinary floods. According to the statistical results in recent years, the two main tributaries of the Minjiang River, the Caopo River Basin and Shouxi River Basin, reached a peak discharge of 573 m3/s with a return period of more than 100 years and 1,860 m3/s with a 50-years return period, respectively. The debris flow transported a large mass of solid material into the Minjiang River, forming debris-flow alluvial fans, thereby blocking the river. Therefore, the flow area of the river decreased rapidly, causing the water level in the upper reaches to rise sharply and the velocity and erosion potential of the flood to increase (Liang et al., 2001; Yanites et al., 2006; Liu et al., 2016). As shown in Figure 8, farmland, houses, transportation routes, hydropower stations, and other important infrastructure in the upper reaches were completely submerged by flooding caused by the debris-flow alluvial fan blocking the Minjiang River. Moreover, since the debris-flow alluvial fan forced flooding to divert to the opposite bank, which developed long-distance abnormal scouring downstream, the foundations of the houses near the riverbank were damaged, resulting in the collapse of several houses, as shown in Figure 8B.
[image: Figure 8]FIGURE 8 | Extrusion of the channel caused by the alluvial fan from the debris flow and the typical disaster characteristics: (A) blockage of the Minjiang River and long-distance abnormal scouring to the opposite bank caused by the alluvial fan at the mouth of the Cutou Gully; and (B) severe flood disaster caused by the alluvial fan at the mouth of the Chayuan Gully.
IMPACTS OF HUMAN ACTIVITIES
Amplification of the Destruction by the Bursting of Check Dams
Debris flow causes heavy damage and human casualties, which are also closely related to human engineering activities in addition to factors such as heavy rainfall and excessive solid material supply in gullies. Field reconnaissance indicated that the bursting of check dams was a significant reason for the amplification of the scale of the disaster and the enhancement of the destructive power at the mouth of the gullies. Building check dams in debris-flow gullies is a common engineering measure to control hazards from debris flow (You, 2001; Shrestha et al., 2008; Yuan et al., 2018). If the check dam can withstand the impact and erosion from the debris flow, there is no doubt that building a check dam is useful in regulating the peak discharge, intercepting large boulders and falling rocks, and greatly reducing the damage from the debris flow downstream. Conversely, if the structure of the check dam is destroyed by a large debris flow, the check dam will have an effect similar to block and burst, which inevitably leads to a considerable increase in the peak flow discharge (Chen et al., 2015). As shown in Figures 9A–C, these check dams proved to be useless during the “8·20” clustered debris flows event. When the debris flow moved to the check dam, the water-solid material mixture was deposited behind the check dam, and the energy also accumulated continuously, resulting in high pressure on the check dam. In the “8·20” clustered debris flows event, these failed check dams demonstrated insufficient design storage capacity, which caused the check dams to be quickly filled with solid material from the debris flow. Consequently, the check dam was buried, resulting in the risk of check dam failure significantly increased (Wang et al., 2021). In addition, the poor quality and performance of the check dam made it difficult to resist the scouring, erosion, and impact of the debris flow, so that the dam body was fragmented and damaged, gradually losing its effectiveness. Ultimately, the hyperconcentrated debris flow, which was deposited behind the check dam, ran across the dam crest by overflow. The failure of the check dam caused a significant increase in debris flow volume and devastating capacity, resulting in downstream houses and infrastructure such as roads and bridges being destroyed instantaneously.
[image: Figure 9]FIGURE 9 | Typical traces of engineering facility damage caused by the “8·20” clustered debris flows event: (A) damage to the check dam and bridge pier columns in Banzi Gully; (B) damage to the check dam and highway bridge in Dengji Gully; (C) a destroyed check dam in Chayuan Gully; and (D) abundant solid materials deposited at the highway bridges and culverts.
Aggravating the Disaster by Damage to Transportation Facilities
In mountainous regions, highway bridges and culverts, pavement, and corresponding protective structures, which cross debris-flow gullies, are very vulnerable to being impacted and destroyed by debris flow (Zhong and Chen, 2010; Yang et al., 2016). According to incomplete statistics, approximately 45 roads and 26 bridges in Wenchuan County were damaged and interrupted as a result of the “8·20” clustered debris flows event. For instance, the left bridge of Banzi Gully, which has a total length of 90.5 m and consists of two 40-m T-shaped beams, was severely destroyed (Figure 9A). Similarly, the deck of the Dengjigou Bridge, approximately 50 m in length, completely collapsed (Figure 9B). In the early morning of August 20, the high-speed debris flow carrying large amounts of solid material flowed down from regions of high topography downstream through the gullies. However, the existence of highway bridges and culverts crossing the downstream area of the gullies hindered the movement of the debris flow, during which time disaster occurred.
The crucial problem that caused these serious damages is that the design of these bridges and culverts did not fully consider the impact, erosion, and flow requirements of such a large-scale debris flow. Impacts, scouring, burying, siltation, and abrasion are the types of damage to the highway bridges and culverts that were typically affected by the debris flow. When the debris flow crossed, the strong scouring and undercutting effect of debris flow continuously eroded the lower soil of the bridge foundation and abraded the pier columns, resulting in a decrease in the bearing capacity of the bridge. Finally, under the combined action of gravity and debris flow impact, the bridge foundation became unstable and the bridge deck collapsed (Figure 9A). Besides, the overall impact force of debris flow carrying huge boulders would push the foundations and pier columns of the bridge, and even directly destroy the bridge, as shown in Figure 9B. Figure 9D shows the solid material from the debris flow deposited at the highway bridges and culverts at the mouth of the gully. Another noteworthy problem is that the long-term accumulation of loose solid material under the bridge has not been cleaned up in time or effectively, which is also one of the reasons for the lack of cross-section when the debris flow event occurred. Furthermore, severe damage to transportation facilities is much more likely to delay emergency rescue work, such as searching and rescuing missing people and transferring disaster victims.
DISCUSSION
There is no doubt that rainfall is the predominant factor leading to these disasters. The rainfall threshold is defined as the minimum level required to trigger a debris flow event. At present, the widely used method to determine the rainfall thresholds triggering debris flow is to conduct statistical analysis on precipitation data that induced the debris flow events in the past, extract relevant rainfall parameters or establish empirical relationships (Caine, 1980; Guzzetti et al., 2007; Zhou et al., 2014). Cui et al. (2010) concluded that the critical accumulated precipitation and rainfall intensity for triggering debris flow in the study area before the Wenchuan earthquake ranged between 320 and 350 mm and between 55 and 60 mm/h, respectively. Previous studies have shown that the rainfall thresholds for the subsequent generation of debris flow within the affected area were remarkably lower after the Wenchuan earthquake. For example, the critical accumulated precipitation and rainfall intensity that triggered the giant debris flow in Yingxiu Town on August 14, 2010 were 162.1 and 16.4 mm/h, respectively (Tang et al., 2011a), and correspondingly, the values of the catastrophic debris flow in Qipan Gully on July 11, 2013 were 88.0 and 21.6 mm/h, respectively (Hu and Huang, 2017). This variability in the rainfall thresholds is directly related to the abundant loose solid material in the formation area, which increased rapidly due to earthquake disturbance. Compared with the corresponding values of 87.5 and 24.2 mm/h in the “8·20” event discussed above, the rainfall thresholds for debris flow initiation in the Wenchuan area has not yet recovered to the pre-earthquake level, even more than ten years after the Wenchuan earthquake. However, with the reduction of effective material sources that can be transformed into debris flow, the rainfall thresholds will gradually recover over time, but how long it takes to achieve recovery requires further in-depth study. For this reason, meteorological monitoring for disaster warnings should be timely and accurate. However, a practical problem worthy of attention is that the rainfall stations in the study area are mostly distributed in the urban area, while they are less distributed in the disaster-prone mountainous areas; thus, it is difficult to truly reflect the rainfall situation in the mountainous areas and to guide people to take protective action in advance. This problem provides a warning to people that it is of great importance to establish an accurate, complete and quick-response rainfall early-warning system in the mountainous areas of Southwest China.
The hazard pattern changes with the dynamic evolution of disasters. As shown in Figure 6, the formation and development of a catastrophic debris flow event is a result of the sufficient and continuous interaction of water and sediment. Indisputably, abundant antecedent rainfall provides hydrodynamic conditions for the formation of debris flow, triggering the movement of loose solid material (Tang et al., 2011b; Guo et al., 2016; Hu et al., 2016). Furthermore, the rapid flow ceaselessly incorporates a supply of new solid material through new landslides and collapses, slope-rill erosion, and channel-bed erosion. Consequently, the ratio of sediment to water is constantly increasing, and finally, when the flow density is larger than 1.3 g/cm3 (Institute Of Mountain Hazards And Environment, 2000), it turns into a debris flow. As a result of the oversupply of loose material, the scale, velocity, and transportation capacity of the debris flow continue to increase, consequently producing tremendous destructive power. In addition to the characteristics of a simultaneous occurrence, rapid movement, and strong destructive impact, the field investigation also found that the “8·20” clustered debris flows event presented an extremely apparent chain of disaster effect. This indicates that debris flow not only causes damage but can also become the stimuli for other disasters and eventually cause more serious losses. The chain of disaster during the “8·20” event can be divided into two forms according to the different degrees of debris flow blocking the main river channel (Figure 10). One is that the debris flow moved into the main river channel, causing a partial blockage, squeezing the original river channel, uplifting the riverbed, and forcing the flood to divert, resulting in erosion of the opposite bank. The other is the movement of debris flow into the main river channel, building a temporary debris-flow dam that led to the formation of a barrier lake in the upstream area, resulting in an inundation disaster. The subsequent failure of the debris-flow dam caused a massive flood outburst to scour downstream areas.
[image: Figure 10]FIGURE 10 | Schematic diagram of the disaster chain effect of the “8·20” clustered debris flows event.
In addition to natural processes, human activities also play a crucial role in the formation and movement processes of debris flow. Affected by topography, mountain residents usually live at the mouth of gullies or on both sides of rivers. The dense distribution of buildings and infrastructure results in a high concentration of population in the area, which increases the potential for catastrophic damage from water-induced hazards. The impact of human activities on debris flow disasters includes two main aspects: indirect effects and direct effects (Gan et al., 2018). The former mainly emphasizes damage to the natural environment, such as the unreasonable exploitation and utilization of vegetation, soil, and water resources. The latter is mainly manifested in the amplification effect of human large-scale engineering activities on debris flow disasters, including improper human dwelling site selection, inadequate design of engineering works, poor-quality workmanship, and other aspects. In the “8·20” clustered debris flows event, it was found that the inadequate design of some engineering mitigation measures and traffic facilities aggravated the disaster losses, mainly due to insufficient consideration of the excessive supply of solid materials in the earthquake-active mountainous areas. This painful reality reminds us once again that the scale and destructive power of debris flow in earthquake-active mountainous areas are significantly different from those in nonseismic areas due to the availability of excessive loose solid materials. It has been proven that in the study area, debris flow disasters prevention and control projects constructed according to traditional engineering methods and design standards are no longer suitable. Therefore, how to make proper engineering decisions to prevent and control the hazards from debris flow has become a question that requires thoughtful consideration. Fortunately, compared with natural processes, which are complicated and difficult to change, the additional hazards caused by these human factors can be ameliorated once the seriousness of the problem is recognized.
In recent years, in view of the substantial loss of life and property caused by these disasters, people have adopted a variety of prevention and control measures against debris flow disasters in the mountainous areas of Southwest China and they have achieved noticeable results. For example, in the lower reaches of Yanmen Gully in Wenchuan County, a drainage channel with a width of 24 m was built, and the intersection angle between the Yanmen Gully and Minjiang River was changed to avoid the disaster caused by sediment deposition (Figure 11A). It is worth mentioning that this measure successfully withstood the test of the “8.20” event. Figure 11B shows the cascade sediment retaining project built in the debris flow gully in Qingping Township, Mianzhu City, Sichuan Province. Nevertheless, the occurrence of catastrophic events has proven that these efforts are far from sufficient.
[image: Figure 11]FIGURE 11 | Typical cases of disaster prevention and control measures and achievements in recent years: (A) a drainage channel built in Yanmen Gully, Wenchuan County, Sichuan Province; and (B) the cascade sediment retaining project built in Qingping Township, Mianzhu City, Sichuan Province.
In general, collective relocation away from hazardous areas that are susceptible to debris flow is the best method to prevent disasters. However, whether from the perspective of economic feasibility or realistic possibility, collective relocation is difficult to fully realize. Therefore, seeking a more extensive and comprehensive system of integrated prevention and control is urgently needed. First, strengthening ecological restoration in disaster-stricken areas is indispensable. For example, the effectiveness of soil and water conservation efforts can be improved through forestry, agricultural, or planting measures in response to local conditions, thereby controlling solid material sources to a certain extent. Meanwhile, by drawing upon the experience from previous successful projects, engineering prevention and control measures should be rebuilt and perfected based on sufficient consideration of the solid material supply in each debris flow gully. In addition, judging from the characteristics of the “8·20” event, the Water Conservancy Department and relevant government departments should strengthen the monitoring and dredging work of the main river channels and gully beds to mitigate the impact from similar disaster chain effects in the future. Moreover, a perfect monitoring system is the basis for effective early warning. Thus, it is also crucial to establish a full-time remote intelligent wireless monitoring and early warning system, which can realize the collection, transmission, and processing of information such as landslide deformation, rainfall, soil saturation, mud level, water level, and flow velocity in the study area. Once a monitoring value exceeds the warning value set in this system, the warning information will be released in real-time. Finally, a series of nonengineering measures should also be adopted to warn people to take protective actions in advance and to reduce losses as much as possible when the event happens again. These nonengineering measures include but are not limited to adopting simple and reliable alarm signals, planning escape routes, formulating temporary relocation schemes, and elaborating emergency rescue work deployment.
CONCLUSION
In this paper, the “8·20” clustered debris flows event in Wenchuan County is used as a case study to better understand its formation mechanism, dynamic evolutionary process, and the impacts on human activities. Based on field investigation, image data interpretation, mechanism analysis, and some other methods, the main conclusions can be drawn as follows:
(1) The “8·20” event had the remarkable characteristics of simultaneous occurrence, rapid movement, and strong destructiveness. Field investigations indicate that the disaster points were mainly distributed along the Minjiang River, where human engineering activities are highly concentrated. Furthermore, this event presented an extremely apparent disaster chain effect, leading to the expansion of disaster losses.
(2) Regional short-term, high-intensity rainfall is considered the direct trigger of the “8·20” event. According to the rainfall data from the Dujiangyan surface meteorological station, the critical accumulated precipitation and rainfall intensity for triggering this event were 87.5 and 24.2 mm/h, respectively, which were still far from the pre-earthquake level.
(3) The excessive supply of solid material is a key factor that cannot be ignored in the prediction and prevention of debris flow disasters in the study area. The occurrence of the devastating “8·20” event in Wenchuan County demonstrates that the abundant supply of solid material can greatly change fluid characteristics, making the disaster uncontrollable.
(4) In addition to natural factors, human activities also play a crucial role in the formation and movement processes of debris flow. On the one hand, inappropriate human activities damage the ecological environment to a certain extent and indirectly influence the occurrence and development of debris flow. On the other hand, the transformation of natural topography by large-scale human engineering activities directly affects the evolutionary process of debris flow. Once these projects are improperly located or inadequately designed, the risk of geological hazards is likely to increase.
(5) When collective relocation is difficult to achieve, it is particularly important to utilize the necessary ecological measures to control material sources and to effectively improve the performance of the engineering measures to achieve water and sediment separation. Furthermore, the extensive establishment of a full-time remote intelligent wireless monitoring and early warning system is also urgently needed. Finally, a series of nonengineering measures are also worthy of additional attention.
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Landslide dam formation can be influenced by the erosive capacity of river flow and the dynamic characteristics of the landslide. When the deposition rate of a landslide that reaches a river is higher than the erosion rate of river flow, the landslide can form a dam by blocking the channel. Hence, in this paper, a dimensionless discharge threshold for landslide dam formation considering landslide and river dynamics is established and studied numerically. A two-layer depth-averaged model coupled with an erosion term is presented to simulate river and landslide movements and their interactions. Several numerical cases are simulated to study the influence of landslide and river dynamics on the critical threshold for dam formation by considering some key factors, such as landslide velocity and the angle between the river and landslide transport directions. Through the simulations, three types of landslide intrusion into river can be reflected: a dam forms quickly, a dam forms or does not form close to a critical state, and no dam forms. The results show that these factors together affect the process of dam formation if the difference between the landslide and river discharges is relatively small. All results are helpful to further clarify the formation of such dams for natural hazard prevention under future climate change conditions.
Keywords: landslide dam formation, dimensionless discharge threshold, experimental analysis, numerical simulation, climate change
INTRODUCTION
Landsides occurring in river valleys have the potential to block river channels by forming dams, and a cascade of negative consequences, such as dam-break floods and debris flows, can be induced if a dam forms (Romeo et al., 2017; Liang et al., 2019). Such a chain effect can greatly enlarge the broad scope and destructive power of disasters, resulting in serious economic loss and high casualties. Recent examples include the 2014 Bujumbura floods resulting from the failure of a landslide dam in Burundi, which caused 64 casualties and destroyed more than 940 houses Nibigira et al. (2018), and the 2018 Baige landslide dam in Southwest China, which caused economic losses of approximately RMB 74.3 billion (Deng et al., 2019). Finding the critical condition for forming a landslide dam has become a key issue that needs solution in landslide dam disaster prevention.
Numerous studies have demonstrated that geomorphological features Korup (2004); Fan et al. (2012); Chen and Chang (2016); Chen et al. (2021) and hydrological conditions Zhao et al. (2017); Chen et al. (2019a); Liao et al. (2019) jointly determine whether a landslide dam can be formed. Based on these studies, the following three conditions are essentially mandatory to form a landslide dam: first, the landslide needs to cross the river channel; second, the erosive rate of river flow must be smaller than the depositional rate of the landslide; and three, the thickness of landslide deposits in the river channel must be greater than the water depth (Fan et al., 2014; Chen and Chang, 2016; Chen et al., 2019b). To find the threshold, (e.g. landslide runout distance and dam height) for satisfying these conditions, empirical database analysis Fan et al. (2012); Chen and Chang (2016) and experimental measurements Okada and Uchida (2014); Chen and Orense (2020) are widely used, and several dimensionless critical indexes that are composed of variables characterizing the different elements involved, (e.g. landslide and river) have been proposed; these indexes have high significance (Ermini and Casagli, 2003; Fan et al., 2012; Dal Sasso et al., 2014). However, although the indexes can be used to forecast and discriminate between possible dam evolutions, they cannot quantitatively describe the formation process of landslide dam. From this point of view, numerical modeling in recent years has been devoted to studying landslide dam formation by using different physical models (Liu and He, 2016; Zhao et al., 2017; Chen and Wu, 2018; Zhao et al., 2019; Li et al., 2020). In summary, these models apply two distinct equations with corresponding rheological properties to describe the dynamics of the landslide and the river. Furthermore, some behaviours of the landslides, such as the high mobility of landslide Pastor et al. (2014), the entrainment induced by landslide Liu and He (2016), and the interactions between river flow and submerged landslide Zhao et al. (2017), are also investigated by these models since these behaviours may have appreciable impacts on the process of landslide dam formation. However, most of the existing studies focus on the first and three conditions mentioned above, and works related to the second condition are still rare.
The erosive capacity of the river and the deposition rate of the landslide determine whether a dam can be formed when a landslide reaches a river. The former factor is significantly influenced by river conditions, including flow depth, flow velocity and river slope (Whipple et al., 1998; Carroll et al., 2004; Zhang et al., 2009; Chen et al., 2019a). The latter factor depends mostly on the characteristics, (e.g. mass volume, velocity and material composition) of the landslide (Fan et al., 2014; Pastor et al., 2014; Liu et al., 2016). Although some studies have investigated the mechanism of granular deposition in fluid and its influence on dam formation Shan and Zhao (2014); Zhao et al. (2019); Li et al. (2020), they do not consider the impacts of the erosive capacity of river flow on dam formation. Recently, Chen et al. (2019a) suggested a critical threshold that reflects the influence of river erosive capacity on dam formation in a quantitative way. However, one drawback of this threshold is that it does not consider the dynamic characteristics of the landslide. This factor determines the coverage area and deposition rate of a landslide in a river. In addition, in most field cases, the landslides enter river in an orthogonal (or oblique) direction, which may have an influence on dam formation and needs to be considered.
Because only average river erosive capacity can be observed in the experiment performed by Chen et al. (2019a), there are no way to quantify dynamic processes and dynamic change of different enter river direction (between the river channel and landslide movement direction). Therefore, we need to use numerical simulation to clarify the dynamic process of landslide movement, landslide dam formation and river erosive capacity. At the same time we also observe the dynamic effects of different river entry directions and thus more accurately capture the block point of landslide dam based on river erosive capacity.
In this study, focusing on the second condition, we attempt to determine a critical threshold that incorporates the dynamic characteristics of both landslide and river, in order to reflect the erosive capacity of river flow and its effect on dam formation more reasonably. To describe the dynamics of a landslide and a river during the process of landslide dam formation, a two-layer model based on the depth-averaged theory is used, which incorporates the erosion term between the landslide and the water flow. By analyzing the existing laboratory experimental data and numerical simulation results in combination, a critical threshold value is determined. Finally, the variation in the critical threshold value is discussed by simulating several numerical cases that consider different landslide dynamic characteristics.
CRITICAL THRESHOLD FOR LANDSLIDE DAM FORMATION
Several works have demonstrated that the formation of a landslide dam is determined by the erosive capacity of the river and the deposition rate of the landslide, both of which are related to the landslide and river discharges, particle diameter and river slope (Yan et al., 2009; Zhao et al., 2017; Chen et al., 2019a). Based on experiments, Chen et al. (2019a) suggest that landslide-generated dams form once the ratio of the erosion rate of river flow to the deposition rate of the landslide exceeds a threshold value. As a matter of fact, these rates represent the discharges of eroded mass and intruding landslide per unit time and therefore, the dimensionless critical discharge can be written in the form of discharge as 
[image: image]
where qe is the discharge of mass eroded by river flow with a discharge qw, qs is the discharge of landslide intrusion into river, ρf is the flow density, ρs is the landslide density, D50 is the median grain size of the landslide, and g represents the gravitational acceleration. As mentioned above, the experiments by Chen et al. (2019a) were performed with a constant discharge of sediment into the flow channel. In general, during the process of landslide intrusion into a river, the landslide discharge changes over time in practical cases, as reflected by the variations in the depth and velocity of the sliding mass. This in turn affects the flow erosive capacity, which depends on the interactions between the landslide and the river. Thus, the dimensionless discharge also changes with time and a time-averaged value of this variable may be more suitable for predicting landslide dam formation. To achieve this, instantaneous discharges of the landslide and the river are required, which are relative to their dynamic characteristics.
PHYSICAL MODEL FRAMEWORK
Governing Equations
The dynamics of the landslide and river are influenced by many different factors, including initial and boundary conditions, material properties, and topography (Chen and Chang 2016). This means that a reliable method of predicting both landslide and river dynamics is needed. From this point of view, a two-layer model that describes the landslide and river dynamics simultaneously has been developed and widely used (Capart and Young, 2002; Chen and Peng, 2006; Liu and He, 2016; Li et al., 2020). Thus, a two-layer model incorporating the erosion term between the landslide and river flow is presented here, following Adduce et al. (2012) and Liu and He (2016). A detailed derivation of the model equations is presented in Supplmentary Appendix A. Since we focus on studying the erosive capacity of river flow and its effect on dam formation, bed entrainment is not considered. By assuming that both layers are incompressible, the mass and momentum equations in a Cartesian coordinate system for each layer can be written as 
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where t is the time; h1 is the river flow depth; and h2 is the landslide depth. The two flowing layers, river and landslide, are assumed to have distinct densities ρf and ρs, with corresponding velocities u1 = (u1, v1) and u2 = (u2, v2), respectively. γ = ρf/ρs is the density ratio; zb is the fixed bed surface; E is the erosion rate; kap is the earth-pressure coefficient, which reflects the state of stress when a material element deforms Gray et al. (1999); and φbed is the basal frictional angle. The term Cfs(u1–u2)|u1–u2| represents the shear stress at the interface when the landslide moves underneath the water flow, where Cfs = gn2/h11/3Li et al. (2020) and n is the Manning roughness coefficient. In other cases, this term for water flow can be reduced to Cfsu1|u1|. u1m = (u1m, v1m) and u2m = (u2m, v2m) are the velocities for the landslide and water flow at the interface boundary, respectively. In simplified situations, as suggested by Adduce et al. (2012), u(1m,2m) is considered simply as u(1, 2).
To close the model, the quantity E must be expressed in terms of variables such as river flow depth, flow velocity and solid density. Currently, researchers have gradually reached an agreement that the erosion rate results from the inequality between the shear stress imparted by water flow and the shear resistance by sediment material (Fraccarollo and Capart, 2002; Spinewine, 2005; Zech et al., 2008). Thus, hydraulic erosion rates are quantified by using a Meyer-Peter and Muller (1948)-style equation that can be empirically fitted to each shear stress-bed load relation (Vericat et al., 2008; Darby et al., 2010).
[image: image]
where a is an erodibility coefficient and b is an empirically derived exponent; the shear stress τs can be expressed as τs = ρfCfs|u1–u2|2; the critical shear stress τb is calculated using Shields (1936) equation, τb = τcD50g (ρs–ρf) Vericat et al. (2008), in which τc is the dimensionless shear stress or Shield’s number modified for sediment materials.
In summary, Eqs. 2, 3 control the state of river flow and landslide, respectively. The first Eqs. 2, 3 represent mass conservation. The second and third Eq 2 represent the momentum conservation in the x and y directions, and the terms on the right-hand side represent the effects of momentum production due to erosion, the gradient induced by the river bed and landslide, and the interface shear stress. Similarly, the terms on the right-hand side of the momentum conservation Eqs. 3 represent the effects of momentum production generated by erosion, buoyancy-related force, gradient induced by the river bed, interface shear stress and friction loss. By coupling (2)–(4), the process of dam formation can be quantitatively described while considering the dynamic characteristics of the river and the landslide. To verify the feasibility of the presented model, the numerical case proposed by Fernández-Nieto et al. (2008) and further used by Kurganov and Miller (2014) is calculated (see Supplmentary Appendix B).
Computational Scheme
In this paper, the Godunov-type scheme based on the finite volume method is adopted to solve the presented model equations. The Godunov-type scheme is a conservative numerical scheme which solves exact or approximate Riemann problems at each inter-cell boundary (Brufau et al., 2004). Here, the Riemann problem at the cell interface is solved by using Harten–Lax–van Leer contact (HLLC) approximation as a robust and efficient solver (Benkhaldoun et al., 2012). In convenience, the model equations can be written in vector format as following:
[image: image]
where,
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A simplest space-splitting type has also been used for dividing the model equations into two 1-D problems as following (Liang and Marche, 2009; Liu and He, 2016).
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After that, the solution at next time step can be obtained by an efficient step as following:
[image: image]
where n represents the time level; Lx and Ly represent the operator in x and y directions, respectively. For Lx, the internal flux, e.g., Fw, is computed as follows:
[image: image]
where Fl and Fr are the interface fluxes on both sides of a cell interface; F*l and F*r represent the left and right sides of the contact wave, respectively. Both of them are calculated from the left and right Riemann states Ul and Ur. Sl, Sm, and Sr represent the speeds of the left, middle, and right waves, respectively, for a local Riemann problem. The fluxes F* in the middle region are needed to calculate F*l and F*r, which is obtained from the Harten–Lax–van Leer (HLL) formula (Harten et al., 1983).
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Considering the dry-bed condition from the two-rarefaction approximate Riemann solver, the wave speeds are calculated as follows (Fraccarollo and Toro, 1995; Soares-Frazão and Zech, 2011).
[image: image]
where c is the speed of gravity waves; ul, ur, hl, hr are the components of the left and right Riemann states for a local Riemann problem; u* and h* are the components of the middle Riemann states, which are calculated as follows:
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In order to obtain high-order of accuracy and avoid spurious oscillations, we couple the monotonic upstream-centered scheme for conservation laws (MUSCL) with HLLC scheme to reconstruct the interface data. The reconstruction form can be expressed as 
[image: image]
where,
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The function M is a Roe’ Superbee flux limiter and can be written as 
[image: image]
The time step ∆t that satisfies the demand of two layers dynamic computing simultaneously can be calculated by the stability criterion (Simpson and Castelltort, 2006).
[image: image]
where cfl is the Courant number and its value should be less than one; η is the ratio of the area of the grid to its perimeter.
Computing Dimensionless Discharge
Landslide and river dynamics and mass exchange between two layers are simulated for each of the cases under different conditions, which allows us to compute the dimensionless discharge as a function of time for every channel location in the basin. Since we are interested in the value of q* within channel areas at the times when a landslide intrusion enters the river, we compute time-averaged values of qe and qs (which allows us to calculate q*) with the channel network over a length of time from the moment when the landslide reaches the river to the moment when the landslide dam forms. The reasons why we compute time-averaged values of q* rather than instantaneous values or final values are that the formation of a landslide dam is a gradual process and the erosive capacity of river flow changes over time.
RESULTS
The present model is first applied to simulate laboratory experiments on landslide dam formation over a fixed bed. Then, based on numerical case studies, the value changes in the dimensionless critical discharge for landslide dam formation are presented by considering different dynamic conditions for the landslide.
The setup of the laboratory experiments by Chen et al. (2019a) consisted of two acrylic flumes: one for transporting water and the other for transporting sediment. The water channel was rectangular, 200 cm long, 15.5 cm wide and 20 cm high, with an adjustable slope and a flow valve. The sediment flume was located above the water channel with a longitudinally adjustable gate and was used to supply sediment to simulate a landslide mass entering a river channel. A water reservoir at the upstream end of the flume was used to provide water. The flow valve was attached to the water supply line behind the reservoir. The slope of the water channel was adjusted by attaching a shaft to the upstream end of the flume and a height-adjustable cross-bar at the downstream end. The sediment flume was 180 cm long, 14 cm wide, and 20 cm high, positioned in parallel above the water channel and inclined at a 40° angle, (i.e. the slope angle was always greater than the internal friction angle of the sediment). This arrangement ensured that the deposited sediments were evenly distributed along the width of the water channel. The rate of sediment supply discharge was controlled through an adjustable gate and an acrylic panel at the upstream end of the sediment flume (see Figure 1). Based on experimental results of Chen et al. (2019a), a dimensionless velocity index [image: image] equation was proposed. If [image: image], the landslide mass would block the river channel and form a landslide dam; if [image: image], the landslide mass would not be able to block the river flow; and if [image: image] was between 47 and 54, the formation of a landslide dam would be inconclusive. The experimental results showed an 89% accuracy when the dimensionless velocity index ([image: image]) was used to evaluate conditions for which a landslide dam forms. As suggested by Wu and Chou (2003), the empirical value of τc for pure sand materials was found to be 0.004 for grain sizes larger than 0.5 mm. The value of qs for each case was in the Chen et al. (2019a) experiments. Values of other parameters were adjusted in a trial-and-error procedure until empirical adequacy was reached. An overview of the required parameters for the model is shown in Table 1.
[image: Figure 1]FIGURE 1 | Diagram of the experimental setup on front view (A) and top view (B), modified from Chen et al. (2019a).
TABLE 1 | Model parameter values used in numerical simulations of landslide dam formation.
[image: Table 1]Figure 2 shows the computed erosion discharge qe and dimensionless discharge q* obtained by simulating the processes of 46 experiments in which landslide dams formed in 20 experimental runs and did not form in 26 runs. The dynamic processes of the landslide and river for some cases (1, 3, and 40) are provided in Supplementary Figures S1–S3 (see Supplementary Material). The results show that the mass of the landslide obstructs flow in the river channel and forms a landslide dam when the ratio of qe and qs is larger than a certain value (Figure 2B). This trend is similar to the results from Chen et al. (2019a) (Figure 2A), which verifies the feasibility of using our numerical approach to investigate the variations in the dam formation process under different conditions. Simulations indicate that for some cases (especially for the cases that form a dam), there is a large difference between values of qe calculated by Chen et al. (2019a) and values of qe calculated by our approach. On the one hand, this contrast is due to the different formula for the erosion rate that we employed. The erosion rate derived by Chen et al. (2019a) is an average value, and that obtained in this study is derived by a process-based method. On the other hand, this difference may result from the fact that the erosion rate gradually decreases to zero during the process of dam formation; thus, a small average value of qe is obtained. Moreover, the critical threshold of dimensionless discharge q* as a function of river slope θ is also presented. This threshold clearly shows that q* is lower for cases where a landslide dam forms than for cases that form no dam (Figures 2C,D). With steeper river slopes, the discharge of the landslide has to be relatively high to form a dam since the erosive capacity of river flow is enhanced by slope.
[image: Figure 2]FIGURE 2 | Relationship between depositional capacity of landslides qs and erosive capacity of river flows qe obtained from Chen et al. (2019a)(A) and numerical simulation (B); critical threshold of dimensionless discharge q* derived from Chen et al. (2019a)(C) and experimental simulations (D) as a function of river slope θ. Red squares represent the experimental runs with no dam, and gray dots represent the experimental runs with dams. The values of these variables are obtained as an average from the time that the landslide starts entering the river until the time that the landslide dam forms.
Next, the processes of dam formation under different dynamic conditions for the river and landslide are simulated. In general, the dynamic condition of surface flow can be reflected by flow velocity and flow depth; thus, these two variables are considered in our simulation. In addition, field surveys indicate that landslide debris always enters river in an oblique (or orthogonal) direction Tang et al. (2011); Xu et al. (2018), so the angle β between the river channel and landslide movement direction is considered another variable. Based on this consideration, the simulation setups for all the numerical cases are set as h1 = 1.03 cm, u1 = 62.8 cm/s, h2 = 3–25 cm (an interval of one between two adjacent cases), u2 = 5–35 cm/s (an interval of 15 between two adjacent cases), and θ = 2–9° (an interval of one between two adjacent cases). The sizes of river and landslide channels in the simulation are the same as those in Chen et al. (2019a), except that the two channels are linked at an angle (see Figure 1B). Three values of β are chosen as β = 60, 90, and 120°. For the sake of simplicity, we ran these simulations by using the same model parameter values applied in the prior runs. It should be noted that the value of qs is not constant in this simulation and calculated at the contact surface between two channels at each time step as well as qe. The dynamic processes of the landslide and river with different values of β are also provided in Supplementary Material (see Supplementary Figures S4–S6). Using the threshold based on dimensionless discharges (Figure 3), we find that the dynamic characteristics of the landslide have significant impacts on dam formation. In general, typical values of q* for dam formation are high compared with q* obtained from flume experiment simulations. With the same angle β, the values of q* decrease when the landslide velocity increases, and the gap between the values of q* under different landslide velocity conditions increases as the river slope increases. This means that the erosive capacity of river flow plays a key role in dam formation when the discharge of landslide intrusion into the river is not very large. If the ratio of landslide discharges to river discharges is large, the river channel is blocked quickly, and the effects of flow erosion and river slope on dam formation become less visible. In addition, there is a gap between the values of q* obtained with different intrusion directions of landslides into rivers. The interesting point is that the value of q* is largest when β = 90°. One potential explanation for this trend is that the river erosive capacity is enhanced due to the intensified interaction between landslide and river flows when the landslide moves against the river (β = 120°). A larger discharge of landslide intrusion into the river is needed to form a dam; thus, a smaller value of q* is generated.
[image: Figure 3]FIGURE 3 | Critical threshold of dimensionless discharge q* derived from numerical simulations as a function of river slope θ, by considering different dynamic conditions for the river and the landslide. Values of q* are obtained as an average from the time that the landslide starts entering the river until the time that the landslide dam forms.
DISCUSSION
The results demonstrate that the thresholds for dimensionless discharge obtained in our experimental simulations are smaller than the thresholds for dimensionless discharge suggested by Chen et al. (2019a) (Figures 2C,D). Moreover, there are large differences between the erosion rates derived here and the values suggested by Chen et al. (2019a). As a consequence, the threshold proposed by Chen et al. (2019a) may lead to underestimates of the erosive capacity of river flow required to produce landslide dam under a given hydrodynamic condition. The apparent discrepancy between thresholds derived here and those derived previously may arise from the fact that the previous study focused on a threshold over the whole time period (from landslide entry into river to the end of landslide movement). Whether landslides will continue to be eroded by river flow after dam formation is unclear since they require adequate hydrodynamic conditions. In addition, both our results and those of Chen et al. (2019a) show transitional conditions under which several dam formed and no dams formed (see Figures 2A,B). This is principally because the cases that form no dam have small values of qe and the cases that form a dam have large values of qe. Experimental observations indicate that these cases are in (or close to) the critical state of dam formation (see Supplementary Videos S3–S6, which refer to groups 7, 19, 23, and 40, respectively, in Chen et al., 2019a). This means that the erosion rate caused by river flow experiences major changes over the whole time period. Variation histories of erosion rates in these cases calculated by our approach are shown in Figure 4A, which illustrates that the rates of erosion increase first and then decrease (close to zero) and finally increase again. This trend is in line with that observed from the experiments. The changing trend of q* calculated by our approach is similar with that of qe (Figure 4B). By comparing the time averaged and Chen et al. (2019a) values of q* (refer to q*sa and q*e), it can be found that q*sa can reflect the state of dam more accurately. For example, the dam in experiment case seven is more close to the critical state of dam formation than that in experiment case 23, so the value of q* for experiment case seven should be less than that for experiment case 23. However, the value of q*e for experiment case seven is greater than that for experiment case 23, which do not reflect this trend. Thus, the dimensionless critical discharge calculated by our approach can reflect the characteristics of dam evolution that is determined by the dynamics of landslide and river, and make it possible to more accurately capture the block point of landslide dam. However, some behaviours, (e.g. local collapses of debris and hydraulic jumps) cannot be considered here due to the limitations of the applied model, and these behaviours may influence the value of the erosion rate. Nevertheless, the proposed approach for generating dimensionless discharge thresholds based on model simulations provides a promising alternative to empirical methods for assessing the potential for dam formation.
[image: Figure 4]FIGURE 4 | Variation histories of (A) erosion rates and (B) dimensionless critical discharge for the experiment simulation cases 7, 19, 23, and 40. The arrow in the figure represents the critical point of dam formation. q*sa and q*e represent the average value of q* calculated with the data from the simulation and Chen et al. (2019a), respectively.
The choice to average values of dimensionless discharge over a length of time from when the landslide starts entering the river until a dam forms is based on past observations in laboratory experiments that no landslide mass is transported after dam formation (see Supplementary Videos S1). Simulations indicate similar trends between the results obtained by Chen et al. (2019a) and the results obtained from our approach (see Figure 2). Based on the physical model, averaging qe and q* over time periods appears reasonable and produces similar results. An additional consideration is whether including landslide and river dynamics in the simulations is necessary to obtain dimensionless thresholds. Our results show that dimensionless thresholds derived from the physical model are larger than those estimated using an empirical formula that cannot consider landslide and river dynamics. The primary reason is that the landslide velocity and the direction of landslide intrusion into river can change the erosion capacity of river flow due to the enhanced or weakened interaction between the landslide and the flowing river. The dimensionless critical threshold in conjunction with numerical simulations potentially reflects the dynamic characteristics of both landslide and river flow. This result is encouraging since landslide and river dynamics may be poorly considered in many applications. An additional benefit of deriving the dimensionless discharge based on model simulation for landslide dam formation is that the erosion rate varies due to the instantaneous states of the landslide and the river. For example, landslide velocity, river flow height, and riverbed elevation change with time following sediment transport (Liu and He, 2016; Zhao et al., 2017; Li et al., 2020). The erosive capacity of river flow therefore changes with time, but thresholds based on dimensionless discharge remain constant. Thus, given data that constrain the initial conditions of the landslide and the river, the variables (qe and qs) derived here can be applied to determine how dimensionless discharge changes with time and can be used to identify the landslide-induced terrain changes that have great impacts on dam formation potential. The applicability of the dimensionless discharge threshold, however, assumes that the difference between the discharges of the landslide and the river is not too large.
On the other hand, the presented model assumes that landslide materials are uniform, which is simple if more complex scenarios are considered e.g., different grain size distributions of landslide material. Some complex behaviours that may influence the value of the erosion rate are also not considered. Thus, further research is needed to improve the physical model for providing more accurate results that are closer to reality.
CONCLUSION
In this study, we derive critical thresholds for the formation of a landslide dam based on slope-dependent values of dimensionless discharge. Furthermore, we present a method for estimating dimensionless discharge thresholds using a process-based two-layer model and the proposed physically based thresholds. The erosion rate and dimensionless discharge derived from the present method indicate trends similar to those estimated by the empirical formula for the experimental cases. The results establish a new method to estimate the thresholds for dam formation focusing on the relationship between the erosive rate of river flow and the deposition rate of a landslide. Several dynamic conditions for the landslide are considered to study their influences on the dimensionless discharge threshold. The physically based dam formation thresholds derived here also make it possible to incorporate the effects of changes in dynamic conditions on the landslide and the river, which could be particularly valuable in addressing landslide dam hazards when landslides and river flow have small differences in discharge.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/Supplementary Material, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
WL and YH did a lot of work in numerical data analysis; SH and JZ helped perform the analysis with constructive discussions; WL and KC performed the data analyses, wrote the manuscript, made all figures and approved the final version.
FUNDING
This work was supported by the National Natural Science Foundation of China (Grant Nos. 41907241, U19A2049, and U20A20111), Open Project of State Key Laboratory of Hydraulics and Mountain River Engineering (Grant No. SKHL 2025), the Soil and Water Conservation Innovation Research Projects in 2021 (SWCB-110–026), the CAS “Light of West China” Program and the Foundation for Young Scientists of the Institute of Mountain Hazards and Environment, CAS (Grant No. SDS-QN-1912, No. SDS-QN-1901).
ACKNOWLEDGMENTS
The authors wish to thank the Editor (Mark Bebbington) and two anonymous reviewers for their constructive comments which helped to improve the manuscript.
SUPPLEMENTARY MATERIAL
The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/feart.2021.651887/full#supplementary-material
REFERENCES
 Adduce, C., Sciortino, G., and Proietti, S. (2012). Gravity Currents Produced by Lock Exchanges: Experiments and Simulations with a Two-Layer Shallow-Water Model with Entrainment. J. Hydraul. Eng. 138 (2), 111–121. doi:10.1061/(asce)hy.1943-7900.0000484
 Benkhaldoun, F., Sari, S., and Seaid, M. (2012). A Flux-Limiter Method for Dam-Break Flows over Erodible Sediment Beds. Appl. Math. Model. 36 (10), 4847–4861. doi:10.1016/j.apm.2011.11.088
 Brufau, P., García-Navarro, P., and Vázquez-Cendón, M. E. (2004). Zero Mass Error Using Unsteady Wetting-Drying Conditions in Shallow Flows over Dry Irregular Topography. Int. J. Numer. Meth. Fluids 45 (10), 1047–1082. doi:10.1002/fld.729
 Capart, H., and Young, D. L. (2002). “Two-layer Shallow Water Computations of Torrential Geomorphic Flows,” in Proceedings of the International Conference on Fluvial Hydraulics (Belgium: Louvain-la-Neuve), 1003–1012. 
 Carroll, R. W. H., Warwick, J. J., James, A. I., and Miller, J. R. (2004). Modeling Erosion and Overbank Deposition during Extreme Flood Conditions on the Carson River, Nevada. J. Hydrol. 297 (1-4), 1–21. doi:10.1016/j.jhydrol.2004.04.012
 Chen, C.-Y., and Chang, J.-M. (2016). Landslide Dam Formation Susceptibility Analysis Based on Geomorphic Features. Landslides 13 (5), 1019–1033. doi:10.1007/s10346-015-0671-5
 Chen, K.-T., Chen, X.-Q., Hu, G.-S., Kuo, Y.-S., and Chen, H.-Y. (2019a). Effects of River Flow Velocity on the Formation of Landslide Dams. J. Mt. Sci. 16 (11), 2502–2518. doi:10.1007/s11629-018-5319-1
 Chen, K.-T., Chen, X.-Q., Niu, Z.-P., and Guo, X.-J. (2019b). Early Identification of River Blocking Induced by Tributary Debris Flow Based on Dimensionless Volume index. Landslides 16, 2335–2352. doi:10.1007/s10346-019-01221-8
 Chen, K.-T., and Wu, J.-H. (2018). Simulating the Failure Process of the Xinmo Landslide Using Discontinuous Deformation Analysis. Eng. Geology. 239, 269–281. doi:10.1016/j.enggeo.2018.04.002
 Chen, K. T., Chen, T. C., Chen, X. Q., Chen, H. Y., and Zhao, W. Y. (2021). An Experimental Determination of the Relationship between the Minimum Height of Landslide Dams and the Run-Out Distance of Landslides. Landslides , 1–14. doi:10.1007/s10346-020-01605-1
 Chen, S.-C., and Peng, S.-H. (2006). Two-dimensional Numerical Model of Two-Layer Shallow Water Equations for confluence Simulation. Adv. Water Resour. 29 (11), 1608–1617. doi:10.1016/j.advwatres.2005.12.001
 Chen, X., and Orense, R. P. (2020). Investigating the Mechanisms of Downslope Motions of Granular Particles in Small-Scale Experiments Using Magnetic Tracking System. Eng. Geology. 265, 105448. doi:10.1016/j.enggeo.2019.105448
 Dal Sasso, S. F., Sole, A., Pascale, S., Sdao, F., Pinzon, A. B., and Medina, V. (2014). Assessment Methodology for the Prediction of Landslide Dam hazard. Nat. Hazards Earth Syst. Sci. 14 (3), 557–567. doi:10.5194/nhess-14-557-2014
 Darby, S. E., Trieu, H. Q., Carling, P. A., Sarkkula, J., Koponen, J., Kummu, M., et al. (2010). A Physically Based Model to Predict Hydraulic Erosion of fine-grained Riverbanks: The Role of Form Roughness in Limiting Erosion. J. Geophys. Res. 115, F04003. doi:10.1029/2010JF001708
 Deng, J. H., Gao, Y. J., Yu, Z. Q., and Xie, H. P. (2019). Analysis on the Formation Mechanism and Process of Baige Landslides Damming the Upper Reach of Jinsha River, China. Adv. Eng. Sicences 51 (1), 9–16. doi:10.15961/j.jsuese.201801438(In Chinese). 
 Ermini, L., and Casagli, N. (2003). Prediction of the Behaviour of Landslide Dams Using a Geomorphological Dimensionless index. Earth Surf. Process. Landforms 28 (1), 31–47. doi:10.1002/esp.424
 Fan, X., Rossiter, D. G., van Westen, C. J., Xu, Q., and Görüm, T. (2014). Empirical Prediction of Coseismic Landslide Dam Formation. Earth Surf. Process. Landforms 39 (14), 1913–1926. doi:10.1002/esp.3585
 Fan, X., van Westen, C. J., Xu, Q., Gorum, T., and Dai, F. (2012). Analysis of Landslide Dams Induced by the 2008 Wenchuan Earthquake. J. Asian Earth Sci. 57, 25–37. doi:10.1016/j.jseaes.2012.06.002
 Fernández-Nieto, E. D., Bouchut, F., Bresch, D., Castro Díaz, M. J., and Mangeney, A. (2008). A New Savage-Hutter Type Model for Submarine Avalanches and Generated Tsunami. J. Comput. Phys. 227 (16), 7720–7754. doi:10.1016/j.jcp.2008.04.039
 Fraccarollo, L., and Capart, H. (2002). Riemann Wave Description of Erosional Dam-Break Flows. J. Fluid Mech. 461, 183–228. doi:10.1017/s0022112002008455
 Fraccarollo, L., and Toro, E. F. (1995). Experimental and Numerical Assessment of the Shallow Water Model for Two-Dimensional Dam-Break Type Problems. J. Hydraulic Res. 33 (6), 843–864. doi:10.1080/00221689509498555
 Gray, J. M. N. T., Wieland, M., and Hutter, K. (1999). Gravity-driven Free Surface Flow of Granular Avalanches over Complex Basal Topography. Proc. R. Soc. Lond. A. 455, 1841–1874. doi:10.1098/rspa.1999.0383
 Harten, A., Lax, P. D., and Leer, B. v. (1983). On Upstream Differencing and Godunov-type Schemes for Hyperbolic Conservation Laws. SIAM Rev. 25, 35–61. doi:10.1137/1025002
 Iverson, R. M. (2012). Elementary Theory of Bed-Sediment Entrainment by Debris Flows and Avalanches. J. Geophys. Res. Earth Surf. 117, 117. doi:10.1029/2011JF002189
 Korup, O. (2004). Geomorphometric Characteristics of New Zealand Landslide Dams. Eng. Geology. 73 (1-2), 13–35. doi:10.1016/j.enggeo.2003.11.003
 Kurganov, A., and Miller, J. (2014). Central-upwind Scheme for Savage-Hutter Type Model of Submarine Landslides and Generated Tsunami Waves. Comput. Methods Appl. Math. 14 (2), 177–201. doi:10.1515/cmam-2014-0003
 Li, J., Cao, Z., Cui, Y., and Borthwick, A. G. L. (2020). Barrier lake Formation Due to Landslide Impacting a River: A Numerical Study Using a Double Layer-Averaged Two-phase Flow Model. Appl. Math. Model. 80, 574–601. doi:10.1016/j.apm.2019.11.031
 Liang, G., Wang, Z., Zhang, G., and Wu, L. (2019). Two Huge Landslides that Took Place in Quick Succession within a Month at the Same Location of Jinsha River. Landslides 16, 1059–1062. doi:10.1007/s10346-019-01165-z
 Liang, Q., and Marche, F. (2009). Numerical Resolution of Well-Balanced Shallow Water Equations with Complex Source Terms. Adv. Water Resour. 32 (6), 873–884. doi:10.1016/j.advwatres.2009.02.010
 Liao, H.-m., Yang, X.-g., Lu, G.-d., Tao, J., and Zhou, J.-w. (2019). Experimental Study on the River Blockage and Landslide Dam Formation Induced by Rock Slides. Eng. Geology. 261, 105269. doi:10.1016/j.enggeo.2019.105269
 Liu, W., and He, S. (2016). A Two-Layer Model for Simulating Landslide Dam over mobile River Beds. Landslides 13 (3), 565–576. doi:10.1007/s10346-015-0585-2
 Liu, W., and He, S. (2018). A Two-Layer Model for the Intrusion of Two-phase Debris Flow into a River. Q. J. Eng. Geology. Hydrogeology 51 (1), 113–123. doi:10.1144/qjegh2017-071
 Liu, W., He, S., Li, X., and Xu, Q. (2016). Two-dimensional Landslide Dynamic Simulation Based on a Velocity-Weakening Friction Law. Landslides 13 (5), 957–965. doi:10.1007/s10346-015-0632-z
 Meyer-Peter, E., and Müller, R. (1948). “Formulas for Bed-Load Transport,” in IAHSR 2nd Meeting, Stockholm, Appendix 2 (Stockholm, Sweden: IAHR). 
 Nibigira, L., Havenith, H.-B., Archambeau, P., and Dewals, B. (2018). Formation, Breaching and Flood Consequences of a Landslide Dam Near Bujumbura, Burundi. Nat. Hazards Earth Syst. Sci. 18, 1867–1890. doi:10.5194/nhess-18-1867-2018
 Okada, Y., and Uchida, I. (2014). Dependence of Runout Distance on the Number of Rock Blocks in Large-Scale Rock-Mass Failure Experiments. J. For. Res. 19 (3), 329–339. doi:10.1007/s10310-013-0425-y
 Pastor, M., Blanc, T., Haddad, B., Petrone, S., Sanchez Morles, M., Drempetic, V., et al. (2014). Application of a SPH Depth-Integrated Model to Landslide Run-Out Analysis. Landslides 11 (5), 793–812. doi:10.1007/s10346-014-0484-y
 Romeo, S., Di Matteo, L., Melelli, L., Cencetti, C., Dragoni, W., and Fredduzzi, A. (2017). Seismic-induced Rockfalls and Landslide Dam Following the October 30, 2016 Earthquake in Central Italy. Landslides 14 (4), 1457–1465. doi:10.1007/s10346-017-0841-8
 Savage, S. B., and Hutter, K. (1989). The Motion of a Finite Mass of Granular Material Down a Rough Incline. J. Fluid Mech. 199, 177–215. doi:10.1017/s0022112089000340
 Shan, T., and Zhao, J. (2014). A Coupled CFD-DEM Analysis of Granular Flow Impacting on a Water Reservoir. Acta Mech. 225 (8), 2449–2470. doi:10.1007/s00707-014-1119-z
 Shields, A. (1936). Anwendung der Aehnlichkeitsmechanik und der Turbulenzforschung auf die Geschiebebewegung. Berlin: PhD Thesis Technical University.
 Simpson, G., and Castelltort, S. (2006). Coupled Model of Surface Water Flow, Sediment Transport and Morphological Evolution. Comput. Geosciences 32 (10), 1600–1614. doi:10.1016/j.cageo.2006.02.020
 Soares-Frazão, S., and Zech, Y. (2011). HLLC Scheme with Novel Wave-Speed Estimators Appropriate for Two-Dimensional Shallow-Water Flow on Erodible Bed. Int. J. Numer. Meth. Fluids 66 (8), 1019–1036. doi:10.1002/fld.2300
 Spinewine, B. (2005). Two-layer Flow Behaviour and the Effects of Granular Dilatancy in Dam-Break Induced Sheet-Flow (Doctoral Dissertation, PhD Thesis. Belgium: Univerisité de Louvain.
 Tang, C., Zhu, J., Ding, J., Cui, X. F., Chen, L., and Zhang, J. S. (2011). Catastrophic Debris Flows Triggered by a 14 August 2010 Rainfall at the Epicenter of the Wenchuan Earthquake. Landslides 8 (4), 485–497. doi:10.1007/s10346-011-0269-5
 Vericat, D., Batalla, R. J., and Gibbins, C. N. (2008). Sediment Entrainment and Depletion from Patches of fine Material in a Gravel-Bed River. Water Resour. Res. 44 (11). doi:10.1029/2008wr007028
 Whipple, K. X., Parker, G., Paola, C., and Mohrig, D. (1998). Channel Dynamics, Sediment Transport, and the Slope of Alluvial Fans: Experimental Study. J. Geology. 106 (6), 677–694. doi:10.1086/516053
 Wu, F., and Chou, Y. (2003). Simulation of Gravel-Sand Bed Response to flushing Flows Using a Two-Fraction Entrainment Approach: Model Development and Flume experiment. Water Resour. Res. 39 (8). doi:10.1029/2003wr002184
 Xu, Q., Zheng, G., Li, W. L., He, C. Y., Dong, X. J., Guo, C., et al. (2018). Study on Successive Landslide Damming Events of Jinsha River in Baige Village on Octorber 11 and November 3. J. Eng. Geology. 26 (6), 1534–1551. doi:10.13544/j.cnki.jeg.2018-406(In Chinese). 
 Yan, J., Cao, Z.-x., Liu, H.-h., and Chen, L. (2009). Experimental Study of Landslide Dam-Break Flood over Erodible Bed in Open Channels. J. Hydrodyn 21 (1), 124–130. doi:10.1016/s1001-6058(08)60127-4
 Zech, Y., Soares-Frazão, S., Spinewine, B., and Le Grelle, N. (2008). Dam-break Induced Sediment Movement: Experimental Approaches and Numerical Modelling. J. Hydraulic Res. 46 (2), 176–190. doi:10.1080/00221686.2008.9521854
 Zhang, G.-h., Liu, Y.-m., Han, Y.-f., and Zhang, X. C. (2009). Sediment Transport and Soil Detachment on Steep Slopes: I. Transport Capacity Estimation. Soil Sci. Soc. Am. J. 73 (4), 1291–1297. doi:10.2136/sssaj2008.0145
 Zhao, G.-W., Jiang, Y.-J., Qiao, J.-P., Yang, Z.-J., and Ding, P.-P. (2019). Numerical and Experimental Study on the Formation Mode of a Landslide Dam and its Influence on Dam Breaching. Bull. Eng. Geol. Environ. 78 (4), 2519–2533. doi:10.1007/s10064-018-1255-0
 Zhao, T., Dai, F., and Xu, N.-w. (2017). Coupled DEM-CFD Investigation on the Formation of Landslide Dams in Narrow Rivers. Landslides 14 (1), 189–201. doi:10.1007/s10346-015-0675-1
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2021 Liu, Hu, He, Zhou and Chen. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 07 June 2021
doi: 10.3389/feart.2021.660579


[image: image2]
Debris Flow Assessment in the Gaizi-Bulunkou Section of Karakoram Highway
Ning Jiang1,2, Fenghuan Su1,3*, Yong Li1, Xiaojun Guo1,4, Jun Zhang1,2 and Xuemei Liu1,2,5
1Key Laboratory of Mountain Hazards and Earth Surface Processes/Institute of Mountain Hazards and Environment, Chinese Academy of Sciences, Chengdu, China
2University of Chinese Academy of Sciences, Beijing, China
3China-Pakistan Joint Research Center on Earth Sciences, CAS-HEC, Islamabad, Pakistan
4Center for Excellence in Tibetan Plateau Earth Sciences, Chinese Academy of Sciences, Beijing, China
5Sichuan Earthquake Administration, Chengdu, China
Edited by:
Jia-wen Zhou, Sichuan University, China
Reviewed by:
Maxwell Dahlquist, Sewanee: The University of the South, United States
Fanyu Zhang, Lanzhou University, China
* Correspondence: Fenghuan Su, fhsu@imde.ac.cn
Specialty section: This article was submitted to Geohazards and Georisks, a section of the journal Frontiers in Earth Science
Received: 29 January 2021
Accepted: 21 May 2021
Published: 07 June 2021
Citation: Jiang N, Su F, Li Y, Guo X, Zhang J and Liu X (2021) Debris Flow Assessment in the Gaizi-Bulunkou Section of Karakoram Highway. Front. Earth Sci. 9:660579. doi: 10.3389/feart.2021.660579

Highways frequently run through the flow and accumulation areas of debris flow gullies and thus are susceptible to debris flow hazards. Assessing debris flows along highways can provide references for highway planners and debris flow control, emergency management. However, the existing assessment methods mostly neglect the essential information of the flow paths and spreading areas of debris flows at the regional scale. Taking the Gaizi Village-Bulunkou Township Section (hereinafter referred to as “the Gaizi-Bulunkou Section”) of the Karakoram highway as the study area, this research introduces a simple empirical model (the Flow-R model) and establishes a method for assessing the debris flow hazard level. The main processes include data collection, inventory of former events, calculating source areas and spreading probability, verification of the model, extraction of hazard assessment factors, and calculation of debris flow hazard levels. The results show that: 1) the accuracy, sensitivity, and positive predictive power of the Flow-R model in simulating the debris flow spreading probability of the study area were 81.87, 70.80 and 72.70%, respectively. The errors mainly occurred in the debris flow fans. 2) The calculation results make it possible to divide debris flow hazard levels into four levels. N5, N19, and N28 gullies had the highest hazard level during the study period. 3) In the Gaizi-Bulunkou Section of the Karakoram highway, during the study period, the highways with very high, high, medium, and low hazards were 4.33, 0.62, 1.41, and 1.68 km in length, respectively.
Keywords: debris flow, hazard assessment, Karakoram highway, empirical model, flow-R
INTRODUCTION
A highway debris flow hazard assessment generally consists of two steps: 1) debris flow hazard zonation, and 2) choose a zonation method and overlap the highway elements with the zonation results to assign the spatially corresponding hazard levels. At present, depending on the types of the assessment cells, the methods can be classified as follows: (1-a) Grid cell: grid cells are obtained by superposing multiple factor layers related to debris flow occurrence, using the statistical method. Regular grids of the same size are used to express assessment results; this method is mostly adopted for the regional scale (Zou et al., 2013; Zou et al., 2019). (1-b) Catchment cell: catchment cells are extracted through hydrological analysis, and the hazard levels are determined by analyzing catchment features. This method is mostly adopted for medium-scale (1:10,000–1:50,000) (Zou et al., 2019). (1-c) Single-valley cell: single-valley cells are used to calculate the motion process of debris flows; this is achieved using physical models. With this method, a detailed exploration must be conducted, in order to obtain the topographic data of catchments and the soil’s physical parameters. This method is generally used to analyze former events (Hu et al., 2019). However, these zonation methods overlap with highway elements are not applicable: (2-a) The grid cell-based method is simple. But this method neglects the comprehensive hydrological features of the debris flows, and the results are discrete. (2-b) The catchment cell-based method cannot ascertain the debris flows spreading areas, and different parts of a catchment should have different hazard levels. (2-c) Physical models have very high requirements for data. In addition, using physical models on a regional scale poses a series of problems, such as difficult parameter acquisition and a heavy calculation workload (Iverson and AuthorAnonymous 1997; Horton et al., 2013). Moreover, a small assessment scale does not apply to highways that run through a big area.
Flow-R model is a GIS-based empirical model that represents the debris flow spreading areas with relative probability proposed by Horton et al. (Horton et al. 2008, Horton et al. 2013). This empirical model uses historical events to calibrate parameters without the high data needs, which offers an alternative in the region scale of general low data availability (Kappes et al., 2011; Blahut et al., 2010a, Blahut et al., 2010b; Nie et al., 2021). The study area is located in a sparsely-populated alpine region, and it is hard to explore and collect eyewitness data, so the Flow-R model can be an efficient approach here. However, the model also has shortcomings. For instance, the motion process of debris flows often involves erosion and deposition, which are difficult to consider at a regional scale. Therefore, the volume and mass of debris flows are not calculated in this model (Horton et al., 2013). Also, the model parameters have poor transferability, so multiple tests must be conducted when the model is used for other areas (Kang and Lee, 2018).
At present, relevant research on major highway projects in China has begun, and each region has different environmental characteristics. For example, the Sichuan-Tibet highway, which crosses the abruptly changing topographic region in the southeast of the Qinghai-Tibet Plateau. Multiple deep valleys, major faults, huge elevation differences, active tectonic movements, and intense climate change are the characteristic of this area, which cause the debris flows (Dhital, 2015; Zou et al., 2018). The Wenchuan earthquake area highway has been frequently interrupted by debris flow after the earthquake. In this area, abundant loose materials formed by the earthquake-induced landslides deposit in the gullies, and extreme rainfall is the excitation factor (Cui et al., 2013). The Tianshan highway (the Kuche-Dushanzi Section of G217) is located in the east of the Tianshan Mountains, where the trumpet-shaped geomorphic pattern with a westward opening has produced a significant foehn effect in the northern Tianshan Mountains. Drought, fragile ecology, and unstable slopes are the characteristic of this area (Tang et al., 2004). The Gaizi-Bulunkou section of the Karakoram highway (the study area) is a high-elevation highway running through a continental climate zone. Here, rainfall is rare, and melting ice and snow are the primary runoff recharge sources. The intense freeze-thaw weather leads to sparse vegetation, bare mountains, and abundant loose deposits in gullies (Luo et al., 2018). Moreover, the highway is near the Gaizi river, and the debris flow will flow into the river, so the potential for river blockage should be considered.
The study is to make the debris flow hazard zonation map of the Gaizi-Bulunkou section of the Karakoram highway. The first step is to identify the source areas by statistical samples from historical events. The second step is to calculate the spreading probability by using the Flow-R model, which is calibrated with satellite images and previous events. Then, the characteristic factors of debris flow are extracted from the results to calculate the hazard level. Finally, a debris flow hazard zonation map with four levels was completed. The results of this study provide references for railways, pipelines, and other linear projects.
STUDY AREA
The Karakoram highway is located in the west Kunlun area, at the northeastern edge of the Pamirs, and within the frontal zone of the Pamirs structure. This area intensely collides and extrudes between the Indian subcontinent plate and the Eurasian plate (Ducea et al., 2003). Affected by earthquakes, rainfall, and glacial activities, this area can easily provide the conditions (such as water sources, loose solid matter, and topography) that cause the debris flows. As a result, the Karakoram highway is regularly cut off by debris flows (Hewitt, 2009; Zhao et al., 2020). Due to the limited number of suitable sites for highway construction in mountainous areas, mountain highways unavoidably and inevitably run through debris flow gullies, thus creating a necessity of assessing the debris flow hazards (Zou et al., 2018).
The Gaizi-Bulunkou Section of the Karakoram highway is located at the foot of Kongur Mountain (7,649 m) in the western Kunlun Mountains. It is constructed along the Gaizi River in Akto County of the Xinjiang Uygur Autonomous Region, China, as shown in Figure 1. The highway is about 42 km long with an average elevation of about 2,970 m, and the elevation increases from west to east. The minimum distance between highway and river is 200 m, so debris flows may easily flow into the river, and the formation of debris flow dam will cause damage (Wang, 1987). There are 30 catchments with debris flow spreading areas surveyed by using satellite photographs and topographic data, of which 20 are located on the same side of the highway (Zhao et al., 2020).
[image: Figure 1]FIGURE 1 | Location of the study area and the debris flow catchments.
The Gaizi River valley transects the west Kunlun Mountains. The valley has an average elevation of about 2,500 m and a width of just 20 m at its narrowest point. There is up to 5,000 m of relief between the valley and the adjacent peaks. The high-relief and steep Gaizi River valley provide potential energy that is sufficient for debris flow initiation. The primary lithology is Holocene compound origin deposits, Carboniferous granite, Sinian metamorphic rocks, and Middle Devonian argillaceous siltstone. The Bulunkou faults pass through the study area in a wavelike pattern, in an NW-SE direction (Seong et al., 2009). The study area is situated in the Eurasian hinterland and is a generally dry climate. The alpine climate features and strong weathering here have given rise to a fragile regional eco-environment, poor slope stability, and abundant loose deposits in gullies. Land use data show that bare land is the dominant land type in this area, accounting for about 60%, while water, glaciers, and snow collectively account for 29%. The primary vegetation types of this area are grassland and mixed broadleaf, which mostly grow in the riparian and cover approximately 11% of the study area.
DATA AND METHODS
Data
The following data are needed to draw a zonation map of the Karakoram highway: 1) DEM data (10 m), which are derived from high-precision stereo photos, are essential data to calculate debris flow source areas and spreading probability. The resolution of DEM affects the calculation efficiency and results. (Horton et al., 2013). 2) Satellite photographs, acquired by Google Earth software, are used to interpret former hazard information and to verify simulation precision. 3) Hazard data mainly include debris flow source areas, debris flow spreading areas, and fans. These data are derived from satellite photographs and historical documents. 4) Land use data, obtained from FROM-GLC, were also selected as a supplement (Gong et al., 2013).
Main Workflows
Figure 2 shows the main workflows. The first step is to preprocess input data and unify the grids to 10 m to meet the model requirements that all data must have the same data structure. Potential source areas are identified according to the statistical information (see section Identification of debris flow source areas) of the existing source areas (see section Inventory of hazard events). Next, the spreading probability of these source areas is calculated with the empirical model (see section Algorithms for the spreading probability). The model is calibrated by satellite photographs and former events. Eight factors (debris flow scale, loose solid matter recharge degree, drainage basin area, etc.) are then extracted from the model results, and the hazard level of each debris flow gully is calculated (see section Determination and quantification of assessment factors). Finally, the debris flows hazard zonation map is completed.
[image: Figure 2]FIGURE 2 | Workflow chart.
Inventory of Hazard Events
The inventory includes the existing source areas and spreading areas, which is the sample for the Flow-R model. It is easy to interpret the source areas using satellite photographs because they are clearly distinguished from surrounding objects by their color, textures, and morphological features. The spreading areas, including the flow paths and fans, are also interpreted from satellite photographs. Because the eyewitness data of individual debris flow events are not available in a sparsely-populated border region, and some debris flow spreading areas are incomplete in the satellite photographs. Therefore, seven catchments (N5, N11, N14, N19, N22, N27, and N28) which were recorded as frequent debris flows (Wang, 1987) and had complete spreading areas were taken as the samples, and the others were modeled by flow-R. Besides, a gully often experiences multiple debris flows, so the maximum spreading areas are interpreted to meet the extreme situations. As shown in Figure 3 source areas are interpreted, with a total area of about 13.21 km2, and the spreading areas of seven selected gullies are about 29.26 km2.
[image: Figure 3]FIGURE 3 | Hazards inventory map of the study area was obtained by satellite photographs interpretation.
Flow-R Model
The Flow-R model includes two steps: 1) identification of debris flow source areas, 2) debris flows are propagated from these source areas by using flow path algorithms and energy algorithms.
Identification of Debris Flow Source Areas
Depending on the sample statistics, each factor of the Flow-R model is classified into three types. 1) possible source, meaning that the cell is a potential debris flow source area; 2) excluded, meaning that there is no way for the cell to be a debris flow source area, and 3) ignored, meaning that it is difficult to judge whether the cell is a debris flow source area. Combining the factor maps according to the following rule: if a grid cell has been identified as a possible source at least once and has never been excluded, it will be defined as a source area (Horton et al. 2008, Horton et al. 2013).
Terrain slope, water input, and sediment availability are three critical factors for debris flow initiation (Takahashi, 1981; Rickenmann and Zimmermann,1993). Considering the accessibility of data, this study selected slope, planar curvature, upslope area, and land use to identify source areas. Classification thresholds are determined according to the distribution of the 183 source area samples.
The slope is the main factor reflecting topographic conditions. The slope angle changes the shear strength of soil and thus affects the recharge mode and quantity of solid matter, ultimately determining the scale of debris flows. The average slope of the 183 samples is calculated, as shown in Figure 4A. Most of the samples are between 25 and 45°, and all of them greater than 15°. Some scholars have also pointed out that debris flows generally occur in places with a slope of greater than 15° (Takahashi, 1981; Rickenmann and Zimmermann, 1993). For this reason, 15° was defined as the slope threshold in the study.
[image: Figure 4]FIGURE 4 | Distribution statistics of the 183 source area samples in the study area. (A) Slope; (B) Planar curvature; (C) Slope and upslope area threshold curves, including rare fitting (Heinimann, 1998), extreme fitting (Rickenmann and Zimmermann, 1993), and the samples in the study area; (D) Land use.
Planar curvature characterizes the roughness of a point on the ground and can be used to identify gullies. In the Flow-R model, debris flow initiated from concave gullies and planar curvature is used to identify source areas (Horton et al., 2008; Horton et al., 2013). Planar curvature is closely related to DEM precision. For DEMs with a resolution of 10 m, planar curvature thresholds in precedents range from −2/100 to −0.5/100 m−1 (Blahut et al., 2010b; Horton et al., 2008; Horton et al., 2013; Fischer et al., 2012). The minimum planar curvature of each sample in the study area is calculated, as shown in Figure 4B. In this study, 91.27% (167/183) of the samples had a planar curvature of less than −2/100 m−1, so the threshold was defined as −2/100 m−1.
An upslope area represents the total water-collecting area at one point and reflects the water input. There is also some correlation between upslope area and slope. Rickenmann and Zimmermann (1993) and Heiniman (1998) proposed two function curves (extreme fitting and rare fitting) by observing former events, as shown in Figure 4C, which also exhibits the 183 samples of the study area. According to the samples of this study, an upslope area of 0.01 km2 was the minimum threshold for debris flow initiation. Therefore, all grid cells with an upslope area of less than 0.01 km2 were excluded. Extreme fitting was defined as the threshold curve for the study area, because 97.27% (178/183) of the samples distribute above this curve, which covers a higher possibility for debris flow initiation. As a result, grid cells above the threshold curve were defined as possible sources, while the rest were excluded.
As shown in Figure 4D, mixed forest, grass, bare land, snow, and ice were the only five land use initiated as source areas in the study area, and they were defined as possible sources. The other ten types of land use have no historical events, but due to the terrible ecological environment and strong weathering in the area, we have no evidence to exclude them with certainty. Define them as ignored sources to consider more possibilities.
Algorithms for the Spreading Probability
This step mainly includes flow path algorithms and runout distance algorithms.
a. Flow Path algorithms
To calculate potential paths, it is first necessary to calculate the initiation probability and flow-direction weight of the debris flow in direction i. This is done by using flow-direction algorithms and inertial functions, respectively.
Holmgren (1994) flow-direction algorithm introduces an exponent of convergence x, in order to control the divergence. When x = 1, there is basic multi-directional flow; when x→∞, there is unidirectional flow. Holmgren’s algorithm can control flow direction dimensions, and is often used to simulate debris flow. The calculation formula is as follows (Eq. 1):
[image: image]
where i and j are the flow directions; [image: image] is the initiation probability in direction i; [image: image] is the slope gradient between the central cell and the cell in direction i; x is the exponent of convergence; that is, the greater the value of x is, the higher will be the degree of convergence.
Besides the effect of topography on flow direction, the continuity or inertia of debris flows should also be considered. According to a study by Gamma (2000), a functional relationship (inertia function) exists between the included angle, with the previous flow direction, and the flow-direction weight (Eq. 2):
[image: image]
where [image: image] represents the flow directions; [image: image] is the flow-direction weight; [image: image] is the included angle between the previous flow direction and the direction from the central cell to cell [image: image] and [image: image] is the flow-direction weight of the corresponding direction. In every inertial distribution, the cell opposed to the flow direction is nulled ([image: image] = 0), in order to avoid backward propagation and save computing time.
Superposing the above flow direction formula (Eq. 1) and inertial function (Eq. 2) yields the calculation formula (Eq. 3) of debris flow paths:
[image: image]
where i and j are the flow directions; [image: image] is the total initiation probability in direction i; [image: image] is the initiation probability in direction [image: image] calculated from flow-direction algorithms; [image: image] is the flow-direction weight given by inertial functions; and [image: image] is the previously determined probability value of the central cell.
Figure 5 shows the debris flow paths algorithms, where the exponent of convergence x is set as 4, and the inertial function is assigned values by the same proportion. The final calculation result of each cell represents the relative spreading probability of the debris flow. The probability value here is not the real probability of debris flow, and a greater value means a relatively higher probability of flow towards this grid cell.
[image: Figure 5]FIGURE 5 | Schematic diagram of the debris flow paths algorithm.
b. Runout Distance algorithms
In the motion process of debris flows, erosion and deposition cause substantial changes in both mass and volume, which are difficult to accurately measure at a regional scale. Thus, a runout distance calculation method based on the law of conservation of energy is selected in this study, without considering the mass of solid matter. The analysis process takes grid cells as basic processing units, and adopts the following calculation formula (Eq. 4):
[image: image]
where [image: image] is the kinetic energy of the cell in direction i; [image: image] is the change in the potential energy of the cell in direction i; and [image: image] is the energy loss to friction with the cell in direction i. The energy loss to friction can be calculated from the simplified friction-limited model (SFLM), which assesses the maximum possible runout distance using the minimum travel angle (fahrböschung angle) (Corominas, 1996). It is the angle of the line connecting the source area to the most distant point reached by the debris flow (Eq. 5):
[image: image]
Here, [image: image] is the energy loss to friction from the central cell to the cell in direction i; [image: image] is the increment of horizontal displacement; [image: image] is the gradient of the energy line; and [image: image] is the acceleration due to gravity. This approach may cause distorted runout distances in steep catchments, due to the unrealistic energy amounts reached during the propagation. To maintain the energy within a reasonable numerical range, a maximum threshold can be introduced, in order to ensure that realistic velocities are not exceeded (Eq. 6):
[image: image]
where [image: image] is the elevation difference between the central cell and the cell in direction i; and [image: image] is the given velocity limit.
Determination and Quantification of Assessment Factors
Currently, scale and frequency are universally recognized as the two primary factors that describe the essential features of debris flows (Liu and Zhang, 2004). However, it is difficult to obtain this information in a sparsely-populated alpine area, so available secondary factors that can characterize the scale and frequency of debris flows can be adopted. They can be used in combination with primary factors to constitute a multi-factor assessment model (Ji et al., 2020). The spreading area has been calculated by the Flow-R model, from which the following eight factors can be extracted to establish a rapid assessment method.
(1) Debris flow scale (H1) is the most direct index, which is obtained by the spreading area calculated from the Flow-R model.
(2) Loose solid matter recharge degree (H2): Loose solid matter, as an essential material condition, directly affects the scale and frequency of the debris flows. The loose solid matter recharge degree is expressed by the number of source area grids calculated from the statistical model.
(3) Drainage basin area (H3): The drainage basin area reflects the confluence capacity and sediment yield of a gully.
(4) Main gully length (H4): Main gully length reflects the volume of loose solid matter that is taken in along the way during a debris flow.
(5) Drainage basin relative elevation difference (H5): The potential energy produced by the relative elevation difference is the primary power source of the debris flow.
(6) Drainage density (H6): Drainage density reflects the erosion and development status of a catchment.
(7) Unstable gully bed proportion (H7): The instable gully bed proportion is defined as the percentage of the cumulative length of sediment recharge found in the main gully length.
(8) River blocking degree (H8): River blocking degree is an important factor and has been especially selected for the debris flow hazard assessment of highways along rivers. When a debris flow rushes into a river, it modifies the channel, produces a meander, and scours the subgrade. In extreme cases, the debris flow directly blocks water flows, thus leading to flooded highways. After calculating the maximum deposition length (L) of the debris flow in the direction perpendicular to the highway and the distance (L) from the debris flow gully mouth to the river bank, the ratio of the difference between (L) and (L) to channel width (B) can be used for factor quantification (Zou, et al., 2019).
RESULTS AND DISCUSSION
Distribution of Debris Flow Source Areas
The source areas of the 30 catchments in the study area were identified by following the above method, as shown in Figure 6. Calculated debris flow source areas occupied an area of 0.30 km2, and the density of debris flow source areas on the sunny south slope (0.0027 km2/km2) was higher than the density on the shady north slope (0.0017 km2/km2). The Aierkuran Gully (N5) had the largest number of source areas, as well as a total of 406 grid cells, accounting for 13.68% of the total number of source areas. As has been documented, highways are buried by debris flows initiating from the Aierkuran Gully once or several times a year (Wang, 1987). Satellite photographs show that most of the source areas are located in the channel.
[image: Figure 6]FIGURE 6 | The source areas map calculated from the Flow-R. (A) General map; (B) Detailed map. The source area grids in the map are expanded to 50 × 50 m because 10 m × 10 grids are difficult to display.
Debris Flow Spreading Probability Map
To calculate the debris flow spreading probability need to ascertain the minimum travel angle and maximum velocity. Numerous studies have shown that the travel angles generally fall within the range of 5–15° (Blahut et al., 2010a, Blahut et al., 2010b; Fischer et al., 2012; Bathurst et al., 1997; Hussin et al., 2014). A smaller travel angle means a wider spreading area, and consequently more serious debris flow hazards. According to Takahashi (1978), the velocities of debris flows largely range between 0.5 and 20 m/s. Horton et al. (2008) and (Blahut et al., 2010a, Blahut et al., 2010b) selected 15 m/s as the velocity threshold in Switzerland and Italy, respectively. This study set the minimum travel angle as 9° and the maximum velocity as 25 m/s for debris flows in the study area. These settings were selected on the basis of multiple tests and a comparison with existing debris spreading areas.
The results use spreading probabilities to denote debris flow paths. The red parts (with greater probability values) mean the main flow paths of debris flows, and more water-holding matter and destructive power. In contrast, the yellow parts (with smaller probability values) are used to describe the maximum spreading scope of debris flows (Horton et al., 2008; 2013). Although this model lacks rheological features and erosion rate parameters, the model’s results are still highly consistent with former debris flow events (Figure 7).
[image: Figure 7]FIGURE 7 | Debris flow spreading probability map of the Gaizi-Bulunkou Section of the Karakoram highway. (A) General map; (B) Detailed map.
According to Figure 7, DEM resolution is the main factor that determines the results. The main errors of the model produced in the fans. It is mainly because the model performs spreading calculations without direction constraints after the debris flow runs out of the gully mouth. Limited by the size of the area and the precision of data, it is generally impossible for a regional-scale Flow-R model to fully consider the external effects of small-sized houses, walls, and other obstacles on debris flows. As a result, the calculated debris flow spreading probability is not a strictly mathematical probability, but a qualitative description of debris flow spreading paths.
Verification of the Flow-R Model
The results were verified by using the confusion matrix and seven existing debris flow spreading areas. The confusion matrix is composed of four parts, namely, true positive (TP), false positive (FP), true negative (TN), and false negative (FN). TP denotes the total number of grids among existing debris flow events that have been accurately classified as spreading areas by the model. FN represents those areas that have been neglected by the model. Moreover, TN and FP refer to the areas in scopes without existing debris flows that have nevertheless been classified as No and Yes by the model, respectively. Later, accuracy, sensitivity, and positive predictive power were selected from several indices proposed by Begueria (2006).
Table 1 exhibits the simulation performance of the Flow-R model, where the TP, TN, FP, and FN are 23.01, 58.86, 8.64, and 9.49%, respectively. The first index is accuracy which is the overall prediction accuracy of the model. The results show that the accuracy of the model is 81.87%, which means that 580,685 out of a total of 709,265 grid cells were accurately classified. The sensitivity represents the percent of the existing spreading areas that were accurately classified. The results show that the sensitivity is 70.80%, while 29.20% of the areas are neglected which are mainly located in the debris flow fans. This is because debris flows frequently break out in the study area, and each time, large quantities of solid matter are deposited at the gully mouth, resulting in the formation of giant debris flow fans after years. The model only calculates primary debris flow spreading area, which is generally smaller than the area of debris flow fans formed many times before. The positive predictive power represents the correct rate in the calculated spreading areas, and the result is 72.70%. The reason is that the existing spreading boundary generally has a good fit with the cells with a spreading probability of 0.1–0.3. However, we consider all the spreading probability to meet the conservative principle of hazard prevention, which increases the number of FP cells. To sum up, there are some errors in the simulation results, but they are nevertheless highly applicable and can be used for subsequence research into debris flow hazard assessment.
TABLE 1 | Precision of the results based on the confusion matrix.
[image: Table 1]Debris Flow Hazard Zonation and Assessment
Debris flow hazard levels are calculated by multiplying the weights of each hazard assessment factor by the corresponding factor assignment. The calculation process is a multi-factor synthesis process, as expressed by the following formula (Eq. 7):
[image: image]
where [image: image] is the debris flow hazard level value; [image: image] is the weight of an assessment factor; and [image: image] is the assignment of an assessment factor.
By constructing judgment matrices, calculating eigenvalues, and performing normalized processing, this study obtained the weights ([image: image]) of various assessment factors, using the analytical hierarchy process (AHP) (Mondal and Maiti, 2012). The weights were as follows: H1 = 0.35, H2 = 0.19, H3 = 0.13, H4 = 0.08, H5 = 0.07, H6 = 0.06, H7 = 0.05, and H8 = 0.07. Among them, the debris flow scale, as the most direct expression of debris flow hazards, had the highest weight of 0.35.
The quantized values of the above eight factors were classified into four levels (low, medium, high, and very high, as shown in Table 2. Besides, assignments ([image: image]) were given in succession, in the ascending order of hazard level.
TABLE 2 | Assessment factors and levels of debris flow hazards.
[image: Table 2]Finally, the map was completed (Figure 8). The hazard level values of the 30 debris flows in the Gaizi-Bulunkou Section of the Karakoram highway fell within the range of 1.2–3.88. The areas were classified into four levels (i.e., very high, high, medium, and low hazard areas), following the natural breakpoint method; the different classifications are denoted in different colors. The spreading probability was further classified by using the geometric margin method.
[image: Figure 8]FIGURE 8 | Debris flow hazard zonation map of the Gaizi-Bulunkou Section of the Karakoram highway. They were distinguished by the saturation, and deeper color means a higher spreading probability and destructive power.
The results show that 14 debris flow gullies were classified as very high or high hazards, and six of these gullies are on the same side of the highway. Five of the seven catchments recorded by Wang (1987) were defined as very high. N5, N19, and N28 were three debris flow gullies on the same side of the highway, and that these gullies posed the highest level of hazards. Compared to the mountains in the north, Kongur Mountain in the south has a higher elevation, a steeper slope, and higher hazard levels. As such, the debris flows initiated from Kongur Mountain have stronger impact force and destructive power. Consequently, although the density of source areas on the north slope of Kongur Mountain is lower than the density on the south slope of the northern mountains, the debris flow hazard level of Kongur Mountain is higher. The Gaizi-Bulunkou section of the Karakoram highway with very high, high, medium, and low hazards were 4.33, 0.62, 1.41, and 1.68km, respectively.
CONCLUSION
Based on the interpretation of hazard events and environmental data collection, this study simulates and assesses the debris flows in the Gaizi-Bulunkou section of the Karakoram highway at a regional scale. This is achieved by using a Flow-R model, GIS, mathematical statistics, and a confusion matrix. The study’s main conclusions are as follows:
The existing debris flow source areas were obtained from the aerial photographs. Then, the thresholds of the slope, planar curvature, upslope area and land use were defined to proper values to the study area. These thresholds can be applied to the high-elevation region, whose environmental factors are similar to the study areas. Other areas can refer to the workflow, and add local debris flow source area data for comparative analysis.
The correlation exists between the calculated source areas and the existing source areas. For example, in N5 and N14, both the existing and calculated source areas are the most, which are 0.07 and 7.07 km2, respectively. The density of existing source areas on the sunny south slope (0.083 km2/km2) was higher than the density on the shady north slope (0.064 km2/km2). At the same time, the calculated source areas have the same distribution characteristics, with a density of 0.0027 km2/km2 and 0.0017 km2/km2, respectively. These suggest that the source areas calculated by the Flow-R model are effective.
Debris flow paths are denoted by spreading probabilities; those areas with greater probability values are also the main flow paths of debris flows. According to the precision verification results of the Flow-R model, the accuracy, sensitivity, positive predictive power of the spreading scope of the 30 debris flows in the Gaizi-Bulunkou Section of the Karakoram highway were 81.87, 70.80 and 72.70%, respectively. This testifies to the relatively high accuracy of the Flow-R model. Errors were encountered, mainly because the Flow-R model did not take into account the accumulation and subsidence of debris flows on a temporal scale. The greatest errors were observed in the debris flow fans.
Debris flow hazard levels were calculated by extracting the factors from the Flow-R model, including debris flow scale, loose matter recharge degree, drainage basin area, main gully length, drainage basin relative elevation difference, drainage density, unstable gully length proportion, and river blocking degree, and classified into four levels. The overall debris flow hazard level of the north slope of Kongur Mountain is higher than that of the south slope of the northern mountains, which explains why the Karakoram highway largely runs across the south slope of mountains.
Highway elements and spreading areas can be superposed, providing a means to determine the scope of the influence of debris flows on highways. In the study area, a total length of 8.04 km of segments fell within the spreading area; the highways with very high, high, medium, and low hazards were 4.33, 0.62, 1.41, and 1.68 km in length, respectively.
In this study, debris flow hazard zonation map is mainly obtained from topographic data. As the study area is located in a sparsely populated area with high altitude, there is currently a lack of meteorological observation stations and meteorological data that meet the requirements. These data can be added to make predictions on a time scale in the future, because this area is dominated by glacial debris flow and is very sensitive to temperature changes.
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Uplift of the Qinghai-Tibetan Plateau has resulted in rapid incision of rivers along the margin of the plateau. Landslides occur frequently as a consequence of increasing bank slope and potential landslide energy due to stream bed incision or lateral bank erosion on the concave banks at bends. The Fencha Gully is on the eastern margin of the Qinghai-Tibetan Plateau and is developing on a huge landslide body. Flume experiments were conducted on the base of the field investigation to study the mechanism of landslides induced by stream bed incision. The experiments were designed with a length scale ratio of 1:20. Landslides and stream bed incision with loose sediment were observed and analyzed. The results show that landslides are induced as a result of stream bed incision. The potential landslide energy is defined, which increases quickly with an effective incision depth coupling vertical incision and lateral bank erosion. The occurrence of landslides can be attributed to increasing incision depth and potential landslide energy. Results indicate that the critical effective incision depth is 4.0–6.0 m. A critical value of the potential landslide energy is found from the experiments. Landslides occur if the potential energy exceeds the critical energy, which is 2.24×104 t·m/s2 for the Fencha Gully. The incision depth and potential energy of landslides from the Fencha Gully agree well with the results.
Keywords: landslides, stream bed incision, Qinghai-Tibetan Plateau, flume experiments, potential landslide energy
INTRODUCTION
Bed incision occurs widely in mountain rivers no matter with sediment-bed or rock-bed (Ouimet et al., 2008; Wohl, 2010; Berger et al., 2011; Hobley et al., 2011). The margin of Qinghai-Tibetan Plateau is one of the most rapidly uplifting and eroding regions on Earth, especially in the Hengduan Mountain Region. As shown in Figure 1, the rivers along the margin of the plateau are deeply incised and accompanied by frequent landslides and other forms of bank failures, triggering disaster chains and catastrophic damages in the regional scale (Ouimet et al., 2009, Ouimet et al., 2010; Xu et al., 2012; Kirschbaum et al., 2015; Zhao et al., 2019). Our field investigations show that many of these rivers are characterized by steep slope and loosely deposited bed and hillslopes (see Figures 1A–E).
[image: Figure 1]FIGURE 1 | Regional topography and landslide sites of the eastern and south-eastern margin of the Qinghai-Tibetan Plateau, and nature hazard: (A) rapid stream bed incision (Fencha Gully, photo by Kehan Huang in December 2020); (B) collapse (Guxiang Gully, photo by Liqun Lyu in May 2015); (C) landslides (Jinsha River, photo by Yunlong Lei in October 2019); (D) debris flow (Palong River, taken by Kehan Huang in October 2019); (E) landslide dam (Diexi landslide, photo by Zhaoyin Wang in 2006).
The idea is well-recognized that landslide is triggered fundamentally by increasing weight and reduced shear strength (Azanon et al., 2005; Ouimet et al., 2007; Zhou et al., 2016). However, the incision still provide a fundamental inducement at the basin - or channel-scale, and therefore has become a major concern for mountain river management (Whipple, 2004; Safran et al., 2005; Wang et al., 2015). This can be interpreted as that with the lack of support from slope toe, the destabilization of landslides is promoted (Gonzalez-Diez et al., 1999; Lacoste et al., 2011; Larsen and Montgomery, 2012; Doi et al., 2020). Rapid incision steepens hillslope to critical conditions that followed by an increase in mass movement from slope to river channel or even formation of knickpoints, e.g., landslide barrier dams (Ouimet et al., 2008; Dahlquist et al., 2018). In turn, slope gradient tends to reach a stable level as a result of the increase of sediment supplying to river and reduction of bed incision rate, which contributes to a steady-state topography (Mudd and Furbish, 2007; Wohl, 2010; Li et al., 2021). It is also indicated that mass movement rate is highly correlated to incision rate (Larsen and Montgomery, 2012), implying that stream bed incision could be a driving force for hillslope morphology (Mudd and Furbish, 2007; Korup et al., 2010; Chang et al., 2018).
Previous studies on the relationship between stream bed incision and hillslope evolution mainly focus on basin- or orogeny-scale (Sidorchuk, 2006; Mudd and Furbish, 2007; Korup et al., 2010), rarely reveal the situation of small watersheds (Reinhardt et al., 2007; Larsen and Montgomery, 2012; Egholm et al., 2013; Yanites et al., 2013; Messager et al., 2014). More specifically, the relationship between slope failure or landslides and stream bed incision is rarely quantified for small watersheds, which deserves further study.
Based on preliminary field observations, we designed and conducted laboratory experiments to specifically study the critical conditions and mechanisms for landslides triggered by stream bed incision. The first-order tributaries along the margin of Qinghai-Tibetan Plateau were referred when we designed the flume experiments. The aim of our study is 1) to explore the topography change of the slope along with aggravation of stream bed incision, 2) to reveal the critical conditions for landslide occurrence, i.e., thresholds of effective incision depth and potential landslide energy. To achieve these goals, steady flow and no sediment feed conditions were applied in the experiments for the observation of the topography variation of channel bank as stream bed incised. The volume of landslide, stream bed incision and potential landslide energy were recorded and analyzed, then, their relation was revealed and interpreted.
FLUME EXPERIMENTS
Flume experiments were carried out in State Key Laboratory of Hydroscience and Engineering, Tsinghua University, Beijing, China. Figure 2A shows that the flume is 12 m long and 2 m wide with brick walls, and equipped with a recycled flow system, a reservoir and an operation room. The water pump was controlled through a frequency converter, which maintained the flow steady, and a flowmeter was used for indicating the flow discharge. An 8 m long section of the flume was designed to simulate a field gully. A sedimentation basin was set at the outlet of the flume.
[image: Figure 2]FIGURE 2 | (A) Layout of the flume. (B) Top view of the flume. (C) Layout of the initial cross section. (D) Cross section undergoing stream bed incision.
The process of stream bed incision and landslides was recorded with the Terrestrial Laser Scanner (TLS) and two cameras, as shown in Figure 2B. The TLS (RIEGL VZ-1000, made in Austria) was set on a fixed platform upstream, 0.28 m from the left wall and 2.0 m high from the ground, to measure the on-time surface topography of the bank slope and stream bed (Figure 3). The TLS was set to scan automatically at an interval of 1 min. The two cameras (Canon 80D), fixed on a platform that was 2.2 m high over the flume, located at 2.0 and 4.2 m upstream of the flume outlet, respectively, were controlled by the EOS Utility.
[image: Figure 3]FIGURE 3 | Topography measured with TLS.
The flume experiments were designed to generally simulate the Fencha Gully (Figure 1A, 102°16′32″E, 28°6′42″N). The Fencha Gully is located in the midstream region of the Reshuihe River, which is a tributary of the Anning River in Sichuan Province. The study site is developing on a huge landslide body and the banks of the gully are composed of loose sediment. Landslides occur frequently in the gully due to intensive stream bed incision. The sections with incision and landslides of the gully are mainly straight. A length scale ratio of 1:20 was applied for the experiment. The initial stream width of the flume was 0.5 m, which responded to the gully width of about 10 m. The right flume bank was set at 31°, which is roughly equal to the bank slope of the Fencha Gully (Figure 2C). The gradient of the stream bed in the flume was 0.1, which was roughly the same as the bed gradient of the Fencha Gully. The thickness of the loose sediment layer on the bank was 0.1–0.7 m and the thickness of the stream bed was 0.4 m in the flume.
Figure 4 shows the size distributions of sediments of the Fencha Gully, the Guxiang Gully (Lyu et al., 2017), the Shengou Gully and A’wang Gully (Zhang, 2017, Zhang et al., 2018). All the four gullies are in the Hengduan Mountain and are debris flow gullies with landslides from their slopes. The size distribution of sediment used in the experiment is shown in figure. A size distribution curve calculated with a length scale ratio 1:20 from the experiment sediment is also shown (gray dot line), which is very close to the size distribution of the Fencha Gully. The density ρ of the loose sediment is 1,660 kg/m3. The discharge scale ratio is 1: 202.5 and the volume scale ratio is 1:203 based on Froude similarity (Finnemore and Franzini, 2003).
[image: Figure 4]FIGURE 4 | Grain size distributions of sediment used in the experiment and calculated size distribution curve, and size distributions of sediment from the Fencha, Guxiang, Shengou and A’wang gullies.
RESULTS AND DISCUSSION
Flume experiments were conducted to study the impact of stream bed incision on the bank stability and the mechanism of landslides. Table 1 lists the main results of nine runs of experiments. The flow discharge (Q), the location of the landslide section, the total volume of landslides (Vtotal) in each run, and the total volume of sediment transported to the downstream end of the flume (Sm) are listed. The corresponding discharge (Qp) in the field and landslide volume (Vp) are calculated with the discharge scale ratio and the volume scale ratio are listed in the table as well.
TABLE 1 | Experimental results.
[image: Table 1]Incision, Landslides and Sediment Transportation
The stream flow scoured the bed and caused bed incision in the experiment. Figure 5 shows the incision processes of three runs of the experiment with different discharges.
[image: Figure 5]FIGURE 5 | Incision processes of runs 1–1, 2–2, and 3–3.
For each run, the upstream (8.0 m), middle (4.0 m), and downstream (0.0 m) are incised quickly at first and tend to be stable later. The upstream section is incised deeper than the middle and downstream, since the latter is supplied with sediment from the upstream reach.
It was observed that numerous landslides occurred following stream bed incision and lateral erosion at the bank toe. Figure 6A shows a landslide in the experiment. As a comparison, a landslide occurred in the Fencha Gully with similar characteristics about 20 times larger in the length scale is shown in Figure 6B.
[image: Figure 6]FIGURE 6 | (A) A landslide in the flume experiment. (B) A landslide in the Fencha Gully with similar characteristics.
The sediment eroded from the bed and the bank was transported, in the form of bed load motion, to the downstream end of the flume. There was almost no suspended load motion in the experiment because the sediment is coarse and non-cohesive. The rate of sediment transportation was measured at the outlet of the flume with the sedimentation basin. The scouring rate of sediment from the bed is defined as the weight of sediment scoured from the stream bed per area per time. Figure 7 shows the varying processes of the scouring rate (Rscour), the rate of sediment transportation (S) and volume of landslide (V, see Figure 2D) in six runs, which are calculated from the variation of the topography in the flume and the sedimentation basin measured with TLS. In the runs with large flow discharge (runs 3–1, 3–2, and 3–3) the volume and frequency of landslide are larger than that with low discharge (run 1–1).
[image: Figure 7]FIGURE 7 | Scouring rate (Rscour), rate of sediment transportation (S) and volume of landslide (V) at the main landslide section.
The bed souring is influenced by many factors including flow discharge, incoming sediment from upstream, bed slope and particle size. The scouring rate (Rscour) fluctuates because landslides affect the rate (Figure 5). In the initial stage (in light gray area), the high Rscour results in a high S (Shao et al., 2002), whereas the frequency and scale of landslides are relatively low during this time. As the test goes on, the stream bed is scoured to a deep position, landslides occur frequently with a large scale and high frequency (in dark gray area).
The flow was maintained along the left wall in the upstream section, and it flew to the right and scoured the right bank. Most landslides occurred mainly in section 3 m downstream of the entrance (see landslide section given in Table 1), because the stream bed incision and lateral bank erosion were more obvious than that in other sections. It was observed that lateral bank erosion played the same role as bed incision to cause landslides. Therefore, an additional bed incision depth in vertical direction can be calculated from the horizontal distance of bank retreat W, as discussed in the next section.
Critical Conditions for Landslides
The critical conditions for landslides are associated with the volume of landslide, incision depth and the potential landslide energy (Wang et al., 2012, Wang et al., 2015), which depends on the slope angle, incision depth and lateral bank erosion. Bed incision is the dominant triggering mechanism for landslides in the study area. Figure 8A shows the accumulated volume of landslides of each section, VL, as a function of the average incision depth H (see Figure 2D). The accumulated volume increases with incision depth and grows suddenly and sharply as the incision depth exceeds a critical value.
[image: Figure 8]FIGURE 8 | (A) Accumulated volume of landslides VL vs. incision depth H. (B) Accumulated volume of landslides VL vs. effective incision depth HE.
Lateral bank erosion is another important triggering mechanism for landslides (Wang et al., 2009; Lévy et al., 2012; Malatesta et al., 2017). An effective incision depth denoted as HE combines stream bed incision and lateral bank erosion (see Figure 9), which can be expressed as follows,
[image: image]
where [image: image] is the incision depth, [image: image] is the distance of bank retreat and [image: image] is the angle of repose, which is 31° in this study.
[image: Figure 9]FIGURE 9 | Schematic diagram of effective incision and potential landslide energy.
Figure 8B shows an interval of critical effective incision depth for sharply increasing accumulated volume of landslides. The interval of critical effective incision depth HE is 0.2–0.3 m (i.e., 4.0–6.0 m by length scale). When HE is less than this range, the VL is generally less than 0.05 m3, which is mainly caused by water erosion rather than gravitational erosion.
As shown in Figure 9, the potential landslide energy E is defined as the potential energy of loose sediment per length on the bank slope over a surface of repose angle to stream bed, which is given by:
[image: image]
where [image: image] is the vertical distance from the top of a landslide to the stream bed, [image: image] is the specific weight of sediment, [image: image] is the width of loose sediment over the surface of repose angle in horizontal direction, and z is the vertical coordinate. The initial bank slope of 31° is used as the repose angle in the calculation of the potential landslide energy E.
Figures 10A,B show the accumulated volume of landslides VL, and volume of each landslide V as function of the potential landslide energy E, respectively. The landslide scale increases as the stream bed incises and potential energy increases (Wang et al., 2021). A critical value of E is found at 2,800 kgm/s2, above which VL increases abruptly. This critical value in the Fencha Gully is 2.24 × 104 t·m/s2 according to the scale ratio of energy per length of 1:203.
[image: Figure 10]FIGURE 10 | (A) Accumulated volume of landslides VL vs. potential landslide energy E. (B) Volume of landslide vs. potential landslide energy E.
The experimental results are compared with field measurements of three landslides in the Fencha Gully, the locations of which are shown in Figure 11. Table 2 lists the measured data and potential landslide energy calculated with Eq. 2. The potential landslide energy is larger than the critical value, and the incision depth is critical, which agrees with the results in the experiments.
[image: Figure 11]FIGURE 11 | The locations of the computed cross sections of landslides in the Fencha Gully.
TABLE 2 | Details of three landslides in the Fencha Gully.
[image: Table 2]CONCLUSION
An experimental study of landslides was done with a flume of high bed gradient and bank slopes consisting of loose sediment, to study the mechanism of landslides induced by stream bed incision and the increasing potential energy for landslides. The experiments were designed to generally simulate the Fencha Gully. The results show that stream bed incision and lateral bank erosion occur due to water flow scouring. Landslides or bank failures are induced as a result of stream bed incision and lateral bank erosion.
The mechanism of landslides is related to incision depth and potential landslide energy. A critical value of effective incision depth coupling vertical incision and lateral bank erosion for landslides is illustrated. Landslides increase sharply if the effective incision depth is higher than the critical value, which is 4.0–6.0 m in the Fencha Gully. The critical value of potential landslide energy in the Fencha Gully is calculated with energy scale ratio 1:203, which is 2.24 × 104 t·m/s2. Three landslides caused by stream bed incision and lateral bank erosion in the Fencha Gully are measured, and compared with the critical conditions obtained from the experiments. The potential landslide energy is larger than the critical value, and the incision depth is critical, which agrees well with the results in the experiments.
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Lateral slope deposits along a channel represent an important source of material for initiation and development of debris flows/floods that are typically observed in many headwater tributaries. This study found that the failure process of such a deposit reflects combined interaction between external hydrodynamic factors (inflow discharge and channel slope) and internal factors (compactness and fine particle content). The erosion process comprises two stages: runoff erosion toward the toe of the deposit body and soil failure owing to gravity. Spatially, the erosion rate is distributed unevenly across the deposit; the highest value occurs at the section close to the middle of the deposit, on the upstream face. Temporally, the erosion rate decreases exponentially. Overall, the average erosion rate decreases (increases) with bulk density (inflow discharge and channel slope). However, a slope of 7 is a threshold at which the tendency of the erosion rate in relation to the fine particle content differs. In comparison with the other three influencing factors, the effect of the fine particle content is much smaller. Although the bulk density of the deposit imposes the most significant effect, it is of the same order as that of both inflow discharge and channel slope. As the failure process can be summarized as repeated runoff scouring of the toe of the deposit, deposit failure, and entrainment of the failure body by runoff, we proposed a calculation method for the total time required for a complete lateral erosion process, and validation of the calculation suggested its reasonability. The findings of this study enhance the understanding of the mechanism of lateral soil deposit failure, which could help improve runoff-induced debris flood forecasting in headwater regions of mountainous catchments.
Keywords: lateral deposit, soil failure, erosion rate, runoff, slope
INTRODUCTION
In many headwater tributaries, lateral slope deposits along the channel represent an important source of material available for debris flow/flood initiation and flow development (Bardou and Jaboyedoff, 2008; Brenna et al., 2020; Guo et al., 2016; Guo et al., 2020). Such deposits, which often partially block the channel, usually form following landslides and collapses or as screes, and thus can have different composition and degrees of compactness. Generally, such deposits remain stable under regular runoff, but are potential to fail under certain surface runoff conditions. Failure of such a deposit reflects combined interaction between hydrodynamic and gravitational forces (Cui et al., 2013; Zhou et al., 2013; Zhou et al., 2015). From the perspective of inducing factors, upstream inflow is the main trigger for the initiation of movement of the material at the toe of the deposit, and the effect of gravity on the soil body also has to be considered in the failure process.
The impact of lateral slope deposit failure on the formation and/or development processes of a debris flow is sometimes considered in the same category as that of landslide dams, which generally block the channel entirely (Cui et al., 2013; Zhou et al., 2015). However, the difference is that the gravitational effect is seldom considered in the landslide-dam failure process (Xiangang et al., 2018; Jiang et al., 2020). Another similar phenomenon is the process of lateral erosion of a river bank, the initiation process of which is suggested to reflect the effect of water shear (i.e., the drag force of runoff) versus river bank resistance. The effect of channel runoff on the initiation of movement of soil particles has been studied previously through consideration of river dynamics, for example, the conditions for movement of uniform sand, and relationships between the parameters of the curve and grain composition were also proposed (e.g., Qian and Wan, 1983; Osman and Thorne, 1988; Qian et al., 1989; Nagata et al., 2000; Couper, 2004; Jason and Raymond, 2006; Khosravi and Azhini, 2007; Rinaldi et al., 2008). It has been suggested that the shear force required for the initiation of movement of soil is influenced by the cohesion of the soil (Osman and Thorne, 1988; Cui, 1992; Takahashi, 1978; Takahashi, 1991; Takahashi, 2014), which depends on the physical characteristics (e.g., compaction, percentage of fines, and moisture content) of the soil body (Knapen et al., 2007; Cui et al., 2017; Cui et al., 2019). Shields (1936) developed an empirical approach that involves the dimensionless shear stress as a function of the grain size and Reynolds number. The work was updated by Yalin and Karahan (1979) using carefully scrutinized, available experimental data and subsequently improved further by Soulsby (1997). In practice, shear stress is also determined in the field or in the laboratory using flume tests, submerged jet-index tests, the erosion function apparatus, cylindrical erosion tests, or other test methods (e.g., Hanson and Simon 2001; Briaud 2008; Chang et al., 2011; Zhang et al., 2016; Zhu and Zhang 2016).
Traditionally, the erosion rate of a soil body has been investigated by building empirical relationships between the influencing factors and the extent of soil erosion (e.g., Khosravi and Azhini, 2007). The mechanism controlling the combined influence of soil mechanics and hydrodynamics on failure has also been proposed (Osman and Thorne, 1988; Darby and Throne, 1996; Nagata et al., 2000; Dapporto et al., 2001; Couper, 2004; Jason and Raymond, 2006; Khosravi and Azhini, 2007; Rinaldi et al., 2008). A governing equation of river and/or rill erosion was proposed to determine the change of channel width, which assumes that the water flow power is smallest, critical shear stress is largest, or the sediment transport rate is largest (Lavelle and Mofjeld, 1987; ASCE Task Committee et al., 1998; Zhu et al., 2001). Nevertheless, the erosion rate values are often very difficult to estimate since the soil resistance (erosion rate) does not represent an actual measurable soil property (Knapen et al., 2007). As a result, it becomes crucial to link the erosion rate to one or some easy-measurable soil properties or flow conditions. Although some empirical equations are available to estimate the erodibility parameters by identifying the shear stress (e.g., Hanson and Simon, 2001; Annandale, 2006; Chang et al., 2011), it is also indicated that the erosion rate to concentrated flow is influenced by almost any soil property, turning it into a complex concept with a high spatial and temporal variability (Nachtergaele and Poesen, 2002), that is not yet fully understood. Additionally, considering the differences among a river bank, a rill, and a slope deposit in terms of morphology and grain composition, the erosion–failure process of lateral slope deposits should be investigated independently.
This work observed the failure process of a soil lateral slope deposit in a channel and investigated the relationship between the erosion rate and the inducing factors based on the experiment. The effects of influencing factors were analyzed quantitatively, and a method for calculating the time required for complete erosion of the deposit was proposed by combining two classical theories of channel erosion.
EXPERIMENTAL DESIGN
Flume Setup
Flume-based experiments were designed and performed to investigate the failure process of a lateral slope deposit body, as shown in Figure 1. A cubic water supply box (dimensions: 80 × 80 × 80 cm) provided stable inflow conditions for the experiment, and the flow rate was controlled by a water tank valve. The angle of the flume (length: 400 cm, width: 40 cm, height: 40 cm) could be adjusted in the range of 0–15°. The bottom of the flume was coarsened manually. A rectangular weir (height: 25 cm) was placed in the flume 80 cm downstream from the water tank to allow stabilization and quantification of the upstream inflow. For ease in observing and recording the soil deposit failure at different times and determining the related parameters, the sides of the flume were constructed with toughened clear glass with marked coordinates.
[image: Figure 1]FIGURE 1 | Experimental flume system.
Factor Selection and Deposit Body Design
The research objective of this series of experiments was to investigate the erosion of a lateral slope deposit body, typical of channels in headwater regions of mountainous catchments. Prior to deciding on the experimental design, a detailed survey of such deposits was performed in the field. The results revealed that the geometry of a lateral slope deposit body generally has a semitriangular conical form, and that the slope is typically in the range of 30–35°. Consequently, the experimental deposit body used in this study was designed to have similar shape and slope. The experimental deposit body was located in the center of the flume 200 cm downstream from the water tank.
We considered four parameters as the principal influencing factors of the stability of the deposit body under the runoff conditions: channel slope (θ), upstream water discharge (Q), fine particle content (δ), and bulk density of soil (ρ). In separate experiments, the value of θ was adjusted to 3°, 5°, 7°, 9°, 11°, and 13°; the value of Q was controlled to 1, 2, 3, and 4 L/S (10–3 m3/s); the value of δ was set to 5, 10, 15, 20, 30, and 40%; and the value of ρ was controlled to 1.4, 1.5, 1.6, 1.7, and 1.8 g/cm3 (Figure 2). In defining the content of fine particles, it is usually considered that the content of particles with diameter of <1 mm affects the moisture content of the deposit material, and has notable influence of its consolidation, plasticity, and flow state (Cui, 1992; Wang et al., 2017). Therefore, in this study, the threshold value between fine and coarse particles was set as 1 mm.
[image: Figure 2]FIGURE 2 | Influence factors of lateral slope deposit failure considered in this study.
Experimental Soil
The original experimental soil was collected from a single natural accumulation slope deposit body in the field, which is typically with a semitriangular conical form, and slope of 34°. The soils on the deposit were colluvium from the upper part of the slope. They were collected and then dried and screened, and the initial water content was controlled to 10%. The soil material with different particle size ranges was reorganized according to experimental requirements. Considering the influence of flume width, equivalent substitution (Guo et al., 2016) was used for reconfiguration of particles with size >10 mm. Ultimately, the final content of each particle group was obtained using the following formula:
[image: image]
where P>2 and P>10 represent the content of particles in the original soil with diameter >2 and >10 mm, respectively, and ΔPoi is the content of each particle group in the original grade.
The particle size parameters of the original and experimental soils are listed in Table 1. Among them, NM is the particle composition of the natural soil, ESNM is the particle composition of the natural soil after equivalent substitution using Eqs. 1, and S-1, S-2, S-3, S-4, S-5, and S-6 are the particle compositions of the soils with values of δ of 5, 10, 15, 20, 30, and 40%, respectively.
TABLE 1 | Particle size parameters of the natural and experimental soils.
[image: Table 1]The particle size distributions are also expressed in terms of their grain size distribution (GSD) parameters (Li et al., 2013; Li et al., 2017):
[image: image]
where D is the particle diameter (mm); P(D) is the cumulative percentage content (%) larger than particle size D; C is a coefficient; μ is equivalent to the particle fractal index, which is related to soil structure (especially porosity); and Dc is defined as the characteristic particle size (mm), used to rescale the cumulative curve according to the real constant introduced by the accumulation curve.
Owing to substitution of particles with a diameter of >10 mm, the value of d50 in all the experimental soils was markedly smaller than that of the natural soil. However, as the GSD parameters of MC-4 are similar to those of the treated natural soil ESNM, MC-4 was considered representative of the natural soil.
Data Collection
An ultrasonic stage meter was used to measure the water level h(m) of the flow, and correction was performed on the basis of the graduated readings on both sides of the flume. Colored balls were used as tracers for the calculation of the mean velocity of the surface flow. Additionally, the video imagery was also used to validate the calculation. The inflow discharge was calculated using the basic equation Q = vA, where A is the section area (m2) that was determined on the basis of the measured water level h (m). Rules were pasted onto the glass sides of the flume to measure the erosion process of the soil deposit body. The video images were divided into a 2 × 2-cm grid to allow quantification of the spatial distribution and estimation of the volume of the deposit material.
SLOPE FAILURE PROCESS
General Process of Lateral Soil Deposit Failure
Observation indicated that the soil deposit failure process was similar in most of the experiments but with differences in specific details. Thus, for illustrative purposes, here we consider experiment E-1 (ρ = 1.6 g/cm3, θ = 5°, Q = 3 L/s, and δ = 20%).
The duration of the entire failure process was 92 s. After the gate of the water tank was opened, as shown in Figure 3A, the partial blockage of the channel by the deposit body caused the inflow to become turbulent near the upstream side of the soil body, which led to water level rise and gradual expansion of the range of influence of the water flow. The particles of the slope toe were gradually mobilized, and the downstream water flow gradually became turbid (Figure 3B). With gradual erosion and frequent fluctuation of the water current, local small-scale failures occurred gradually in the upstream part of the soil body. As the deposit body was eroded, the shape of the slope toe in the upper part of the slope body changed, and the upper part of the slope body formed a free surface. Under the action of gravity, the upper part of the soil body underwent frequent intermittent and successive failures. The area of the soil body gradually shrank, the failure surface developed toward the downstream direction, and an obvious crack appeared at the top of the soil body (Figure 3C). This crack gradually widened and lengthened, which ultimately resulted in large-scale failure with a magnitude of approximately 500 cm3 (Figure 3D). Once the failed material fell into the channel, it dispersed quickly and accumulated loosely in front of the deposit body, temporarily (a period of 8 s) protecting the deposit body from further upstream erosion (Figures 3E,F). This process increased the flow and density of the downstream flow. This process occurred repeatedly during the remainder of the experiment. For instance, another crack appeared at t = 39 s, failure occurred at t = 42 s with magnitude of approximately 300 cm3, and the material was removed by the inflow by t = 46 s (Figures 3G–I). After t = 92 s, most of the soil body had failed and been eroded, which effectively removed the blocking effect of the channel by the deposit.
[image: Figure 3]FIGURE 3 | Typical features of the flow and deposit body during experiment E-1.
Morphological Variation and Erosion Process
The variation of the deposit body morphology, measured during the experiment, is plotted in Figure 4. The erosion was represented in both longitudinal and lateral directions. After repeated failure and entrainment of the soil material, the deposit body eventually evolved into a triangular or wedge shape, and the curvature of the outer contour gradually decreased before finally becoming aligned approximately parallel with the flow direction.
[image: Figure 4]FIGURE 4 | Morphological evolution of the deposit body.
Here, the erosion rate Eb, which is an important index of soil erosion, is used to represent the rate of failure. It is defined as the volume of the soil body eroded by the water flow per unit time:
[image: image]
where Eb is the erosion rate (m/s), Ws is the total eroded volume (m3), A is the eroded area, and T is the erosion duration (s).
As the soil body in the experiments was regarded as uniform, and the volume and the erosion distance have positive correlation, Eq. 3 can also be expressed as follows:
[image: image]
where L is the erosion distance (m).
Initially, we applied Eq. 4 to calculate the erosion rates, and used dx/dt and dy/dt to express the rates in both longitudinal and lateral directions (i.e., parallel and perpendicular to the inflow direction, respectively) to represent the effects of inflow and gravity, respectively.
EROSION RATE AND ITS INFLUENCING FACTORS
Overall Tendency of Erosion
All cases exhibited a linear relationship of positive correlation between dx/dt and dy/dt under the effects of the different influencing factors, although the relationships differed in each experiment, as shown in Figure 5. The relationships reflect the influence of both water flow and gravity. Overall, dx was >dy, although dx was <dy in the initial period of some of the experiments in which θ was 3°. It indicates that under conditions with a slight slope, lateral erosion is more prominent than erosion in the direction of the flow, whereas in most other cases, erosion in the direction of the flow is more prominent, suggesting greater effect of inflow power.
[image: Figure 5]FIGURE 5 | Linear positive correlation relationships between dx/dt and dy/dt under different influencing factors (ρ: bulk density, δ: fine particle content, θ: channel slope, and Q: upstream water discharge).
Temporal and Spatial Variations of the Erosion Rate
The temporal differences and spatial heterogeneities of the erosion rate of the slope deposit were investigated by measuring the morphology and the erosion process at different sections within the deposit at different times. Spatially, 15 sections were considered along the direction of flow (Figure 6). The dimensionless parameter x/L was used to determine the position of the section relative to the deposit body, that is, the location of Section 8 was at the central axis of the deposit, and its x-coordinate was set as 0. The coordinates of the beginning and end points of the deposit were −0.5 and 0.5, respectively, through which the coordinate of each individual section could be deduced.
[image: Figure 6]FIGURE 6 | Measurement sections of the experiment.
Temporally, the failure period was divided evenly into nine subperiods (T-1−T-9), and the erosion rate at each section in each subperiod was measured.
It was found that the erosion rate exhibited notable nonuniform characteristics in both spatial and temporal perspectives. Taking periods T-1, T-4, and T-7 as examples, it can be seen from Figure 7 that the erosion rate first increased and then decreased with the increase of the relative position x/L of the observation section. The point of the peak erosion rate generally appeared to the left of the central axis (i.e., upstream of the deposit body) and then gradually moved downstream with time.
[image: Figure 7]FIGURE 7 | Erosion rate at different measurement sections with time.
Additionally, the average erosion rate of each time period was calculated and found to decrease exponentially with time, as shown in Figure 8. This is because the flow section becomes broadened with the ongoing progress of lateral erosion, and the erosion effect becomes weakened owing to the reduction of flow height, which decreases the shearing force of the flow. However, it should be noted that the erosion rate also fluctuated at certain periods owing to the randomness of the soil failures.
[image: Figure 8]FIGURE 8 | Decrease of the erosion rate with time.
Effects of Influencing Factors on the Mean Erosion Rate
(1) Fine Particles
We investigated the influence of individual factors on the erosion rate of the deposit body under conditions in which other factors were held constant. For example, in the set of experiments with ρ = 1.5 g/cm3, θ = 7°, and Q = 3 L/s, the value of δ was set at 5, 10, 15, 20, 30, and 40%, separately. It was found that the average erosion rate in both the longitudinal and the lateral directions (dx/dt and dy/dt) decreased with increasing δ, as shown in Figure 9A.
[image: Figure 9]FIGURE 9 | Relationships between the average erosion rate and different influencing factors.
We considered the set of experiments with δ = 20%, θ = 5°, Q = 3 L/s, and ρ controlled to 1.4, 1.5, 1.6, 1.7, and 1.8 g/cm3, separately, to investigate the influencing effect of ρ. The results revealed that the average erosion rate in both the longitudinal and the lateral directions (dx/dt and dy/dt) decreased with increasing ρ (Figure 9B).
Investigation of the effect of θ was conducted in the set of experiments with δ = 30%, ρ = 1.8 g/cm3, and Q = 3 L/s. Both the lateral and the longitudinal average erosion rates were correlated positively with θ, and the relationships could be expressed exponentially. The growth rate of dy/dt was slower than that of dx/dt, indicating that θ has greater influence on the erosion rate in the direction of flow (Figure 9C).
Investigation of the effect of Q was conducted on the basis of the set of experiments with δ = 30%, θ = 11, and ρ = 1.8 g/cm3. It can be seen in Figure 9D that both the lateral and the longitudinal erosion rates were correlated positively with the upstream flow rate; each increased exponentially and dx/dt was >dy/dt, similar to the effect of θ.
Under the same external (inflow and channel) conditions, the erosion rate of a soil deposit is affected mainly by the soil structure. The resistance forces (e.g., the Coulomb force, van der Waals force, and capillary force) within soil are greater in material with higher content of fine particles, resulting in the reduction of the erosion rate. Similarly, as soil compactness increases, soil shear strength and erosion resistance are enhanced, also resulting in a reduced erosion rate. However, as shown in Figure 8B, decrease of the erosion rate in the lateral direction (dy/dx) was more evident, which is consistent with the findings of Osman and Throne (1988), who reported that the lateral retreat distance of a cohesive river bank decreases with the power function of the bulk density of the soil.
For soil deposits, the hydraulic force is the main factor that induces failure. The water shear and water flow power are generally used as indices that combine the inflow and slope conditions (Bagnold, 1977; Hairsine and Rose, 1992; Elliot and Laflen, 1993; Nearing et al., 1997; Wang et al., 1998; Zhang et al., 2003), as shown in the following equations:
[image: image]
[image: image]
where τ is the water power (Pa), γ = ρg (N/m3), ρ is the flow density (103 kg/m3), h is the flow depth (m), J is the hydraulic gradient, and v is the flow velocity (m/s).
It can be found from Figure 10 that the average erosion rate increases exponentially with water shear and water flow power, which is in accord with the aforementioned results.
[image: Figure 10]FIGURE 10 | Relationship among mean erosion velocity and (A) water shear and (B) water flow power.
Coupling Effects of Influencing Factors
We investigated the coupling effects of influencing factors by conducting experiments with more than one variable to provide a reference for comparison with the effects of the individual factors.
(1) Fine Particle Content and Bulk Density
As both dy and dx always exhibited a linear positive relationship, we used the lateral retreat of the deposit body (dy/dx) to represent the erosion rate. It can be seen from Figure 11A that the erosion rate decreased with ρ for all values of δ, which is in accord with the aforementioned results. Multivariate nonlinear regression analysis was performed (Figure 11B, Eq. 7), which indicated that the effect of δ on the average erosion rate was much greater than that of ρ, as shown in the following equation:
[image: image]
where Eb is the erosion rate (10–2 m/s), and F and C represent the effects of δ and ρ, respectively.
[image: Figure 11]FIGURE 11 | Relationship of the erosion rate with bulk density and fine particle content: (A) relationship between average erosion rate and bulk density with different values of fine particle content, and (B) multivariate nonlinear regression curve.
(2) Fine Particle Content and Slope
The relationship between the erosion rate (dy/dt) and δ was analyzed under conditions of different θ. It was found that the trend varied with respect to θ. For example, in the experiment with θ = 3°, the erosion rate increased with δ. In the experiment with θ = 7°, the erosion rate first increased and then decreased with δ. However, in the experiment with θ = 11°, the erosion rate decreased as δ increased. Additionally, the standard deviation under the condition of θ = 7° was the smallest among all the experiments. Therefore, it is considered that θ = 7° is the critical value above and below which δ plays a smaller and greater role, respectively, in relation to the erosion rate (Figure 12).
[image: Figure 12]FIGURE 12 | Relationship of the erosion rate with slope and fine particle content: (A) relationship between average erosion rate and fine particle content with different values of slope, and (B) multivariate nonlinear regression curve.
On the basis of the above, we divided the experimental slope into two sections and determined the fitted relationships between the erosion rate and δ for each section. Significant correlation was found in the formulas of the erosion rate fitted by δ and θ (Eq. 8), in which S represents the effects of θ. The equations indicate that the effect of θ is much more significant than that of δ:
[image: image]
(3) Bulk Density and Inflow Discharge
The results regarding the erosion rate (dy/dt) of the experiments coupling δ and Q are investigated. In the cases with δ = 1.4 and 1.8 g/cm3, the average erosion rate increased markedly with the increase of Q. The results of multiple nonlinear regression analysis are shown in Figure 13 and Eq. 9. It is indicated that the effect of δ had slightly more influence than Q on the average erosion rate; however, the values are of the same order of magnitude and very similar, as shown in the following equation:
[image: image]
[image: Figure 13]FIGURE 13 | Relationship of the erosion rate with inflow discharge and bulk density: (A) relationship between the average erosion rate and inflow discharge with different values of bulk density, and (B) a multivariate nonlinear regression curve.
(4) Bulk Density and Slope
The results regarding the erosion rate (dy/dt) of the experiments coupling δ and θ are also investigated. In the cases with δ = 1.4 and 1.8 g/cm3, the average erosion rate increased markedly with θ. The results of multiple nonlinear regression analysis are shown in Figure 14 and Eq. 10. It is also indicated that the effect of the δ had slightly more influence than that of θ on the average erosion rate; however, the values are of the same order of magnitude and very similar, as shown in the following equation:
[image: image]
[image: Figure 14]FIGURE 14 | Relationships of the erosion rate with slope and bulk density: (A) relationship between the average erosion rate and slope with different values of bulk density, and (B) a multivariate nonlinear regression curve.
ESTIMATION OF EROSION TIME
Surface runoff can create a substantial scouring effect on slope deposits. As mentioned above, the lateral erosion process of a slope deposit body can be summarized as repeated episodes of runoff scouring of the toe of the deposit, deposit failure, and entrainment of the failure body by runoff. As the failed material generally falls rapidly into the channel, the duration of the stage of failure is short. As such failures are temporally intermittent, the repetition of such a process causes continuous erosion of the deposit body in both the flow and the lateral directions.
The empirical formula for calculating the lateral scour rate, based on laboratory experiments by Hooke (1975), was used to estimate the runoff scouring time before the first failure:
[image: image]
where Ge is the scour rate (103 g/m2/s), τ is the channel shear ptforce (N/m2), τc is the initial critical shear stress of the soil (N/m2), τ − τc is the residual shear force (N/m2), and Geo is the erosion rate when the soil is in the critical state of initiation of movement (kg/m2/s), and the following empirical formula is available:
[image: image]
where C is the lateral scour coefficient (m), the empirical value of which is recommended as 2.23 × 10–2 m by Osman and Throne (1988), and k is a constant (=1.3).
[image: image]
where dB/dt represents the distance of lateral erosion per unit time (m/s) and γb is the soil bulk density (KN/m3). The time required for lateral erosion of a deposit body can therefore be calculated as follows:
[image: image]
where W is the deposit width (m).
For the second stage of the process, that is, entrainment of the failure body by channel runoff, Wang et al. (1998) conducted many tests of sediment scour, and proposed that the scour rate is proportional to the water flow power and depends on particle size and bulk density. The proposed formula for the scour rate is as follows:
[image: image]
where Er is the scour rate (103 g/m2/s); γs and γ represent the density of the soil particles and that of the inflow water runoff (kg/m3); J is the flow slope; d is the average sediment diameter (m), and d50 is traditionally used; g is gravitational acceleration (m/s2); and U is the average flow velocity (m/s). The time required for a single deposit failure body to be transported by runoff can be estimated using Eq. 14, and the total time for stage two can be expressed as follows:
[image: image]
where Trx and Tr represent the time required for the xth and total failure of the body (s), respectively; ρs is the density of the soil (103 kg/m3); and Vx is the volume of the xth failure body (m3):
[image: image]
As recorded in the experiments, the entire failure process is actually a failure sequence that can be regarded as repetitions of two such stages. Therefore, the total failure time (T) required for complete erosion of the deposit body can be cumulated according to the recorded failure sequences as follows:
[image: image]
Given the complexity of the collapses as part of the widening process of lateral erosion, the widening model and estimation method proposed in this article represent a simple and preliminary generalization. Comparison of the calculated and the actual measured erosion time is presented in Figure 15. The strong correlation between the two indicates that the estimated value is largely in agreement with the actual value, suggesting the reasonableness of the proposed methods for the estimation of the duration required for erosion of the lateral slope deposit.
[image: Figure 15]FIGURE 15 | Relationship between theoretical erosion duration and actual erosion duration.
DISCUSSION
Using flume-based experiments, this work investigated the effect of factors that influence the erosion rate of a slope deposit along a channel. Despite certain limitations that included the selection of the deposit material and the influence of the experimental dimensions, the general impact of various influencing factors on the failure process was determined.
It is known that the average rate of lateral erosion of gully bank deposits is affected by the nature of the soil (compactness and fine particle content) and external hydrodynamic conditions (slope and inflow), but each of these factors has a different level of influence on the average erosion rate. On the basis of our analyses, the effect of fine particle content was established as being less important than that of the other three factors. Of the remaining three factors, the impact of compactness, which was represented by bulk density in our analyses, was found to be greatest in the form of the exponent in the fitted relationships, although it was of the same order of magnitude as that of slope and inflow discharge.
The comparative importance of the influencing factors was also reflected in the failure process observed in the experiments. Failures can be categorized as collapses or slides according to the Varnes classification (Varnes, 1978; Hungr et al., 2001, 2014). Although the use of the terminology here might differ slightly from that adopted in reference to field collapses and slides, the underlying mechanisms are similar in that a collapse (slide) is dominated by tensile (shear) forces. It is known that external conditions (e.g., inflow discharge and slope) only affect the time of failure, that is, the erosion rate, whereas soil conditions (e.g., bulk density and fine particle content) affect the failure type. The principal failure mode of a loose deposit tends to be sliding, whereas that of a dense deposit primarily collapses following the appearance of vertical cracks. On the basis of the experiment, the threshold of demarcation between the two modes has been determined as approximately 1.6 g/cm3. Moreover, a soil body with low content of fine particles is more susceptible to large-scale overall slip, and the particles are dispersed. Our experiments indicated that a fine particle content of 30% is the threshold value between the two failure modes. This is in agreement with the theory, which suggests that when the content of fine particles is <25%, the soil structure is composed largely of coarse particles without fine particles filling the pores between the coarse particles (Vallejo and Mawby, 2000).
Another factor also considered to influence the erosion process is the blockage rate (W*), which is expressed as the ratio of the width of the deposit (W) to the channel width (WC). In this study, this ratio was considered as 0.4, 0.6, 0.7, 0.8, and 1.0 under the conditions of ρ = 1.5 g/cm3, θ = 7°, δ = 20%, and Q varying as 1, 2, 3, and 4 × 10–3 m3/s. The details of the set of experiments showed that W* had no substantial effect on the erosion time or the erosion rate under the experimental conditions with the same total deposit volume (Table 2). Moreover, the failure type showed no obvious difference according to the experiment records, whereas the effect of the total deposit volume was much more influential.
TABLE 2 | The experiment set and results considering the blockage rate W*.
[image: Table 2]CONCLUSION
Slope deposits, typically observed along channels in many headwater tributaries, represent an important source of material for the initiation and development of debris flows. This type of deposit generally fails under the effect of scour by surface runoff. This study investigated the relative influence of internal factors (compactness and fine particle contents) and external factors (inflow discharge and channel slope) on the rate of erosion of a deposit body in an experimental flume. Despite certain experimental limitations, the main findings can be summarized as below.
The process of soil deposit failure is the result of combined action of hydrodynamic and gravitational forces on the soil. The process consists of two stages: runoff erosion toward the toe of the deposit body and soil failure owing to gravity. The erosion rate in both the direction of the flow and the lateral direction exhibited positive correlation with all influencing factors, although that of the former was slightly stronger. Spatially, the erosion rate was distributed unevenly across the deposit; the highest value occurred at the section close to the middle of the deposit, on the upstream face. Temporally, the erosion rate decreased exponentially.
Overall, the average erosion rate decreased with bulk density, and increased with inflow discharge and channel slope. A channel bed slope of 7° was determined as the critical slope in the relationship between the erosion rate and fine particle content. When the bottom bed slope was <7°, the average erosion rate increased with fine particle content, whereas the relationship exhibited a decreasing trend when the bottom bed slope was >7°. Multivariate nonlinear regression analysis suggested that the effect of fine particle content was much smaller than that of the other three factors. Although the bulk density of the deposit imposed the most notable effect, it was of the same order of magnitude as that of inflow discharge and channel slope. The blockage rate was also considered in the experiments; however, the results indicated that it had no significant effect on the erosion rate and failure type in comparison with the other factors.
The failure process can be summarized as repeated runoff scouring of the toe of the deposit, deposit failure, and entrainment of the failure body by runoff. As the second stage is very rapid, estimation of the total time required for a complete lateral erosion process is proposed as the summation of the durations of the first and third stages, and validation of the calculation suggested its reasonability.
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Both global climate change and human activities are continuously impacting the abruptness and frequency of water-related natural disasters such as flash floods, debris flows, and landslides in mountainous areas, greatly threatening the safety of lives and properties. A recent rainfall-induced debris flow event happened on July 6, 2020 in the Chenghuangmiao Gully, in Sichuan Province, China, resulting in severe damage to buildings at the outlet. An integrated analysis of the consequence and triggering mechanism of this debris flow event was conducted with hydrologic information, topographic details, vegetation regimes, and drone aerial imagery. The result shows that the entire runout of the debris flow differs from that of common ones (debris flow and rainfall were highly related and synchronized), which happened 4 h after the stop of the rainfall. The hysteretic feature increases the difficulty of the prediction and warning of the debris flow due to lack of a responsible triggering mechanism. The hillslope surface is well covered by vegetation, hindering regular observation and cleaning up of long-term deposited wood and sediment debris. This effect increases the crypticity and abruptness of potential debris flows. With field evidence and analysis, it is speculated that long-term accumulative processes of dead wood sand sediment deposition formed a small-scale debris dam, and the continuous water release from the watershed led to dam breaching, subsequently triggering the initiation of the debris flow. Multiple steps distributing along the gully of an average slope of 15.65° contributed to the amplification of the debris flow once the breach of the upstream wood and sediment dam occurred. Along the gully, small-scale landslide scars can be observed, possibly amplifying the scale of the debris flow and disaster impact. This debris event gives a lesson of necessary demands of predicting and managing the risks of a low-frequency debris flow non-synchronized with rainfall events.
Keywords: water-related disaster, rainfall-lagging effect, mountain area, debris dam breaching, fatality
INTRODUCTION
In the mountainous region of Southwest China, water-related disasters such as flash floods and debris flows represent the most catastrophic hazards, leading to infrastructure damage, property loss, and fatality. Particularly, debris flows due to great destructive effects and abruptness are the most dominant type of hazards, leading to great fatality in China (Lin and Wang, 2018). Because of high gradient in the catchment, debris materials (rocks, cobbles, sands, and soils) are available in ravines due to both gravitational erosion and hydraulic erosion, becoming massive sources for debris flows (Yin et al., 2016; Gregoretti et al., 2018). Such physical processes can be amplified by earthquakes with large magnitude (Cui et al., 2011; Huang and Fan, 2013; Horton et al., 2019). An example is that both the frequency and amount of debris flows in and near the earthquake area significantly increased after the dominant 2008 Wenchuan earthquake, with magnitude Ms = 8.0 as well as 10-year aftershocks (Chen et al., 2012; Tang et al., 2012; Zhang et al., 2014; Hu et al., 2019). Another factor to amplify the debris flow magnitude and increase the frequency is global climate change since extreme rainfall generating intense surface runoffs potentially triggers the initiation of debris flows (Stoffel et al., 2014)1.
Debris flows can be consequences of different mechanisms. The most common and well-recognized mechanism is that debris flows can result from the coupling effect of shallow landslides and failure of gully saturated floor materials. The collapsed sediment materials due to landslides move onto gully floors with high momentum, entraining gully floor materials whose stability is reduced by increasing water volume content. The increased pore water pressure has also been identified to be able to cause shallow landslides due to the formation of a perched water table, which is essentially associated with rainfall conditions (Vanapalli et al., 1996; Lu and Godt, 2013). Therefore, the rainfall intensity–duration characteristics are favored as indicators of shallow landslides (Vessia et al., 2014; Vessia et al., 2016; Li et al., 2017). As reviewed by Vessia et al. (2014), two types of rainfall intensity–duration thresholds are usually used for determining landslide risks: 1) considering rainfall events that have resulted in landslides excluding antecedent rainfall conditions and 2) considering antecedent rainfall conditions only. The second-type mechanism is that gully beds with deposited sediment tend to be destabilized by hydrodynamic forces exerted by intense rainfall–induced runoff (Gregoretti and Fontana, 2008; Wei et al., 2018) or dam breach–induced flash floods (Cui et al., 2013).
On July 6, 2020, a devastating debris flow disaster happened at 4:00 am in the Chenghuangmiao Gully in Xiaojin County, Sichuan, China (Figure 1). Because of the occurrence, some residents living at the outlet of the gully failed to evacuate timely from the debris flow runout path and died in this disaster. The debris flow buried partially the buildings and farms, depositing over the fan of the gully. According to the interview of local people, debris flow events have not occurred for more than 50 years in this gully, indicating a very low–frequency debris flow recurrence regarding this gully. Another important fact is that the disaster happened 4 h after the stop of the rainfall, leading residents to lose vigilance and thus resulting in fatality.
[image: Figure 1]FIGURE 1 | Site photos of the Chenghuangmiao Gully debris flow disaster at the outlet. (A) Buried houses and farms and (B) large-sized cobbles flushed out from the gully (a photo by the authors)1.
This article aimed to give a detailed description of the Chenghuangmiao Gully debris flow, including the geomorphologic characteristics of the catchment, rainfall-runoff process, and depositional morphology. Then we attempt to interpret the initiation mechanism of the debris flow and find the reason for the time delay between the rainfall and debris flow. Finally, a lesson can be learned to better detect and manage such debris flow with a very low frequency.
STUDY BACKGROUND
Study Area
The studied debris flow disaster occurred in the Chenghuanmiao Gully, which is a tributary gully to the Xiaojinchuan River, located in Xiaojin County, Sichuan Province, Southwest China (E102°10′9.340″, N31°0′13.870″). As shown in Figure 2, the Chenghuangmiao Gully catchment covers an area of 6.1 km2, with only one gully connecting the catchment head to the outlet. The gully gradient on average is ∼ 28% (i.e., 15.65°), with the gully head elevation ∼3,222 m and outlet elevation ∼2,169 m.
[image: Figure 2]FIGURE 2 | Geomorphic information of the Chenghuanmian Gully catchment. (A) The gully is located in Xiaojin County, Sichuan, China. (B) Only one gully without any subbranch exists in the catchment to convey runoff discharge and sediment to the outlet with higher elevation at south and lower elevation at north. (C) A remote image in 2013 (from Google Earth) demonstrates that the gully is a tributary to the Xiaojingchuan River, and an old debris flow fan has been deposited to squeeze the Xiaojingchuan River, which has been well developed by humans for residence and agricultural activities. The old debris flow fan indicates that historical debris flows happened in the Chenghuangmiao Gully, but the recurrence frequency is low so that humans can organize normal activities on this debris flow fan.
Because of the active tectonic and climatic settings on the eastern edge of the Tibet Plateau, the Chenghuangmiao Gully catchment is typically V shaped, indicating active bedrock incision being balanced by massive landsliding. The 2008 Wenchuan earthquake (Ms = 8.0) and its aftershocks intensified landslide activities and thus soil loss in the ambient area. This catchment subject to Xiaojin County close to the earthquake center has also been significantly affected. As shown in Figure 2C, the northern hillslopes for the Xiaojinchuan River valley are significantly broken and rarely covered by vegetation due to great steepness in hillslope and landslide effect. However, the southern hillslopes where the Chenghuangmiao Gully catchment is located are relatively complete and well covered by vegetation. This suggests that mountainous hazards such as landslides and debris flows are not frequent in this catchment, giving rise to necessary conditions for human living and agricultural activities in the open area near the outlet, which is a debris flow fan formed in a big timescale. However, the forced debris flow fan against the Xiaojinchuan River indicates that repeated debris flow events that happen in history might be lowly frequent.
The Chenghuangmiao Gully catchment is well covered by dark brown forest soil and cinnamon soil, which provide good habitats for tall vegetation like forests. Similar to the neighboring catchments on the same side of the Xiaojinchuan River valley, dense tall vegetation covers the landscape in the upstream area (the gully head), while sparse vegetation or even no vegetation protects the downstream area near the Xiaojinchuan River. Thus, geomorphic and vegetation characteristics allow more landslides induced by gravitational and hydrodynamic effects to frequently occur in the downstream reach of the catchments, further indicating more loose deposits in the downstream reach of the gully. Furthermore, because human activities are closer to the river valley, land use on the hillslopes is more common in the downstream part. This will also lead to relative potentials of landslides and soil loss.
Chenghuangmiao Gully Debris Flow Disaster
Prior to the Chenghuangmiao Gully debris flow disaster, rainfall had remained for a long time and accumulated widely in the mountainous area in Sichuan in the past month (June 2020), including heavy rainstorms. On July 5, the rainfall was intensive at night and continued for several hours before its ending near 24:00. In this duration, the local residents who were living in the open area at the outlet of the Chenghuanmiao Gully (an old debris flow fan) were asked to be alert in case of flash floods. According to the local residents and government, no debris flow event had been recorded for decades, while flash floods were frequent under heavy rainstorms. After 0:00 on July 6, the rainfall decreased progressively, and the flow discharge drained from the gully as well. Therefore, the alert residents returned to their homes and fell asleep, unless one or two people were still monitoring the rainfall and runoff.
At 4:00 am, a high-energy debris flow suddenly arrived at the resident living place, brutally ruining buildings on the way of the debris flow and finally depositing on the old debris flow fan. According to the recall of the local witness, no special accidents happened as usual, as the rainfall intensity did not increase again. However, the discharge had increased apparently before the disaster. A preliminary speculation is that at the gully head, a dam breach might have happened, triggering flash floods and thus the initiation of debris flow. The reasoning is that the rainfall had stopped for nearly 4 h and the runoff discharge apparently increased without heavy rain in the small catchment before the debris flow disaster.
Rainfall Characteristics
Heavy rainfall or even rainstorms occurred in the mountainous area widely over Sichuan Province on the day before the debris flow disaster. Rainfall events with a cumulated 24-h depth greater than 50 mm were monitored in 31 rain gauge stations within 11 counties. Particularly, rainfall events with cumulated 24-h depth higher than 50 mm happened at four stations in two counties. These recorded rainfalls are close to or far greater than the threshold that triggering the debris flows based on rainfall-duration threshold (= 50 mm) regressed from average annual rainfall–debris flow data after the 2008 Wenchuan earthquake (Guo et al., 2016).
However, basin hydrologic data show that the cumulated rainfall had reached 314.6 mm in depth since the flood season. This number exceeds the average annual rainfall by 27.4% and the same period last year by 90.2%. The long-period rainfall might lead to an adequate saturation of loose materials on hillslopes and channel floors, setting an initiation condition of shallow landslides and debris flows.
The peak rainfall (= 7.5 mm) happened at 22:00 on July 5 and rapidly decayed to zero at 00:00 on July 6. After 4 h, the debris flow front reached the debris flow fan, destroying and burying several buildings and farms and tragically killing three lives of sleeping residents. It can be observed that the rainfall depth in this studied catchment was 29.8 mm for the 24-h rainfall depth and was 7.5 mm for hourly rainfall depth (Figure 3), which were far lower than the rainfall-duration thresholds (50 mm).
[image: Figure 3]FIGURE 3 | Rainfall characteristics.
RESULTS AND ANALYSES
Runoff Generation
To evaluate whether the rainfall-induced discharge during the past 24 h could impact the mobilization of deposited debris on the gully floor, a semi-distributed hydrologic model was employed to simulate the catchment rainfall-runoff process. The model is based on the concept of the geomorphologic instantaneous unit hydrograph (GIUH), which was initially developed by Rodriguez (Rodríguez-Iturbe and Valdes, 1979; Lee and Yen, 1997; Yen and Lee, 1997). The kinematic-wave module was introduced to simulate the travel time of flow based on a stream-ordering method. Regarding the model, rainfall is assumed to be distributed uniformly over the simulated catchment. An outflow hydrograph for the catchment outlet is produced by tracing the motion history of the rainfall (the raindrops). In the model, the needed geomorphologic features can be statistically obtained from the digital elevation model (DEM) through ArcGIS. The total instantaneous unit hydrograph is then calculated in overland regions and stream regions, respectively. The resistance effect of surface-flow roughness to the runoff path is determined by roughness pattern for hillslopes and streams, respectively, which is simply parameterized by surface roughness coefficients. The model applications for the prediction of rainfall-runoff processes in mountainous catchments can be found in the study by Lee and Yen (1997), Huang and Lee (2013),and Huang et al. (2016). The employed model parameters as input are summarized in Table 1.
TABLE 1 | Geomorphic parameters of the Chenghuangmiao Gully catchment.
[image: Table 1]As shown in Figure 4, the rainfall-runoff coupling process is presented. It can be found that a global runoff discharge peak (= 6.45 m3/s) at 23:00 on July 5 just followed the rainfall peak at 22:00 on July 5. Within 4 h, the runoff discharge rapidly decreased to 0.85 m3/s at 4:00 on July 6, when the debris flow disaster took place. Therefore, it is important to know where the peak discharge can mobilize a boulder of grain size = 2 m or initiate the debris flow. Simply by applying the Manning equation, the following equation can be obtained:
[image: image]
where Q = discharge, A = cross-sectional area, R = hydraulic radius, and S = bed gradient. Then the mean velocity U can be estimated as follows:
[image: image]
An error and trial procedure is applied to estimate U, with n = 0.04, S = 0.28, and assuming the average width B = 3–8 m and water depth H = 1–2 m. Finally, the calculation gives the yield of U = 0.29–1.16 m/s, which can hardly mobilize a boulder of grain size = 2 m. The velocity magnitude may be the cause mechanism for high-frequency debris flows (with a return period of 3–5 years under a snowmelt geological context) (Gregoretti and Fontana, 2008; Pastorello et al., 2020). However, it was not likely to initiate a debris flow of such a low frequency well covered by vegetation in the current case. The analysis of flow velocity indirectly confirms that the only possible cause responsible for the debris flow is dam breach–induced flash flood at the gully head.
[image: Figure 4]FIGURE 4 | Simulated rainfall-runoff processes.
Catchment Geomorphic Characteristics and Landslide Scar Distribution
As already stated, the Chenghuangmiao Gully as only a single branch is embedded in a small catchment (6.1 km2 in area). As shown in Figure 5, this catchment is long and narrow, with a shape index (relief width to length ratio) of ∼0.47. Therefore, compared with the catchment with a high aspect ratio, the runoff has a long path on the gully floor. Based on a digital elevation model (DEM), the gully starts at its highest elevation of ∼3,669 m and the lowest elevation of ∼2,184 m, yielding the gully gradient of ∼28%.
[image: Figure 5]FIGURE 5 | Satellite images (from Google Earth) showing the fundamental hillslope surface conditions of the Chenghuangmiao Gully catchment (in 2014). The entire catchment is typically divided into three zones based on vegetative coverage.
Unlike those gullies of high-frequency debris flows (Tiranti and Deangeli, 2015), this gully is relatively well covered by vegetation. It is visually observed that the entire catchment can be divided into three zones according to the vegetation coverage status. In Zone 1, starting from the gully head, the catchment hillslopes are well covered by trees, protecting the hillslope surface from being eroded. Only scattered small landslide scars (rills) occur. This suggests that the gully floor loose materials mainly constitute dead vegetation and a small number of sediment particles. Zone 2 is a transition zone to link the upstream and downstream reaches. In this zone, vegetation coverage becomes lower and vegetation is more made up of shrubs and bushes. As a result, frequent landslide scars (including rill scars and wide large scars) within the vegetation cover can be identified on both sides of the catchment hillslopes, providing a large number of loose materials on the gully floor and potential loose material source from existing landslide scars. Particularly, on the right ridge of the catchment (looking downward), a large area of terraced fields is existent, which may provide sources of loose materials and risk in landslide (Garfi et al., 2007; Schilirò et al., 2018). For Zone 3, the hillslope surface becomes barer, poorly covered by vegetation (grasses or crops). Loose materials are easier to move into the gully floor from surface hydraulic erosion or landslides.
Therefore, it can be concluded that both the loss of vegetation protection and human inferences over the downstream reach of the catchment (less than 1/3 of the total length) lead to the formation of the loose materials on the gully floor. However, the area percentage is so small that the storage of the gully floor loose materials needs a long time to reach its threshold for the initiation of the debris flow in this gully.
Debris Flow Formation Mechanism and Behavior
According to the field investigation, three zones characterizing the formation and evolutionary process of the debris flow can be recognized. Because of the steep geomorphology of the gully, it was difficult to access the upstream reach, and drone imagery photos immediately after the debris flow disaster are used for the assessment.
A basic fact is that the Chenghuangmiao Gully debris flow was not initiated during the rainfall event of the past 24 h. The peak discharge and bulk velocity of the runoff estimated from the rainfall process are insufficiently high, which can initiate the debris flow and entrain the largest boulder to the outlet deposit fan. Therefore, the Chenghuangmiao Gully debris flow is a typical delayed one, which was formed by the post-rainfall mechanisms. Herein, two possible mechanisms can be adopted as candidate causes for the initiation of the debris flow.
The first possible cause is that the delayed debris flow might be initiated by delayed landslides at the upstream reach after the stop of the rainfall. Although the rainfall stopped, water continuously infiltrated the hillslope colluvium. This enabled the continuous increase in pore pressure and water volume content of the hillslope colluvium. Once the colluvium was saturated and the pore pressure exceeded the threshold condition for the hillslope stability, delayed landslides highly possibly happened. The failed sediment, soil, and rock then transform into a liquefied solid-flow mixture with high pore-fluid pressure (Bogaard and Greco, 2016), resulting in a delayed debris flow event. The landslide-induced debris initiation mechanism has been identified widely from the past debris flow events (Iverson et al., 1997; Kritikos and Davies, 2015; Gao et al., 2017). The delayed landslides have been reported in the previous filed studies as well (Lollino et al., 2011; Zhang and Li, 2018). However, landslide-triggered debris flow almost happened during the rainstorm instead of 4 h after the stop of rainfall regarding the current case. The basin hydrologic data show that the cumulated rainfall for the flood season exceeds that of the same period last year by 90.2%. This fact could be considered an indication of occurrence of significant landslide activities on the side slopes of the catchment to meet the second-type rainfall intensity–duration threshold classified by Vessia et al. (2014). Because of the difficulty in accessing the upper part, the landslides which directly triggered this debris flow event were not found, unfortunately.
The second cause of high possibility is that post-rainfall dam-breach runoff might initiate the debris flow. It is highly suspected that a landslide happened at the head reach of the gully after the stop of the rainfall. Collapsed loose sediment particles and dead woods together dammed the narrow gully floor to form a barrier water body. Even though the rainfall stopped, runoffs were continuously generated from the hillslopes. Eventually, the barrier structure could not sustain the increasing high pore pressure and failed. The probable residual imprint of dam breach was observed: mixed rocks, sands, slurries, and dead woods were still existent on the two banks of the gully floor at the head reach, and an eroded subchannel was formed after the dam failure (Figure 6). Although the volume of the barrier dam might not be large, the steep topography of the gully floor and the long path for the evolution of the flash flood could amplify the erosion energy for the gully deposits at downstream, where landslide scars increasingly grow on the hillslopes. As a result, the transportation zone of debris flow was formed. In this zone, the gully deposits have accumulated for decades since no debris flow happened in this period. Particularly, the total rainfall amount higher than average annual might lead the loose deposits to a completely saturated status, resulting in bed failure under the dam breach flash flood. Along the transportation zone, more and more loose materials were set in motion, increasing the erosive energy of the debris flow. Therefore, the historical deposits at the further downstream reach tended to be eroded down to the bedrock.
[image: Figure 6]FIGURE 6 | Drone imageries showing the debris flow path in the initiation zone and transportation zone.
Although the dam breach event was not observed at midnight, the flow rate at the gully outlet became high without rainfall as stated by a witness. This may indirectly support the mechanism of the dam-breach flood triggering the debris flow. In fact, dam-breach–triggered debris flows have been reported in a number of debris flow studies (Breien et al., 2008; Cui et al., 2013; Hu et al., 2016), which were reported to be highly dangerous.
At the end of the gully, the debris flow carrying massive sediment materials tended to deposit due to the decrease in the gully bed slope, the absence of valley confinement, and the obstruction of buildings in the sediment deposition zone (debris fan). Compared with the old debris flow fan (fan area = 0.0462 km2), the new depositional area, mainly distributing on the right side, accounts for nearly 3/4 of the total area. This is because previous main debris flows brought big amounts of depositional materials to aggrade the fan on the left side, resulting in transverse gradient on the fan (a clear geomorphologic feature observed in the field). This characteristic of the deposition dynamics that the deposition zone alternates periodically is common.
Zoning regarding the debris particle size is evidentially identified on the debris flow fan. A narrow coarse band constituted of rocks, boulders, and gravels (Figures 7B,D) distributed in the middle of the new fan layer. The coarsest particle is nearly 2 m in length (Figure 7C), and the mean particle size of the narrow band is estimated as 15 cm. Fine particles mainly constituted of sands, slurries, muds, deadwoods, and scattered gravels distributed on the sides of the fan. Functionally, the coarse particles characterized by high momentum and energy lead the main path of the debris flow, and the fine particles due to the greater spatial dispersive effect tend to transversely cover the fan.
[image: Figure 7]FIGURE 7 | Photos of deposition characteristics of the 7.6 Chenghuangmiao Gully debris flow by drone and satellite at different times. (A) Pre-debris flow disaster in Feb 2014 (from Google Earth), (B) post-debris flow disaster on July 7, 2020, (C) the cross sections of the transportation zone of the debris flow, and (D) a close look of the different-sized deposition areas of the debris flow.
Therefore, two types of disasters on the debris flow deposition fan can be identified. One kind of disaster is that buildings, farms, roads, and trees were totally smashed out and destroyed by the high-energy main stream of the debris flow with coarse particles since these objects obstruct the debris flow path (Figures 7A,B). The other type is that the lateral moving debris flow due to diffusive effect on the fan buries parts of buildings, farms, and roads. These particles are generally fine with small velocities. Therefore, the damage impact of the second kind can be much less pronounced by the first-type disaster.
DISCUSSION: A LESSON FROM THE 7.6 CHENGHUANGMIAO GULLY DEBRIS FLOW DISASTER
It should be noted that the debris flow disaster happened 4 h after the stop of the rain. This kinematic behavior solidly indicates that this debris flow was initiated by a delayed shallow landslide or dam breach flash flood as analyzed. By observing the transportation path of the debris flow, it is easily known that the initiation site is deep in the catchment gully, which is difficultly found out before the occurrence of the debris flow disaster. In fact, the Chenghuangmiao Gully is an old debris flow gully due to the formation of the debris flow fan at the gully mouth. Because of the low frequency nature, the probability of reoccurrence of a debris flow does not draw adequate attention by the local government and residents. People have conducted decadal living and agricultural activities on this debris flow fan.
Under the background of post-earthquake period, the so-called low-frequency debris flow is expected to be active compared with that for the pre-earthquake period. Therefore, to enhance the monitoring of the gully condition and evaluate the occurrence probability of low-frequency debris flow are crucial to human live safety and property safety for similar gullies.
Hysteretic Nature
Such a relatively long time lag (4 h) to the rainfall is not typical for a debris flow (Santi et al., 2011). Residents took refuge during the rainfall, trying to avoid the rainfall-triggered flash flood and debris flow. According to experiences, the potential risk of debris flows only increased during the rainfall period. The residents realized the disaster risk released after the ending of the rainfall as usual and returned to their homes till the arrival of the debris flow. The sleeping people were not able to evacuate.
Abruptness Nature
Debris flows had not occurred for several decades so that people could construct homes and agricultural activity on the stable debris flow fan of the Chenghuangmiao Gully. This leads to a mistake understanding of the generation of the debris flow activity in this gully. Loose sediment materials due to small-scale landslides and hydraulic erosion deposited on the gull floor decade after decade. With a triggering condition (e.g., shallow landslides or dam breach runoff), a debris flow event was finally initiated. No special early warning and monitor techniques such as rainfall intensity–duration thresholds and monitor sensors are available to predict the recurrence time and performance of this delayed debris flow characterized by a very low frequency. Furthermore, the 24-h accumulated rainfall was only 17 mm, which was not significant for a mountainous gully in a catchment of ∼6 km2. All the above factors led to the abruptness of this debris flow disaster.
Crypticity Nature
It is highly suspected that a delayed shallow landslide or dam beach event deep in the gully triggered the mobilization of gully debris deposit. The breach location is at the reach well covered by vegetation, where the landslide dam was difficultly identified. This results in the fact that even the residents and government may be aware of the possibility of the debris flow. The cause or initiation mechanism (landslide dam) is still not clear. Furthermore, the gully and catchment are small (no branch, 3.86 km in length, and 6 km2 in catchment area), and the upstream is well covered by vegetation, which leads to the illusion that a large destructive debris flow cannot happen in this type of gully.
CONCLUSION
With global climate change and human interference, water-related disasters have been recognized to be amplified and more frequent. The rainfall-induced debris flow is one most typical category among those disasters. This article reported a tragic rainfall-induced debris flow, which happened at 4:00 am on July 6, 2020. This disaster event led to the loss of three sleeping lives and destroying several homes at the Chenghuangmiao Gully. After a field investigation and analysis of rainfall data, a conclusion can be drawn that the disaster was caused by a delayed low-frequency debris flow triggered by a gully head shallow landslide or dam breach flash flood. The delayed debris flow disaster is the result of the geomorphic characteristics of the elongated V-shaped catchment determined by the hillslope vegetation cover characteristics, landslide scar distribution, and land use by humans. Three zones distributing along the gully can be easily found to account for the formation of debris flow, including initiation, transportation, and deposition. The analysis of rainfall and runoff shows that the rainfall was not able to mobilize the coarsest boulder or initiate the debris flow and supports that the most possible cause is gully head shallow landslide or dam breach flash flood, for which rainfall intensity–duration thresholds are invalid for prediction. Characterized by hysteretic, abruptness, and crypticity natures, the Chenghuanmiao Gully debris flow disaster led to a severely catastrophic consequence. A lesson can be learned that special attention should be paid to those low-frequency debris flow gullies. Under the impact of frequent earthquakes, the frequency of debris flow might be increased. Once happening, the low-frequency debris flow is most likely to lead to severe hazards. Therefore, these gullies need special investigation and monitoring of the loose deposits and hillslope landslides.
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Space-time image velocimetry (STIV) is a promising technique for river surface flow field measurement with the development of unmanned aerial vehicles (UAVs). STIV can give the magnitude of the velocity along the search line set manually thus the application of the STIV needs to determine the flow direction in advance. However, it is impossible to judge the velocity direction at any points before measurement in most mountainous rivers due to their complex terrain. A two-dimensional STIV is proposed in this study to obtain the magnitude and direction of the velocity automatically. The direction of river flow is independently determined by rotating the search line to find the space-time image which has the most prominent oblique stripes. The performance of the two-dimensional STIV is examined in the simulated images and the field measurements including the Xiasi River measurements and the Kuye River measurements, which prove it is a reliable method for the surface flow field measurement of mountain rivers.
Keywords: mountain flash floods, river surface velocity, image analysis, space-time image velocimetry (STIV), unmanned aerial vehicle (UAV)
INTRODUCTION
The flow velocity and discharge are two important hydrological parameters of the mountain flash floods. However, accurate real-time field measurement of the mountain flash floods is often difficult to achieve due to the imperfect infrastructure of the remote mountainous areas and the dangers of the on-site contact measurement. The flow rates and velocities of mountain flash floods are mostly estimated based on the disaster remains currently. Therefore, a non-contact remote velocimetry suitable for the field environment will facilitate the monitoring and research of mountain flash floods.
In recent years, image-based velocimetry such as particle image velocimetry (PIV) and particle tracking velocimetry (PTV) has attracted much attention and recognition due to its convenience of non-contact and ability to obtain the two-dimensional flow fields. Some researchers have developed large-scale PIV and large-scale PTV for the measurement of surface flow fields of rivers and have some successful applications (Tang et al., 2008; Muste et al., 2014; Lewis and Rhoads, 2015; Le Boursicaud et al., 2016; Thumser et al., 2017). Early applications of the LSPIV and LSPTV on the river surface velocity measurement mainly relied on setting up fixed cameras on river banks or bridges, which is especially unsuitable for the measurement of mountain flash floods. Fujita and Hino, 2003, Fujita and Kunita, 2011 used a helicopter-mounted camera to shoot the surface of the river which solved the problem of the need to build fixed camera monitoring facilities, but the cost was too high to be widely applied. With the development of unmanned aerial vehicles (UAVs), UAV has become a more economical and convenient image acquisition equipment with good performance in flexibility and stability for the river measurement. (Eraslan et al., 2020; Kose and Oktay, 2020) Currently, the UAV images are widely used in the measurement of ground topography by the Structure from Motion (SfM) technique (Bakker and Lane, 2017; Lucieer et al., 2014; Woodget et al., 2015) and the measurement of the gravel size distributions by image segmentation techniques (Detert and Weitbrecht, 2012; Westoby et al., 2012). For the surface flow field, some researchers have also begun to use UAV to carry out measurements after the maturity of the UAV fixed-point hovering technique and the video images stabilizing technique (Mied et al., 2018; Tsuji et al., 2018; Koutalakis et al., 2019). The use of UAV will provide great potential convenience for the measurement of mountain flash floods. After receiving the flash flood warning, the operator can take off the UAV from a measurement base several kilometers or even tens of kilometers away from the flash flood site to carry out non-contact measurements, while ensuring both the real-time measurement and personnel safety.
For UAV video processing, the application of LSPTV is greatly limited due to the reliance on artificial release of tracer particles or floating branches and other accidental natural tracers. The fundamental assumption behind LSPIV is that visible texture which is usually the superposition of turbulence-generated surface ripples on the water surface acts as a passive tracer relative to the surface flow. When the effect of wind is negligible, this assumption has been validated in various field measurements (Sun et al., 2010; Chickadel et al., 2011; Tsubaki et al., 2011; Puleo et al., 2012Al-Mamari et al., 2019). LSPIV measures an instantaneous flow field using a pair of images with a specified time separation. Given that the time separation is usually very short, the accuracy of LSPIV is often severely affected at some river surface areas that lack significant texture. To overcome this shortcoming, Fujita et al. (2007) proposed the space-time image velocimetry (STIV) by using hundreds of continuous images from videos. STIV generates a space-time image by extracting grayscale values on the search line set in the direction of main flow from hundreds of continuous images. The moving textures on the river surface will form oblique stripes on the space-time images. The average velocity during the time period of captured continuous images at the search line can be obtained by extracting the oblique stripes and calculating the inclination. Many researchers Fujita et al. (2019); Zhao et al. (2021); Fujita et al. (2020) evaluated the accuracy of STIV, and found STIV is a technique to measure streamwise velocity distributions more efficiently and accurately compared with LSPIV.
STIV is essentially a one-dimensional velocimetry because it only gives the magnitude of the velocity while the velocity direction depends on the search line. It requires a predetermined velocity direction for setting a search line. It will encounter the problem of determining the direction of velocities when applying the STIV to videos of mountain rivers taken by UAV. Different from the analysis of the fixed camera videos on the river bank, most mountain rivers are meandering and the flow direction changes from place to place thus it is impossible to determine the specific flow direction before measuring. To overcome the shortcoming of STIV, a two-dimensional velocimetry, space-time volume velocimetry (STVV), is proposed by Tsuji et al. (2018). In STVV, the time evolution of image intensity distribution within a rectangular area set on a river surface is expressed as a space-time volume (STV) having three axes with two image coordinate directions and the time direction. The surface velocity vector is obtained by identifying the space angle of the oblique stripes in the STV. Since the recognition of the space angle is more difficult than that of the plane angle, the accuracy of STVV depends heavily on the angle recognition error. In this study, the authors proposed the two-dimensional space-time image velocimetry (2D STIV) for surface flow field of mountain rivers based on UAV videos, which determine the velocity direction by rotating the search line to find the space-time image which has the most prominent oblique stripes. In the following Methods, the algorithm of this two-dimensional velocimetry and the solution to the technical problems of UAV will be presented in detail. In Results and Discussion, the new method is evaluated in simulated images and the field measurements. Finally, the conclusions are summarized in Conclusion.
METHODS
The two-dimensional space-time image velocimetry (2D STIV) proposed here is an improved method based on STIV. The magnitude of the velocity in this method is determined by the STIV and the velocity direction is obtained by rotating the search line to find the space-time image which has the most prominent oblique stripes. A brief introduction of STIV is given for the complete description of the 2D STIV, and the details of STIV can be found from Fujita et al. (2007), Fujita et al. (2019).
Magnitude of the Velocity
STIV supposes that different scale turbulent structures in the river interact with the free surface and cause a large number of ripples, boils and bubbles, which produce visible surface textures. The surface textures move with the flows and can be used as tracers to obtain the river surface velocities. In STIV, a search line needs to be set along the flow direction firstly as shown in Figure 1. The red arrow in Figure 1A is the direction of the flow and the red line segment represents the search line for STIV. The grayscale values of each point on the search line from the videos can be extracted and arranged in chronological order then a space-time image is generated as shown in Figure 1B. The vertical length of the space-time image is the same as that of the search line, and the horizontal axis is the number of frames which stands for the time delay. The oblique stripes in the space-time image are produced by the surface textures moving with the flow. The average flow velocity along the search line during the time period can be obtained by calculating the tangent value of the inclination angle. As a result, the key of STIV is to identify the inclination of the stripes on the space-time image. The Eq. 1.1 proposed by Fujita et al. (2019) is used to detect the inclination:
[image: image]
where f (x, t) is the grayscale value of the space-time image, (τx, τt) are the displacement parameters, R (τx, τt) is the two-dimensional autocorrelation function. R (τx, τt) will get a relatively large value when (τx, τt) is along the direction of the stripes on the space-time image. Fourier transform is usually used in the actual calculation and R is normalized. The large R value area will be gathered to the center of the image during this process as shown in Figure 2B. The tilt angle of the large R value area is directly related to the inclination of the stripes in the space-time image in Figure 2B. To identify the tilt angle of the large R area, the coordinate system is converted to a polar coordinate system (see Figure 2C), and absolute R is integrated along polar axis at different angles:
[image: image]
where
[image: image]
R (ρ, θ) is the autocorrelation coefficient under polar coordinate system. F(θ) is the integral value of R (ρ, θ) at different angles. θ is calculated by Eq. 1.4, which means F(θ) will reach a maximum value p when θ equals to the tilt angle of the large R value area, as shown in Figure 2D. The magnitude of the velocity along the search line will be obtained further by involving the frame rate and image spatial resolution of the video after the inclination θ of the stripes on the space-time image is determined.
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[image: Figure 1]FIGURE 1 | Principle of STIV. (A) A search line set along the direction of the river flow. (B) A space-time image generated from the search line.
[image: Figure 2]FIGURE 2 | Process of obtaining the magnitude of the velocity. (A) An original STI. (B) The autocorrelation coefficient R. (C) A polar coordinate system converted from (B). (D)F (θ) at different angles and p is the maximum value.
Direction of the Velocity
To determine the flow direction, the search line will be rotated around the point to be measured, and then the line with the highest correlation coefficient will be picked out as the direction of velocity. The search line located at the point to be measured is rotated from the horizontal (see Figure 3). We can get a related space-time image at each angle Φ. If the direction of the search line is different from the flow direction at the point to be measured, the surface textures moving with the flow will cross the search line straightly and cannot form remarkable stripes in the space-time images. In contrast, if the direction of the search line is the same as the flow direction, the surface textures will move along the search line for a relatively long time thus form remarkable stripes in the space-time images. Figure 4 shows the space-time images of search lines in Figure 3 at 6 typical angles. It can be seen clearly that there are remarkable oblique stripes in Figure 4A yet the stripes become shorter and blurry as the angle increases. From Figure 3, the main stream direction at the point to be measured should be roughly 0°<Φ<45°, which coincides with the phenomena in Figure 4. Hence, the angle Φ of the search line which makes the stripes most remarkable in the space-time images can be regarded as the velocity direction. In view of the correlation coefficient is the measure of the significance of the oblique stripes in the space-time images, the velocity direction can be determined by comparing the p value for each Φ. Figure 5 plots the p value for 0°<Φ<180°. The rotation angle Φ is calculated by:
[image: image]
Here, Φ = 11.5° so that the velocity direction at this point is 11.5° rotated clockwise from the horizontal. In the space-time image for the search line at 11.5°, the tilt angle of the stripes θ is 59.7°, thus the magnitude of the velocity 1.71 m/s can be obtained from θ by involving the frame rate and image spatial resolution of the video.
[image: Figure 3]FIGURE 3 | A search line is rotated at one point to be measured from the horizontal in a UAV video and the rotating angle is Φ.
[image: Figure 4]FIGURE 4 | The space-time images of search lines at 6 typical angles. (A) 12.5°, (B) 45°, (C) 60°, (D) 102.5°, (E) 120°, (F) 150°.
[image: Figure 5]FIGURE 5 | the p value for 0°<Φ<180°. The rotation angle Φ corresponding to maximum p is the direction of the flow velocity at this point to be measured.
RESULTS AND DISCUSSION
To examine the performance of the proposed method, two-dimensional STIV is applied to simulated images and two UAV videos which were taken from the Xiasi River and the Kuye River. The magnitudes and directions of the velocities in the simulated images are known, thus the accuracy of the 2D STIV can be accurately estimated. The Xiasi River and Kuye River are typical mountain rivers, and the UAV videos from them are used to demonstrate the effect of 2D STIV in practical application. The results of 2D STIV, LSPIV and propeller flow meter are compared to explain the difference between the three methods.
Simulated Images
The simulated image sequences of a river are prepared as shown in Figure 6. A small part of an image is cut out as the object of analysis. Every time the next image is cut out, we will move a certain distance from the last one. Thus, the river surface has a velocity in the combined video. The moving distance along the horizontal and vertical directions is artificially set, so the magnitudes and directions of the velocities in the simulated images are known precisely as shown in Table 1. There are 3 simulated image cases. The magnitudes of the velocities change from 1.41 pixels/frame to 3.16 pixels/frame and the directions change from 45° to 71.57°.
[image: Figure 6]FIGURE 6 | Simulated images of river sequence. The Area1 represents a 1760 × 2,425 part on a 2,160 × 3,840 image extracted from the UAV video of the Xiasi River. The AreaM is obtained from Area1 moving m pixels horizontally and n pixels vertically on the frame of image. The red arrows are velocities of the simulated images 1 to M when m is 1 pixel, n is 1 pixel.
TABLE 1 | Results of analyzing simulated images by 2D STIV and LSPIV.
[image: Table 1]The results including the mean velocity magnitude, direction and error by 2D STIV and LSPIV are listed in Table 1. The biggest error of 2D STIV in velocity magnitude and direction is 0.32% and 0.64% respectively. The error is small enough that the 2D STIV can be considered as an accurate velocity measurement method. It is worth noting that the flow velocity errors of 2D STIV in various cases are less than that of LSPIV, which is similar to the results of other researchers comparing STIV and LSPIV (Muste et al., 2014; Fujita et al., 2019). This is because the information of only two adjacent images is used in each calculation of PIV while multiple pieces are used in 2D STIV at the same time so that the calculation of the average velocity of 2D STIV will be more accurate. However, the reason why the direction errors of LSPIV are smaller than that of 2D STIV is that the 2D STIV depends on the angular resolution when rotating the search line to determine the angle Φ. The direction errors of the 2D STIV will be further reduced as the angular resolution increases. Besides, it can be seen that the error of 2D STIV varies with the flow velocity and direction. In fact, the measurement parameters such as the frame rate and image spatial resolution when shooting the video, the length of the search line and selected frames of the video are all related to error and the final manifestation of these factors is the inclination θ of the stripes in the space-time image and the inevitable error α in the detection of the inclination. The measurement error can be controlled by changing the measurement parameters.
The Xiasi River Measurements
The Xiasi River is located in Guangyuan city, Sichuan Province. It is a typical mountain river at an altitude of 800 m in the upper reaches of the Yangtze river in southwest China. The length of the river reach within the measurement area is about 55 m and the narrowest river width is 4.9 m while the widest is 17.7 m. The measurements were conducted in October 2018. There was no wind and the temperature was 16°C on the day of measurement.
The UAV video was taken by a DJI Mavic 2. Table 2 lists the specifications of the UAV. The selected frame rate of the video was 60 fps. When capturing the videos, the UAV was hovering stably and shooting the river surface from a perpendicular view. The affine transformation was utilized to stabilize the video. There will be jitters of the image sequence due to the shaking of UAV in the wind. All measurements were carried out in a windless or breezy weather to avoid large-scale jitter in the UAV video. The affine transformation is utilized to eliminate the remaining inevitable jitters. The specific process of affine transform is:
1) Pick at least four ground control points (GCPs) on the river bank which have distinctive features and unchanged characteristic on the first image of the video;
2) The areas at GCPs of each image in video is cross-correlated with the first image to obtain the displacements of GCPs in each image;
3) Calculate the affine transformation matrixes between the first image and other images according to the displacements of GCPs;
4) The affine transformation matrixes are used to transform each image, so that the coordinates of the GCPs in each image are unchanged.
TABLE 2 | The DJI Mavic2 specifications (from https://www.dji.com).
[image: Table 2]In the 2D STIV analysis, 201 frames (3.35 s) are used and the length of a search line is 165 pixels. The image spatial resolution is 60 pixels/m, thus the grid spacing of vectors is 2 m. The step of rotation angle Φ was taken as 0.5° thus the resolution of velocity direction is 0.5°. The calculated results are shown in Figure 7. It can be seen that the main flow directs to the lower right in the left half image and the upper right in the right half image when checking the velocity direction carefully. The velocity directions are correct in generally as the river is U-shaped. In addition, there is a backflow area in the upper right part of the image, and part of the flow in the mainstream will enter the backflow area. The enlarged view in Figure 7 shows that the velocity vectors reflect the backflow phenomenon well in the backflow area.
[image: Figure 7]FIGURE 7 | Flow field of Xiasi river surface from the UAV video using 2D STIV. The color and length of the velocity arrows. The grid spacing is 2 m.
In order to verify the numerical results by 2D STIV, LSPIV analysis was also applied for this video. The grid spacing of vectors is 0.83 m and other parameters remains in 2D STIV. Flow fields obtained by these two methods with the same parameters and grid coordinate system for comparison are shown in Figure 8. As can be seen from the figure, the general results of the two methods are consistent. We performed statistical analysis on the velocity vectors at the same position of the two methods, and found that the average absolute difference of the flow velocity calculated by 2D STIV and LSPIV is 0.3477 pixels/frame and the standard deviation is 0.1002 pixels/frame, and the average absolute difference of flow directions is 6.2408° and the standard deviation is 2.5401°.
[image: Figure 8]FIGURE 8 | Flow fields obtained by the two methods at the same grid coordinate system. (A) Flow field of the Xiasi River surface from the UAV video using 2D STIV. (B) Flow field of the Xiasi River surface from the UAV video using LSPIV.
The Kuye River Measurements
The Kuye River is located in Yulin city, Shanxi Province. It is a typical mountain river in the middle reaches of the Yellow river in northwest China. The altitude of the measurement location is about 1,100 m. The UAV videos were taken in September 2019. The measurement day was breeze, light to moderate rain, and the temperature was 20°C. The selected frame rate of the videos was 24 fps. The affine transformation was also utilized to stabilize the video. The length of the search line is 165 pixels and 165 frames (5.5 s). The image spatial resolution of this video is 300 pixels/m, thus the grid spacing of vectors is 0.67 m. The resolution of velocity direction is also 0.5°. The velocity distribution by the two-dimensional STIV are shown in Figure 9 indicating that the velocity is relatively low near the bank while is relatively high in the center of the river, and the typical velocity is about 1m/s. The maximum velocity is 2.36 m/s and located at the lower border of the image due to the interference of stones downstream. The results above are consistent with the experience of on-site visual observation.
[image: Figure 9]FIGURE 9 | Velocity distribution derived from the Kuye River surface based on UAV video using two-dimensional STIV. The color and length indicate magnitude of the velocity. Grid spacing of vectors is 0.67 m.
The average width of the river is about 10 m, and the water depth is relatively shallow, thus it is possible to operate hand-held device measurement to measure the river surface velocity for comparison (Figure 10A). The manual measurement was carried out at 6 points of a cross-section by Jinshuihuayu LS300A propeller flow meter. The Jinshuihuayu LS300A propeller flow meter demands to judge the velocity direction manually in advance and its velocity band is 0.01∼4 m/s. Moreover, the measurement error is less than or equal to 1.5%. The station pole is placed 0.45 m underwater during the measurement. The UAV videos shooting and the propeller flow meter measuring were conducted simultaneously. The duration of the whole measurement was less than half an hour, so it can be considered that the flow rate of the river and other conditions remained unchanged during the entire measurement period. The cross-section and the specific measurement points are shown in Figure 10B. The 6 measurement positions were set at 1.2, 2.4, 3.6, 4.8, 6, and 7.2 m away from the control point on the right bank of the river, respectively. Six search lines were set at the same positions to yield the results by the 2D STIV. The results by propeller flow meter and by 2D STIV are provided in Table 3 and Figure 11. The difference is less than 0.24 m/s (minor difference can be understandable given that the propeller flow meter is used below the water surface while results by 2D STIV are surface velocities) except for the first point, which is 0.35 m/s. There are two main reasons for the large error of the first point. Firstly, there had been raining during the measurement making it impossible for surveyors to control the position of the measurement point very accurately. The estimated error is at least 0.5 m for the measurement position. Secondly, the propeller flow meter demands to judge the velocity direction manually but the velocity direction is affected by the bed topography seriously near the river bank and not necessarily parallel to the bank. If there are errors in the determination of velocity direction, it will have a great impact on the velocity magnitude from the propeller flow meter. Regarding these two factors may also affect the other 5 points, the error of the 2D STIV is less than 0.24 m/s here in fact.
[image: Figure 10]FIGURE 10 | Manual measurement by propeller flow meter. (A) Scene of manual measurement. Two people cooperate to determine the points to be measured, one of whom holds a propeller flow meter to measure the surface velocity. (B) Cross-section and measurement positions. The red triangles 1–6 represent the measurement positions 1.2, 2.4, 3.6, 4.8, 6, and 7.2 m away from the right bank of the river, respectively.
TABLE 3 | Results of propeller flow meter and 2D STIV.
[image: Table 3][image: Figure 11]FIGURE 11 | Comparison of the results by propeller flow meter and 2D STIV.
CONCLUSION
An improved STIV method, 2D STIV, is proposed to overcome the shortcomings of the STIV, which needs velocity direction information before measurement. The method determines the velocity direction by rotating the search line to find the space-time image which has the most prominent oblique stripes. The performance of the 2D STIV is examined in simulated images and the field measurements. All results prove the method is reliable so it can be an alternative method in the future. The conclusions can be summarized as follows:
1) When the direction of the search line is the same as the flow direction, the surface textures will move along the search line for a relatively long time and form the most significant stripes in the space-time images. The autocorrelation coefficient of space-time image can be used as the measure of significance of the stripes. Hence, the velocity direction can be determined by rotating the search line to find the space-time image which has the most prominent oblique stripes based on the autocorrelation coefficient.
2) The 2D STIV was applied to analyze the simulated image sequences of a river and are compared with LSPIV. Since the actual velocity and direction are known, the error of two methods can be calculated and compared. The biggest error of 2D STIV in velocity magnitude and direction is 0.32% and 0.64% respectively, which are small enough and the flow velocity errors of 2D STIV in various cases are less than that of LSPIV.
3) The 2D STIV was applied to analyze the UAV videos taken from the Xiasi River and compared with LSPIV. Firstly, it can obtain the correct flow direction from the curved river case. Secondly, the average absolute difference of the flow velocity calculated by 2D STIV and LSPIV is 0.3477 pixels/frame and the standard deviation is 0.1002 pixels/frame, and the average absolute difference of flow directions is 6.2408° and the standard deviation is 2.5401°.
4) The 2D STIV was applied to analyze the UAV videos taken from the Kuye River and compared with the propeller flow meter. The results show that the difference between them is less than 0.24 m/s. Considering the results of propeller flow meter also exist errors, the measurement accuracy of 2D STIV is relatively high.
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Many of the existing reservoir dams are constructed in alpine and gorge regions, where the topography and geological conditions are complicated, bank slopes are steep, and landslides have a high potential to occur. Surges triggered by landslides in the reservoir are one of the major causes of dam overtopping failures. Many factors affect the slope stability of reservoir banks and the height of surges triggered by landslides, such as spatial variability of material properties, speed of landslides, etc. To reasonably evaluate dam overtopping risk caused by landslide-induced surges is a key technology in engineering that is urgent to be solved. Therefore, a novel risk analysis method for overtopping failures caused by waves triggered by landslides induced by bank instability considering the spatial variability of material parameters is proposed in this study. Based on the random field theory, the simulation method for the spatial variability of material parameters is proposed, and the most dangerous slip surface of the reservoir bank slope is determined with the minimum value of the safety factors. The proxy risk analysis models for both the slope instability and dam overtopping are constructed with the consideration of spatial variability of material parameters, and then the dam overtopping failure risk caused by landslide-induced surges is calculated using the Monte-Carlo sampling. The proposed models are applied to a practical engineering project. Results show that the spatial variability of material properties significantly affects the instability risk of slopes, without considering which the risks of slope instability and dam overtopping may be overestimated. This study gives a more reasonable and realistic risk assessment of dam overtopping failures, which can provide technical support for the safety evaluation and risk control of reservoir dams.
Keywords: near-dam reservoir bank slope, spatial variability, surge, risk analysis, dam overtopping
INTRODUCTION
Many dams have been constructed in alpine and gorge regions, where topography and geological conditions are complicated, the spatial variability of material properties is large, and the bank slopes are steep. Consequently, the instability risk of these slopes is high, which leads to landslide-triggered surges and subsequently induces dam overtopping failures. Therefore, the study on the reasonable evaluation of dam overtopping failure risks caused by landslide-induced surges considering spatial variability of material parameters is of great significance to ensure the long-term safety operation of dams.
The statistical analysis shows that overtopping is one of the main causes of dam breaks, and the break proportions of Earth dams, gravity dams, and landslide dams are 49.7, 29.3, and 91.8% (Zhang et al., 2016). Liu and Wu (2020) proposed a methodology for overtopping risk analysis of Earth dams considering the effects of failure duration of release structures based on the Bayesian networks. Zhang and Tan (2014) established a comprehensive risk assessment system of dam overtopping induced by flood, which considers the gate failure, randomness of the flood, initial water level, and time-varying effects (e.g., the height of dam crest is a function of time t). Sun et al. (2012) investigated a probability-based risk analysis methodology to evaluate Earth dam overtopping risk induced by concurrent flood and wind, and discussed the influence of initial water surface level, flood, wind velocity, and dam height.
In recent years, the risk assessment of landslides has been a research hotspot, and some new methods and achievements have been put forward (Hungr and McDougall, 2009; Zhang et al., 2019; Peng et al., 2020a; Peng et al., 2020b; Yu et al., 2021). The consequences of landslides are often very serious, the huge surge induced by the large-scale and high-speed landslide on the reservoir bank will not only destroy the hydraulic structures and block the river channel, but also cause overtopping, ship damage, casualties, and others (Jaeger, 1965; Ward and Day, 2011; Wang et al., 2020; Zheng et al., 2021), so it cannot be ignored. Lin et al. (2015) simulated the entire process of surge wave generation, propagation, and overtopping of a dam using a coupled incompressible smoothed particle hydrodynamics (ISPH) model. Liu, (2020) experimentally investigated whether landslide surge waves can influence a dam failure process caused by flood overtopping and found that the surge wave could lead to a large instantaneous peak discharge that exceeded the dam failure peak discharge of the experiments with no surge wave. Xiao and Lin (2016) studied the velocity and turbulence kinetic energy features during wave-generation and overtopping processes based on the coupled solid-fluid numerical model and an experiment of dam overtopping in an open channel. Tessema et al. (2019) studied the landslide-generated waves and the overtopping process over the dam crest in a three-dimensional (3D) physical model test and proposed dimensionless empirical relations between the overtopping volume and the governing parameters. In addition, some analysis methods about the height of surges are put forward, such as the Noda method (Noda, 1970), Pan method (Pan, 1980), the China Institute of Water Resources and Hydropower Research method (Cui and Zhu, 2011), etc. The above research mainly focuses on the height formulas, influence factors, and the process of the dam overtopping caused by the landside-induced surges, while there is not abundant research concerning the dam overtopping risk caused by the landside-induced surges. Moreover, the gradient of near-dam reservoir bank slopes is always large and the material parameters have high spatial variability (Cho, 2010; Jiang et al., 2018a; Qi and Li, 2018; Li et al., 2019), which has a direct effect on the overtopping risk caused by the landslide-induced surges, so the influence of the uncertainty of parameters in near-dam reservoir bank slopes on the overtopping caused by the landside surge should be paid more attention to.
The objective of this paper is to study the dam overtopping failure risks caused by landslide-induced surges considering the spatial variability of material parameters. To achieve this research is arranged as follows: a) Studying the simulation technology of the spatial variability of soil materials in slopes based on the random field theory and the midpoint method; b) Determining the most dangerous slip surface and constructing the composite response surface equations of slope instability considering the spatial variation of parameters; c) Based on the Pan method, establishing the calculation formula of the landslide surge and putting forward the overtopping failure risk analysis method caused by landslide-induced surges; d) Taking the PB Earth rockfill dam as an example, to analyze and discuss the applicability and rationality of the proposed methodology.
METHODOLOGY
Dam overtopping failure risk caused by landslide-induced surges includes two aspects: the slope instability risk of reservoir banks and the overtopping risk caused by the surge, that is,
[image: image]
where [image: image] is the overtopping failure risk of the dam caused by landslide-induced surges; [image: image] and [image: image] are the slope instability risk and the overtopping risk caused by the surge, respectively.
Instability Risk Analysis Method of the Near-Dam Reservoir Bank Slopes Considering the Spatial Variability of Material Parameters
Simulation Method for the Spatial Variability of Material Parameters
In the field of slope engineering, discrete random fields are commonly adopted to describe the spatial variability of soil parameters. A steady random field of parameters (e.g., elastic modulus, internal friction angle, cohesion, etc.) can be constructed by the corresponding mean value, the coefficient of variation, the autocorrelation function, and the autocorrelation distance. The discrete method commonly includes the midpoint method, the local average method, the spectral representation, and the Karhunen–Loève function (Montoya-Noguera et al., 2019). The midpoint method is widely applied because its dispersion is not affected by the shape of the element, and the calculation is simple (Lu et al., 2020; Li et al., 2021).
Based on the midpoint method, the two-dimensional slope model is divided into [image: image] elements [image: image], and the location of an element center point is [image: image]. The characteristic of [image: image] can be described by the value [image: image] of [image: image] in the random field [image: image], which is discretized into [image: image] random variables, [image: image]. The spatial variability of soil parameters in the slope can be determined by an autocorrelation function. In this study, the exponential autocorrelation function is used (Li and Lumb, 1987; El-Ramly et al., 2011):
[image: image]
where [image: image] is the autocorrelation coefficient of the parameters in any two elements [image: image];[image: image] and [image: image] are the x- and y-coordinates of the midpoints of the ith element; [image: image] and [image: image] are the x- and y-coordinates of the midpoints of the jth element; and [image: image] and [image: image] are the autocorrelation distances of the concrete material in the [image: image] and [image: image] directions.
When the material parameter obeys the log-normal distribution, the probability density function of the distribution is:
[image: image]
where [image: image] is a random variable that satisfies the log-normal distribution; [image: image] and [image: image] are the mean and standard deviation of [image: image], respectively. The mean [image: image] and the standard deviation [image: image] of the corresponding normal distribution are:
[image: image]
where [image: image] is the coefficient of variation and [image: image].
Based on the Cholesky decomposition method (Box and Muller, 1958), the steps to generate the random variable [image: image] of an n-dimensional correlation log-normal distribution are as follows:
Step 1: Generate the sampled sequence matrix [image: image] of an [image: image]-dimensional independent standard normal distributed random variable, where [image: image] is the number of elements and [image: image] is the random sampling time of each element parameter, and calculate the autocorrelation coefficient matrix [image: image].
Step 2: Decompose the autocorrelation coefficient matrix [image: image], and make the linear transformation according to the linear transformation invariance of normal variables, as follows:
[image: image]
where [image: image] is an upper triangular matrix.
Step 3: Present the sampled sequence matrix [image: image] from a log-normal distribution that satisfies the autocorrelation coefficient:
[image: image]
Failure Risk Analysis of Bank Slopes Considering the Spatial Variability of Parameters
At present, the rigid body limit equilibrium method and the finite element method are commonly used in the analysis of rock and soil slope stability (Liu et al., 2015). In this paper, the strength reduction method (SRM) is used to calculate the slope stability, and the convergence of the finite element calculation is taken as the criterion of the critical failure state (Liu et al. 2020; Ma et al., 2020).
In the finite element analysis, the most dangerous slip surface (MDSS) is essentially a parallel system composed of several elements, and the Drucker-Prager criterion is commonly used in civil engineering analysis for determining the most dangerous slip surface. However, the location of the MDSS is closely related to the material properties of the slope, so the uncertainty of material parameters has a great influence on the MDSS. Aiming at this situation, the simulation method for the spatial variability of parameters is adopted to describe the uncertainty. In addition, a random field of parameters has a corresponding MDSS. In order to fully consider the influence of uncertainty of material parameters on the slip surfaces and determine the unique MDSS, the Monte-Carlo simulation method is used to generate enough random fields ([image: image]). Based on the simulation results with strength reduction method, the corresponding MDSSs and safety factors with the number of [image: image] can be calculated, and then the most dangerous slip surface considering the spatial variability of parameters is determined according to the minimum value of the safety factors (Jiang et al., 2018b).
For the anti-sliding stability of a slope composed of joints, fissures, and faults, the stress algebra of elements in the sliding path is adopted to establish the performance function of the anti-sliding stability [image: image]
[image: image]
where [image: image] is the number of elements in the sliding surface; [image: image] and [image: image] is the frictional coefficient and cohesion of the element i, respectively; [image: image] and [image: image] are the normal stress and shear stress of element i, respectively; and [image: image] is the length of element i along the direction of the sliding surface.
However, the performance function (Eq. 7) cannot explicitly reflect the influence of random variables on the performance function, and cannot be directly applied in the engineering risk analysis. Therefore, the quadratic response surface method without considering the cross term is selected to construct the performance functions (Guo et al., 2016). In the traditional deterministic method, the parameters of soils in the same partition zone on the MDSS are the same, but the parameters of each element on the MDSS is different after considering the spatial variability of material properties, that is, the uncertainty of soil parameters is reflected in the elements on the MDSS, so the traditional functional response surface equation is difficult to describe the spatial variation of the element. Therefore, a composite response surface equation for the stability of slopes is proposed in this paper (Guo et al., 2016), that is
[image: image]
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where [image: image] is the function of instability, X is the random variable [image: image], [image: image], [image: image], [image: image], [image: image], [image: image] and [image: image] are parameters of the response surface equation to be solved.
Based on the Eqs 8–10, by using the Monte-Carlo method (MC method), the failure risk of reservoir bank slope considering the spatial variability of material parameters can be obtained as follows:
[image: image]
where [image: image] is the number of x with [image: image] in the sampling; N is the total sampling number.
Method for the Overtopping Failure Risk Caused by Landslide-Induced Surges
Whether the overtopping occurs depends on whether the sum of the surge height caused by the landslide due to conditions of instability of the near-dam reservoir bank slopes and the initial reservoir water level exceeds the elevation of the dam crest.
The Pan method (Pan, 1980) is used in this paper to calculate the surge height [image: image] caused by landslides. It assumes that the river body is a semi-infinite body of water with two parallel sides and a width of B, the reservoir bank section within the scope of the landslide body is the same (as seen in Figure 1), and the formula for calculating the surge height [image: image] at the dam site caused by a landslide is as follows:
[image: image]
where [image: image] is the reflection coefficient of the wave propagating to the front of the dam; [image: image] is the initial wave height of the sliding body when it enters the water, which can be calculated according to Eq. 13 ∼ Eq. 14; [image: image] is the distance from the distal end of the landslide to the dam site; L is the width of the landslide along the reservoir bank; k is the reflection coefficient of wave propagation to the opposite bank; [image: image] is the angle between the nth incident ray of the wave and the normal line of the bank slope. [image: image] is the number of waves superimposed when the maximum wave height in front of the dam is produced, which is determined by the ratio of the duration of the landslide to the time required for the wave to propagate to the other side ([image: image]), as shown in Table 1, where [image: image], [image: image] is the propagation velocity of the swell, calculated according to Eq. 15.
[image: image]
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[image: image]
where [image: image] is the average thickness of the landslide block; [image: image]、[image: image]are the heights of the surge caused by horizontal and vertical partial velocities ([image: image], [image: image]) of the landslide body, and
[image: image]
[image: image]
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[image: image]
where △L is the width of each slide block, it is noted that the landslide is equally divided into n vertical slide block; [image: image]、[image: image]are the velocity at the end of the ith period and time required to slide the ith slider；[image: image] is the overall slope angle of the landslide body; [image: image]、[image: image] are the weight of the ith slide block and average slope angle; [image: image]、[image: image] are the cohesion and friction coefficient of the landslide body; [image: image] is the slope angle of the line connecting the midpoint of the slide block [image: image] and [image: image]; [image: image] is the total weight of the landslide.
[image: Figure 1]FIGURE 1 | Sketch map of the Pan method.
TABLE 1 | Relationship between the duration of landslides and the superimposed number of waves.
[image: Table 1]Under the condition that the range of the landslide body is determined, the average water depth [image: image] of the reservoir when the landslide body enters the water is the main factor that determines the surge height[image: image]. In the process of calculation, it is difficult to give the value of [image: image] directly. If the operating water depth of the reservoir is defined by [image: image], then the corresponding surge height [image: image] can also be further expressed as [image: image]. Therefore, the function of surge overtopping can be constructed as
[image: image]
where [image: image] is the operating water depth of the reservoir; [image: image] is the surge height caused by landslides, [image: image] is the elevation of the dam crest, and [image: image] is the elevation of the riverbed.
Therefore, the overtopping failure risk [image: image] caused by surges can be given
[image: image]
where [image: image] is the number of x with [image: image] in the sampling; other symbols have the same meaning as before.
Finally, the flow chart of the procedure is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Flow chart of the procedure.
CASE STUDY
Project Specifications
An Earth rockfill dam (named PB) is located on the Dadu River on the border between Hanyuan County and Ganluo County, Sichuan Province, China. The storage capacity is 5.39 billion m3, the maximum height of the dam is 186 m, and the normal water storage level is 850 m. A near-dam reservoir bank slope is located about 780 m upstream of the dam, with a relatively protruding topography, with an elevation of 730 m at the leading edge and 1,187 m at the trailing edge. The slope is about 400 m along the river and 360 m in the radial direction, and the height difference between the upper and lower edges is 450 m. The volume is about 123,000 m³, as shown in Figure 3. The exposed stratum of this slope is mainly composed of the pre-Sinian shallow metamorphic basalt (Anzβ) and the Lower Sinian Suxiong Formation (Zas). The Zas consists of the intermediate basic volcanic rocks and the intercalated with multi-layer tuffaceous glutenite. The bedrock is mainly composed of tuff. The rock mass is mainly weakly weathered. The depth of the strongly disturbed zone is generally 30–60 m, and the maximum value is about 70 m. The depth of the weakly disturbed zone is generally 65–90 m, and the maximum value is about 100 m. The typical profile of the slope is shown in Figure 4.
[image: Figure 3]FIGURE 3 | The map of the PB dam and the reservoir bank slope.
[image: Figure 4]FIGURE 4 | Typical profile of the slope.
Finite Element Model and Material Parameters of the Near-Dam Reservoir Bank Slope
The finite element model of the slope was established with a vertical width of 620 m from the elevation of 600–1,220 m and a horizontal width of 660 m. The model was divided into 4,071 elements and 8,280 nodes, as shown in Figure 5. For the cross-river direction (X-axis), the direction pointing to the free surface is positive; for the vertical direction (Z-axis), the direction pointing vertically upward is positive. According to the model and actual geological conditions, the boundary conditions were determined as follows: horizontal constraints were imposed on the left and right boundaries of the model, the bottom fixed constraint, and no constraint at the top of the model. According to the slope reinforcement report (Powerchina Chengdu Engineering Corporation Limited, 2009), six anchor cables are set in the loose deformation zone at the upper part of the slope, and 15 anchor cables are set in the strong strongly disturbed zone at the lower part of the slope.
[image: Figure 5]FIGURE 5 | The finite element model of the slope.
According to the design results of the PB Earth rock-fill dam and referring to the parameters of similar slope engineering (Powerchina Chengdu Engineering Corporation Limited, 2009), the physical and mechanical parameters of the slope are given in Table 2. It is well known that the shear strength parameters have a great influence on the slope reliability, so the cohesion and internal friction angle were selected as the random variables, and the specific parameters are shown in Table 3.
TABLE 2 | Mechanical parameters of materials.
[image: Table 2]TABLE 3 | Statistical characteristics of the shear strength parameters.
[image: Table 3]Slope Instability Risk Analysis
Performance Function of Slope Instability
Based on the proposed method for the simulation of a random field, 100 groups of parameter random fields have been constructed, two of which are shown in Figure 6. As seen in Figure 6, the spatial variability and discretization of the parameters decrease gradually from top to bottom of the rock mass, which indicates that the random field samples are rational.
[image: Figure 6]FIGURE 6 | Random field samples of cohesion and angle of internal friction.
Based on the stability analysis results of 100 random fields of slope model and the model with deterministic parameters, the safety factor of the slope in the deterministic analysis is 1.355, and the safety factor of random field analysis ranged from 1.167 to 1.443. Figure 7 shows the MDSS of the slope for the random and deterministic analysis of slope stability analysis. As shown in Figure 7, the slip surfaces of the slope are compact. They are all located at the interface between the loose deformation zone and the lower strongly disturbed zone, and partial slip surfaces pass through the interior of the loose deformation zone.
[image: Figure 7]FIGURE 7 | Distribution of the critical slip surfaces.
Risk Analysis of Slope Instability
Combined with the MDSS and response surface equations of performance function, the orthogonal design of five factors five levels ([image: image], [image: image], [image: image], [image: image] and [image: image]) with 25 groups of schemes is adopted according to the characteristics of random parameter distribution (Feng et al., 2020). It is noted that [image: image] and [image: image] stand for the mean and standard deviation of random variables, as seen in Table 4. A large number of numerical simulation results show that the multiple correlation coefficients of the response surface equations for strength failure are greater than 0.99, indicating that the fitting effect is good.
TABLE 4 | The orthogonal design level of the shear strength parameters.
[image: Table 4]By using the proposed slope instability risk calculation method considering the spatial variability of material parameters, the failure probability of the slope with considering the spatial variability of materials is [image: image] ([image: image]), while the failure probability of the slope without considering the spatial variability of material parameters is [image: image] ([image: image]). The results show that the slope instability probability will be overestimated by about 20% when ignoring the spatial variability of soil material parameters, and the result is conservative (Zhang et al., 2021). The reason may be that the spatial variability of parameters is homogenized by the traditional random variable model with high variance estimation when the spatial variability of parameters is not considered so that the failure risk is overestimated.
Overtopping Failure Risk Analysis Caused by Landslide-induced Surges
Based on the MDSS in the random and deterministic analysis, the sliding range of the slope is determined to analyze the surge. According to the data of the Dadu River, the width of the river bed is 80 m and the riverbank slope angle is 40°. Due to the position of the landslide above the water surface, it is assumed that in the process of slope sliding, there is only friction [image: image] and no pore water pressure on the interface. According to the review report of the stability research of this slope, the parameters of internal friction angle and cohesion are determined with the values of 21.0° and 0.11 MPa (Powerchina Chengdu Engineering Corporation Limited, 2009).
In this paper, the Pan method (Pan, 1980) is used to determine the height of the surge generated by a landslide. The landslide is divided into 18 horizontal strips, each with a width △L of 10 m. Based on Eqs 17–20, the maximum speed of landslide reached the [image: image]= 5.96 m/s at 55.73 s.
In the Pan method, the water depth of the reservoir is the main factor determining the final surge height. Combining the operation condition of the slope, the calculation water level in this paper is selected as 850 m (normal water level). Results show that the height of landslide surge into water is 11.49 m when considering the spatial variability of slope material parameters under the water level of 850 m, and the height of surge is 5.92 m in front of the dam. In view that the Pan method is an empirical estimate method, some scholars in the world have made experiments and numerical simulations to verify the applicability of the method. Results show that the average relative errors between the calculated values using the Pan method and the experiment or simulation values are about 10% (Huang et al., 2014; Ma et al., 2016), indicating that the uncertainty of the calculated values is low, and the results are relatively reliable.
In addition, the water level at the dam generally obeys normal distribution. For the PB dam, the reservoir water level satisfies the normal distribution with an average of 828.29 m and a standard deviation of 7.42 m. Combined with Eq. 12, the overtopping risk of the PB dam caused by the surge is [image: image] using the Monte-Carlo method considering the spatial variability of slope material parameters and with sampling times of 106. The overtopping risk of the PB dam is [image: image] without considering the spatial variability of slope material parameters. The results show that the spatial variability of material parameters has little influence on the MDSS, hence there is small diversity of slider quality, and the risk of overtopping is almost comparable.
Finally, the overtopping risk caused by landslide-induced surges considering spatial variability of material parameters in the PB dam can be determined based on Eq. 1. Results show that the overtopping risk ([image: image]) is 3.09 × 10−6 when considering the spatial variability of slope material parameters, and the risk ([image: image]) is 3.72 × 10−6 without considering the spatial variability of material parameters, as seen in Figure 8. The study shows that the spatial variability of slope material parameters mainly affects the failure probability of slope instability, but has little influence on the surge height. The reason may be that the surge height is directly related to the size of the landslide, and the location of the MDSS considering the uncertainty and without considering the uncertainty is close to each other, leading to a small size difference of the landslide.
[image: Figure 8]FIGURE 8 | Comparison of results obtained by two methods.
Ignoring the spatial variability of material parameters will overestimate the risk of slope instability and then overestimate the overtopping risk caused by landslide-induced surges. Therefore, the spatial variability of parameters in the slope near the dam in the upstream direction should be paid more attention to.
CONCLUSION

1) The landslide-induced surge is one of the main causes for the overtopping of dams, and its risk is susceptible to many factors, such as the spatial variability of material properties, speed of landslides, etc. To reasonably evaluate dam overtopping risk caused by landslide-induced surges is of great importance to ensure the long-term safe operation of dams.
2) A method to simulate spatial variability in the soil parameters of bank slopes was established based on the random field theory. A composite response surface equation of stability failure considering the spatial variability of parameters is proposed instead of the traditional performance functions which fail to describe the spatial variability of elements when the parameters field is discretized.
3) Based on the Pan method, the overtopping risk caused by landslide-induced surges is determined, and a novel risk analysis method for overtopping failures caused by waves triggered by landslides is proposed.
4) The application results of the PB Earth rock-fill dam show that the spatial variability of parameters has a great influence on the instability failure risk of slopes. Ignoring the spatial variability of parameters will overestimate the risk of slope instability and dam overtopping caused by the landslide-induced surges. The proposed method provides technical support for the safety evaluation and risk control of reservoir dams.
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Dam-breaking accidents in tailings ponds may result in loss of tailings, damage to the downstream bridges and houses, flooding of farmland and roads, hazards to the local environment, and even loss of property and lives. Therefore, research on dam breaks in tailings reservoirs and prediction of subsequent impacts are of great significance. This paper describes theoretical and numerical analyses of the retrogressive erosion model and calculations of the sand bed surface profile and sediment transport rate following tailings dam break events. The calculation results show that the degrading rate of the bed surface in the reservoir area reaches a maximum when the breach is formed and then rapidly decreases to a stable value. Farther away from the breach, the peak degrading rate of the bed surface is lower. The time of the peak tailings outflow rate is related to the formation of the breach. A larger breach has a shorter formation time and a greater peak flow.
Keywords: tailings pond, dam break, retrogressive erosion, sediment transport rate, numerical simulation
1 INTRODUCTION
Tailings ponds are used to store tailings or other industrial waste residues produced in metal or non-metallic mines after ore separation. Such ponds are typically formed by constructing dams at valley mouths. Tailings ponds are man-made sources of hazard with high potential energy. The breaks of tailings dams would cause loss of natural resources, pollution of rivers, land and the surrounding environment, and threat to the lives and property of local residents.
According to the statistics released by the Internation Commission on Large Dams (ICOLD), there have been more than 200 accidents related to the failure of tailings ponds in the past century (Jeyapalan, 1982; Campbell and Fitterman, 2000; Davies and Martin, 2000). In 1985, the failure of the tailings dam at the Stava fluorite mine in Italy resulted in 268 fatalities and 20 injuries (Luino and Graff, 2012). In 1995, the accident in Omai, Guyana caused 900 deaths due to the contamination of drinking water by cyanide (Beebe, 2001). The heavy rain and snowmelt in January 2000 caused the Baia Mare tailings dam accident in Romania, killing a large number of fish in the Tisza River and poisoning the drinking water of 2 million people in Hungary (László, 2006). In 2015, following the collapse of the tailings dam in Mariana, Brazil, the urban area and the residents of Balalonga were exposed to toxic sludge, creating Brazil’s worst environmental disaster (Vormittag et al., 2021). On January 25, 2019, the tailings dam of the Corregordo Fejo iron mine (Brumadinho, Minas Gerais, southern Brazil) ruptured, causing 270 deaths (11 of which are officially missing) and releasing 12,106 m3 of tailings to the environment. The tailings reached the neighboring Para Opeba River, where they threatened the drinking water security of the densely populated areas (Parente et al., 2021).
There have been a relatively small number of studies on the prediction of tailings dam break. Most existing researches focused on dam stability analysis, seismic liquefaction and resistance, environmental pollution control, etc.
In terms of model tests, Souza Jr and Teixeira used a physical model to study the volume of tailings released by ponds containing different tailing materials and for various breach shapes (Souza and Teixeira, 2019). Jing et al. pointed out that the hydrodynamic characteristics of the debris flow caused by tailings dam failures were affected by the particle size, bulk density, geometry of the reservoir, and the surface roughness (Jing et al., 2019). Based on the principle of similarity, Wu and Qin built a physical model of the Vadogo tailings pond and studied the optimization of the tailings dam maintenance and protection, to reduce the scale of the dam break, the discharged flow rate and flow velocity, and the downstream inundation area, thereby mitigating the destructive impact of dam break events (Wu and Qin, 2018). Jing et al. used physical modeling to study the dam displacement, saturation line, stresses, and fracture processes of upstream tailings dams during floods in the past 100 years, thus deepening our understanding of the dam failure regimes (Jing et al., 2012).
In terms of numerical simulation studies, Rico et al. used existing data of historic tailings dam failure records to establish simplified relationships between the geometric parameters of tailings ponds (such as dam height and tailings volume) and the hydraulic characteristics of the dam break floods (Rico et al., 2008). Jiang et al. established a two-dimensional seepage stability analysis model for tailings dams using the geotechnical analysis software SEEP/W, and they conducted dynamic simulations of the dam-breaking process with consideration of the seepage forces on the earth below the seepage line (Jiang, 2020). Petkovsek et al. established a tailings dam break model EMBREA-MUD to calculate the water and tailings outflow and the growth of the breach through a two-fluid method (Petkovsek et al., 2021). Hu et al. used FLOW-3D to simulate and analyze the effects of correlation coefficient on the discharge velocity following tailings dam breaks (Hu et al., 2021). Based on the previous experimental and numerical modeling of tailings dam cutoff models, Wang et al. selected key characteristic parameters and used the uncertainty measurement theory to set an assessment standard of the hazard levels for tailings-dam-break disasters (Wang et al., 2021).
Dam break downstream a tailings pond involves repeat scouring, destabilization, and a collapse processes. Prediction of such events involves knowledge of hydraulics, soil mechanics, sediment kinematics, and other disciplines. The complex coupling of the relevant physical processes makes comprehensive research of the problem difficult. Experimental research on dam breaks is limited by the facility conditions and budget, especially for those tailings ponds with large dams heights and storage capacities. Although the limitation of experimental research leaves considerable possibilities for numerical simulation, the existing numerical studies are mostly limited to instantaneous dam break, while most dam failures are caused by the gradual scouring on the dam body after overtopping and the associated instability and collapse, which have rarely been studied. Based on the incremental nature of the tailings dam-breaking process and its gradual upstream development, this paper applies the basic theory of retrogressive erosion to the study of tailings dam breaks in an attempt to determine the evolution processes of the bed profiles and the sand flow rates at the breach.
2 METHODS
2.1 Fundamentals
Dam-breaking sand flow is a special continuous medium that lies somewhere between “a fluid” and “being discrete”. The flow motions follow the Bingham flow model, and so the isotropic stress state and its corresponding volume deformation are not considered in our calculations. The flows can be described by the continuity equation and momentum equation that are similar to fluid flows.
The overtopping and breaking processes of tailings dams can be summarized as follows: 1) the upstream inflow raises the water level in the reservoir and overflows the dam crest, taking away the loose tailings sand from the downstream dam slope and creating small erosion gullies; 2) the gullies grow under the continuous erosion of the overtopping flow, leading to local instabilities and collapses of the dam slope, the falling material continues to be carried away by the water flow, and the gullies become deeper and wider; 3) as the erosion time increases, the gullies continue to expand and extend to the upstream end of the dam; and 4) as the elevation of the breach bottom decreases, the elevation of the bed surface gradually decreases until an equilibrium state is reached.
The characteristics of retrogressive erosion include the following. Firstly, the base level of erosion decreases with the sudden drop of the upstream water level. Secondly, erosion develops from downstream to upstream, and the erosion intensity decreases with increasing distance. The amount of sediment scoured is related to the time of scouring, the sand flow rate, and the drop in water level (Jianyuan, 1999). Therefore, dam overtopping and breaking are continuously developing processes from downstream to upstream, constituting a typical retrogressive scouring process. Tracing the source of the scouring indicates that the scouring develops upstream in the form of “local drop” that concentrates the energy dissipation of water flow and strengthens the sand-carrying capacity (Zhang, 1993). Therefore, it is appropriate to use the bed load sediment transport equation and sediment continuity equation to describe the overtopping and breaking process of tailings dams.
2.2 Mathematical Formulation
2.2.1 Bed Load Transport Equation
For sediment transport driven by water flow, assuming a constant water flow rate (i.e., q does not change), and ignoring the change in kinetic energy, the reduction of the water’s potential energy is used to overcome the flow resistance and transport the sediment downstream. The energy balance equation can be written as (Peng and Niu, 1987):
[image: image]
where [image: image] is the friction coefficient of the forward movement of the bed load sediment, q is the upstream specific flow rate (m2/s), and [image: image] is the unit-width sediment transport rate (N/sm−1). γ and [image: image] are the bulk densities of water and sediment (N/m3). [image: image] and [image: image] are the total head loss and the head loss due to the flow resistance over the distance [image: image] (m). Equation 1 can be rewritten as
[image: image]
or:
[image: image]
where [image: image], [image: image], [image: image]. Both A and [image: image] can be determined based on experimental data.
2.2.2 Sediment Continuity Equation
114 The continuity equation of sediment for a bed formation by water flow is (Peng and Chang, 1981):
[image: image]
where [image: image] is the dry bulk density of the bed sand (kg/m3), and z is the elevation of the sand surface. Ignoring the streamwise changes in the head loss due to flow resistance, and assuming that the water surface gradient is the same as the river bed gradient, we have
[image: image]
Substituting Eq. 5 into Eq. 4 yields the diffusion equation:
[image: image]
where [image: image].
2.2.3 Unit-Width Sand Flow Rate at Thebreach
For ordinary reservoirs, given the relationship between the water level and time, the flow discharge at the breach can be obtained from the storage-level relationship curve. The break of tailings dams is different, as the sand flow process line at the breach cannot be obtained from the relationship curve between the storage capacity and tailings elevation. This is because, during tailings dam break, the sand flow in the reservoir area does not hold the horizontal consistency, with great unevenness in the changes of bed elevation at the near and far ends. The tailings elevation in the upstream area far from the breach changes slower than that closer to the breach. This results in the characteristic “low front and high back” appearance of the bed elevation in the reservoir area.
For this reason, we use the method of integration to approximate the sand transport rate and the sand flow per unit width. That is, in the short time period [image: image], the amount of tailings washed away per unit width is obtained for the section [image: image] in the reservoir and added to the cumulative amount of tailings to obtain the total tailings reduction during the period [image: image]. The unit-width sand transport rate and the unit-width sand flow can then be determined as functions of time. The calculation is detailed as follows.
At [image: image] and [image: image], assume that the bed elevation in the reservoir is as shown by the curve in Figure 1, where the abscissa is the distance from the dam and the ordinate is the bed elevation. The shaded area in the figure is approximately equal to
[image: image]
[image: Figure 1]FIGURE 1 | Sketch of calculation of unit-width sand transport rate and unit-width sand flow rate at the breach.
The average unit-width sand flow rate in the period of ([image: image], [image: image]) can be expressed as
[image: image]
2.2.4 Definite Solution Conditions

1) Initial conditions: at [image: image] s, the reservoir bed elevation [image: image] can be of any possible form including a straight line, denoted as [image: image].
2) Downstream boundary condition (at the breach): [image: image] changes according to certain control requirements at [image: image], denoted as [image: image].
3) Upstream boundary condition (or water and sand inflow conditions from the far end of the reservoir): based on Eq. 3 for the sediment transport rate:
[image: image]
Thereby,
[image: image]
That is, the sediment transport rate [image: image] at the end of the scouring section is equal to the sediment transport rate entering the reservoir, and it can take any form of variation with time, such as [image: image]. The fixed partial differential equation established above are
[image: image]
Equations 11 and 8 are the basic equations for the evolution of bed surface profile and unit-width sand flow rate. Given the initial and boundary conditions, numerical discrete solutions can be obtained.
2.3 Calculation Method Verification
Consider an real-case example in which the median particle size of the siltation in the reservoir is 0.286 mm, the upstream inflow rate is 1.10 m3/s, the reservoir sand bed slope is 0.0016, the sand bed slope at the upstream end of the erosion section is 0.009, and the descent at upstream side of the dam is 3.0 m (Peng and Zhang, 1985). The sand bed slope of the reservoir area is the ratio of the tailings elevation difference between the far-end of the reservoir and the dam site at the initial moment over the length of the reservoir, which is used to set the initial conditions for the tailings elevation based on the measured values. The slope at the upstream end of the erosion section is the slope of the outer bed at the initial moment, which equals the slope of the water surface at a constant flow rate entering the reservoir. It is used to set the upstream boundary conditions for solving the equation. [image: image] is the combination coefficient, whose value is related to the tailings material and friction coefficient. Peng and Zhang (1985) used the data of real sediment discharge process to derive [image: image] through the cumulative sediment discharge Q over 387 min based on the cumulative erosion calculation formula. This parameter is a cofficient of the basic equation. In practical applications, the value of [image: image] for given tailing materials can be estimated based on model test data. Herein, we set [image: image] m2/s following Peng and Zhang (1985). We further take [image: image] m, and divide it into 1,000 segments. The length step gradient factor [image: image] is taken to be 1.002 (i.e., [image: image]), with the minimum length step being 0.0628 m (i.e., [image: image]) and the maximum length step being 0.4618 m (i.e., [image: image]). The scouring time is 500 min, divided into 1,000 segments, and the time step gradient factor [image: image] is again 1.002 (i.e., [image: image]), with the minimum time step being 9.4127 s (i.e.[image: image]) and the maximum time step being 69.2742 s (i.e.[image: image]). The changes in the bed surface profile after 5, 50, and 387 min of scouring are selected for comparison. Figure 2 shows the calculated results and the measured data.
[image: Figure 2]FIGURE 2 | Calculation method verification results.
The comparison shows that the calculated results are overall consistent with the measured data, thus the proposed method satisfies the requirement for engineering calculations.
3 CASE STUDY
3.1 Project Overview and Calculation Domain Conceptualization
We consider a tailings pond located in Fumin County, Yunnan Province, China (Wang, 2011). The design capacity of the mineral processing plant is 18,000 tons/day, the tailings production rate is 98.6%, the solid particle density in the tailings is 2.7 t/m3, and the average dry bulk density is 1.3 t/m3. The annual tailings discharge is 4.5 million m3. The tailings dam body is composed of an initial dam and an accumulation dam. The initial dam is a rockfill dam with a height of 40 m and an effective storage capacity of 2.85 million m3. The main dam crest is 224 m long and 5 m wide; the accumulation dam is constructed using the upstream damming method. Starting from the main dam at the valley mouth; the outer slope of the dam is 1:4, and the total dam height is 130 m. The final effective storage capacity of the tailings pond is 108.9 million m3. The tailings pond is rated as a second-class tailings pond. Downstream of the tailings reservoir there is a gully about 7.5 km long, followed by a 90° turn away from the dam site. The bank slopes on the two sides of the gully are of different angles. According to the field observation data, the site geometry can be simplified into a 2D model considering the large width-to-depth ratio of the reservoir area, as shown in Figure 3. The total length of the reservoir area is 2,250 m (1,500 m + 750 m), the height is 150 m, the width of the reservoir area is 1,400 m, and the width of the dam site is 260 m.
[image: Figure 3]FIGURE 3 | Conceptualized map of the reservoir area (A) Plan view; (B) longitudinal Cross-sectional side view (unit: m).
3.2 Calculation Parameters
According to the hydrological data, the upstream unit-width inflow rate is 5.0 m2/s, the sand bed slope of the reservoir area [image: image], the slope at upstream end of the erosion sectiong [image: image], and the total descent at upstream side of the dam is 150 m. According to the measured data, the dry bulk density of the sand is 1970 kg/m3, the calculation coefficient [image: image] kg/m3, yielding [image: image] m2/s; the storage length [image: image] m is divided into 2000 sections, and the length step gradient factor is taken to be 1.001 (i.e., [image: image]); thus, the minimum length step is 0.3526 m and the maximum length step is 2.600 m. The calculation time is 6,000 s, divided into 2000 segments, and the time step gradient factor is again 1.001 (i.e., [image: image]); thus, the minimum time step is 0.94 s and the maximum time step is 6.93 s. Assuming that the initial shape of the breach is an isosceles trapezoid, as the rupture duration increases, the breach continues to be deepened and broadened. To simplify the calculation, it is assumed that the bottom and the two sloping sides of the trapezoidal breach develop uniformly to the final shape within the breach formation time. Figure 4 shows a schematic diagram of the fracture shapes at different failure stages. When the dam body is fully broken, the final bottom width and height of the breach are 189.38 and 150 m, respectively; the final size of the breach is also shown for instances of a partially broken dam.
[image: Figure 4]FIGURE 4 | Schematic diagram of the final collapse shape at different dam break stages.
Wang selected three sets of tailings samples, and tested the specific gravity, density, water content, and other parameters. The average values of these parameters are presented in Table 1 (Wang and Zhang, 2012).
TABLE 1 | Physical parameters of tailings.
[image: Table 1]3.3 Calculation Results and Analysis
3.3.1 Changes of Bed Surface in Reservoir Area
Assuming that the dam body is completely broken within 5 min, the width of the bottom of the breach is 189.3 m, the height of the remaining dam is 0 m, and the total area of the breach is 37,788 m2. Figure 5 shows the change in bed elevation with time at different locations. Figure 6 shows the elevation profile shapes of the bed surface at different times.
[image: Figure 5]FIGURE 5 | Variation of bed elevation with time at different locations in the reservoir area.
[image: Figure 6]FIGURE 6 | Variation of bed elevation along distance from the dam site at different dam break times.
In the area close to the breach (i.e., [image: image] m), as shown in Figure 5, the elevation of tailings bed exhibits a fast decrease at the beginning of the break. When [image: image] min, the elevation in the reservoir slowly decreases to the balance state. Figure 6 shows that the dam break only has a significant impact on a limited area near the breach.
When the dam break lasts for [image: image] min, as shown in Figure 6, the elevation of tailings bed near the breach (i.e.,[image: image] m) decreases significantly, while the area beyond 100 m from the breach is basically not affected. With an increase in the duration of the dam break, more areas in the reservoir are affected (when the duration is [image: image] min, the unaffected areas are basically beyond [image: image] m). The tailings in the reservoir do not flow out completely with the breaking of the dam. The tailings close to the breach flow out of the breach because of the upstream inflow and its own gravity.
3.3.2 Change Process of Unit-Width Sand Flow Rate at the Breach
During different dam breaking stages as shown in Figure 4, the flow rate at the breach decreases as the area of breach decreases. The sand flow rate reaches a maximum at a complete dam break, and then decreases rapidly before gradually reaching a stable value, as shown in Figure 7.
[image: Figure 7]FIGURE 7 | Variation in sand flow rate [image: image] with time t for different breach areas.
4 CONCLUSION
Dam break events caused by flood overtopping are commonly encountered in tailings ponds. Compared to the literature in the relevant field, this paper has discussed the retrogressive erosion process in the upstream reservoir area during the tailings dam breaking for the first time. The basic theory of retrogressive erosion has been applied to the dam-break calculations of tailings reservoirs, and the changes in the bed surface profile shape in the reservoir area have been analyzed. Using a piecewise integral method, the sand discharge after the dam breaks and the sand transport rate have both been established as functions of time and location. The calculation results show that the degrading rate of the reservoir bed reaches a maximum when the breach is formed, and then rapidly decreases to a stable value. Farther away from the breach, the peak degrading rate of the bed surface is lower. The time of the peak tailings outflow rate is basically related to the formation of the breach. A larger breach has a shorter formation time and a greater peak flow.
Compared with articles in this field in international journals, this article uses the traceability scouring equation to solve the bed elevation change of the tailings pond and obtains the sand discharge and the sand transport rate for the first time, which is innovative and practical.
The calculation equations have been fully verified in other fields. Compared with other equations for solving the elevation change of the bed surface of the dam-breaking tailings reservoir, this diffusion equation is simple and easy to solve, with clear physical meaning. The results of this paper provide a reference for future studies of dam failures in tailings reservoirs.
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In 2018, a flash flood occurred in the Zhongdu river, which lies in Yibin, Sichuan province of China. The flood caused many casualties and significant damage to people living nearby. Due to the difficulty in predicting where and when flash floods will happen, it is nearly impossible to set up monitors in advance to detect the floods in detail. Field investigations are usually carried out to study the flood propagation and disaster-causing mechanism after the flood’s happening. The field studies take the relic left by the flash flood to deduce the peak level, peak discharge, bed erosion, etc. and further revel the mechanism between water and sediment transport during the flash flood This kind of relic-based study will generate bigger errors in regions with great bed deformation. In this study, we come up with numerical simulations to investigate the flash flood that happened in the Zhongdu river. The simulations are based on two-dimensional shallow water models coupled with sediment transport and bed deformation models. Based on the real water level and discharge profile measured by a hydrometric station nearby, the numerical simulation reproduced the flash flood in the valley. The results show the flood coverage, water level variation, and velocity distribution during the flood. The simulation offers great help in studying the damage-causing process. Furthermore, simulations without considering sediment transport are also carried out to study the impact of bed erosion and sedimentation. The study proved that, without considering bed deformation, the flood may be greatly underestimated, and the sediment lying in the valley has great impact on flood power.
Keywords: flash flood, sediment transport, shallow water models, zhongdu flood, numerical simulation
INTRODUCTION
Mountainous areas take up 75% of the world’s land. In Europe there have been 1,564 flood events (1870–2016), of which 879 (56%) were flash floods, 606 (39%) were river floods, 56 (4%) were coastal floods, and the remaining 23 (1.5%) were compound events (Paprotny, et al., 2018). In China, mountainous areas cover 2/3 of the country’s land, and regions at high risk of mountainous flash floods take 48% of the land and support 44.2% of the population (He, et al., 2018; Wang, et al., 2019). Flash floods, induced by heavy rain, cause great destruction to people’s lives and property because of sharply changing landslides, debris flow, and huge floods. According to statistics, 70% of the flood disasters since the foundation of PRC have occurred in mountainous areas. Due to the continuous construction of levees at plain rivers, the percentage of flood disasters of plain rivers keeps decreasing, while the proportion of mountainous flash floods is rising. Furthermore, due to the rapid economic development in mountainous areas, more and more people are gathering in the towns and villages near rivers. From 2003 to 2013, mountainous flash floods led to 79.5% of casualties of flood-induced deaths (Ma et al., 2019). Disaster prevention and control of mountainous flash floods are major issues for the local government.
Flash floods happen more frequently than landslides or debris flow. In 2015, the occurrence rates of the three types of disasters were 54.2, 21.0, and 25.1%, respectively. Flash floods are usually induced by rapidly gathered rain. The flood takes sediments down the hill. Usually, the density of the water is lower than the debris flow, and the fluid still functions in the way of Newtonian fluid and suffers low resistance from the bed. The flood moves quickly, affects a large region, and leaves little time for early warning. The flood causes great damage to people living nearby. In mountainous areas, people usually live in flat places along the river, and facilities, such as villages, roads, and railways, are all put there.
For long-term and large-scale flooding, like the flooding in large rivers, the use of satellite remote sensing is the most efficient way to identify the area of flood inundations (Bates, 2012; Rahman and Di, 2016). The remote sensing method utilizes topographic data to estimate the dynamics of flood inundation. While for flash flooding in mountainous catchments, the flood is abrupt and small-scale, the image interval of satellites is too long to analyze the flooding process. The data obtained by satellites is usually taken as one post-survey tool to figure out the damage caused by the flash flood (Mashaly and Ghoneim, 2018; Sayama, et al., 2019). Furthermore, if a large amount of remote sensing data about different flash floods is obtained, data mining techniques or artificial intelligence (AI) methods can make predications for the possibility of future flash floods (Prasad and Pani, 2017; Wu, et al., 2019; Bui, et al., 2020). Based on certain similarities among previous flash floods, these studies present us with large-scale properties of flash floods, while the demand for studying the flash flood in detail and making safeguard manners is urgent.
In order to deal with the threat of flash floods, pre-warning systems are set by many countries. These systems usually firstly carry out statistical analysis of the rainfall and floods, make a standard for the identification of disaster, and use the standard to classify the possible impact area of flash floods. Then a monitor system will be set at the mountainous area to collect the instantaneous rainfall and water level. When the rainfall and water level reach the disaster value, an alarm signal will be sent to people living there. People are supposed to go to the safe areas planned beforehand. The local government needs a model to predict the impact area and arrival time of flash floods as soon as heavy rain is forecasted or detected, and make further protection manners and evacuation plans for the flash flood.
Since these warning systems should respond in a rather short time, the modeling tools for flood propagation are simplified to save the calculation time. Models, such as statistical models or simplified hydrodynamic models, focus on water levels, discharge, and rainfall, but the propagation process of flow and sediment are seldom mentioned (Chen, et al., 2014; Zhou, et al., 2015; Zhang, et al., 2020).
To study the flood in detail, many researchers simulated the flash flood with depth-averaged two-dimensional hydrodynamic models, which is a comprising tool to capture the flow dynamic behavior and save computational time for spatially large-scale flow domains (Guan, et al., 2016; Liu, et al., 2020). These models solve the full governing equations, including rainfall and infiltration sections. The equations discretization use the Godunov method (Toro, 2001), which can capture the shock wave accurately and deal with the sharp change of bed form stably. The calculation time is acceptable, and is a very promising tool (Cao, et al., 2011; Yang, et al., 2014; Kvočka, et al., 2015; Yoshioka, et al., 2015; Guan, et al., 2016; Liang, et al., 2016; Hu and Song, 2018; Bellos, et al., 2020; Contreras and Escauriaza, 2020; Khosronejad, et al., 2020).
The hydrodynamic models do not simulate the transport of sediment, even though this is a key and complicated issue that impacts flash flood movement. This is because intense sediment transport tends to cause river morphological changes (bed and bank), which alters the computational domain for flood propagation. Therefore, a rational modeling of flash floods is to couple the simulations of both flow motion and sediment-transport-induced bed morphological change (as bank erosion is neglected). For a mountainous river, the river basin is small. The annual variation of rainfall changes significantly. In the dry-season, the discharge is rather small, and parts of the riverbed are bare. The flow can only transport fine sand so the bed form changes insignificantly. On the contrary, in the wet season, the discharge is large, and the entire riverbed is underwater. The flow can move large amounts of sediment and large-size gravels and rocks to the river. However, these gravel or rocks cannot move a long way; they will deposit at the lower velocity region of the river until a next large flood re-initiates them in the transport process (Liu and He, 2017; Li, et al., 2019; Lorenzo Lacruz et al., 2019).
The transport of sediment in mountainous rivers is very complicated, and traditional methods, such as field investigations and lab experiments, have great difficulty in exploring the mechanism of flash flood propagation. In this study, we use a depth-average two-dimensional model coupling hydrodynamic and morphological modules to conduct a numerical inversion of a flash flood in the Zhongdu River.
STUDY AREA
The study area covers the Zhongdu River, which lies in Yibin, in the Sichuan Province. On August 15th and 16th of 2018, heavy rain fell into the Zhongdu River drainage basin, and the flood rushed into the river and destroyed Zhongdu Town lying by the river. Figure 1 shows the satellite image of the Zhongdu River and Zhongdu Town. Zhongdu Town is separated by the river and connected by the Zhongdu Bridge. The study region comes from 5 km upstream of the town to 9 km downstream of the town along the Zhongdu River.
[image: Figure 1]FIGURE 1 | Satellite image of the Zhongdu River and Zhongdu Town.
In this study, we collected high-resolution (5 m) DEM (Digital Elevation Model) data by remote sensing (Figure 1), sieved the sediment of the river bed, and got the flood discharge (Figure 2) through the hydrometric station of Zhongdu River (near CS20). The discharge data at the hydrometric station was collected at an interval of 40 min. All these data contribute to the numerical inversion of the flash flood.
[image: Figure 2]FIGURE 2 | Monitored discharge during the flash flood (near CS20).
METHODOLOGY
In this study, we adopted the depth-averaged two-dimensional shallow water equations coupled with sediment transport and bed variation equations (Xia, et al., 2010) to simulate the flash flood and sediment transport during the disaster.
Continuity equation:
[image: image]
Momentum equation: 
[image: image]
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Equation of bed load transport: 
[image: image]
Equation of bed deformation: 
[image: image]
in which [image: image] denotes time; [image: image] means water depth; [image: image] present velocity components in the x and y-directions, respectively; [image: image] is gravitational acceleration; [image: image] = turbulent viscosity coefficient; [image: image] in which [image: image] = clear water density and [image: image] = sediment density; and [image: image] = density of water–sediment mixture.
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where [image: image] is the volumetric sediment concentration and [image: image] = total concentration of graded sediments [image: image] . In this study, only the bed load transport is calculated, so S equals to [image: image].
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in which [image: image] denote the density of saturated and dry bed material, respectively. The bed slope terms [image: image][image: image] and friction slope terms [image: image]) are written as [image: image], [image: image] and [image: image], [image: image] in the x and y direction, respectively. Where [image: image] = bed elevation; n = Manning’s roughness coefficient
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[image: image] is amount of bed load in a unit volume of water; [image: image] = setting velocity of bed load; [image: image] = transport capacity of bed load in a unit volume of water, in kg/m3; and [image: image] = non-equilibrium adaptation coefficient of bed load. [image: image] is an empirical coefficient; [image: image] = incipient velocity of bed-load; and [image: image] = dimensionless Chézy coefficient. [image: image] = value of bed load in a unit volume is obtained according to [image: image].
The governing Eqs 1–4 can be rewritten in the uniform:
[image: image]
in which
[image: image]
S is source section, and equal to the rest of the sections of each governing equation.
[image: image]
The governing equations are solved by the method of finite volume with triangular meshes (Figure 3). The variables (h,u,v,qb, and zb) in each mesh are updated in a time marching way (Eq. 11). [image: image] is the variable’s value at time n, [image: image] is the variable’s value at time n+1, and [image: image] denotes the flux crossing the edges of the mesh. The calculation process is shown in Figure 4.The calculation codes used in this study have been successfully used in former studies by the author (Yang et al., 2020). The simulation region covers most parts of the Zhongdu River, and the number of the simulation mesh is about 150,000. Each mesh size is about 10 m (Figure 3).
[image: Figure 3]FIGURE 3 | Part of the calculation meshes.
[image: Figure 4]FIGURE 4 | Flow chart of the calculation.
In this study, four scenarios, with and without considering the sediment transport, are simulated using the above-mentioned model. The flow conditions for the simulation are listed in Table 1. Scenario one comes from the traditional flood simulation that sediment transport is neglected (in Figure 4, qb and bed elevation are not calculated), and scenario two to four presents the coupled calculation of water and sediment transport with different assumed initial thicknesses of sediment (2, 4, and 6 m, respectively). For each scenario, only two empirical parameters need to be set: the diameter of the sediment and the roughness of bed. The medium diameter of the sediments is 0.02 m, and the roughness n is set as 0.025. Among all the scenarios, the initial bed elevations are the same with the high-resolution terrain data. In order to study the unsteady process of the flash flood, hydraulic data of 20 cross sections (Figure 1) are saved at every time step and data of the full simulation region are saved every 6 min during the calculation (the total simulation time is 1,440 min).
TABLE 1 | Flow conditions for the simulation scenarios.
[image: Table 1]RESULTS
Flood Enlargement Along the Zhongdu River
In this study, the inlet (upstream CS01) discharge is based on the discharge profile monitored by the hydrometric station near CS20. The simulated discharge profiles at CS20 in four scenarios are shown in Figure 5. The shape of the four discharge profiles are nearly the same as the monitor data, except for the peak value and arrival time of the flood wave. Nash-Sutcliffe efficiency coefficient (NSE) and Root Mean Squared Error (Error (RMSE) between the simulated discharge and monitored discharge for each case is listed in Table 2. and it also presents that the discharge profile could be similar after a 14 km long flow and sediment transport.
[image: Figure 5]FIGURE 5 | Monitored and simulated discharge at Cross section 20.
TABLE 2 | NSE and RMSE for each case at CS20.
[image: Table 2]The enlargement of peak discharge is a common property of flash floods, meaning that the peak discharge of the flood can be amplified by sediment intrusion and bed form obstruction. The enlargement may lead to more serious destruction for places with high velocity than other places suffering the same flood.
Figure 6A presents the arrival time of the flood at each cross section. Since the discharge is small compared to the peak value, the beginning flood wave takes about 2 h to reach CS20. The differences among the four scenarios are about 2 min at CS01∼CS14 (Figure 6B), which means the sediment intrusion advances the flood wave 2 min earlier to the cross sections. While at cross CS20, the flood wave of Case-6 m arrives 10 min earlier than that of Case-0 m.
[image: Figure 6]FIGURE 6 | Simulated arrival time (A) and relative arrival time (B) of flood wave at cross sections.
Figure 7A shows the peak level at each cross section, and Figure 7B presents the relative peak water level (relative to case-0 m) at all the cross sections. The water level falls about 130 m along the 14 km long river. Among all 20 cross sections, the peak water level can be divided into two categories: raised sections and lowered sections. For raised sections, such as CS05∼CS13, the peak water levels of Case-2 m, Case-4 m, and Case-6 m are about 2 m higher than that of Case-0 m. On the contrary, for lowered sections, like CS14 and CS17, the peak water levels of Case-2 m, Case-4 m, and Case-6 m are about 2 m lower than that of Case-0 m. The sediment could raise or lower the water level, which will add much uncertainty to the preventive measure for the flood.
[image: Figure 7]FIGURE 7 | Peak water level (A) and relative peak water level (B) at cross sections.
Peak discharges at 20 cross sections are shown in Figure 8. At CS01∼CS05, due to the sediment intrusion, the bulk of the flood expands, and the peak discharge keeps rising along the Zhongdu River. After a certain distance, the water comes to its transport capacity of sediment, some of the sediment deposits at the low velocity region, and the bulk of the flood shrinks, such as in CS06∼CS14. Furthermore, the discharges may get enlarged again by the sharp contract channel (CS16∼CS20), which induces a bigger velocity and higher sediment transport capacity. Overall, scenarios with sediment transport reveal much larger peak discharge than cases without sediment transport. Therefore, for rivers with huge sediment supply, sediment transport should be taken into account, the neglection of which would produce huge errors.
[image: Figure 8]FIGURE 8 | Peak discharge at cross sections.
Velocity Distribution Along the Zhongdu River
For better understanding of the bed elevation variation, we define the siltation thickness as the difference between the instantaneous and the initial bed elevation of the simulation. Where the siltation thickness is larger than zero, it means the sediment deposits there. On the contrary, if the value is smaller than zero, it denotes the bed is being scoured.
In order to analyze the impact of sediment transport on the flash flood disaster near Zhongdu Town, the velocity and depth distribution are present in Figure 9. The contour shows the depth distribution, while the arrows shows the velocity direction and magnitude. The solution time is at 720 min, when the inlet discharge is approaching the peak value. As shown in Figure 9A, the sediment transport is not simulated, and the calculated main flow (regions with deeper depth) approaches the concave brims along the river channel. On the contrary, as shown in Figure 9B, the sediment transport is modeled, and the main flow runs along the central line of the channel.
[image: Figure 9]FIGURE 9 | Velocity and depth distribution at Zhongdu Town in case-0m (A) and case-6m (B).
Figure 10 presents siltation distribution at Zhongdu Town. Sediments deposit at the concave side of the bend, while some sediment is silted at the convex side of the bend. Two major deposit regions lie at the opposite bank of Zhongdu Town and downstream of the same side of the town. The high-rise bed deflects the water near the concave side to the center of the channel, which contributes to the velocity distribution and inundated area in Figure 9B.
[image: Figure 10]FIGURE 10 | Siltation distribution at Zhongdu Town.
Figure 11A shows the results downstream of Zhongdu Town. The region between CS13 and CS14, where the channel width changes rapidly, has a much smaller velocity than in other regions. As sediment transport is simulated, huge deposition happened in this area (Figure 12). The sedimentation decreases the water depth and raises the velocity there (Figure 11B). Similar velocity and deposition distribution can also be noted in the area between CS15 and CS16, and the region between CS16 and CS17.
[image: Figure 11]FIGURE 11 | Velocity and depth distribution downstream the Zhongdu Town in case-0m (A) and case-6m (B).
[image: Figure 12]FIGURE 12 | Siltation distribution downstream the Zhongdu Town.
Among all the cross sections, CS14 and CS17 have the lowest level cross section, shown in Figure 7. Actually, the two cross sections all lie in the scour region (Figure 12). The bed elevation is lowered during the flood, and the water level is also lowered due to the sharp contract effect.
DISCUSSION
Model Applicability
In this study, we adopted the two-dimensional shallow water models coupled with sediment transport and bed deformation models for flash flood waves in a mountain river. The models calculated the water and sediment transport in a time marching way. In each time step, conservation of mass and conservation of momentum is always fulfilled. The model can provide much detailed information about the flash flood.
For flash flood simulations with two-dimensional shallow water models, high resolution topography data, grading profile of sediment, and discharge profile are all essential for simulation accuracy. So theoretically, if the data about topography, sediment, and discharge is collected, the model can be used to simulate other flash floods. However, the data for the discharge usually cannot be obtained directly; unlike the discharge monitored by the hydrometric station at Zhongdu River, the discharge is generally calculated by a hydrological model based on the rainfall data, which contains much uncertainty due to the non-uniformity of underlying surface and rainfall. Poor discharge profiles will ruin the accuracy of simulation results.
Flood Wave Enlargement
Both scenarios with and without sediment transport are simulated by the proposed model. In case-0 m, the sediment transport is not modeled, and the bed is fixed. The peak discharge decreased a little along the channel, which may be induced by the bend boundary. However, as sediment transport is modeled in case-2 m ∼ case-6 m, the peak discharge is amplified significantly along the river. Compared to Case-0 m, the arrival time of the flash flood at each cross-section is advanced, and the peak level at each cross-section is raised or lowered by the sediment deposition and erosion. The sediment transport plays an important role in flash flood wave propagation in mountain rivers, and it should be taken into account in the flash flood modeling of rivers with heavy amounts of sediment.
For the verification of flood wave enlargement of actual flash floods, it is difficult to verify the arrival time of flood wave, peak water level, and peak discharge, as it is much hard to predict where and when a flash flood will happen, not to mention setting monitors to detect the flood. Furthermore, it is nearly impossible to find two real flash floods with the same discharge profile and different thicknesses of bed sediment. However, we can verify the flood wave enlargement by physical modeling of the flash floods with the same discharge profile and different sediment thicknesses of bed sediment. We generate prescribed discharge profiles by delicate flow rate controller, and mimic the sediment transport by setting well-chosen sediment in a topographically similar flume. Detectors can be set in the flume, and a large amount of data of the flash floods can be collected for study and verification of numerical models. Although the physical modeling is more expensive and time consuming than numerical modeling and may counter the scale effect problem (difference between physical modeling flash floods and actual flash floods), the physical modeling of flash floods is still valuable for studying the detail of complicate flash floods. (3).
Zhongdu River, a mountain river, is composed of a series of bends (Figure 1), and the flow moves in a similar way as that of a plain river. The major difference is that bed load transport plays a major role in bed variation. During the flood, since the velocity and sediment concentration is so high, sediment deposits at the concave side of the bend, and seldom lies down or is taken up at the convex side of the bend. Furthermore, the frequency and duration of flash floods in mountain rivers is much smaller than that of floods in plain rivers. At times without flood, the water contains little sediment, and takes small size sediment away continuously. The bed form is sharpened by the flash flood and smoothed by the streamlet.
For prevention of hazards caused by flash floods in river with a series of bends, it is better to study the flow and sediment movement during the flood. The convex brims of the bend have a higher chance to suffer flash floods, and it is recommended to set residential areas at the concave side of the bend. Using the numerical hydro-dynamic models coupled with sediment simulation is a good way to plan for safeguard facilities.
CONCLUSION

(1) In this study, the disaster in Zhongdu Town is analyzed by the depth-averaged two-dimensional model. The simulation shows the flow and bed change process in detail, and offers great help in studying the mechanism of flash floods and coming up with engineering manners for preventing the impact of the flood.
(2) Flash floods usually takes large amounts of sediment during the transport. The flood wave arrival time could be advanced and the peak discharge and peak level could be enlarged by the sediment intrusion. Without considering the sediment movement, the traditional numerical models may underestimate the destructive power of floods.
(3) Due to the difficulty in obtaining the sediment parameters of the riverbed, the amount of sediment coming from upstream and fetched from the riverbed is based on assumption. The simulation result may be different from the actual flood in quantity, but the general mechanism is authentic for flash floods in rivers with a series of bends, which are common in mountain rivers, and water and sediment in bends move in a much different way during flash floods compared to those on low discharge occasions. Figuring out the rules of flash floods in bends will help in planning residential areas, safeguard facilities, and evacuation procedures for flash floods.
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Nonsequential response is the phenomenon where the change of soil water content at the lower layer is larger than that of the upper layer within a set time interval. It is often ignored because of the lack of spatially distributed measurements at the watershed scale, especially in mountainous areas where extensive monitoring network is expensive and difficult to deploy. In this study, the subsurface nonsequential response in a mountainous watershed in Southwest China was investigated by combining field monitoring and numerical simulation. A physics-based numerical model (InHM) was employed to simulate the soil water movement to explore the occurrence of the subsurface nonsequential response. The topographic wetness index [TWI = ln (a/tan b)] was used to distinguish the topographic zone corresponding to the nonsequential response at different depths. The nonsequential response mainly came from the subsurface lateral flow initiated at the soil–bedrock interface or at a relatively impermeable layer. The results showed that the occurrence depth of the nonsequential response increased with precipitation intensity when the time since last event was more than 24 h and the total amount of this event exceeded 37 mm. During a rainfall event, the nonsequential response occurred at the middle layer in the hillslope zone and the deep soil layer beneath the channel. In case of a rainfall event with two peaks, the region observed with nonsequential response expanded. The soil layer at the interface of the bedrock could be saturated quickly, and became saturated upward. This kind of nonsequential response can be observed on the hillslope at the beginning of rainfall events, and then found beneath stream channels afterward. Furthermore, nonsequential response could also happen after rainfall events. The results improved our understanding of nonsequential response and provided a scientific basis for flash flood research in mountainous areas.
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INTRODUCTION
The mechanism of runoff generation in mountainous areas has been studied for many years. Different paradigms have emerged in attempts to explain the runoff process (Bonneau et al., 2017; Sidle et al., 2000; Blume and van Meerveld, 2015). Subsurface stormflow is a runoff-producing mechanism operating in most upland terrains (Anderson and Burt, 1990b), occurring when water moves laterally down a hillslope through soil layers to contribute to the hydrograph. Subsurface processes dominate stormflow generation in natural catchment with humid environments and steep terrain with conductive soil (Kirkby, 1988). Previous studies of small catchments have used hydrograph separation techniques, like isotope (Sklash et al., 1976; Pearce et al., 1986) or chemical tracers (Eshleman et al., 1993), to identify the source components of stormflow (Genereux and Hooper, 1998; Burns et al., 2001), and used dye traces to visualize the soil water movement and the subsurface flow path (Weiler and Fluhler, 2004; Hardie et al., 2011). However, the hypothesis of invariant in time and space of isotope or chemistry in different source components (Hooper et al., 1990) and the sorption of dyes to soil particles (Lipsius and Mooney, 2006) will bring errors in hydrograph separation. The subsurface flow remains a challenge to be better understood in mountainous areas with the complex geographical environments.
Soil moisture is fundamental hydrological data and its spatiotemporal pattern is important for understanding the hydrological processes (Lin et al., 2006). Identification of patterns of soil moisture response to rainfall and especially the vertical dynamics of soil moisture at the hillslope or plot scale can be useful for the investigation of runoff generation processes in ungauged or data scarce catchments (Blume et al., 2009; Gish et al., 2005). Water distribution or movement measured by high-frequency soil moisture sensors is often used to identify the occurrence and extend of nonsequential preferential flow (Lin and Zhou, 2008; Allaire et al., 2009). The corresponding phenomenon where the water storage change in the lower layer is bigger than that of the adjacent upper layer within a set time interval (Mirus and Loague, 2013) is nonsequential response (NSR). Soil moisture variation and its response to rainfall are usually different in hillslopes located in different layers and areas (Zhu et al., 2014). The occurrence of NSRs will display diverse patterns, providing a probability to survey the transport of subsurface flow.
In most studies, soil moisture is measured either with high spatial or with high temporal resolution, thus providing either spatial soil moisture patterns (Brocca et al., 2007) or information on the dynamics (Starr and Timlin, 2005). While soil moisture sensors only measure at the point or profile scale, they can be deployed widely throughout the landscape (Zehe et al., 2014). Soil moisture sensors were used to detect NSRs by either using the measured response velocities after a rainfall event (Hardie et al., 2013) or for analyzing the sequence of their response with depth (Lin and Zhou, 2008).
Since the extensive monitoring network is expensive and difficult to deploy in mountainous area, the numerical simulation of NSRs could help to get more information both in temporal and spatial distributions. Therefore, it is advantageous to use models to study the distribution of soil moisture. Surveys such as those conducted by Gao et al. (2014) and Gharari et al. (2014) have shown that topography may reflect the dominant hydrological processes in a catchment. The topography-driven model with a landscape classification module could distinguish different landscapes to increase the representation of hydrological process heterogeneity in a semi-distributed way (Gao et al., 2016). But we hoped that the model could maintain the continuity of soil water movement in the whole watershed in modeling, without any other classifications of terrain except for the natural distribution of elevation. The distributed physically based hydrological model, InHM, gives a detailed and potentially more correct description of hydrological processes in the catchment than other model types.
There is no a priori assumption of a dominant runoff-generation mechanism in the InHM, and various runoff mechanisms are automatically reflected by soil and hydrological conditions. Ebel et al. (2009) successfully simulated the surface water–groundwater interactions at the R-5 catchment in Oklahoma with InHM. Saturation of the vertical section along the transect was simulated to study the hydrological processes (Ran et al., 2012; Ran et al., 2020). Distributed surface/subsurface data of InHM help to understand the mechanism of hydrological processes, which works by originating from the point to the catchment scale.
On the basis of the measured discharge data in the study area, the runoff had a quick response to the rainfall in the rising limb, while on the stage of the falling limb, the tail water would be larger than the base flow before the rainfall for a long time (i.e., the discharge did not have a clear recession). This might be related to high antecedent soil moisture (Hardie et al., 2011), macropore flow (Weiler and Naef, 2003; Beven and Germann, 1982; 2003), and shallow groundwater (Singh et al., 2018). Considering the distribution of gravel in the soil, the subsurface lateral flow was concerned. The nonsequential responses (NSRs) were a result of subsurface lateral flow or groundwater rose before the vertically downward progressing wetting front reached that depth (Lin and Zhou, 2008), which was usually used as an indicator of preferential flow (e.g., bypass flow) (Wiekenkamp et al., 2016; Demand et al., 2019).
This study simulated the runoff process and soil moisture change (NSR) of the event with the InHM model and investigated the dynamics of NSRs in mountainous runoff generation, combining field monitoring, and numerical simulation.
MATERIALS AND METHODS
Study Area and Field Observations
The study area, Jianpinggou catchment, is located in southwest China’s Sichuan Province (Figures 1A,B), has an area of about 3.5 km2, and ranges in elevation from 1,051 to 2,199 m above sea level. Derived from the 5-m resolution digital elevation model (DEM), the average slope is 32.4° (ranges from 0° to 63.3°). The main channel length is 1.7 km. The climate is subtropical and humid, with average annual precipitation of 1,134 mm, and about 80% of this occurs in the rainy season (from May to September) (Ran et al., 2015). The areas are covered by the perennial trees and shrubs (Figure 1C). The soil in the catchment is classified as loam (sandy loam and silty loam), with typically a 50-cm-thick silty clay and silt loam horizon, a 250-cm-thick sandy loam horizon, and an underlying bedrock. The soil horizons are full with bedrock fragments. The third horizon, bedrock, is composed of the basalt, tuff, and andesite rocks, which are of low permeability.
[image: Figure 1]FIGURE 1 | (A) Province-level Administrative Boundary of China and Longxi River watershed, red dot refers to rainfall gauge, (B) topographic map and field monitoring sites of study area, Jianpinggou catchment, and (C) land cover map with geographical coordinates of Longxi River watershed derived from 1-km land use map of Sichuan Province in 2018.
The main rainfall gauging was located about 2 km (960 m elevation) downstream of the study area with an accuracy of 0.2 mm/min. Velocity was measured at the catchment outlet by the large-scale particle image velocimetry (LSPIV) system at every 45 min from 8:00 am to 20:00 pm in rainy season (Ran et al., 2016; Li et al., 2019). The hinge of LSPIV is to calculate the displacement of the natural tracer particles on the water surface in the paired images to obtain the surface flow field. There were two long-term observation sites of soil volumetric water content in the catchment, one was on the hillslope (HS) close to the outlet, and the other was on the ground (GND) around 1 km upstream of the outlet. The monitoring depths and frequency were 100 cm in total at every 10 cm, and a 5- to 60-min time interval, respectively. Based on the dielectric method, the soil moisture sensor determines the soil moisture according to the change of the soil dielectric constant. In the soil, the dielectric constant is determined by the soil matrix, water, and air, whose dielectric constants are about 3–5, 81, and 1 at room temperature, respectively. Therefore, the soil dielectric constant is mainly influenced by the soil water content. Soil properties were sampled along the main channel by the cutting ring method, mainly measuring the saturated hydraulic conductivity, porosity, and mechanical composition. Although the field measurements were mostly located at mid-downstream in the study area, the model performances were consistent with upstream and downstream. For example, Beville et al. (2010) successfully employed InHM to estimate the spatiotemporal pore pressure distributions (from upstream to downstream along the watershed) for Lerida Court landslide in Portola Valley, CA, United States.
Previous studies had explored that the hydrologic response here was dominated by the Dunne overland flow and subsurface flow (Ran et al., 2015). In our recently field surveys, stones appear commonly in the soil, ranging in diameter from several centimeters to several meters, and there were also some exposed rocks on the surface. The vertical saturated hydraulic conductivity (Ks) and porosity of the first horizon are 2.35*10−5, 1.44*10−5, and 9.79*10−5 m/s and 0.65, 0.61, and 0.33 for the >1,300-, 1,180 to 1,300-, and <1180-m-elevation region, respectively. The corresponding values of the second and the third horizons are 1.33*10−4 and 1*10−8 m/s, and 0.45 and 0.30 for the whole region, respectively. The hydraulic conductivity of the second horizon is almost 1 order of magnitude larger than that of the first horizon, promoting the lateral flow in the soil.
Field Data Processing
The installed soil moisture sensors interrogated about 0.32 m3 of soil to measure volumetric water content (m3/m3) and soil temperature (°C). The data loggers recorded sensor measurements hourly or more frequently when solar energy was more efficient. We replaced volumetric water content values equal to 0 with ‘NaN’ values (Gasch et al., 2017), and confirmed that all records had the correct date and time stamps.
The outlet discharge was estimated by the velocity–area method, and the three-dimensional topography (mainly to get the cross section) was developed by the stereo imaging method in which the paired images were also obtained from the LSPIV system (Ran et al., 2016). However, in case of flood, the stereoscopic imaging effect was poor, and the cross section was calculated by measuring riverbed elevation and the section water table. Those interested in a detailed description of LSPIV system are referred to Fujita et al. (1998).
Model Descriptions and Initial Conditions
Integrated Hydrology Model
In order to obtain the distributed hydraulic information of the study area from the plot to catchment scale, we selected the physics-based distributed hydrological model, integrated hydrology model (InHM), which was developed by Vander Kwaak to simulate fully coupled three-dimensional variably saturated flow in the subsurface and two-dimensional flow over the surface and in channels (Vanderkwaak, 1999; VanderKwaak and Loague, 2001; Mirus and Loague, 2013). Three-dimensional subsurface flow in the porous medium is estimated by Richard’s equation. Capillary pressure relationships are described using a reference curve developed by Van Genuchten (1980). The transient flow both on overland and open channel is estimated by the diffusion wave approximation of depth-integrated shallow water equations. Surface water velocities are calculated using the two-dimensional manning water depth/friction–discharge equation. The InHM uses the finite element method (FEM) to get the numerical solution of the internal control equations, and the linkages between components are through first-order coupling relationships driven by pressure head gradients.
Model Setting up
The soil in the InHM was assumed uniform, homogeneous, and isotropic. The surface and subsurface properties for model simulation were listed in table 1, which either got by measurements (experimental data) or derived from model calibration and the literatures (empirical data).
TABLE 1 | Surface and subsurface properties for Jianpinggou catchment.
[image: Table 1]Based on the DEM, the InHM used a triangulated irregular network (TIN) to represent the study area, in which the boundary accuracy was 100 m and channel accuracy was 10 m. There were a total of 6,351 nodes and 12,587 elements. The two-dimensional mesh is shown in Figure 2A. A three-dimensional grid was generated in the model by adding layers in parallel (Figure 2B). The first grid zone was 0.5 m in total, divided into five layers, and further divided into three regions according to the elevation of field investigations. For matching with the monitoring depths of soil moisture, the second zone was 2.5 m in total, the upper 0.5 m was divided into five layers, and the lower 2 m was divided into four layers. The third bedrock layer was 10 m in total divided into five layers (Figure 2C). The number of the nodes and elements in the simulation totaled 127020 and 239153, respectively.
[image: Figure 2]FIGURE 2 | (A) Two-dimensional mesh, (B) three-dimensional grid of study area, and (C) partial zoom in of layers.
Initial Conditions
The initial conditions of the model were mainly calibrated by the outlet flow and catchment pressure head distribution. In order to achieve this goal, there was a 10-day drainage in the InHM to make the simulated outlet flow close to the catchment base flow (in our study, this value was about 0.5 m3/s), and then ran a 30-day warm-up to get the more actual pressure head distribution for subsurface nodes. The initial saturation distribution of the model is shown in Figure 3. Based on field study, the saturation of soil properties measuring sites was ∼0.5, which was consistent with the initial conditions.
[image: Figure 3]FIGURE 3 | Initial saturation distribution of the model.
Nonsequential Responses and the Subsurface Flow
The study by Mirus and Loague (2013) examined that when the soil water passes through the preferential channel, the change of water content in the lower layer may be faster than that in the upper layer. Based on the above analysis, as shown in Figure 4, we supposed two overlapping triangular prisms to represent two adjacent unit soils, and the inward/outward arrows represented the amount of water entering/draining the unit soils in all directions. The center of each unit soil (i.e., the solid dot) was the node participating in the model simulation, and the nodal area was the surrounding area. The edge of the upper unit soil was drawn with red solid lines, and the adjacent lower layer was blue. The interior was filled with the same color as the edge. The color shade displayed the degree of soil moisture at the corresponding time.
[image: Figure 4]FIGURE 4 | (A) Water content of node j+1 and its corresponding upper layer node j at time [image: image], (B) water content of node j+1 and its corresponding upper layer node j at time [image: image].
In the simulation, the study area was divided into thousands of elements [not triangular prism, see more detailed in Figure 3-b and A-1 of Vanderkwaak’s Ph.D. dissertation Thesis (1999)]. If we compared the storage change of soil water content of all paired nodes between the lower layer and its corresponding upper layer in a set interval (i.e., the occurrence of NSR), the subsurface flow paths could be inferred from the plot scale to catchment scale approximately by the velocity difference of the flow (the control distance of the paired nodes is equal). Considering the not-so-fast velocity of subsurface flow and the monitoring frequency of the soil moisture sensor, the mentioned time interval above was selected as 5 min.
Hence, we used the following equations to implement it.
[image: image]
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where [image: image] was volumetric water content, m3/m3; the subscripts [image: image] and j were the corresponding time i and the jth node, respectively; the storage change ([image: image]) was the change of soil water content of the jth node in [image: image], m3/m3; the difference of storage change ([image: image]) was the difference between the storage change of node j+1 in [image: image] and that of its corresponding upper layer node j, m3/m3. In a certain period ([image: image]), if [image: image] > 0, the SC in the lower layer was more massive than that in the upper layer, more water flowed through the lower layers by subsurface lateral path, the NSR occurred.
Description of the Topographic Characteristics
Many researchers have utilized topographic algorithms, like HAND (Height Above the Nearest Drainage), to identify hydrological similarity which revealed strong correlation between soil water conditions and topography (Renno et al., 2008; Gao et al., 2019; Loritz et al., 2019). However, there would be no gravitationally driven water movement between two hydrologically connected points with the same height in HAND. Considering that the distribution of soil moisture would directly affect the distribution of NSR, we finally chose topographic wetness index [TWI = ln (a/tan b)] as the topographic index. Although it was sensitive to DEM resolution (Sorensen, and Seibert, 2007; Gao et al., 2019), it was more in line with our needs. The TWI was utilized to describe topographic characteristics, which was a combination of the upslope area per unit contour length a and the local slope tan b (Beven and Kirkby, 1979), computing by the multiple flow direction algorithm. In this study, we chose the method of Yang et al. (2000), which calculated the distributions of topographic index from DEM using a single flow direction algorithm offered by ARC/INFO software. Besides, the cardinal direction of the contour length ignored the diagonal of the gird.
The value of a, which indicated the area per unit contour length, was computed for every grid in the catchment as follows:
[image: image]
where nug is the number of upslope grids, A is the grid area, and C is the contour length, given by the following:
[image: image]
where l is the grid size at the cardinal direction.
The magnitude of tan b, which is a measure of the potential drainage from a place, in the steepest downslope direction was calculated as follows:
[image: image]
where dH is the change in elevation between neighboring grid cells and dL is the horizontal distance between centers of neighboring grid cells.
Rinderer et al., 2014, Rinderer et al., 2019, and Jencso et al., 2009 showed that sites with a TWI>6, a local slope <30%, and an upslope contributing area >600 m2 were defined as footslope sites. Upslope sites were defined as sites with a TWI<4, a local sloe >50%, and an upslope contributing area <200 m2, whereas midslope sites had a TWI between 4 and 6, a local slope between 30 and 50%, and an upslope contributing area between 200 and 600 m2. The slope of the above classification conditions was not considered in the mountainous area. The study area was divided into the channel (CH), hillslope (HI), and upland (UP) zones by TWI and upslope contributing area, with the corresponding average slope of 25.8, 33.2, and 35.8°, respectively (Figure 5).
[image: Figure 5]FIGURE 5 | Distribution of the channel, hillslope, and upland zone of the study area.
Model Performance Evaluation
The two measures of model performance used to test InHM were modeling efficiency (EF) (Nash and Sutcliffe, 1970) and coefficient of determination (R2). The mathematical expressions for EF and R2 are as follows:
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where [image: image] are the observed values, [image: image] are the predicted values, n is the number of samples, and [image: image] is the mean of observes data. When the observed and simulated values are identical the EF and R2 statistics are both 1.0.
RESULTS
Continuous Simulation
The simulation of hydrological response was continuous in the study. Figure 6 was the rainfall-runoff events used to drive the InHM simulation of hydrograph response for study area. The minutely rainfall record in Figure 6 was a month from June 24 to July 27, 2018, containing 13 observed runoff events. The characteristics of driven rainfalls and model performance are summarized in Table 2. The observed data were mostly concentrated on the recession limb because the flood often occurred at night in the mountainous area. Besides, the image velocimetry performed better at low flows, while the simulated values matched better with the observed discharge. Imaging that a rainfall event occurred at night and far away to the flow gauging station, the measured data and the simulated value (assuming that the rainfall has always covered the whole study area) might have a difference in time and space, resulting in low or out of reality Nash coefficient and R2. The simulated values were underestimated compared with the observed values. For example, the vegetation on the road was washed away in the image/video of the next morning in the first rainfall event (start from June 24, 2018), which indicated that the flood should brim over the culvert at night. Although the maximum water stage has been used in the calculation, it was still lower than the real value. It could be seen from Table 2 that mean rainfall intensities were less than the soil saturated hydraulic conductivity, indicating that the main mechanism of runoff generation was saturation excess (Dunne) flow in the study area. The time since last rainfall event ranged from 13 to 115 h. The performance of the model before July 5, 2018, was worse than the latter, which might be due to 1) the instability of measured discharge at high flows and 2) the discontinuity of the spatial and temporal distributions of rainfall in mountainous areas.
[image: Figure 6]FIGURE 6 | Observed vs. simulated discharge from June 24 to July 27, 2018. The steel blue line indicated the simulated hydrograph. The red dot indicated observed discharge.
TABLE 2 | Summary of the 13 events recoded at rainfall gauge based on minutely data from June 24 to July 27, 2018. EF (Nash-Sutcliffe coefficient) and R2 (coefficient of determination) were used to evaluate the model performance. The closer the simulated and observed values, the closer the EF and R2 are both to 1.0.
[image: Table 2]The Observed Nonsequential Response and Simulated Soil Moisture
Figure 7 showed the observed DSC of GND and HS at different depths, from June 24 to July 27, 2018. The fluctuation of GND was more intense than that of HS, indicating the higher occurrence frequency of the NSR. The occurrence of the NSR varied between >0 and 4%. Event 1 had the widest effect depth in longitudinal, and the NSR was monitored even at 100 cm depth below the surface. The NSR of the GND and HS fluctuated greatly in events 1, 4, 7, 10, and 11. Meanwhile, the fluctuation of the 0–50 cm depth was larger than that of 50–100 cm depth, especially at HS. The duration of events above ranged from 4 to 74 h, and the amount between 37 and 233.5 mm. The mean intensity was relatively heavy, and the time since last rainfall event was about 20–30 h.
[image: Figure 7]FIGURE 7 | Observed DSC of (A) GND and (B) HS from June 24 to July 27, 2018. The order from top to bottom was 20–10, 30–20, …, and 100–90 cm depth.
The amplitude of the simulated DSCs (Figure 8) was smaller than that of the observed. The corresponding nodes of every layer at HS in simulation were hard to match the measured points because of coarse-mesh accuracy for the outlet. But it was worth recalling that the simulation results showed a similar trend with the observation in the events mentioned above, implying that the simulation could reflect the real situation to a certain extent.
[image: Figure 8]FIGURE 8 | Simulated DSC of (A) GND and (B) HS from June 24 to July 27, 2018. The order from top to bottom was 20–10, 30–20, …, and 100–90 cm depth.
The Rainfall Event Simulation
From June 24 to June 25, 2018, we recorded a heavy rainfall event. The videos showed that the plants on both sides of the road (Intersecting with the outlet of the study area) were still there at 20 p.m. on June 24, but they have washed away the next morning. It was speculated that the night flood exceeded the road elevation at the weir. The heavy rain seriously destroyed the main road of Longxi River, and we chose the event to study the spatial and temporal distributions of the NSR on a catchment scale. Figure 9 demonstrated the double-peak precipitation simulation started from 15:56 on June 24, 2018. The "+" represented the times corresponding to interest points of the hydrograph along the runoff process (Times 1–11). The "o" denoted the times corresponding to the peaks, the troughs, and about a day after the event along the runoff process (times A to E). In the two obvious runoff peaks, the peak time of the former (∼7.1 h) was longer than that of the latter (∼2.0 h). Table 3 summarized the characteristics of double-peak precipitation. The peak intensity of the two periods was very close. The first period had the larger rainfall depth and the shorter duration compared with the second one, and there was an 8-h interval between them. The mean intensity of the first period was twice bigger that of the second.
[image: Figure 9]FIGURE 9 | Double-peak precipitation simulation started from 15:56 on June 24, 2018.
TABLE 3 | Characteristics of double-peak precipitation.
[image: Table 3]Times and Depths of Integrated Hydrology Model Simulated Spatial Saturation
In the simulation of the event, we took snapshots of the spatial saturation at 20, 50, 70, 90, 150, and 250 cm depth below the surface, for times A, B, C, D, and E in Figure 9 (Figure 10). The soil, dividing into three layers, the upper (0–50 cm depth), middle (50–100 cm), and deep layer (100–300 cm depth), showed the lowest spatial saturation at the beginning of the event. The saturation of the upper layer increased and the riparian zone expanded as the rainfall went on (times B and D, i.e., rows 2 and 4), while the saturation decreased and the riparian zone contracted as soon as the rainfall stopped (times A and C, i.e., rows 1 and 3). The spatial saturation of the upper layer looked similarly between a day after the rainfall and shortly after it. In the process of the event, the saturation of the middle layer almost has not changed. The saturation of the soil-bedrock interface (300 cm depth) increased gradually, resulting in the saturation of the deep layer decreasing from bottom to top longitudinally.
[image: Figure 10]FIGURE 10 | InHM simulated spatial saturation snapshots, at 20, 50, 70, 90, 150, and 250 cm depth below the surface, for times A, B, C, D, and E in Figure 9. Each row corresponded to a time.
Times and Depths of Integrated Hydrology Model Simulated Spatial Nonsequential Responses
According to the equation, the part with DSCs >0 indicated the occurrence of NSR. Figure 11 showed InHM simulated spatial DSC at 30–20, 60–50, 80–70, 100–90, 200–150, and 300–250 cm depth, for times A, B, C, D, and E in Figure 9. The NSRs only appeared at the hillslope zone of the middle and deep layer at the beginning of the event (time A), whose proportion decreased from bottom to top along with the depth. At the first peak (time B), the NSRs appeared in the upper and the middle layers in the whole catchment, but not at 60–50 cm depth whose soil properties changed. The NSRs of the deep layer shifted the position from the hillslope zone to the channel zone. When the second period of rainfall began (time C), the NSRs of the upper layer disappeared, and the middle and deep layers expanded compared to the beginning of the event (time A). At the second peak (time D), the NSRs appeared in the upper and middle layers (including 60–50 cm depth), and the closer to the surface, the more the occurrence proportions, while the deep layer only appeared in the channel zone. Similar to times A and C, the proportion of the NSR decreased from bottom to top at time E. However, the difference was that the location of the NSR was the channel zone, not the hillslope zone. Besides, the NSRs appeared in the upper layer in the whole catchment, just like the peak time did.
[image: Figure 11]FIGURE 11 | InHM simulated spatial DSC, at 30–20, 60–50, 80–70, 100–90, 200–150, and 300–250 cm depth, for times A, B, C, D, and E in Figure 9. Each row corresponded to a time. The part of DCS>0 (the red region) indicated the occurrence of NSR.
Proportions and Positions for Series of Integrated Hydrology Model Simulated Nonsequential Responses at all Depths
The map of spatial DSC, as shown in Figure 11, was pictured at all layers for times 1 to 11 in simulation. The proportion in Table 4 was the ratio of the NSRs area to the whole area. The position was determined according to the location of the NSR corresponding to the topographical zone in Figure 5. The table gave more comprehensive information for analyzing the movement of the NSR. At the beginning of the event, the runoff increased slightly and immediately, and there were almost no NSRs. The depth of the NSR spread from the middle layer to the upper layer in the rising limb of the first period of the event, while the position of the NSR gradually covered the channel zone from the hillslope zone. The proportion of the NSR decreased the channel zone of the upper layer contracted in the falling limb. The development of the NSR in the second peak of the event was similar to the previous one. Under the influence of the pre-event, the proportion of the NSR in the deep layer increased, the distribution expanded from the middle layer to the deep layer (times 6, 8, 9, and 10), and the rainfall condition corresponding to the NSR changed (times 4 and 8). During a period of time after the precipitation stopped, although there was a large area occurrence in the NSRs in the catchment, the position was the channel zone, which was different from the hillslope zone in precipitation.
TABLE 4 | Proportion and position of NSRs at all layers for times 1 to 11 in Figure 9.
[image: Table 4]DISCUSSIONS
Effect of the Rainfall on the Nonsequential Response at Different Sites
The duration and intensity of the rainfall strongly affect the occurrence of the NSR, regardless of the terrain (Figure 7). In the condition of similar mean rainfall intensity, the greater the rainfall amount, the more fluctuated the soil water content in the upper layer (Table 2). This finding is in agreement with other studies (Hardie et al., 2011; Hardie et al., 2013; Koestel and Jorda, 2014; Wiekenkamp et al., 2016). For instance, Zhu et al. (2014) demonstrated that the maximum change of soil water content in the event was mainly controlled by the precipitation amount and intensity in Taihu Lake Basin, China. The two monitoring sites had a higher occurrence of the NSR and a higher maximum NSR occurrence (the max change of the DSC) in the upper layer (0–50 cm depth), where soil properties then changed at 50–60 cm depth, forming a relatively impermeable layer. Demand et al. (2019) found that the soil with a higher clay content enhanced the occurrence of the NSR. The NSRs concentrated on the 0–50 cm depth and went on to the deeper layer as the rainfall amount increased. Albertson and Kiely (2001) also found that the root-zone soil moisture variation was influenced by the precipitation intensity in a humid study area in Virginia, United States. In the events on June 24 and July 21, 2018, the rainfall amount and duration were 233 mm, 42.7 h, and 37 mm, 4.4 h, respectively, and the mean intensity was almost an order of magnitude higher than others. The NSR appeared at 100 cm depth during the two events, showing that the occurrence depth of the NSR increased with precipitation intensity when the time since last event was more than 24 h and the total amount of this event exceeded 37 mm in this paper. Similarly, Buttle and Turcotte (1999) argued that they did not find a relationship of preferential flow (nonsequential response flow) with initial soil water content, but with throughfall intensity. The NSR always appeared together with the sequential response (Figures 7, 8). These findings denoted that the rainfall amount and intensity affected the NSR always played a role together and how to separate the individual influence needed the further study.
Nonsequential Responses and the Subsurface Flow
The hillslope zone was never saturated at all depths during the event (Figure 10); thus, the discharge at the outlet was generated as flow over the zoot-zone layer and lateral flow through the subsurface layer rather than by Dunne or Horton overland flow. The upper soil layer responded shortly with a rise in saturation after the rainfall start, and the runoff ascended rapidly (time 1 in Figure 9). However, the flow over and through the litter layer was a minor component of the runoff and never comprised more than 0.5% of rainfall (Buttle and Turcotte, 1999; Whipkey, 1965). As shown in Figure 9, runoff increased only slightly at time 1. The soil-bedrock interface accumulated water vertically from bottom to top, forming a condition to initiate the subsurface lateral flow (times A to E at 250 cm depth in Figure 10). Furthermore, the lateral flow at the soil-bedrock interface moved from the hillslope of the deep layer to the channel at surface. As reported by Peters et al. (1995), runoff at the trough about 0.1 m above the bedrock surface was the upper portion of flow at the soil-bedrock interface that was recorded when the saturated layer, initiated at the bedrock surface, rose above the elevation of the trough.
As the rainfall went on, more water entered into the soil, some of which infiltrating into the upper layer moved above the relatively impermeable layer (60–50 cm depth), and some seeping into the middle layer tended to meet the water accumulated at the bedrock interface. Meanwhile, the NSR started to occur in the upper and middle layer (times A and B in Figure 11). The water of the upper layer drained out as soon as rainfall stopped due to the small volume. But at the same time, the deep layer was still in the state of receiving the lateral soil water, resulting in the occurrence of the NSR at the hillslope. In the middle layer, the NSR mainly appeared at the steep area because it was conducive to the convergence of the subsurface flow.
During the double-peak precipitation, the initial soil saturation became wet at the beginning of the second peak stage due to the pre-event. More water assembled at the bedrock surface compared to the before. The occurrence region of NSR extended upward in depths (Figure 11, compare times A and C), and soil moisture converged from the hillslope to the depression channel. When the second period rainfall began, the water at the soil-bedrock interface rose toward the relatively impermeable layer, causing a higher occurrence frequency of the NSR at 60–50 cm depth, and a relatively lower in other zones (times 4 and 6 in Table 4 and Figure 11). According to Hardie et al. (2013), high frequency soil moisture monitoring of the ∼90 cm depth between June 23 and July 28, 2008 in Australia demonstrated that occurrence of preferential flow (NSR) became less apparent as each rainfall event increased the antecedent soil moisture content. The higher occurrence frequency of NSR during the first rainfall period may be related with dry soils that develop water repellent (Bouma, 1991).
Mechanism of Runoff Generation in Mountainous Area
When precipitation occurred, the soil water content in the upper layer responded quickly. The water through the relatively impermeable layer penetrated down to the soil-bedrock interface vertically, the riparian zone expanded, and the lateral flow moved downslope in the form of a near-saturated wedge (Mosley, 1979; Mosley, 1982). The NSR appeared at deep layer in the channel (Figure 11, compare times B and D), and the runoff rose. After the precipitation stopped, the water on the slope continued to move laterally above the relative impervious layer and the soil-bedrock interface, and the NSR mainly appeared on the hillslope (Figure 11, compare times C and A). Besides, the water in the deep layer was hindered at the relatively impermeable layer when moved to the surface. After passing through this layer from bottom to top, the flow exfiltrated out the surface together with the water originally accumulated here (time E in Figure 10). The NSR appeared in the hillslope zone, and the runoff fell. During the rainfall and a period of time after the rain stopped, the water still accumulated at the soil bedrock interface, and this accumulated water might relate to the subsurface storm flow (Markus Weiler et al., 2006; Sidle et al., 2000; Mirus and Loague, 2013).In case of rainfall event with two peaks, pre-event increased the antecedent soil moisture content in deep layer (250 cm depth in Figure 10), the region observed with nonsequential response expanded (Figure 11, compare times A and C). The soil layer at the interface of bedrock could be saturated quickly, and became saturated upwards. This kind of nonsequential response can be observed on the hillslope (Table 4, compare times 2 and 5) at the beginning of rainfall events, and then found beneath stream channels afterwards (Table 4, compare times four and 6). Furthermore, nonsequential response could also happen after rainfall events the constant accumulated water at the soil-bedrock interface.
CONCLUSION
In this study, we aimed to investigate the dynamics of the nonsequential response by field monitoring and numerical simulation in a mountainous watershed in Southwest China. A physics-based numerical model (InHM) was employed to simulate the proportion and position of occurrence of the subsurface nonsequential response. The topographic wetness index [TWI = ln (a/tan b)] was adopted to distinguish the topographic zone corresponding to the nonsequential response occurrence at different depths. It’s useful to explore the subsurface flow processes by analyzing the movement of the nonsequential response. It can be seen from the measured data that the amplitude of NSR is affected by the rainfall intensity and the time since the last rainfall. At the beginning of rainfall, nonsequential response mainly occurred on the hillslope and contracted upward from the bottom to the surface. In addition, the relatively impermeable interface will redistribute the accumulated water. The results showed that the occurrence depth of the nonsequential response increased with precipitation intensity when the time since last event was more than 24 h and the total amount of this event exceeded 37 mm. The storage change in deep layer is not as fast as that in shallow and middle layers due to fewer disturbances, and the nonsequential mainly came from the subsurface lateral flow initialed at the soil-bedrock interface or at relatively impermeable layer. During a rainfall event, the non-sequential response occurred at the middle layer in the hillslope zone and the deep soil layer beneath the channel. In case of rainfall event with two peaks, the region observed with nonsequential response expanded. The soil layer at the interface of bedrock could be saturated quickly, and became saturated upwards, which would affect the time to peak of runoff but not the runoff depth. This kind of nonsequential response can be observed on the hillslope at the beginning of rainfall events, and then found beneath stream channels afterwards. Furthermore, nonsequential response could also happen after rainfall events. The results improve our understanding of subsurface flow processes and provide a scientific basis for flash flood research and runoff generation study in mountainous areas.
However, the study only focused on the occurrence and location of the NSR but failed to further explode the amplitude on a catchment scale. Future research can consider the extent of the NSR, which can more comprehensively reveal the mechanism of runoff generation.
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Typhoon-induced intense rainfall and urban flooding have endangered the city of Zhoushan every year, urging efficient and accurate flooding prediction. Here, two models (the classical shallow water model that approximates complex buildings by locally refined meshes, and the porous shallow water model that adopts the concept of porosity) are developed and compared for the city of Zhoushan. Specifically, in the porous shallow water model, the building effects on flow storage and conveyance are modeled by the volumetric and edge porosities for each grid, and those on flow resistance are considered by adding extra drag in the flow momentum. Both models are developed under the framework of finite volume method using unstructured triangular grids, along with the Harten-Lax-van Leer-Contact (HLLC) approximate Riemann solver for flux computation and a flexible dry-wet treatment that guarantee model accuracy in dealing with complex flow regimes and topography. The pluvial flooding is simulated during the Super Typhoon Lekima in a 46 km2 mountain-bounded urban area, where efficient and accurate flooding prediction is challenged by local complex building geometry and mountainous topography. It is shown that the computed water depth and flow velocity of the two models agree with each other quite well. For a 2.8-day prediction, the computational cost is 120 min for the porous model using 12 cores of the Intel(R) Xeon(R) Platinum 8173M CPU @ 2.00 GHz processor, whereas it is as high as 17,154 min for the classical shallow water model. It indicates a speed-up of 143 times and sufficient pre-warning time by using the porous shallow water model, without appreciable loss in the quantitative accuracy.
Keywords: porous shallow water equations, urban floods, mountainous area, mathematical modeling, Zhoushan city
INTRODUCTION
Worldwide, urbanization develops rapidly over the past decades. The number of urban inhabitants increases from 33.35% of the world population to 55.27% in 2018 (United Nations Population Division, 2018), and is expected to 70% in 2050 (Gross, 2016). In China, the urbanization rate increases from 36.22% in 2000 to 54.77% in 2014 (Zhang et al., 2016). Especially for the most economic areas along the east coast, the urbanization rate is about 80% or more. It is suggested that urbanization has substantial impacts on the hydrological processes, including rain-island effects (Min et al., 2011), reduction of land-surface permeability and natural water storage capacity, increase of surface runoff and vulnerability of drainage systems etc. Combined with the climate change that the frequency and intensity of extreme storms and rainfall events increase considerably in space and time with global warming (IPCC, 2014), urban flooding becomes one of the most devastating hazards for the human society. It causes comprehensive damage to people, infrastructure, environment and economy (Huang et al., 2017; Kreibich et al., 2019). For example, in China, more than 100 cities suffer from urban flooding every year since 2006 and over 100 million citizens are evolved (Zhang et al., 2016). Urban flooding may be initiated by heavy rainfall events (pluvial flooding), unexpected dam-break flow, levee overtopping along coasts or major rivers. In practice, it is unlikely to prevent the occurrence of urban floods, but it is possible to reduce flood risks and implement mitigation measures. In this regards, urban flood modeling is a paramount tool to depict the flood prone areas and inundation processes, which are necessary to support emergency management and identify most effective mitigation measures.
In this study, we focus on two-dimensional (2D) urban flood modeling. There have been a number of recent 2D modeling studies on this issue (Yu and Lane, 2006; Hunter et al., 2008; Sanders et al., 2008; Liu et al., 2015; Bellos and Tsakiris, 2016; Leandro et al., 2016; Löwe et al., 2017; Xing et al., 2019; Cheng et al., 2020; Liu et al., 2020). Liu et al. (2015) developed a 2D cellular automata model for simulating rainfall-induced urban floods. Bellos and Tsakiris (2016) used a 2D fully shallow water model with two types of infiltration modes for flood simulation in small-scale catchments. Leandro et al. (2016) and Löwe et al. (2017) combined the dual-drainage modeling and hydro-inundation model for urban floods. Liu et al. (2020) coupled the hydrological and hydrodynamic module into an integrated urban flood model and analyze the influences of underlying surfaces. However, the complex hydrological and hydrodynamic processes and fine-resolution demands around buildings of arbitrary geometry often cause computational overhead and thus large-scale simulation (e.g., regional, catchment or city scales) by fully 2D shallow water equations is still a major challenge (Vacondio et al., 2014; Sanders and Schubert, 2019; Xing et al., 2019; Liu et al., 2020). Though simplified diffusive models have been used to reduce the computational burden in conjunction with parallel computations or GPU programming (Hunter et al., 2008; Chen et al., 2012; Leandro et al., 2014; Leandro et al., 2016; Costabile et al., 2017), it is found that the diffusive model might show poor prediction around buildings (Costabile et al., 2017) and could be even less computationally effective than the dynamic model for high resolution meshes (Hunter et al., 2008; Neal et al., 2012). Moreover, simple grid coarsening of structured meshes degrades the building resolution and thus leads to large computational errors (Yu and Lane, 2006; Brown et al., 2007).
In order to increase computational efficiency while maintaining adequate accuracy, porosity sub-grid models have been devised and applied for urban flood modeling (Defina, 2000; Guinot and Soares-Frazão, 2006; Yu and Lane, 2006; Sanders et al., 2008; Soares-Frazão et al., 2008; Schubert and Sanders, 2012; Kim et al., 2015; Özgen et al., 2016; Guinot et al., 2017; Sanders and Schubert, 2019; Varra et al., 2020). Such porosity-based models enable using relatively coarse computational cells while preserving to some extent the detailed topographic information at a subgrid-scale by means of isotropic or anisotropic porosity parameters. Their applications to experimental-scale modeling show substantial improvement in saving computational cost (e.g., an order of 102∼103 times accelerating) while obtaining the same order of accuracy in water depth simulation (Sanders et al., 2008; Soares-Frazão et al., 2008; Cea and Vázquez-Cendón, 2010; Kim et al., 2015; Özgen et al., 2016; Guinot et al., 2017). Recently, porous shallow water models are attempted to use for field-scale urban flood modeling and show promising results (Kim et al., 2014; Guinot et al., 2017; Sanders and Schubert, 2019). Kim et al. (2014) simulated the Malpasset dam-break flood (France) by a porous shallow water model based on different mesh types. Guinot et al. (2017) used the dual integral porosity model to simulate a hypothetical levee breach flood into the neighborhood of West Sacramento (CA). Using Message Passing Interface (MPI) directives, Sanders and Schubert (2019) applied the porous shallow water model (Sanders et al., 2008) to several large-scale cases such as the Baldwin Hills dam-break and Los Angeles region extreme flooding etc.
In this paper, two models have been developed and compared for the city of Zhoushan (China) which is endangered by Typhoon-induced urban flooding every year. One is the classical shallow water model that approximates complex buildings by locally refined grids, the other is the porous shallow water model that adopts the concept of porosity for parameterizing building effects. Both models are developed under the framework of finite volume method using unstructured triangular grids, along with the HLLC approximate Riemann solver for flux computation and a flexible dry-wet treatment that guarantee model accuracy in dealing with complex flow regimes and topography. The pluvial flooding is simulated during the Super Typhoon Lekima in a 46 km2 mountain-bounded urban area, where efficient and accurate flooding prediction is challenged by complex building geometry and mountainous topography. In addition, the impacts of infiltration processes related to different vegetation types are also discussed.
MATHEMATICAL MODEL
Governing Equations
The governing equations of the 2D porous shallow water model are composed of mass and momentum conservation equations in [image: image] and [image: image] horizontal directions (Sanders et al., 2008). The integral form is
[image: image]
[image: image]
where [image: image] and [image: image] control volume and boundary of an arbitrary cell, respectively (Figure 1A); [image: image] interface between buildings and voids; [image: image]and [image: image] distance measured counter-clockwise around [image: image] and [image: image], respectively; t = time; U = vector of conservative variables; [image: image]; [image: image] represents the unit outward normal vector of cell edge; s = vector of source terms; s∗ = vector of interfacial term representing fluid pressure along the interface [image: image]; h = water depth; [image: image], v = depth-averaged velocities in [image: image] and [image: image] directions; g = acceleration of gravity; q = rainfall intensity per unit area; f = infiltration rate per unit area; [image: image]and [image: image] friction slopes in [image: image] and [image: image] directions estimated by Eqs (3a,b); [image: image]and [image: image] bed slopes in [image: image] and [image: image] directions defined by Eqs (4a,b).
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[image: image]
where [image: image] is the Manning roughness coefficient and [image: image] bed elevation. The building effects on storage and conveyance in the porous shallow water model are represented by the binary density function [image: image]
[image: image]
where [image: image] is water level. Note that when [image: image] is set to 1 for all the cells and neglecting the interfacial term, Eq. 1 becomes the classical shallow water equation.
[image: Figure 1]FIGURE 1 | (A) Conceptual model of anisotropic porosity on a triangular grid, and examples of computational grids for. (B) porous shallow water modeling (PSWM) and (C) classical shallow water modeling (CSWM).
Accordingly, the volumetric porosity [image: image] that corresponds to the fraction of cell volume occupied by voids and the areal porosity [image: image] that corresponds to the fraction of the plane occupied by voids are calculated by (Özgen et al., 2016)
[image: image]
where [image: image] is the minimum bed elevation in the cell.
The interfacial term [image: image] can be split into a stationary and a non-stationary components by (Sanders et al., 2008)
[image: image]
where the first and second terms on the right hand side of Eq. 7 are the stationary and non-stationary components, respectively; [image: image] is the unit normal vector along [image: image] with an inward direction toward the building and [image: image]; [image: image] is the hypothetical still water depth; [image: image] is the drag coefficient related to the building effects; [image: image] is the velocity vector and [image: image]; [image: image]. By substituting Eqs (6a,b) and Eq. 7 into Eq. 1, the integral form of the porous shallow water equations can be rewritten as
[image: image]
Numerical Methods
Based on the numerical methods in Hu et al. (2019), both of the porous and classical shallow water equations are solved under the framework of finite volume method using unstructured triangular grids. For simplicity, only the details for the porous shallow water model are elaborated.
Time Integration and Spatial Discretization
The time integration of Eq. 8 over [image: image] for cell [image: image] reads
[image: image]
where [image: image] and [image: image] represent the vectors of conservative variables at time step [image: image] and [image: image], respectively; [image: image] is time step restrained by the Courant-Friendrichs-Lewy (CFL) condition with courant number of 0.45; The subscript [image: image] and [image: image] refer to cell [image: image] and the [image: image]-th edge of cell [image: image], respectively; [image: image] is the area of cell [image: image]; [image: image] is the length of the [image: image]-th edge of cell [image: image]. Other variables and parameters are the same as the above unless otherwise specified.
Computation of Flux, Source Terms and Dry-Wet Fronts
For the computation of advection fluxes [image: image] at the interface of adjacent cells, the high-resolution Harten-Latex-van Leer-Contact (HLLC) approximate Riemann solver which is able to automatically capture shockwaves and discontinuities (Toro, 2001) is adopted. For the estimation of bed slope and friction, the slope flux method by Hou et al. (2013) and the splitting point-implicit method by Liang and Marche (2009) are used, respectively. The dry and wet cells are automatically judged and computed by the threshold water depth of [image: image] m. Details are referred to Hu et al. (2019).
Computation of Interfacial Term [image: image]
Stationary Component
For the stationary component (i.e., the last term on the right hand side (RHS) of Eq. 9), it is assumed that the hydrostatic fluid pressure along [image: image] is balanced by the bed slope and the hydrostatic fluid pressure along [image: image] (Sanders et al., 2008). So we may write
[image: image]
where [image: image] and [image: image]. The hydrostatic fluid pressure along [image: image] in Eq. 10 can be evaluated by
[image: image]
where [image: image] is the water depth at the mid-point of the [image: image]-th edge of cell [image: image], which is estimated by Eq. 12 in order to ensure non-negative value (Audusse et al., 2004).
[image: image]
where [image: image] is the static water level approximated by the water level at the cell center; [image: image] is the maximum bed elevation of the two cell centers located on the two sides of the interface [image: image]. The discretization of the bed slope term in Eq. 10 follows the slope flux method by Hou et al. (2013),
[image: image]
where [image: image] and [image: image] is the water depth and bed elevation at the cell center; [image: image].
Non-Stationary Component
For the non-stationary component, the approach used for vegetation resistance modeling (Nepf, 1999) is extended to estimate the building drag force. Considering the anisotropy property, the non-starionary building drag force per unit area can be written as
[image: image]
where [image: image] is the number of building edges in a cell; the subscript [image: image] is the cell index, the subscript [image: image] is the building edge index; [image: image] is the drag force coefficient of the [image: image]–th building edge; [image: image]; [image: image] is the length of the [image: image]–th building edge. In case the building edge is in the sheltered back face of the building, [image: image] is set to zero. Other variables are the same as specified above.
Estimation of Infiltration Effects
The infiltration processes of the land surface are described by the Horton′s method (Akan, 1992), which is
[image: image]
[image: image]
where [image: image] is the infiltration capacity at time [image: image] by the Horton′s method; [image: image] and [image: image] are the infiltration capacity at [image: image] = 0 and for the saturated status, respectively; [image: image] is the decaying rate of the infiltration capacity; [image: image] is the actual infiltration rate at time [image: image]; [image: image] is the total infiltration amount till time [image: image] following the Horton′s method; [image: image] is the actual total infiltration amount till time [image: image]. Other parameters are the same as specified above.
STUDY AREAS
The Zhoushan archipelago, which is composed of thousand islands, is located at the conjunction of the Yangtze River Estuary and Hangzhou Bay in the East China Sea (Figure 2A). The Zhoushan city is in the main island of the archipelago, which has an area of 468.7 km2 and is the fourth biggest island in China. Under the influences of subtropical marine monsoon climate, storms and typhoons occur frequently in summer and autumn and cause heavy rainfall in this area. The rainfall is mostly concentrated in the south-western region (Dinghai district) where the city center is located.
[image: Figure 2]FIGURE 2 | (A) Study area, topography and selected points (B) vegetation types.
In the period of 1960–2009, there are 187 typhoon events that have affected Zhoushan and 52 events (27.8%) induce heavy rainfall (e.g., daily rainfall >50 mm) (Wang et al., 2011). Based on the historical data, there are 42 and 15 events characterized by the total rainfall higher than 100 and 200 mm, respectively. In the past 2 decades, the typhoon-induced rainstorm is intensified in both frequency and magnitude due to the global warming. Moreover, the lack of big rivers to accommodate strong rainfall flow and the dramatic increase of impermeable surface due to rapid urbanization aggravate the urban flood risks. Consequently, large areas of farmlands and urban districts are inundated frequently during typhoon-induced rainstorms. In addition, the extreme rainfall may also cause flash floods, landslides and debris flow in the mountainous areas. These result in catastrophic destroy in infrastructures, ecology, environment, social economy and even death.
In the present simulation, we focus on the rainfall-induced surface runoff in a catchment of Dinghai district (Figure 2A). The catchment is 46.28 km2 with a perimeter of about 31.3 km, where dense urban areas and mountains are included.
MODEL SET-UP
Rainfall Processes
We consider the rainfall processes when the super Typhoon Lekima passed the Zhoushan City from August 9th to 11th in 2019. The variation of rainfall intensity per hour at the Chen′ao Reservoir (Figure 2A) is shown in Figure 3, for which the data is available online at http://www.zjsq.net.cn:8010/webwarn/. The rainfall mainly occurs in the first 30 h featured by a strong unsteady and undulated pattern. The maximum rainfall intensity is 41 mm/h at 14 h. As no more rainfall data is open-access for this catchment, we assume the rainfall is evenly distributed in space and the rainfall process at the Chen′ao Reservoir is used for all computational cells.
[image: Figure 3]FIGURE 3 | Rainfall intensity at the Chen’ao Reservoir during the Typhoon Lekima.
Building Treatment
In the catchment, different building treatments are employed for the dense urban areas and the isolated houses, respectively. The former is composed of many residential units bounded by streets or borders (e.g., relatively large red polygons in the lower part of Figure 2A). Due to the lack of high resolution data for the details inside the residential units, we consider each residential unit as an integral by neglecting the detailed information of buildings. In comparison, the latter is characterized by a much smaller size and scattered distributions (e.g., small red dots in Figure 2A). The impacts of an individual house on the hydrodynamic processes are spatial and temporal limited, so we make a simplification for saving the computational costs. For an isolated house with an area larger than 3,000 m2, we consider its effects by describing its border through polygons. Otherwise, the effects of isolated houses are neglected.
Infiltration Effects of Different Vegetation Types
The infiltration effects of the underlying surface are determined by many factors, such as vegetation types, soil properties, and rainfall intensity etc. (Cen et al., 1997; Liu et al., 2014; Fernández-Pato et al., 2016; Xing et al., 2019). Here, we focus on the vegetation-related infiltration effects. There is a diversity of vegetation in the catchment including grass, crops, vegetables and trees like poplar, bayberry and grapefruit, etc. In the modeling, we categorize them into three types by grass, bush and arbor, respectively. Their spatial distributions are illustrated in Figure 2B.
According to Tao et al. (2017), the influences of different vegetation on the infiltration processes are manifested by the infiltration capacity [image: image] and the decaying rate [image: image] (Table 1). For each computational cell, the parameters of the comprehensive infiltration capacity and the decaying rate are the weighted average of each vegetation type based on the distribution density of each vegetation in the cell.
TABLE 1 | Infiltration parameters of different vegetation.
[image: Table 1]Numerical Cases, Grids and Parameters
Three cases are designed to investigate the pros and cons of the porosity model and the infiltration effects on the modeling results. Case 1 is the reference case using the porous shallow water modeling (PSWM) without infiltration effects. Its comparison with Case 2 using classical shallow water modeling (CSWM) shows the magnitude of accuracy and efficiency of the porosity method. Case 3 is similar to Case 1 but with infiltration effects.
As shown in Figures 1B,C, the CSWM directly excludes the buildings from the computational domain and refines the grids around the buildings. This is the most delicate way to model the surface water flow along the streets. Yet, it is also time consuming for large-scale simulation. To save the computational cost while maintaining adequate accuracy, the PSWM uses relatively coarse grids to simulate the surface water flow while the building effects of storage and conveyance are considered by the volumetric and areal porosity parameters. Thus, the water flowing area of a coarse grid in the porosity model is equivalent to a random polygon bounded by the edges of the grid and the buildings inside. In this case, for the grids which are entirely inside the building areas, no computation is done; only for the grids which cover the streets (some grids may include small parts of the buildings), the computation is conducted. The total water flowing areas in the two models are therefore the same though the total areas of the effective computational domains in the two models have some differences due to the imperfect overlap of the edges of buildings and coarse grids. In the simulation, the total grid number for PSWM (Cases 1 and 3) is 22,397 with the grid size ranging from 43 to 82 m; it is 161,665 for CSWM (Case 2) with the grid size between 12 and 30 m.
Along the borders of the catchment, the free-outflow boundary condition is implemented. As no big rivers in the catchment, we neglect the river channels for simplicity while the reservoirs in the mountains are reserved. The pluvial flood is initiated by the rainfall of the Typhoon Lekima on an initially dry bed and the simulation lasts for 66 h. Actually, the Manning roughness coefficient [image: image] in estimating the bed friction effects (Eq. 3a, b) may be varied for different land surfaces, e.g., the road made of concrete may have different roughness from the vegetated areas. However, for the real urban flood modeling, the Manning roughness coefficient is usually set as constant to avoid uncertainties raising from the empirical value setting for different land surface materials (Schubert and Sanders, 2012; Kim et al., 2014; Sanders and Schubert, 2019). Thus, we use a constant Manning roughness coefficient [image: image] for both PSWM and CSWM. The empirical parameter [image: image] for estimating the drag force is usually considered as a constant (Sanders et al., 2008; Schubert and Sanders, 2012; Kim et al., 2014; Guinot et al., 2017). Its value ranges between 0 and 2 for different experiments and field-scale simulations, and there have been no consensus on which value is more appropriate. In the present modeling, the effects of different buildings on the drag force are accounted for by the vector [image: image] in Eq. 14 while the empirical parameter [image: image] is assumed to be two based on the suggestions by Munson et al. (2006) for square forms in 2D flows. Extra tests (not shown) also indicate that the computed water depth and velocity in PSWM are not so sensitive with different values of [image: image] (e.g., 0, 1, 2), but they show better agreement with CSWM in dense urban areas when [image: image] 2 is used. All the simulations are carried out using 12 cores of the Intel(R) Xeon(R) Platinum 8173M CPU @ 2.00 GHz processor.
MODEL RESULTS
Comparison Between PSWM and CSWM
For the simulation of 66 h pluvial flood in the concerned catchment, the wall clock time of the CSWM and PSWM is 17154 and 120 min, respectively. It indicates that the porosity method may speed up the simulation by about 143 times saving 99% of the computational time. The computations of the two models generally agree with each other quite well, but discrepancies in specific locations are still visible. The spatial and temporal properties of water depth and flow velocity and their comparisons between the two models are shown as following.
Water Depth
The spatial distributions of water depth are qualitatively the same in the two models (Figures 4, 5). Among the most parts of the mountains, the water depth is the lowest. The surface shallow flow runs downward along hillslopes resulting in deeper water in the valleys. The three reservoirs in the mountains retaining the rainfall and surface runoff show a large water depth. At the interface of the mountains and the urbanized areas, the water depth shows a remarkable increase possibly due to the blocking effects of the residential units and the sudden decrease of bed slope. This is exemplified by the large water depth just outside the urbanized areas at the foot of the mountains (e.g., yellow and red parts on the left of Figures 4, 5). In addition, the lowland areas without significant urbanization also show an obvious retaining effect on the rainfall and surface flows (e.g., light blue and green parts on the right of Figures 4, 5). Among the residential units, the water depth along the streets is mostly between those in the valleys and lowland areas. The differences of water depth among those streets depend on the width and directions of the streets, arrangements of the residential units, and changes of land-surface elevation, etc.
[image: Figure 4]FIGURE 4 | Temporal and spatial evolution of water depth for PSWM in Case 1 at (A) 12 h, (B) 13 h, (C) 14 h and (D) 15 h.
[image: Figure 5]FIGURE 5 | Temporal and spatial evolution of water depth for CSWM in Case 2 at (A) 12 h, (B) 13 h, (C) 14 h and (D) 15 h.
For the time evolution of the surface flow, the water depth shows an increasing trend with the enhancement of rainfall intensity (Figures 4, 5). Note that there exists a time lag between the rainfall peak ([image: image] h) and the maximum water depth ([image: image] h) in the catchment (see Figures 3–5). This is mainly because that it takes time for the surface runoff to accumulate and the change of water depth could be delayed. Furthermore, Figure 6 illustrates the magnitudes of water depth increase from 12 to 15 h for the two models showing similar trends. The largest depth increase during the rainfall processes is in the streets of the dense urban areas especially for those near the main path connecting the interface (e.g., red color in Figure 6). In addition, the interface area that is featured by deep water (e.g., orange color on the left of Figure 6) and the partly-blocked low-lying areas (e.g., yellow-green color on the right of Figure 6) also show a remarkable increase. In the mountainous areas the depth increase is rather small (e.g., dark blue in Figure 6) except for the reservoirs.
[image: Figure 6]FIGURE 6 | Spatial distribution of depth increase from 12 to 15 h for. (A) PSWM and (B) CSWM.
To get a further insight into the details of the two models, some discrepancies are still existed (Figures 4, 5). On the mountainous areas, the calculated water depth in the PSWM is not as smooth as that in the CSWM. For the former, small puddles are scattered in this area mainly due to the low resolution of the complex topography (e.g., locally steep slopes and delicate undulations) when using large grids. In the dense urban areas, the flow width and depth along the streets are a bit larger in the PSWM. This is probably related to the imperfect overlap of the grids and borders of the residential units when using large grids and the approximation errors at extremely low porosity locations (Figure 1B).
As the observational data are not easily available, we select 12 points (Figure 2A) to examine the model performance in different region types. Points 1–4 lie in the dense urban areas to represent the street flow, Points 5-6 at low-lying areas partly surrounded by isolated houses and residential units, Points 7–9 at the interface between mountains and urbanized regions, and Points 10–12 in the mountainous areas. The computed water depth variations show distinct characteristics among different regional types (Figure 7). For the highland areas (e.g., P10 and P11), the surface flow is directly determined by the rainfall intensity, so the dry bed becomes wet immediately after it starts raining. The surface water is shallow with remarkable depth fluctuations in response to the sharp changes of rainfall intensity. For other low-lying areas (e.g., other points), the water depth is affected by both rainfall intensity and the convergence of surface flow, so there is a delay for the depth increase and the maximum depth is much larger. Though sharp increase of water depth is also observed, the temporal variation is much smoother compared to that in the highlands. For the comparison of the two models, good agreement is achieved at most points though visible discrepancies are still existed in streets between residential units (e.g., P1-P3) and steep-sloped hills (e.g., P11) due to the complex layouts and geometries of buildings and the low grid resolution for steep slopes.
[image: Figure 7]FIGURE 7 | Temporal evolution of water depth at 12 selected points for PSWM and CSWM.
Velocity
Though the velocity computation of PSWM has a lower resolution compared to that of CSWM, the general trends of the two models are very similar (Compared Figure 8 with Figure 9). In the mountainous areas, low velocity occurs on the hillslopes where the surface flow is very shallow. Due to the accumulation of surface flow in the valleys, the flow energy is strengthened and the velocity becomes higher. This results in that the maximum flow velocity is distributed along those valleys. Along the interface of the mountains and the urbanized areas, the velocity depends on the blocking extent and flow mobility. Under strong blocking effects, large amount of water is retained locally and the flow is decelerated dramatically (e.g., the low velocity area with deepest water on the left of Figures 8, 9). In case there is other space available for the flow routing, for example, moving along the interface, the velocity might be as high as that in the valleys. Inside the urbanized areas, the velocity along streets could be similar or even higher than that at the interface. Its spatial distribution depends on the width and directions of the streets, alignments of residential units and bed elevations, etc. In general, the streets featuring deeper water show higher velocity, which bears similarity to valleys. Like the evolution of water depth, the flow velocity in the catchment is also increased with rainfall intensity but characterized by a delayed response.
[image: Figure 8]FIGURE 8 | Temporal and spatial evolution of flow velocity for PSWM in Case 1 at (A) 12 h, (B) 13 h, (C) 14 h and (D) 15 h.
[image: Figure 9]FIGURE 9 | Temporal and spatial evolution of flow velocity for CSWM in Case 2 at (A) 12 h, (B) 13 h, (C) 14 h and (D) 15 h.
At the specific points, the flow velocity is more sensitive to the rainfall intensity than water depth (Figure 10). It is shown by the strong fluctuations of velocity with relatively large magnitude at heavy rainfalls and a smooth trend with small magnitude at light rainfalls (e.g., after 30 h). The velocity could be very small either in very shallow waters (e.g., P1, P4, P10) or in the retained deep waters (e.g., P5, P8, P12). Besides, the magnitude of velocity is also largely affected by local topography. For instance, a steep slope may introduce large flow velocity in shallow waters (e.g., P11). In general, the computed velocity of the two models (Figure 10) is in line with each other. However, because the velocity computation has a higher requirement on the grid resolution, the velocity differences of the two models are a bit larger than the water depth.
[image: Figure 10]FIGURE 10 | Temporal evolution of flow velocity at 12 selected points for PSWM and CSWM.
To further compare the direction and magnitude of velocity computation in the two models, the spatial distributions of velocity vectors at [image: image] h are shown in Figure 11 (red refers to PSWM, black refers to CSWM). Along the streets in the residential units (Figure 11A) and around the isolated houses (Figure 11B), the vectors are generally in good agreements. This implies that the PSWM could adequately capture the main features of flow movement in such areas dominated by the interactions of buildings and streets. In addition, the vectors in the mountains also agree well between the two models (Figure 11C) showing acceptable accuracy of PSWM with large grids in the steep-sloped mountainous areas.
[image: Figure 11]FIGURE 11 | Comparison of velocity vectors of the two models in. (A) residential units. (B) isolated houses, and (C) mountains.
Impacts of Land Surface Infiltration
The impacts of land surface infiltration are investigated for PSWM by the comparison of Cases 1 (no infiltration) and 3 (with infiltration). The temporal evolution and spatial distribution of depth and velocity are almost unchanged when the infiltration effects are considered, whereas both magnitudes reduce markedly as shown by the computed results at [image: image] 15 h in Figure 12.
[image: Figure 12]FIGURE 12 | (A) Water depth and (B) flow velocity at [image: image] 15 h for PSWM with infiltration in Case 3.
Figure 13 shows the reduction in magnitude and percentage for depth, respectively. On the aspect of magnitude, the largest reduction is observed in the areas of relatively large water depth, shown by dark blue (i.e., the interface between mountains and urbanized areas, and the wide streets connecting the main path to the interface) on the left of Figure 13A. In terms of percentage, the most significant reduction occurs mainly in the streets of the dense urban areas (Figure 13B). These findings are inconsistent with the spatial distribution of vegetation types. According to the spatial distribution, the vegetation on the mountains is dominated by bush and anchor (Figure 2B), which have relatively large infiltration capacities, and thus the reduction directly related to infiltration should be larger than that in the urbanized areas where grass is dominant. However, the largest reduction is in the grass-dominated areas. This implies that the infiltration processes not only have a local effect based on the vegetation type, but also extend its spatial influences through surface flow networking. The surface flow in the urbanized areas may have two sources: one is the rainfall, the other is the converging water flow from the mountainous areas. Yet the relatively strong infiltration on the mountains causes less surface flow to go downward to the mountain-city interface and the streets inside, so the convergence contribution is reduced. In case the role of converging flow reduction exceeds that of the infiltration differences between different vegetation types (e.g., between grass and bush/arbor), the water depth decrease could be considerable and this might be the reason for the largest reduction in the urbanized areas.
[image: Figure 13]FIGURE 13 | Reduction of water depth by infiltration in. (A) magnitude and (B) percentage.
Figure 14 shows the comparison of temporal variations of water depth at the specific points for Cases 1 and 3. By considering the infiltration effects in Case 3, a delay is observed for the start of water depth increase (i.e., land surface from dry to wet) at all points when compared to Case 1 without infiltration. This delay is the longest in the mountainous areas (e.g., P10 and P11) and the shortest in the streets of urbanized areas (e.g., P1-P4). Other places are in-between (e.g., P5-P9). Regarding the reduction magnitude, the infiltration is mainly effective during the high rainfall intensity periods before [image: image] h. After that the difference of water depth with and without infiltration becomes minor. For the flow velocity, the time lag is also existed at all points for Case 3 with infiltration. However, except for the obvious velocity decrease in the streets near the main path areas connecting the interface, other places do not show a universe infiltration effect on flow velocity.
[image: Figure 14]FIGURE 14 | Temporal evolution of water depth at 12 selected points for PSWM with and without infiltration.
CONCLUSION
Two models (i.e., the classical shallow water model and the porous shallow water model) have been developed and compared for urban flood modeling in the city of Zhoushan (China). The pluvial flooding induced by the super Typhoon Lekima in 2019 in a 46 km2 mountain-bounded urban area is simulated. The main conclusions include:
The computation of water depth and flow velocity of the two models agree with each other quite well. It is shown that the largest water depth is prone to occur in the interface between mountains and dense urban areas where surface flow is dramatically decelerated by building blocking and abrupt flattening in terrains. Moreover, the streets in urban areas connecting the main paths to the interface and the partly-blocked low-lying regions may also encounter large water depth. The highest flow velocity occurs in the steep-sloped valleys among mountains due to the surface flow converging from surrounding hillslopes.
The infiltration processes not only have a local effect based on the vegetation type, but also extend its spatial influences through surface flow networking. Thus, the magnitude of water depth reduction may not be consistent with the infiltration capacity of vegetation if the networking effect is stronger than the infiltration difference related to local vegetation type.
For a 2.8 days prediction, the computational cost is 120 min for the porous shallow water model using 12 cores of the Intel(R) Xeon(R) Platinum 8173 M CPU @ 2.00 GHz processor, whereas it is as high as 17,154 min for the classical shallow water model. It indicates a speed-up of 143 times and sufficient pre-warning time by using the porous shallow water model, without appreciable loss in the quantitative accuracy.
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In recent years, landslide lake disasters occur frequently in southwest mountainous areas of China. Considering the influence of dam size and discharge channel location, three large-scale field tests were carried out in a natural river to study the failure process and mechanism of non-cohesive soil landslide dam, and the process and mechanism of non-cohesive landslide dam breach were analyzed. The results show that the dam size and discharge channel location have a significant influence on the breach mechanism of the landslide dam. The dam failure process can be divided into three stages: the initiation stage, the development stage and the failure stage. When the discharge channel is located close to the bank, the width of the breach is smaller, and the volume of the residual dam body is larger. The more stable the dam body is, the longer the breach process time is, and the smaller the peak discharge is. This study can provide a scientific reference for the emergency disposal and risk assessment of landslide dam.
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INTRODUCTION
Landslide dam is one of the most devastating natural disasters worldwide, especially in the mountainous areas of Southwest China. As a result of earthquake, rainfall, snow melting and other factors, soil or rock slopes slide and block the valley or river, forming a landslide dam (Costa and Schuster, 1988; Korup, 2002; Dunning et al., 2007; Huang, 2009; Chen et al., 2020; Zhou et al., 2020). As a natural dam, the landslide dam body consists of loose and un-compacted materials, and it is easy to burst in a very short time, resulting in a large number of floods, threatening the safety of life and property in up-and-down stream districts (Zhou et al., 2013; Fan et al., 2014; Zhou et al., 2016; Choi et al., 2018; Liao et al., 2020). The Wenchuan earthquake induced numerous landslide dams in densely populated areas, on May 12, 2008 in Sichuan, China. Among them, 258 landslide dams have a height of more than 10 m, a storage capacity of more than 1 × 105 m3, and a catchment area of more than 2 × 107 m2 (Cui et al., 2009; Xu et al., 2009). On October 10 and November 3, 2018, two large successive landslides occurred in Baige village, the border of Sichuan Province and Tibet Autonomous Region, the landslides completely blocked the Jinsha River, which is the longest river in China and the third longest river in the world. (Fan et al., 2019; Li et al., 2019; Zhong et al., 2020). Due to the rapid rise of water level, the first dammed lake breached naturally on October 12, and the maximum dam breaching discharge was about 10,000 m3/s. On November 3, another landslide occurred at the same location, resulting in a larger-scale dammed lake. Based on the site conditions, artificial diversion was adopted and the breach began on November 12, with a peak discharge of 31000 m3/s (Wang et al., 2020; Zhang et al., 2020).
The failure modes of landslide dams include overtopping, piping and slope instability, among which the overtopping is the main type of landslide dam breaking, 91% landslide dams failed by overtopping (Costa and Schuster, 1988; Peng and Zhang, 2012). In order to provide a scientific basis for the emergency treatment of the landslide dam, a deep understanding of the burst process, the failure mechanism and flood evolution caused by overtopping is required. In recent decades, scholars have carried out a large number of indoor and field model tests and numerical simulations to study the failure mechanism of the landslide dam, and achieved fruitful results. For example, The United States Army Corps of engineers has established a reasonable model for predicting dam breaching discharge by measuring the relevant data of overtopping dam breach through indoor flume model tests (Brunner, 1995). Cao et al. (2011) carried out a series of experiments to reveal the impact of different inflow discharge, dam composition, dam geometry and initial breach dimension on breach mechanism and flood routing characteristics. Jiang et al. (2019) conducted a series of flume tests to investigate the formation mechanism of progressive failure of natural dams, the breaching characteristics and the effect of outburst flood on the channel bed. The EU IMPACT project was divided into 22 groups of indoor tests and five groups of outdoor large-scale tests. The scale of laboratory small scale model test is 1:10–1:7.5, and the model dam height is 0.5–0.6 m. The mechanism and process of dam breaching in overtopping and the influence of different materials, compactness and breach location on the development of dam breaching are revealed. Five large-scale field tests with the dam height of 4–6 m were carried out for different dam materials, sizes, and failure modes. The results show that the dam breaching mechanism is similar to the laboratory tests, but the duration is longer, and the peak discharge of dam breaching is small (Hoeeg et al., 2004; Morris et al., 2007). Nanjing Institute of water sciences carried out a large-scale field test in Dawa reservoir, Chuzhou, Anhui Province, China, with a dam height of 9.7 m and a total storage capacity of 100,000 m3. It is revealed that the greater the viscosity of the dam, the slower the overtopping process, the smaller the scale of the breach and the smaller the peak discharge (Zhang et al., 2009). Some researchers conduct a field-scale landslide dam failure experiment to investigate the landslide dam failure process and mechanism through seismic and acoustic signals (Yan et al., 2017; Feng et al., 2020; Kang et al., 2020). The formation and development of dam breaching is a complex process, which involves the size and structure of landslide dam body, material type, flow conditions, etc. Although a lot of tests have been carried out and profound understanding has been obtained, our understanding of the process and mechanism of dam failure is still insufficient and more studies should be conducted on the failure mechanism of the landslide dam (Morris et al., 2007; Fujisawa et al., 2009; Chang and Zhang, 2010). In addition, these field tests are aimed at earth rock dams, and the randomness of dam materials is not considered. Therefore, it is necessary to carry out the large-scale field tests in natural environment to reveal the failure process and mechanism of the landslide dam.
In the past, large-scale field tests were carried out in a specific environment and location, while few field tests were carried out in mountainous natural rivers where landslide dams frequently occurred (Zhang et al., 2009). In this study, three field tests with different dam size and discharge channel location on a natural river in mountainous area of Southwest China, were carried out to reveal the failure process and mechanism of the landslide dam. The experimental results show that the dam failure process can be divided into three stages: the initiation stage, the development stage and the failure stage. When the discharge channel is located close to the bank, the width of the breach is smaller, and the volume of the residual dam body is larger. The more stable the dam body is, the longer the breaching process time is, and the smaller the peak discharge is. This study can provide a scientific reference for the emergency disposal and risk assessment of landslide dam.
EXPERIMENTAL DESIGN
Test Site
It is difficult to reproduce the natural conditions of the real landslide dam with the experimental model established in the laboratory. Therefore, this study placed the experiment site in a river channel with natural water flow to simulate the failure process of natural landslide dams. The experiment site is located in Huashi Gully, which is the branch of Mianyuan river, Tianchi Township, Mianzhu City, Sichuan Province, China, as illustrated in Figure 1. The 2008 Wenchuan earthquake induced many barrier lakes in Mianyuan River, such as Xiaogangjian barrier lake, Xujiaba barrier lake and Wenjiagou barrier lake. Hence, the in-site model tests of barrier lakes in Mianyuan river basin are very representative. The Huashi gully is sparsely populated and convenient for transportation, there are rural roads along the gully. In Huashi Gully, the measured average flow during the experiment period was 0.25 m3/s.
[image: Figure 1]FIGURE 1 | (A) Location of experiment site, (B) topography of experiment site, (C) topography of the downstream of experiment site and (D) vertical view of the model dam.
According to the historical statistics of grain size distribution of landslide dam materials, clay-sand-rock mixture and sand-rock mixture are the most common landslide dam materials (Jiang et al., 2018). Based on the field investigation, there are large number of natural graded granular materials (sand and gravel) in Huashi Gully near the experiment site, which are directly used in the test to construct the landslide dam. The material of test dam is non-cohesive and wide grading unconsolidated material, the particle size distribution range is 0.005–100 mm. Granular materials with particle size greater than 100 mm are removed to reduce the effect of large size particles on the dam failure process. Although there are boulders which are not in the statistical range of particle size distribution curve in natural landslide dams, the boulders are not considered in the establishment of experimental materials due to the lack of measurement data to quantify the specific particle size and quantity of boulders. The mean grain diameter (d50) of dam material is 10.0 mm. As shown in Figure 2, the uniformity coefficient (Cu) and the curvature coefficient (Cc) are 50 and 2.64, respectively, which represents the wide and continuous distribution of the particle size.
[image: Figure 2]FIGURE 2 | The particle size distribution of dam materials.
Model Design
The scale relationship derived from the similarity analysis is often contradictory in large-scale model test. The model test of landslide lake, which is strictly similar to the prototype, is very rare. In order to study the special phenomenon, it needs to relax the similarity criterion, abandon the generality of similarity, and only focus on the macro effect similarity when designing the large-scale mode test. Therefore, the test model can be designed according to the dominant similarity condition, so that the model can predict the prototype. In order to simulate the erosion of an erodible landslide dam, the material of the model should be stable in physical and mechanical properties, and have the following three characteristics: 1) permeability, 2) sudden collapse and, 3) multiphase flow characteristics of the burst flood. It is found that the dammed lake breaching flood is a kind of structural fluid (mostly diluted debris flow), which meets the similar conditions of flow and sediment transport (Zhang et al., 2015). However, due to the complexity of calculation of bed load transport rate and sediment carrying capacity of debris flow, and the limitation of research level, the accuracy is still difficult to meet the requirements of model design. Meanwhile, the time distortion is not allowed in the landslide dam breaching test, that is, the model time scale should be determined by the flow movement time scale, so the similar conditions of flow sediment transport and riverbed deformation can’t be considered in model design.
Besides geometric similarity and water quantity similarity, the following similarity conditions should also be considered in the design of dammed lake failure model (Zhang et al., 2015).
The similarity conditions of flow gravity:
[image: image]
The similarity conditions of flow resistance (downstream channel of barrier lake):
[image: image]
The similarity conditions of flow process:
[image: image]
The similarity conditions of sand and gravel initiation velocity:
[image: image]
The similarity condition of debris flow velocity:
[image: image]
Where λL is the horizontal scale; λV is the flow velocity scale; λh is the vertical scale; λn is the roughness scale; λt1 is the flow movement time scale; λVC is the sediment initiation velocity scale; λVN is the debris flow velocity scale.
In addition, in order to ensure that the flow pattern of the model is similar to that of the prototype, two limiting conditions of flow pattern and surface tension should be satisfied. Because the dam breaching model is prone to form turbulence and the water depth is large, these two conditions cannot be considered. Since this test does not aimed at any specific landslide dam, therefore, the parameters such as the size of the dam, the material of the dam and the flow pattern of the burst flood are not designed specifically during the test. The similarity analysis shows that the results of this study can reflect the main characteristics of the real landslide dam breach, such as the flood routing process, breach development, downstream sediment accumulation and so on. According to the similarity criterion, the test results can be deduced to the relevant characteristics of the actual dam failure process, and provide reference for risk assessment and emergency disposal of real landslide dam.
Three model tests were carried out in this study, these dams after construction and before test are shown in Figure 3. The cross-section shape of the model landslide dam is trapezoidal, the shape and size of test no.3 are shown in Figure 4. The test dam body adopted the method of layered filling, with the thickness of each layer of 50 cm, mechanical throwing filling and no rolling. To simulate unconsolidated landslide dam material, the granular material was fully mixed and poured into the river using an excavator to form the model dam. The void ratio of each dam material layer was between 0.75 and 0.82, which is consistent with the results of field investigations of nature landslide dams that range between 0.59 and 1.11 (Chang and Zhang, 2010; Zhang et al., 2019). After the construction of dam, the density of dam material was measured by Pycnometer method, and the specific gravity is 2.6, the mechanical parameters of the dam soil as summarized in Table 1.
[image: Figure 3]FIGURE 3 | Images of test dams after construction: (A) the dam of Test No. 1, (B) the dam of Test No. 2, (C) the dam of Test No. 3.
[image: Figure 4]FIGURE 4 | Detailed dimensional sketches of the No. 3 model landslide dam: (A) the photo of the model landslide dam, (B) the cross profile of the dam, (C) longitudinal profile of the dam, and (D) dimension of notch on the model landslide.
TABLE 1 | The mechanical parameters of the dam soil.
[image: Table 1]In the Test No. 1, except for the width of dam crest is 1.0 m and the volume of dam body is 105 m3, other geometric dimensions, dams filling method and test conditions are exactly the same as the other two tests. In the Tests No. 2 and No. 3, the dimension of the model landslide dams is the same, the width of landslide dam crest is 3.0 m, the width of landslide dam bottom is 10.5 m, the length of landslide dam is 9.0 m, the height of landslide dam is 2.5 m, the slope of upstream and downstream dam body is 1:1.5, and the volume of dam is 152 m3, as summarized in Table 2. The difference between these two tests (No. 2 and No. 3) is the discharge channel position on the model landslide dam. In the Test No. 2, discharge channel was located one third away from the left bank of the dam, i.e., 3 m from the left bank, while the discharge channel of test No. 1 and test No. 3 were located at the middle of the dam. The test conditions were set to reveal the influence of dam width and location of discharge channel on the failure mechanism of the landslide dams.
TABLE 2 | Summary of test condition for this study.
[image: Table 2]After the completion of the dam filling, the discharge channel is manually excavated at the pre-designed position of the dam crest. The notch is inverted trapezoidal, with a height of 20 cm, a bottom width of 15 cm and a top width of 40 cm. Before the test, a rectangular grid was painted on the downstream slope of the dam to quantitatively observe the erosion failure of the downstream slope of the landslide dam. The grid dimension was 30 cm × 30 cm. In order to prevent the dam body from being washed away during the dam construction, a diversion pipe with a diameter of 400 mm and a length of 10.7 m was embedded in the river channel before the dam body was constructed. Digital cameras are installed upstream and downstream of the dam to record the entire dam breaching process. Furthermore, an unmanned aerial vehicle (UAV) hovered over the dam to record the continuous video. When the construction of the model landslide dam is completed and the impounding begins, the diversion pipe was blocked with a waterproof retaining plate.
Determining Method for the Discharge Process
According to the water balance equation, the discharge during landslide dam breaching can be calculated as follows:
[image: image]
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where Qout is the outflow (m3/s), Qin is the inflow (m3/s), V is the dammed lake storage capacity (m3) and H is the water level (m).
However, the outflow is usually composed of seepage and breach discharge. Field observation shows that seepage exists in the process of impoundment and dam failure. In addition to surface runoff, seepage into the ground, which brings difficulties to the measurement. Considering that the seepage is very tiny and will not cause significant impact on the test result, hence, the seepage flow is not considered in the calculation of dam breach flow.
Different from laboratory test, the topography of the dammed lake area in the field test is irregular. In this study, terrestrial laser scanner (TLS) technology was used to obtain the point cloud of the barrier lake and establish a three-dimensional surface model. The TLS used was a RIGEL VZ-2000i, a pulse-based scanner produced by RIGEL MTS Austria, with a measurement accuracy of 5 mm and a repeatability of 3 mm. The curve between the water level and the storage capacity of the reservoir can be obtained by the three-dimensional surface model, as shown in Figure 5.The relationship between the lake volume and the water level (dV/dH) was determined by calculating the water surface area of the lake under different water levels. According to the principle of hydrostatic pressure, the relationship between water level and time (dH/dt) is obtained by measuring the water level with a piezometer installed in the dammed lake, with an accuracy of 0.01 mm. In this study, the inflow is the average flow during the experiment period, which was 0.25 m3/s. Base on the water balance equation, combined with the water level-storage curve and real-time water level change curve of the reservoir, the discharge process curve can be calculated. Before the test, the accuracy of discharge process is consistent with the actual situation through field calibration.
[image: Figure 5]FIGURE 5 | The curve between the water level and storage capacity of the reservoir.
RESULTS AND DISCUSSION
Based on the results of the Test No. 3, this paper analyzes the process of water level and discharge, and the mechanism of dam failure. According to the results of Test No. 1 and the Test No. 3, the influence of different dam size on the failure process is compared and analyzed. By comparing the results of Test No. 2 and the Test No. 3, the influence of different discharge channel position on the failure process is analyzed.
Process Analysis of Water Level and Discharge During Dam Failure
Upstream Water Level
The total recording time of the model test data is 30 min (1,800 s) from the time when the lake water level reaches the bottom elevation of the discharge channel to the end of the dam failure. The natural stream discharge in the Huashi gully is Q = 0.25 m3/s. Based on the recorded data, the change process of lake water level can be divided into three stages: 1) slow rising stage (0–900 s); 2) rapid falling stage (900–1,290 s) and 3) slow falling stage (1,290–1,800 s), as shown in Figure 6. At t = 0 s, the reservoir water level reaches the bottom elevation of the discharge channel, and the water flows from the upstream to the downstream along the discharge channel bottom. In addition, because the reservoir area with the dam crest water level is large, and the reservoir water level rises very slowly, and the whole process lasts for 900 s. With the development of the breach, the discharge flow increases gradually. When t = 900 s, the instantaneous discharge of the breach is just equal to the upstream natural discharge, and the reservoir water level reaches the peak value of 2.55 m. The breach process of the model landslide dam continued and the discharge was greater than the upstream inflow, and the reservoir water level began to decline. Then, with the rapid development of the breach, the discharge increased sharply, and the reservoir water level dropped rapidly. When t = 1,290 s, the water level dropped to 1.29 m, which lasted for 300 s. After that, the reservoir water level drops slowly. When t = 1,800 s, the reservoir water level drops to 1.09 m, which is basically consistent with the natural river water level, indicating that the upstream and downstream water flow tends to be stable and the dam breaching process ends.
[image: Figure 6]FIGURE 6 | Water level and discharge curve of Test No. 3.
Discharge During Dam Failure
The breach discharge is calculated from the curve between the water level and the storage capacity curve of the reservoir. It can be seen from the curve of flow change in Figure 6 that the flow experiences four stages, i.e., slow increase, rapid increase, rapid decrease, and slow decrease. When t = 0 s, the reservoir water begins to overflow downstream along the diversion channel, and the discharge is very small, which indicates the beginning of dam breaching. In the time of t = 0–849 s, the flow increases slowly, and the flow change is very small, from the initial 0.1 m3/s to 0.51 m3/s. When t = 930 s, the breach flow increases sharply, and the obvious inflection point can be seen from the figure. When t = 1,100 s, the flow reaches the peak value, QP = 3.55 m3/s. After that, the flow rate began to decline sharply to t = 1,180 s, and the flow rate decreased to 1.12 m3/s. In the last stage, the flow decreases slowly. When t = 1,800 s, Qout = Qin = 0.25 m3/s, clear water flow can be seen in the residual channel, indicating the end of erosion, this process takes a relatively long time.
Failure Process Analysis
Combined with the change process of water level and discharge, and video-recordings data, the development process of dam failure can be divided into three stages: initiation stage, development stage and failure stage, as shown in Figure 7.
[image: Figure 7]FIGURE 7 | Images of dam failure process at different time: (A,B) the main features of the Stage I, (C,D) the main features of the Stage II, (E–H) the main features of the Stage III.
Stage I: it is the initiation stage and mainly characterized by downstream slope erosion, formed obvious erosion ditch in the downstream surface. The corresponding time was 0–270 s (Figure 7A and Figure 7B), the reservoir water level and flow increased slowly. t = 0 s is the moment that water travel along the initial notch and finally reaches the Point A The dam crest breach is widened to 0.5 m and the alluvial width at the toe of the slope finally extended to 2 m. Under the action of gravity, the water flows along the downstream slope to find the optimal path to the downstream channel, and the optimal path is the path with the smallest material particles on the slope. At first, the flow velocity is slow, which drives small particles. With the increase of flow velocity, it drives slightly larger particles and gradually forms a fixed channel. In the range of near the dam crest, the flow is small strands. Because the flow drives the fine particles on the slope, the velocity is not enough, and the particles move slowly, so they accumulate near the downstream slope toe and flow radially near the slope toe. The sediment carried by the slope water deposited in fan shape around the downstream slope toe gully, forming an alluvial fan.
Stage II: it is the development stage, which mainly shows that the upstream and downstream of the dam crest are connected, and the dam breach develops from the downstream of the dam crest to the upstream of the dam crest, connecting the whole dam crest. The corresponding time is 270–900 s (Figure 7C and Figure 7D), and the reservoir water level and flow continue to increase slowly. The velocity and discharge of overtopping flow increased gradually, the erosion capacity increased gradually, and the gully widened and deepened gradually. In the loose and concentrated area of fine particles, slope materials are easy to be carried away by water flow and eroded to form gullies. Due to the inconsistency of the density of the model landslide dam and the uneven distribution of the material particles, the anti-erosion ability of the dam body is quite different. The water flow forms a multi-stage stepped small drop sill on the slope surface and a large alluvial fan at the foot of the slope. At this stage, the dam crest breach is widened to 2.4 m, and the alluvial width at the foot of the slope extend to 8 m.
Stage III: it is the failure stage, which is mainly characterized by the undercutting erosion and lateral erosion of the breach, the rapid decline of the bottom elevation of the breach, and the collapse of the slopes on both sides, with a corresponding time of 900–1800 s (Figures 7E–H). The velocity and discharge of the breach increase rapidly, then decrease rapidly after reaching the peak value, and the reservoir water level decreases rapidly. The width of the breach develops to 6.5 m and remains stable. The alluvial width at the foot of the slope reaches 9 m, that is to say, it develops to the banks on both sides of the river. About two thirds of the dam body is washed away by high-speed flow. This stage is the key of the whole breach process, and the development of breach, the decline of reservoir water level and the change of discharge mainly occur in this stage. When t = 1,800 s, the breach discharge is equal to the upstream inflow, and the flow is clear, which indicates that the breach tends to be stable and the dam breaching ends. The change of water flow from turbid to clear can be used as a sign to judge the end of outburst.
Influence of Different Discharge Channel Position on Dam Failure
For the same dam size and test conditions, the shape and size of discharge channel are the same, the position of discharge channel is different, the failure process of landslide dam is similar, and the residual volume of dam after breaching is different. As shown in Table 3, the residual volume of the dam in Test No. 2 is larger than that in Test No. 3. The residual volume of the dam in Test No. 2 and Test No. 3 are 78 m3 and 51 m3, respectively, and the proportion to the original dam volume is 51 and 34%, respectively. As shown in Figure 8, the final breach width of Test No. 2 is 4.5 m, which is less than that of Test No. 3 of 6.5 m. As shown in Figure 9, the total breaching time of Test No. 2 is approximately equal to the Test 3, 1,760 and 1,800 s, respectively. From the stage time point of view, each stage time of Test No. 2 is consistent with that of Test No. 3, which indicates that the different position of discharge channel has no effect on the dam failure process. The development stage time and failure stage time are very close, which indicates that the peak discharge process is similar. The dam body has high erosion resistibility, and there will be no sudden dam failure during overflow (Liu, 2014). As the discharge channel is located near the left bank in the Test No. 2, the water flow will destroy the dam body on the left side of the discharge channel and wash out all the dam body near the left bank easily, and the rock mass on the left bank is exposed, which has strong anti-scouring ability, so as to reduce the scouring of the dam body. The larger volume of residual dam, the smaller erosion of dam caused by the burst flood, that is, the less sediment carried by the burst flood. Under the same flow condition and topographic features, the less sediment carried by flood, the less impact on downstream channel sedimentation and narrowing. The tests results show that the discharge channel should be set near the bank to reduce the dam erosion, which can provide a scientific reference for the emergency disposal and risk assessment of landslide dam.
TABLE 3 | Ratio of the volume of residual dam to original dam.
[image: Table 3][image: Figure 8]FIGURE 8 | Horizontal expansion of breach at downstream of dam crest.
[image: Figure 9]FIGURE 9 | Water level and discharge curve of Test No. 1.
Influence of Dam Size on Dam Failure
Under the same discharge channel and test conditions, the dam failure process is different with different dam crest width. As shown in Figure 10, the peak discharge QP of Test No. 1 is 7.55 m3/s, much larger than that of Test No. 3, which is close to 2 times of Test No. 3. As shown in Figure 9, the total failure time of Test No. 1 is 690 s, which is far less than that of Test No. 2 and Test No. 3, 1,760 and 1,800 s, respectively. From the stage time point of view, each stage time of Test No. 1 is significantly less than that of Test No. 2 and No. 3. Compared with each stage time of Test No. 3, each stage time of Test No. 1 was 47, 39, 36%, respectively. As shown in Figure 8, the final breach width of Test No. 1 is 7.5 m, and the final breach width of Test No. 3 is 6.5 m. Combined with the present observation, the collapse process of Test No. 1 is a typical instant collapse, which is very dangerous for the infrastructures and lives in the downstream area. The crest width of Test No. 1 is 1 m, compared with Test No. 3, the heights of Test No. 1 and No. 3 are the same, the dam volume and crest width of the Test No. 1 is small and the stability is poor. In addition, due to the increase of the peak discharge, the sediment carrying capacity of burst flood is also improved, which aggravates the erosion of dam materials, accelerates the damage rate, and shortens the time, accordingly. Under the same hydraulic conditions, the dam is easier to be destroyed, the breaching time is shorter, the flood peak flow is larger, and the harm to the downstream is greater.
[image: Figure 10]FIGURE 10 | Failure time of each stage.
Failure Mechanism Analysis
The development of breach is an extremely complex process, which is a process with soil-water coupling, involving hydraulics, soil mechanics, sediment movement and other disciplines. Head-cut erosion, slope instability and “two-helix flow” erosion are the three main breach mechanisms of dam failure (Zhang et al., 2009; Zhu et al., 2011; Jiang et al., 2018), which were observed in this experiment. During the field tests, it can be observed that the development of the breach is a trumpet shaped radial development with the outlet of the discharge channel on the dam crest as the origin. However, many existing breach models predict discharge by assuming that the breach linear development along the longitudinal and lateral directions, therefor, the development process of breach should be in-deep research. The channel is formed by the erosion of the downstream slope, then the width of the breach remains unchanged, and the channel is scoured upward and downward at the same time. When the breach develops to the upstream of the dam crest, the development of the breach accelerates, and the width and undercutting depth of the breach increase rapidly, accompanied by slope instability (includes shear failure and dumping failure) and “two-helix flow” erosion (Figure 7E and Figure 7F). Helix flow exists on both sides of the breach, and the flow pattern of the flow channel is composed of two parts: bend flow on both sides and direct flow in the middle. The water flow on both sides is rolling and turbid, and the water flow in the middle is calm and clear. The existence of two-helix flow increases the carrying capacity of flow and promotes the lateral expansion of dam breach. The non-viscous material dam breaching develops rapidly, the flood peak process time is short, and the discharge peak value is large. The results of the three tests show that the discharge of the breach increases sharply and the water level in the upstream decreases rapidly.
The initiation stage of breach has an important influence on the development of later breach, which should be paid enough attention to. At present, it is generally recognized that with the continuous rise of reservoir water level, the water will naturally overflow at the lowest part of the dam crest, and gradually erode on the downstream slope, forming a flow channel, so that the dam breaching begins. The initiation mechanism of debris flow plays a dominant role in the occurrence, development, and damage of debris flow. Moreover, migration, accumulation, and blockage of fine particles in the soil will lead to soil failure, and then develop into debris flow (Cui et al., 2017). As shown in Figure 7B and Figure 7C, after the water overflows, the fine particles are first taken away on the slope. Due to the low velocity and gravity, the fine particles move slowly in the flow and deposit at the foot of the slope temporarily. With the accumulation of fine particles at the foot of the slope, the outflow channel is blocked and the water flows to both sides, resulting in the lateral deposition of fine particles and the formation of an obvious alluvial fan. With the widening of the breach and the increase of the velocity, the ability of erosion and transportation of water flow is enhanced, and the fine particles of the alluvial fan at the foot of the slope are taken away by the flow, and the water is concentrated to form a flow channel. Later, with the increasing of the flow velocity, the flow channel is deepened and widened. In the initiation stage, the factors that affect the erosion ability of materials, such as the material characteristics, particle composition and compaction degree, have a greater impact on slope erosion and flow channel development, thus affecting the change of breaching velocity and the breaching development. Therefore, an in-depth understanding of the initiation stage of landslide dam failure process is imperative for providing guidance for the prediction, mitigation, and disposal of landslide dams.
CONCLUSION
By conducting three large-scale field model tests in a nature river channel, the overtopping failure process of the landslide dam was investigated in this study. The following conclusions can be obtained:
1) The breaching of non-cohesive soil dam can be divided into three stages: initiation stage, development stage and failure stage. The initiation stage is characterized by the movement of the fine particles in the downstream slope and the coarse particles. The main form of the development stage is the source erosion on the slope surface and the main forms of failure stage are slope instability and “two-helix flow” erosion.
2) The residual volume of the dam in Test No. 2 and Test No. 3 are 78 m3 and 51 m3, respectively, and the proportion to the original dam volume is 51 and 34%, respectively. The discharge channel is closer to the bank, the width of the breach is smaller, and the volume of the residual dam body is larger.
3) The total failure time of Test No. 1 is 690 s, which is far less than that of Test No. 2 and Test No. 3, 176 and 1,800 s, respectively. The peak discharge QP of Test No. 1 is 7.55 m3/s, much larger than that of Test No. 3. The more stable the dam body is, the longer the breaching process time is, and the smaller the peak discharge is, and vice versa.
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Mass movements in mountainous areas are capable of damming rivers and can have a lasting effect on the river longitudinal profile. The long profile is commonly used to retrieve regional tectonic information, but how much dams may compromise geomorphometry-based tectonic analysis has not been systematically researched. In this study, we investigate the relationship between river dams and the longitudinal profile of the upper Indus River basin, based on interpretation and analysis of remote sensing imagery and digital elevation models (DEMs) and local field work. We identified 178 landslide, glacier and debris flow dams. Using TopoToolbox, we automatically extracted the river longitudinal profile from the 30 m SRTM DEM, determined the location of convex knickpoints and calculated the channel steepness index. One hundred and two knickpoints were detected with heights above 148 m, of which 55 were related to dams. There is good spatial correspondence between dams, convexities in the river longitudinal profile and relatively high steepness index. Different dam types have different impacts on the river profile; on the upper Indus, debris flow dams have a greater impact than landslide and glacier dams and can form knickpoints of up to 900 m. Therefore, dams may have a significant influence on the river longitudinal profile, knickpoints and steepness index, and should be considered when extracting information on regional tectonics using these indices.
Keywords: river longitudinal profile, dams, knickpoint, steepness index, upper Indus River
INTRODUCTION
Rivers are not only a significant driving force of geomorphic evolution, but also an important geomorphic unit that can record other driving forces such as tectonic activity and climate change (Whipple, 2000; Beaumont et al., 2001; Kirby and Whipple, 2001; Kirby et al., 2003; Whipple, 2004; Zhang et al., 2017). The development of high-resolution and global digital elevation applications has facilitated extraction and analysis of the river longitudinal profile and they have been widely used to derive indexes of long-term tectonic evolution (Hu et al., 2010; Pánek et al., 2010; Goren et al., 2014; Willett et al., 2014; Yang et al., 2015; Wang et al., 2017). The long profile can act as a predictor of zones of erosion and sediment deposition during extreme events (Korup, 2006a; Korup, 2006b; Korup and Montgomery, 2008; Walsh et al., 2012) and reflect the repeated impact of mass-wasting events (Korup, 2006b). River longitudinal profiles and metrics derived from them, such as channel steepness indexes and knickpoints (Wobus et al., 2006), have become critical tools for studying the topographic evolution of mountain belts and deciphering changes in climate and tectonics (Bishop et al., 2005). The most direct and widely observed expression of river adjustment to transient or intrinsic perturbations is a discrete change in river gradient, commonly termed a “knickpoint”. As the number and spatial distribution of knickpoints and knickzones play an important role in interpreting tectonically active landscapes, it is critical that studies use a reproducible method of quantifying their locations (Gailleton et al., 2019).
In recent years, studies have shown that the river longitudinal profile may exhibit a significant response to extreme damming events (Korup, 2006a; Korup, 2006b; Korup and Montgomery, 2008; Korup et al., 2010a; Walsh et al., 2012). However, the role of natural dams is often not considered when extracting quantitative morphological parameters from the long profile; knickpoints caused by extreme events may compromise the reliability of tectonic and climate change interpretations. The Nanga Parbat–Haramosh Massif in the western Himalayas comprises some of the greatest relief on Earth, with the highest measured rates of uplift, denudation and river incision in bedrock (Hewitt et al., 2011). Many studies have sought to understand how the morphology of the massif relates to tectonics, glaciation and sediment yield (Shroder et al., 1993; Korup et al., 2007), but few extreme damming events had been recognized and many of their impacts had been attributed to other processes (Hewitt, 2009a).
Existing research on dams in the Himalayan region is mostly concentrated in the southeastern margin of the Qinghai-Tibetan Plateau (Ouimet et al., 2007; Xu et al., 2013; Chen and Cui, 2015; Liu et al., 2015; Liu et al., 2018). Using remote sensing interpretation and field survey, Korup et al. (2010b) identified over 900 glacier and landslide dams along the Yarlung Tsangpo and Indus rivers that were consistent with the distribution of river knickpoints; the study concluded that the damming effect played an important role in maintaining the integrity of the Qinghai-Tibetan Plateau. The Indus River is mainly located in the western Himalayan tectonic syntaxes, with deep valleys and numerous glaciers. Hewitt (2009a) identified nearly 150 landslide dams in the upper Indus River, and suggested that Holocene river system evolution has been controlled by landslide-driven channel deposition and incision, rather than tectonic activity and glaciation. Hewitt (2009a) concluded that the contribution of extreme damming events to denudation and sedimentation in the upper Indus River and its tributaries had been largely overlooked.
Many previous studies have used river profiles and knickpoints to retrieve information on tectonic activity (Hu et al., 2010; Goren et al., 2014), but they seldom consider the long-term impact of extreme surface processes on fluvial geomorphology (Korup, 2006a; Ouimet et al., 2007). A few studies have confirmed the correlation between dams and knickpoints, and suggested causal linkages (Korup, 2006b; Walsh et al., 2012; Scheingross et al., 2020), but not examined the influence of different dam types on the magnitude of river knickpoints. In this preliminary study, we identify different types of dams in the upper Indus River basin and quantify their influence on the river longitudinal profile and knickpoint magnitude, in order to understand the geomorphic response of river damming. The study provides basic data for evaluating mechanisms driving the geomorphic evolution of the western Himalayan syntaxes.
STUDY AREA
The upper Indus River in the southwestern Qinghai-Tibetan Plateau, is part of the western Himalayan syntaxes, which covers the Hindu Kush, Karakoram and most of the western Himalayan mountains (Immerzeel et al., 2015) (Figure 1). There are large differences in local climate with altitude, from arid valley floors at lower elevations to perennial ice climates with heavy snowfall and extensive glacier cover at higher elevations (Hewitt, 1994). Glaciers transport large volumes of debris and their melt waters dominate the flow of the upper Indus. Earthquakes and extreme weather events combine with rugged, steep terrain to produce countless large landslides, snow avalanches, rock falls and debris flows; and there is a history of catastrophic floods from the breaching of natural dams (Hewitt, 1982).
[image: Figure 1]FIGURE 1 | Location of the study area in the upper Indus River, western Himalayas.
The upper Indus basin has a subtropical climate, with a strong monsoon that is affected by the regional topography to give a large precipitation gradient (Figure 2). A global precipitation dataset (http://www.worldclim.org/) indicates mean annual precipitation in the catchment from 1970 to 2000 of c. 25–1,353 mm/a (Figure 2A) the variation trend of precipitation distribution is inconsistent with the variation of channel stepness (ksn), so precipitation will not be taken as the factor affecting river channel variation in this paper. A partial geological map of the upper Indus, mainly covering the Indus gorge and downstream reaches (http://www.ngac.org.cn), shows complex lithology in the downstream areas comprising intrusive and effusive volcanic rock, metamorphic rocks and sedimentary rocks (Figure 2B). The area is mainly controlled by two fault zones, the Indus Suture and Shyok Suture. The Shyok Suture Zone, mainly represented in ophiolites, traverses the Indus River. The Indus Suture forms the rapidly uplifting Nanga Parbat–Haramosh Massif, which mainly comprises lower Neoproterozoic strata. Quaternary uplift rates in the Indus gorge are estimated at 3–10 mm/a, with the higher rates on the Massif (Zeitler, 1985; Whittington et al., 1999). However, high rates of bedrock incision in the Indus gorge of 3–12 mm/a suggest fluvial down-cutting is able to keep pace with uplift (Burbank et al., 1996). This means that deposits are well preserved despite high rates of tectonic uplift and erosion in the Karakoram Himalaya.
[image: Figure 2]FIGURE 2 | Precipitation and geology of the study area. (A) Normalized channel steepness (ksn) and average annual precipitation (1970–2000) in the upper Indus River (Precipitation data are c. 1 km2 resolution, from http://www.worldclim.org/version2): (B) Regional geological map (resolution 1:1,000,000, from http://www.ngac.org.cn).
MATERIALS AND METHODS
Remote Sensing Interpretation of Dams
In remote areas such as the upper Indus, dams can be identified using a range of data sources, including literature review, field survey and remote sensing interpretation, combined with multi-period, high-resolution Google Earth images. Since we can only conduct field surveys on the China-Pakistan highway section, and other places cannot be reached, there is currently no better method to obtain data on dams for those places that cannot go to field surveys, therefore, the dams are mainly obtained through remote sensing interpretation in this study. The location of the dam was delineated using a combination of features including location of residual dam materials on both sides of the river channel, variation in river channel width, and presence of lacustrine sediments upstream channel or outburst flood sediment downstream (Figure 3).
[image: Figure 3]FIGURE 3 | Example of remote sensing interpretation of dams from high-resolution Google Earth images. (A) Landslide; (B) Glacier dam; (C) Debris flow; (D) Glacier dam; (E) Outburst flood sediment; (F) lacustrine sediments.
The source or cause of the dam can be assessed using remote sensing interpretation; the three most common river-blocking mechanisms are landslide, debris flow and glacier advance, so identification of dam type is mainly based on the recognition of these features (Figure 3). At present, the remote sensing interpretation signs of these three types of mass movement have been relatively clearly studied (Li et al., 2015; Xu et al., 2014; Fan et al., 2019a; Bazai et al., 2021). This research uses unified remote sensing interpretation signs (e.g. morphology, tone, vegetation, texture structure and so on) to identify different mass movement (Table 1).
TABLE 1 | Remote sensing interpretation signs of different mass movement.
[image: Table 1]In this study, we first established a set of remote sensing interpretation criteria for large landslides, debris flows and glaciers and applied it to visual interpretation of Google Earth images covering the upper Indus River (Table 1; Figure 3). Second, we collated results of studies on the Indus River to obtain the location of previously researched landslides and glaciers (Hewitt, 1998; Hewitt, 2009b; Hewitt, 2011). We use these data to verify and to revise the results of remote sensing interpretation. The height of the dam was determined using the difference in elevation between the highest point of the dam and the valley bottom by the Google Earth images. The geomorphic features we used to delineate dams represent the effect of long-term process, so the dams are paleo-dams that are the product of ancient landslide, debris flow and glacier activity, rather than contemporary features.
Digital Terrain Analysis
We obtained 30-m-resolution SRTM DEM data from National Aeronautics and Space Administration (NASA, https://earthdata.nasa.gov). We used ArcGIS to preprocess the DEM to obtain the complete Indus River basin, with the raster projection converted to WGS 1984_UTM 43 projection coordinates. Then we used TopoToolbox (Schwanghart and Scherler, 2014; https://topotoolbox.wordpress.com/) to extract river geomorphic parameters from the projected DEM, as outlined below.
Smoothing the River Longitudinal Profile
The analysis of river longitudinal profiles is an important tool for studying landscape evolution, however, characterizing river profiles based on digital elevation models (DEMs) is prone to errors and artifacts, particularly along valley bottoms, and elevations are commonly overestimated in steep topography. To avoid these problems, we used the constrained regularized smoothing (CRS) algorithm of Schwanghart and Scherler (2017) to correct and smooth the bumpy river profile (Figure 4A). CRS relies on quantile regression to enable hydrological correction and to quantify uncertainty on river profiles; the method uses quantile carving to reconstruct the profile along different quantiles, rather than using the minima and maxima of the commonly-used carving and filling approach (Figure 4B) (Schwanghart and Scherler, 2017). The CRS approach reduces elevation bias and errors in longitudinal river profiles compared with the conventional carving and filling method (Schwanghart and Scherler, 2017). Another advantage of the CRS method is that it can be applied to the whole river network, so facilitates a systematic analysis of the Indus River profile. In applying the CRS method to the Indus basin, we set the smoothing parameter K to five and quantile τ to 0.5.
[image: Figure 4]FIGURE 4 | Schematic diagrams illustrating the method of smoothing the river profile using the approach of Schwanghart and Scherler (2017). (A) Smoothing using the constrained regularized smoothing (CRS) method; (B) Quantile carving of the longitudinal profile.
Extraction of River Knickpoints
Changes in river profile steepness or abrupt vertical steps in channels are thought to be indicative of changes in erosion rates, lithology or other factors that affect landscape evolution (Gailleton et al., 2019). These changes are termed knickpoints or knickzones and are widespread in bedrock river systems. The number and spatial distribution of knickpoints has been widely used in studies of tectonically active landscapes (Bishop et al., 2005). A range of different methods have been adopted to quantify knickpoint locations, which hinders comparisons, and commonly-used slope–area approaches make pinpointing of knickpoint locations difficult (Kirby and Whipple, 2012). We applied the KnickpointFinder function in TopoToolbox, which reproducibly extracts knickpoint locations from smooth river profiles, over the whole river network (Schwanghart and Scherler, 2014; Schwanghart and Scherler, 2017). The function has fewer parameters and is computationally more efficient than other methods (Gailleton et al., 2019) and the code is readily available online (https://topotoolbox.wordpress.com/).
The KnickpointFinder function uses an algorithm that adjusts a strictly concave upward profile to the actual profile. Offsets between the actual and the concave upward profile occur where the actual profile has convexities. Relaxing the concavity constraint where offsets attain a maximum will adjust the concave profile to the actual profile. KnickpointFinder adjusts the profile iteratively until offsets fall below a specified tolerance value (reflecting uncertainties inherent in river longitudinal profile data). Tolerance values selected should be higher than the maximum expected error between the measured and the true river profile. With lower tolerance values we would likely increase the false positive rate, i.e., the probability of choosing a knickpoint that is due to an artifact (Schwanghart and Scherler, 2017). To exclude knickpoints caused by artifacts, only those with heights greater than the tolerance value are selected to ensure the minimum number of real knickpoints are obtained. Using Schwanghart and Scherler, (2017) algorithm to calculate the research area river network, the tolerance parameter in TopoToolbox was fixed to 148 to extract river knickpoints. We used knickpoint height (e.g., derived from comparison with a reference profile) to directly quantify knickpoint magnitude in this paper.
Using the Stream-Power River Incision Model to Determine Steepness Index
In the stream-power river incision model, the elevation change of the channel is expressed by the difference between the uplift rate (U) of the bedrock and the erosion rate (E) of the river (Whipple, 2004):
[image: image]
Where, z represents the elevation of the river, x is distance from the estuary and t is time. The erosion rate of the river is given by the functional relationship between catchment area (A) and slope (S):
[image: image]
Where, K represents the erosion coefficient, and m and n are indexes of catchment area and slope, respectively. Combining Eqs. 1, 2:
[image: image]
[image: image] is river slope. When local morphology is in equilibrium the channel elevation does not change with time and the bedrock uplift rate is in balance with the river erosion rate, so [image: image], giving the steady state stream-power river incision equation:
[image: image]
Rearranging Equation 4 by [image: image], river concavity [image: image] and [image: image], the slope–area relationship gives:
[image: image]
In this study, we calculated the river gradient and basin area based on the smooth river profile obtained using the CRS algorithm (Schwanghart and Scherler, 2017). We determined the standardized river steepness index (ksn) when θ = 0.45, and derived the average ksn for each 1000-m section of the river.
RESULTS
Distribution of Dams and Steepness Index
The visual remote sensing interpretation identified 178 dams in the upper Indus region (Figure 5). Eighty-four landslide dams were located, mainly distributed in the middle and lower reaches of the main stream of the Indus River, 61 debris flow dams, mainly in the two major tributaries of the upper Shyork and middle Gilgit rivers, and 33 glacier dams, mainly in the upper reaches of the Hunza River. Overall, the distribution of the steepness index ksn seems to be influenced by topography and faults, with low values in the interior of the plateau and larger values at the edge of the plateau. The highest ksn is on the Nanga Parbat–Haramosh Massif which is characterized by the highest rates of erosion and uplift in the region. Comparing the distribution of dams with ksn and faults (Figure 5), shows that some dams are adjacent to fault lines and most are in areas with high ksn. Analysis of the height and elevation characteristics of the dams identified in the upper Indus (Table 2) shows that over 60% of dams are 100–300 m in height. In term of elevation, most dams are found in middle and high altitude areas, between 2000 and 4,000 m.
[image: Figure 5]FIGURE 5 | Spatial distribution of dams in the upper Indus River as identified from remote sensing interpretation.
TABLE 2 | Height and elevation characteristics of natural dams in the upper Indus River.
[image: Table 2]Extraction of River Geomorphic Parameters
Overall River Network
Figure 6 plots the results of the basin-wide knickpoint extraction using the TopoToolbox (Schwanghart and Scherler, 2014, 2017). Knickpoints are expressed as the difference to an idealized concave up profile; they are mainly found in the middle and lower reaches and small tributaries of the upper Indus River, while they are largely absent from upper reaches within the plateau (Figure 6). Figure 7 maps knickpoint locations with faults and ksn. Knickpoints mainly correspond with higher ksn and partly with fault lines. Large-magnitude knickpoints are mainly found in the plateau and alpine valley transition zone, the Nanga Parbat-Halamush Massif and Indus gorge.
[image: Figure 6]FIGURE 6 | River longitudinal profile and location of river knickpoints in the upper Indus River.
[image: Figure 7]FIGURE 7 | Distribution of knickpoints and normalized channel steepness (ksn) in the river network of the upper Indus River.
Preliminary analysis of the height and elevation characteristics of knickpoints (Table 3) shows that the largest proportion are between 148–200 m in height and are located in the upper valley area of the river. Knickpoints between 200–300 m in height are found in small tributaries and glacial valleys on both sides of the main stream. Knickpoints between 300–400 m in height are located near the fault zone and those between 300–400 m in height are near the Indus gorge. Only five knickpoints are above 500 m in height, and most of these in the plateau-alpine canyon transition zone. Over three quarter of knickpoints are in the 148–300 m height range, and most are at 2000–4,000 m elevation, which is a similar distribution to the dams. This may indicate that mass movement sediments are more concentrated in middle and low mountain areas (2000–4,000 m).
TABLE 3 | Height and elevation characteristics of knickpoints in the upper Indus River.
[image: Table 3]Main Stream Knickpoints
DEM artifacts in tributary valleys make the overall tolerance values for knickpoint extraction larger compared to the main stream Indus River, which confounds direct comparison. To reduce the effect of the DEMs artifacts and increase the accuracy of knickpoint extraction, we divided the Indus basin into the main stream and seven sub-basins: Shyok River, Shigar River, Hunza River, Gilgit River, Astor River, Shingo River, and Zanskar River (Figure 8). The quantile carving method was used to calculate the tolerance value for the main steam in each sub-basin, then knickpoints were identified through iterative calculation using the KnickpointFinder function, giving a total of 30 knickpoints (Table 4). Figure 8 shows that the two knickpoints with height >400 m are in Indus River and Shyok Rive, mainly in the plateau region transition zone. Further comparison showed that the value of ksn at the two knickpoints also changed significantly. In Indus River upstream of the knickpoint, the value of ksn was relatively small with an average of 44 m0.9, while in the downstream, the value of ksn increased significantly with an average of 293 m0.9. In Shyok River upstream of the knickpoint, the value of ksn was relatively small with an average of 40 m0.9, while in the downstream, the value of ksn increased significantly with an average of 276 m0.9.
[image: Figure 8]FIGURE 8 | Distribution of knickpoints and normalized channel steepness (ksn) in the main stream and sub-basins of the upper Indus River.
TABLE 4 | Tolerance values and knickpoint extraction results for the main stream of major sub-basins in the Indus River basin (see Figure 8 for locations).
[image: Table 4]DISCUSSION
Effects of Damming on Channel
The relationship between the river longitudinal profile and dams in the eight sub-basins of the upper Indus is plotted in Figure 9. We found that dams have a great influence on the longitudinal profile and steepness index of the river, and the three types of dam have different effects. On the Indus River, debris flow dams correspond with peaks in the steepness index and maximum ksn is 1,541 m0.9 (Figure 9A; Table 5), whereas on Shyok River landslide dams correspond with peaks in the steepness index and maximum ksn is 1,229 m0.9 (Figure 9B; Table 5). However, both rivers have similar long profiles, with relatively flat sections on the plateau that have low ksn values (Figures 9A,B), including lake areas with ksn around 0 (Figure 9B). Many glacier dams are developed in the Hunza River, but the river steepness index shows relatively little variation (Figure 9C). Debris flow dams are associated with steeper reaches in Gilgit River, Shingo River, and Astor River (Figures 9D,G,H) and although Zanskar River has fewer dams, they also correspond with relatively steep zones (Figure 9E). In Shigar River, the steepest part of the river lies in Glacier Valley, but landslide dams have a relatively large impact on the river profile (Figure 9F).
[image: Figure 9]FIGURE 9 | Spatial relationships between dams and river longitudinal profile in sub-basins of the upper Indus (see Figure 8 for locations). Each graph plots dam type (debris flow, landslide and glacier) on the long profile (black line), with upstream area (orange), slope (blue) and steepness index (green), the slope and steepness index are smoothed on average for every 10 values.
TABLE 5 | Steepness index for each dam type (unit: m0.9).
[image: Table 5]Figure 9 shows that there is good correspondence between dam location, the convex part of the river longitudinal profile and relatively high steepness index. Debris flow dams have the greatest influence on the river long profile, with landslide dam second and glacier dams the least (Figure 9; Table 5). The river steepness index ksn has been widely used as an indicator of the topographic uplift in the region, with higher steepness values related to increased tectonic uplift rate (Hu et al., 2010; Wang et al., 2015). However, as we show above, steepness index is also reflective of the geomorphic response to damming, which is often neglected in tectonic studies (Korup, 2006b).
Most mass movement-generated dams on the Indus and its tributaries, some of which have impounded large lakes in the upper Indus, do not form persistent knickpoints. Factors such as size and duration of lake are also important. Also, it is likely that knickpoints may have been present initially, but the channel has now returned to an equilibrium state. There is ample evidence for ancient glacier dam blockages on the Hunza River, often associated with lake development, but our analysis shows limited geomorphic impact on the river profile, with no significant change in ksn (Figure 9C). The Siachen Glacier in Karakoram blocked the Shyok River during the last glacial period, forming a lake that persisted from 6–27 ka based on analysis of sediment thickness; however, the river has adjusted to a new equilibrium state and there is no significant impact on the longitudinal profile (Scherler et al., 2014). Other research suggests that upstream sedimentation during damming can protect bedrock from erosion, and even after the dam outburst, the coarse gravel of the dam itself and outburst flood deposit is difficult to be eroded by normal water flow, so the knickpoints can be maintained for a long time (Ouimet et al., 2007; Korup et al., 2010a). And studies on the Yarlung Zangbo and Jinsha rivers have shown that the influence of ancient dams on river channel can last at least tens of thousands of years (Liu et al., 2015; Liu et al., 2018).
Knickpoint Formation Types
To better understand the formation mechanism, we compared the spatial distribution of knickpoints across the Indus basin with dams, known faults and lithological variations (Figure 10). We identified spatial association linking 102 knickpoints to potential causes (Figure 10; Table 6): 23 knickpoints related to debris flow dams (DKP), 27 related to landslide dams (LKP), five related to glacier dams (GKP), six related to faults (FKP), 12 related to lithological variations (LOKP), 17 in glacier valley (GVKP) and 11 knickpoints unknown (OKP). However, using spatial correlation to imply causation is problematic; knickpoints may result from a combination of multiple factors, or migrate headwards so that their location changes over time (Zhang et al., 2011). Hence, it is necessary to make a judgment based on knowledge of local topographic features, tectonic activity, timing of damming event, etc.
[image: Figure 10]FIGURE 10 | Distribution of knickpoint types in the upper Indus River.
TABLE 6 | Types of knickpoints and their height statistics (see Figure 10 for locations).
[image: Table 6]There are 55 knickpoints affected by the dams, accounting for more than half, but different types of dam have different effects on the knickpoint. We analyzed the height of the knickpoint associated with each formation type and found those associated with debris flow dams to be the greatest, with a maximum height of over 900 m (Table 6). This indicates the significant geomorphic impact of debris flow accumulation fans on the elevation profile of the channel, and may be due to the high frequency of debris flow events which makes their removal difficult. The importance of debris flows to knickpoints is supported by Fan et al. (2019b), who mapped 666 knickpoints in the Minjiang River Basin, at the eastern margin of the plateau, and found that most were related to accumulation from landslides and debris flows. Furthermore, Korup (2006b) found that no matter what the regional geological tectonic and climatic conditions are, knickpoints correspond with the location of large-scale bedrock landslide or collapse events. In the lower reaches of the Gilgit and Hunza rivers, wide valley sedimentary terraces are formed due to large landslides, with large amounts of landslide debris injected into the channel, which may affect the ability of river sediments to accrete, transport and erode (Burbank, 2002). Understanding of the geomorphic impact of dams on the river long profile, along with careful analysis of the structural and climatic background, is necessary to obtain a reasonable regional geomorphic evolution model.
CONCLUSION
We used TopoToolbox to extract the longitudinal profile, knickpoints and ksn values for the Indus River basin and compared them with dam types and location obtained through remote sensing interpretation. A total of 178 dams and 102 knickpoints were identified, with 55 knickpoints related to dams. Overall, there is a good spatial correlation between dams, high steepness index ksn and river knickpoints in the Indus basin. The impact of debris flow dams on the river longitudinal profile is more significant than that of landslide and glacial dams in the upper Indus River. Knickpoints formed by debris flow dams have a maximum height of over 900 m. The study demonstrates that dams play an important role in the evolution of river longitudinal profiles. The potential influence of dams should be considered when using river knickpoints to derive information on tectonic activity.
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Conceptualisation of geo-hydrological characteristic of erosive runoff are of particular importance and has been required in recent soil erosion control. This study aimed to explore the feasibility of applying hydrological attributes to characterize surface runoff pathways in the process of hillslope soil erosion due to rainfall. Combined with sub-millimeter high-resolution laser scanning and computer digital image processing method, three hydrological indicators (i.e., sinuosity, gradient and orientation) were used to investigate the changes of the surface runoff pathways on the slope of three typical southern red soils (i.e., shale (HS), and Quaternary red clay soils (HQ1 and HQ2) under simulated rainfall conditions). The results indicated no significant changes of sinuosity with a mean value of 1.19. After the rainfall with the intensity of 1 mm/min and 2 mm/min, the orientation and gradient changed dramatically. The greatest changes appeared at the first rainfall, which showed that the biggest increase of gradient was 26.78% and it tended to be close to the original slope of the test plot, while the orientation dropped by 5.60–31.44%. Compared with HS and HQ1, the runoff pathway characteristics of HQ2 changed more consistent. The rainfall intensities had a significant impact on the correlation between indicators. The determination coefficients sorting with surface roughness were orientation > graient > sinuosity. And they were significantly linearly related to runoff under 1 mm/min rainfall intensity, while had positive correlation with sediment under 2 mm/min rainfall intensity (p < 0.05). In conclusion, there were more remarkable relationships between orientation, gradient and slope erosion under 1 mm/min rainfall intensity. This provided an innovative idea, that is applying the orientation and gradient to the simulation and prediction model of the rainfall erosion process in the sloping farmland in the southern red soil area.
Keywords: slope, erosion, runoff pathway, laser scanning, hydrological characteristics, hydrologica
INTRODUCTION
Soil erosion is a worldwide environmental problem and has far reaching economic, political and social implications (Singh and Singh, 2018). For further understanding and management of water erosion, a thorough knowledge of spatio-temporal patterns, structures and quantitative description of confluence network is indispensable. It is usually employed to study the river watershed. With the integration of various disciplines, Horton’s law and fractal feature methods are combined to describe the confluence network (Tarboton et al., 1988; Beer and Borgas., 1993). Rill erosion processes are a key part of the process-based runoff-erosion model. A deeper understanding, description, and simulation of the evolution of the rill network will help us to increase our understanding of the slope-scale erosion process and to enhance the predictability of erosion models accordingly (Brunton and Bryan, 2020). Moreover, the similarity between the network of rills on the eroded slope and the river confluence network has long been reported. Sofia et al. (2017) proved the similarity between the river network and the rill network through laboratory simulations. Also, Helming et al. (1999) found that the small-scale drainage network of eroded slope runoff had similar characteristics to the river system when Horton’s law and fractal Feature methods were utilized (Fang et al., 2018). Wu and Chen. (2020) believed that if the similarities exist, the knowledge that has been obtained at the river scale can be used to understand and simulate the rill network process.
However, there are few studies on small-scale runoff configurations. Regarding slope water erosion, most studies focus on runoff and erosion processes. That is, the common concepts were applied to describe its characteristics such as water flow shear force (Bai et al., 2020), and runoff energy (Zhang et al., 2016). Therefore, most of the studies ignore the effect of spatial changes of runoff patterns on runoff hydrodynamics. Wilson. (1993) elaborated on the idea of describing runoff patterns under confluent network conditions. He proposed that the flow between rills can converge with the flow of other runoff pathways to form more rills. Thus, the flow between rills can be described by these small water flow pathways. According to this concept, a rill is defined as a flow pathway at a specific level (Bennett et al., 2015).
Recently, some studies have used Horton’s law and other principles of river hydrology to examine the evolution of small-scale slope erosion confluence networks. Some hydrological feature concepts such as bifurcation ratio (Pant et al., 2020), length ratio (Singh and Singh, 2018), drainage density, stream frequency (Tukura et al., 2021) are effectively used to describe the structural characteristics of the surface convergence network. As the second most obvious feature of the soil surface, roughness can affect the path, depth and velocity of overland flow (Darboux, 2011). However, at present, there are few comprehensive reports on the characteristics of various levels of runoff pathways in the surface confluence network and their development laws. Danino et al. (2021) coupled the thermal images of shallow overland flows with light detection and ranging (LiDAR) scanning to explore the quantified the shallow overland flow. A relative surface connection function was explored as a quantitative link between soil roughness and overland flow generation, which improved the overland flow hydrograph prediction (Peñuela et al., 2016). Moreover, some hydrological attributes have not been employed to characterize the development of rill networks. With the development of high-resolution laser scanning and computer digital image processing technology in the field of water and soil conservation (Milenković et al., 2015), the understanding of runoff hydrological processes in the process of surface erosion has deepened gradually (Stefano et al., 2019). Based on the principle of triangulation measures, the laser micro-topography scanner is utilized to determine the elevation of each point of the micro-topography. In this way, not only a high-resolution and reliable measurement can be obtained but also the spatial change of runoff patterns after rainfall events can be directly reflected. Therefore, the characterization of the slope water erosion process and its mechanism are optimized.
In this study, field rainfall simulation experiments were performed on three typical southern red soils of China using laser micro-landform scanning. Three hydrological indicators (i.e., sinuosity, gradient, and orientation) were used to analyze the surface runoff pathway characteristics and erosion effects on sloping farmland, and then to explore the relationship between runoff patterns and erosion processes. The study scrutinized the feasibility of applying hydrological attributes to characterize soil erosion processes. Thus, it provided reference significances for enriching the knowledge on the slope erosion process and promoted the research on the simulation and prediction model of rainfall erosion process in sloping farmland in southern red soil regions.
MATERIALS AND METHODS
Description of the Study Sites
The study area was located in Xianning City, Hubei Province, spanning between 113°32-114°58’ E and 29°02-30°19’ N. It had a gently hilly terrain and a subtropical monsoon climate. The annual average temperature was 16.8°C and the rainfall was 1,572 mm, 70% of which occurs from April to September. The rainfall intensities exceeding 50 mm h−1 are common (Shi et al., 2010). The main land use type is forestland (11.31 km2, accounted for 57.8% of the total area), followed by the residential land (13.4%) and water area (9.1%). Evergreen broad-leaved forest, deciduous broad-leaved forest and coniferous forest distributed in the study area. 2/3 of the cultivated land (1.33 km2, accounted for 6.8% of the total area) belongs to medium and low yield land, and the surface soil thickness is about 20 cm. The parent material for soil formation was mainly Quaternary red clay soil and argillaceous shale, and the soil types were red soil and red paddy soil. In this study, the common local sloping farmland was chosen as the test site. Conventional analytical methods (Soil Survey Laboratory Methods Manual, 2004) were applied to determine soil properties such as texture (Table 1)
TABLE 1 | Basic characteristics and properties of experimental soils.
[image: Table 1]Experimental Layout and Design
Three soils were selected for the rainfall simulation experiment (Figure 1), among which two were developed in Quaternary red clay and one was developed in argillaceous shale. The slopes of runoff plots ranged from 16 to 18%. The test plot was 2 m × 1 m, and 0.5 cm thick bamboo plywood was used to drive into the soil to the depth of 30 cm serving as a partition wall to separate the flow between the inner and outer plot.
[image: Figure 1]FIGURE 1 | The schematic overview of the experiment.
For each soil type, there were 2 runoff plots for the simulated rainfall intensity of 1 mm/min and 2 mm/min, respectively. As a result, 6 runoff plots in total were selected. For the same rainfall intensity, three consecutive rains were conducted 24 h apart. Runoff samples were collected regularly from the start of runoff generation. For 1 mm/min and 2 mm/min rainfall intensity, the sampling intervals were 6 and 3 min, respectively. At the same time, runoff volume was recorded and brought back to the laboratory to determine the sediment content.
Before the first rainfall event and after each rainfall event, the surface microtopography was scanned and the surface microtopography elevation was measured based on the principle of triangulation. The obtained cloud data set was used to create DEM to extract surface microtopography characterization indexes and runoff pathway characteristics (Figure 2).
[image: Figure 2]FIGURE 2 | The field temporary runoff plots and scanning process.
Before the artificial rainfall, large gravel and plant roots were removed for flat soil surface. A runoff and sediment collection device was set at the outlet of each runoff plot, and a rainfall collection device was set on both sides of the plot to determine whether the rainfall intensity and rainfall meet the experimental requirements. For keeping the consistent rainfall conditions and better comparing the development process of different soil surface micro-topography, the soil surface was pre-wetted with light rain intensity 24 h before the first rainfall experiment until it reached saturation point. The initial soil moisture content was all about 15–17%, determined by thermogravimetric measurement (Bittelli, 2011).
The artificial rainfall simulation equipment was a combined top-spray artificial rainfall device imported from Canada, with American SPRACO cone sprinklers (Lechler Inc., St. Charles, America). The vertical height of the sprinklers from the ground was 4.75 m. The simulated rainfall kinetic energy was about 90% of the natural rainfall of equal rainfall intensity, the uniformity was about 0.9, and the water supply pressure was 0.08 MPa (Luk et al., 1986). According to the local weather conditions and the frequency of heavy rain, two rainfall intensity treatments of 1 mm/min (once-in-a-year rainfall, high intensity) (Shi et al., 2010) and 2 mm/min were adopted. For the same runoff plot, three consecutive rainfalls were performed, which were 24 h apart under the same rainfall intensity. The individual amount of rainfall was 48 mm, 84 mm, and 84 mm, respectively, with the total amount of rainfall controlled to be 216 mm. Two replicates were performed, with 36 effective rainfall events (Table 2).
TABLE 2 | Field experiment design of simulated rainfall.
[image: Table 2]Erosion Data Collection
The whole experiment time was recorded, and runoff samples were collected regularly from the beginning. Based on the previous experience, the runoff from lower intensity rainfall was less and slower than that from higher intensity rainfall. Therefore, the sampling intervals for 1 mm/min and 2 mm/min rainfall intensity were 6 and 3 min, respectively. At the same time, runoff volume was recorded and then taken back to the lab for filtration. The filtered sediment was weighed after drying 12 h at 105°C.
The surface roughness index used in this study is lattice surface element roughness. It refers to the area range with four adjacent grid points (i, j), (i, j+1), (i +1, j+1) and (i +1, j) as the vertices on the horizontal projection plane of grid DEM (i and j are the abscissa and ordinate coordinates of grid points respectively). Roughness of lattice surface element means the ratio of the surface area of the lattice on the DEM to its horizontal projection area. It was calculated as following:
[image: image]
where CZ is roughness, AS means surface area, AHP means horizontal projection area.
When the roughness was 1, it stands for horizontal plane for actual surface of the lattice. This specific surface area could affect the rainfall energy per unit area, which was proved to be ideal index for quantifying surface features.
Runoff Pathway Characteristics Determination
Before the first rainfall event and after each rainfall event, the laser micro-topography scanner with the US PLS instantaneous profile (Darboux and Huang., 2003) was employed to scan the surface micro-topography, which was based on the principle of triangulation to measure the surface micro-topography elevation (Figure 2). The positioning accuracy and elevation accuracy were 0.5 mm. The obtained cloud data set was used to create DEM to extract the surface micro geomorphic characterization index before and after rainfall. The main steps are as follows:
1) The laser scanning data set was preliminarily screened through binarization processing, and the pixel values higher than the predetermined threshold were retained.
2) The point cloud data was put into the orthogonal reference system, and a set of (x, y, z) coordinates were obtained through the calibration polynomial processing, and then resampled to the regular grid (x, y). ERDAS image v9.0 software developed by Intergraph (United States) (Darboux and Huang, 2003) was used to convert the calibrated regular raster file into image format.
3) The original DEM was filled with depressions to get non depressions DEM, so as to reflect the surface morphology more accurately.
4) ArcGIS (ESRI software, version 9.3) was used to encode the neighborhood grids of the unit grid, and D8 method (Kumar and PatraLakshmi, 2017) is used to extract the flow direction.
5) Through the numerical matrix simulation of the flow direction of the regional topography, the cumulative numerical matrix of the flow was obtained, and then the flow concentration network of the thin layer on the soil surface was obtained.
To facilitate the analysis of runoff characteristics, the river classification method developed by Strahler. (1952) was applied to classify the confluence network. The method defines a river starting from the source of the river as a first-level river. Also, the level of the river formed by the intersection of two rivers of the same level is increased by one level, and the level of the river formed by the intersection of two rivers of different levels is equal to the higher level of the two. Three indicators of sinuosity, gradient, and orientation were utilized to describe the characteristics of each runoff pathway (Helming et al., 1999). The mathematical expression is as follows:
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where h(G)is the elevation of the grid G; x, y are the abscissa and ordinate of the first grid in the runoff pathway; m, n are the abscissa and ordinate of the last grid in the runoff pathway; w is The length of the grid.
Sinuosity, also known as tortuosity, characterizes the complexity of the bending of an object. Generally, the lower the sinuosity of an object, the shorter its relative length and the more monotonous the structure, vice versa. When used in the process of water erosion on slopes, the degree of runoff sinuosity indicates the degree of sinuosity of the runoff pathway. As the sinuosity becomes larger, the relative actual length of the runoff pathway increases, and the structure becomes more complex, whereas the drainage and flow velocity per unit time of the runoff pathway will decrease as a result.
Gradient, sometimes referred to as slope, is the degree of inclination of a surface along a given direction. The gradient can be obtained by taking the dot product of the vector gradient and the research direction. The magnitude of the gradient can be used to describe the speed at which a research object changes in a certain direction. For a slope, there can be a straight uphill pathway downhill, the gradient of which is the largest, and the gradient is equal to the value of the slope. The gradient applied to the field of soil erosion means the rate of change of the runoff pathway in a certain direction. When other factors are fixed, with the increase of the gradient, the flow velocity also increases.
Orientation, also known as directionality, is equal to the angle formed by a certain runoff and the vertical downward slope. Orientation changes can describe the development trend of network configuration. The decrease in the orientation of runoff indicates that the runoff flows more directly downslope, which increases the runoff velocity and drainage effectiveness to a certain extent.
RESULTS AND ANALYSIS
Sinuosity Under Continuous Rainfall
As shown in Table 3, in the three intermittent rainfalls under two rainfall intensities, the sinuosity changes of the three red soils before and after rainfall events did not have significant differences, although a certain trend was observed. The average sinuosity range of the runoff pathway in the initial soil surface confluence network was 1.20–1.45. For most of the treatments, the average sinuosity of the runoff pathway generally showed a downward trend, with a more decline of sinuosity on HS and HQ1 than that on HQ2. Also, most of the changes were observed during the first rainfall event. Under 1 mm/min rainfall intensity, the sinuosity of HS, HQ1, and HQ2 decreased by 7.03, 9.45, and 0.82%, respectively; under 2 mm/min rainfall intensity, the sinuosity of HS and HQ2 decreased by 4.92 and 2.38%, whereas the sinuosity of HQ1 increased by 2.5%.
TABLE 3 | Sinuosity of three soils under two rainfall intensity Unit:mm−1.
[image: Table 3]As the runoff level raised, the sinuosity value became larger. The effect of rainfall caused the runoff to flow more directly into the nearest junction, resulting in the sinuosity value which dropped to 1.15–1.35 after 216 mm of rainfall accumulation (Figure 3). Continuous rainfall had reduced the difference between the sinuosity of varying levels of runoff pathways. Most of the changes in the sinuosity occurred during the first rainfall event. Comparing HS, HQ1, and HQ2, it could be found that except for the 1 mm/min rainfall intensity treatment for HQ2, other treatments all showed a certain degree of variability. Under the rainfall intensity of 1 mm/min, the HQ2 surface structure changed slowly and exhibited a gradual change trend. No rills were observed during this change. The runoff pathway sinuosity of HQ2 changed uniformly at all levels with the progress of rainfall. This showed that the sinuosity of the first-level runoff pathway was raised first and diminished thereafter, whereas the sinuosity of the second-to fifth-level diminished gradually. At the end of the experiment, the difference in the sinuosity of each runoff pathway was not significant (p < 0.05).
[image: Figure 3]FIGURE 3 | The curves of sinuosity of each stream with cumulative rainfall for three selected soils.
Gradient Under Continuous Rainfall
As indicated in Table 4, under the rainfall intensity of 1 mm/min, the gradient changes of the three red soils in the three intermittent rainfalls did not show significant differences, whereas, under the rainfall intensity of 2 mm/min, HS and HQ2 showed a significant difference before and after the first rainfall (p < 0.05). The average sinuosity of the runoff pathway had an overall upward trend and the main change occurred during the first rainfall. Dduring the second and third rainfall, the change was not significant. the gradients increased by 17.84, 10.19, and 13.08% under 2 mm/min rainfall intensity after the first rainfall event. The average gradient of the runoff pathway increased with the accumulation of rainfall and tended to be close to the plot slope.
TABLE 4 | Gradient of three soils under two rainfall intensity Unit: %.
[image: Table 4]The first-level runoff pathway gradient was 11.34–12.39% and 12.31–13.78% before and after the first rainfall event and became 12.65–13.97% after the third rainfall event. The gradient of the second-level runoff pathway was 10.72–11.99% before the first rainfall event, 11.27–13.19% after 48 mm of rainfall accumulation, and 12.07–13.68% after 216 mm of rainfall accumulation, respectively. During continuous rainfall, the average gradient of high-level (i.e., the 4th and 5th levels) runoff pathway was low (Figure 4). That is, in most cases, continuous rainfall caused the difference between varying levels of runoff pathway gradients to decrease, especially for HQ2 under 1 mm/min rainfall intensity.
[image: Figure 4]FIGURE 4 | The curves of gradient of each stream with cumulative rainfall for three selected soils.
Orientation Under Continuous Rainfall
For all the three intermittent rainfall treatments with two rainfall intensities, the first rainfall event changed the orientation of the three red soils most obviously and significantly (Table 5). Under 1 mm/min rainfall intensity, the orientation of HS, HQ1, and HQ2 decreased by 12.47, 28.11, and 5.00% after the first rainfall event, respectively. These values decreased by 26.93, 15.71, and 21.99% under 2 mm/min rainfall intensity, respectively. After the total rainfall events, the orientation of HS, HQ1, and HQ2 lessened by 25.15, 33.44, and 12.04% under 1 mm/min rainfall intensity, and lessened by 16.97, 5.60, and 12.94% under 2 mm/min rainfall intensity, respectively. Under 1 mm/min rainfall intensity, the orientation of the average runoff pathway of the three red soils showed a downward trend. The change range was the largest during the first rainfall event, with the smallest decline observed in HQ2 soil that maintained a high level of orientation. The orientation of HS continued to reduce and remain stable during the third rainfall event. The orientation of HQ1 declined the fastest during the first rainfall event, but increased after the second rainfall event, and dropped again after the third event. In general, the initial average orientation of the three red soils was similar, and there was a significant difference after the third rainfall event. Under the 2 mm/min rainfall intensity, the orientation of the average runoff pathways of the three red soils decreased first and then increased, although the trend difference was not obvious. The reasons for these phenomena were explained above.
TABLE 5 | Orientation of three soils under two rainfall intensity Unit: %.
[image: Table 5]For the first- and second-level runoff pathways, the initial average orientation was 16.34°–29.39° (deviation from the downhill direction of the plot), and the initial average orientation of the fourth- and fifth-level runoff pathways was 1.5°–7.88°. The orientation of different levels of runoff pathways could be roughly divided into two scenarios: the orientation of the first- and second-level of runoff pathways was approximately diagonal with respect to the slope of the plot, and the orientation of the fourth- and fifth-level of runoff pathways was almost parallel to the slope. Rainfall mostly affected the orientation of the first and second runoff pathways, resulting in a decrease of 14.9°–24.35° after 216 mm of rainfall accumulation (Figure 5). The high-level runoff pathways (i.e., 4th and 5th) appeared as the main local runoff pathways, while the low-level runoff pathways (i.e., 1st-3rd) showed certain subordination. It could be inferred that the adjustment direction of the low-level runoff pathway was shifted to the higher levels of the runoff pathway. The 1st-to 3rd-level runoff pathways moved to the 4th and 5th levels of runoff pathways, indicating that the relative importance of the high-level main runoff pathways in the confluence network system increased gradually. In all treatments, the HQ2 also had the most gentle change in the orientation of the runoff pathway under the 1 mm/min rainfall intensity treatment.
[image: Figure 5]FIGURE 5 | The curves of orientation of each stream with cumulative rainfall for three selected soils.
The Relationship Between Roughness and Runoff Pathway Characteristics
Surface roughness (i.e., the ups and downs of the surface micro-topography) directly affects the route and direction of the runoff pathway. Therefore, this study explored the relationship between surface roughness and runoff pathway sinuosity, gradient, and orientation.
The roughness had a linear positive correlation with the sinuosity and orientation and had a linear negative relationship with the gradient (Figure 6). The sensitivity of the runoff pathway characteristics with the variation of the roughness was also different for varying rainfall intensities. The sensitivity of sinuosity and gradient under 1 mm/min rainfall intensity was greater than that under 2 mm/min rainfall intensity.
[image: Figure 6]FIGURE 6 | Relationship between soil surface roughness and stream sinuosity, gradient, orientation.
The Relationship Between Runoff, Sediment and Runoff Pathway Characteristics
The slope erosion under 2 mm/min rainfall intensity was apparently more severe than that under 1 mm/min rainfall intensity (Table 6). Furthermore, the runoff and sediment showed overall growth trend along with continuous rainfall.
TABLE 6 | Runoff yields of three soils under two rainfall intensity.
[image: Table 6]As shown in Table 7, the runoff pathway characteristics were significant linear related to runoff under 1 mm/min rainfall intensity, while they had significant relationship with sediment under 2 mm/min rainfall intensity, except for gradient. Under the rainfall intensity of 1 mm/min, the sinuosity and orientation decreased along with runoff while gradient showed growth trend (p < 0.05). On the contrary, the sinuosity and orientation was negatively correlated with sediment under 2 mm/min rainfall intensity.
TABLE 7 | Relationship between Runoff yields and stream sinuosity, gradient, orientation.
[image: Table 7]DISCUSSIONS
The Influence of Rainfall on Hydrological Indicators of Surface Runoff Pathway
Three hydrological attribute indexes (i.e., sinuosity, gradient, and orientation) were used to describe the characteristics of the runoff pathway of the surface confluence network. The three describe the shape and change characteristics of runoff pathways from different perspectives. The sinuosity indicates the degree of curvature of the runoff pathway. The gradient indicates the rate of change of the runoff pathway in a certain direction. The orientation characterizes the development trend of the network configuration. In the three intermittent rainfalls under two rainfall intensities, most of the three red soils sinuosity before and after the rainfall treatment did not have significant differences. The reason was that under the influence of especially the first rainfall event, the continuous impact of raindrops had caused the initial high roughness of the HS surface to decrease rapidly. Thus, the crust area increased, and the surface became smoother, which resulted in a decrease in the tortuous degree of the runoff pathway. But in the river ecosystem, the sinuosity increases, the erosion also increases (Himayoun and Roshni, 2020). Under the two rainfall intensities, the most severe changes of the three attribute indexes occurred during the first rainfall event. The reason was that during the first rainfall, the roughness of the ground surface (Table 8) and the area of the soil crust changed rapidly (Bullard et al., 2018). The ground surface gradually became smoother, resulting in a decrease in the sinuosity of the runoff pathway, a faster change of the runoff pathway, and a decrease in the relative actual length of the runoff pathway. During the second and third rainfall events, the soil crust was destroyed (Lu et al., 2017) and the rills gradually were developed. At the same time, due to the differences in the basic conditions and properties of the soil and the changes in the soil surface structure, the three red soils experienced different degrees of erosion responses. This resulted in larger differences in runoff pathway characteristics after rainfall events. Himayoun and Roshni (2020) found that as the sinuosity increases, the erosion also increases for a relatively significant areal extend. Sarkar et al. (2020) also chose flow gradient as an important parameter for understanding the erosional stage. Because of the different initial conditions of the experiment, the results of the study were somewhat different from this study, but overall showed an increase or decrease trend, and both had a good correlation with the surface roughness. The results of this research supported the viewpoints from Helming et al. (1999), that roughness was sensitive to surface microrelief variations. Comprehensive and collected findings have suggested that there is certain feasibility for utilizing three hydrological attribute indexes of sinuosity, gradient and orientation to characterize surface runoff pathway characteristics during rainfall erosion.
TABLE 8 | Soil surface roughness of three soils under two rainfall intensity.
[image: Table 8]The Influence Factors of Runoff Pathway Changes
In the process of rainfall erosion, the surface affects the characteristics of the runoff pathway changes through the formation of rills and crusts. The crusts tend to reduce the roughness, and the rills tend to increase the roughness (Gessesse et al., 2015). Through analysis, it could be found that the surface roughness had a good correlation with sinuosity, gradient, and orientation, which played a demonstrative role in the previous analysis for the cause of the change in runoff pathway characteristics. As the roughness increased, the runoff pathway was forced to flow around the roughness unit (i.e., soil clods and aggregates), which increased the length and curvature of the runoff pathway. This resulted in an increase in sinuosity and orientation. Similarly, when the roughness increased, the rate of change of the runoff pathway in a certain direction decreased, resulting in a decrease in the gradient of the runoff pathway. With different rainfall intensity, the runoff pathway characteristics varied with the degree of roughness. The variation amplitude under 2 mm/min rainfall intensity was larger than that under 1 mm/min rainfall intensity. The reasons were likely attributed to two aspects. On the one hand, under the impact of heavy rain, bulk soils and aggregates suffered from more raindrops and were more easily destroyed. At the same time, the kinetic energy of raindrop and runoff was also greater under heavy rain than that under low intensity rainfall. The sediment yielding of the red soil slop was controlled by detachment limitation under the high rainfall intensities (Zhao et al., 2015). It was easier to entrain or destroy the bulk soil and aggregates.
During the first rainfall event, the continuous rainfall caused the higher initial roughness of the soil surface to decrease rapidly. Also, the change speed of the runoff pathway was accelerated. That is, the gradient of the runoff pathway increased. Among them, the increase in the gradient of the low-level runoff pathway was the most obvious. During the second and third rainfall events, the gradients of the three soils exhibited a certain differentiation due to the varying development level and stability of crusts and the formation and development of rills. The gradient was increasing because of the large area of stable crust formed on the surface of HS, which was higher than the influence caused by rills. Under the rainfall intensity of 1 mm/min, crusts and rills of HQ1 soil were formed quickly, causing the gradient to reach a peak point quickly, and then to remain stable. Under the rainfall intensity of 2 mm/min, the formed crusts and even rills were easier to be destroyed. Moreover, the soil surface structure became rough, which caused the gradient of runoff pathways to decrease. For HQ2 soil under 1 mm/min rainfall intensity, the soil surface structure changed slowly and the runoff pathway changed less slowly, resulting in insignificant changes of gradient. The fluctuation of the gradient curve was likely attributable to the destruction and reformation of the surface crust. However, under the rainfall intensity of 2 mm/min and the high rainfall energy, the soil surface structure had also undergone more obvious changes and the formation and destruction of crusts had accelerated, followed by the development of rills, and significant changes in the runoff pathway and gradient. This could also explain the significant difference of gradient under the rainfall intensity of 2 mm/min, indicating that gradient could be an effective index to relect water erosion. Because of the decrease in the relative elevation of the bottom of the main runoff pathways under the continuous impact of raindrops and the continuous erosion of runoff, the relative importance of the high-level main runoff pathways increased. That is, the bottom of the rill was continuously washed away and the relative elevation was decreased. With low intensity of rainfall, the slope runoff was more active than sediment which showed significant relationship with sinuosity, gradient and orientation. The increase in rainfall intensity results in the entrapment of coarse silt and sand (Sobol et al., 2017), which lead to positive correlation between sinuosity, orientation and sediment.
The effective characterization of the development and evolution of the rill network is an important means to profoundly understand the slope water erosion process and to simulate the small-scale runoff configuration. The value of the directivity is equal to the angle formed by a certain runoff and the vertical downslope, and its change can characterize the development trend of the network configuration. The decrease in the orientation of runoff indicates that the runoff flows more directly downslope, which increases the runoff velocity and drainage effectiveness to a certain extent. There are a variety of erosion models available, differing from scale (point–continent), timestep (seconds–years) and processes (empirical–process based). The runoff erosion models usually have geographical limitation. Parameter adjustment and new parameter introduction could improve the accuracy. Surface roughness is a dynamic feature that affects soil surface runoff and erosion processes (Zhao et al., 2014). It has an important effect on the way of surface runoff generation, characteristics, infiltration processes, and erosion and sediment production processes (Bu et al., 2015; Modeste et al., 2017).
CONCLUSION
The mean sinuosity and orientation of the three red soils under the rainfall intensity of both 1 mm/min and 2 mm/min showed an overall downward, although not significantly, trend with the decreasing intervals at 0.82–9.45% and 5.60–31.44%, respectively. The average gradient increased with the accumulation of rainfall and tended to be close to the original slope gradient. Most of the changes in the three hydrological characteristic indicators appeared during the first rainfall event (p < 0.05).
For five levels of the runoff pathway, the effect of continuous rainfall led to an increase in the difference in the hydrological characteristics. Compared with HS and HQ1, HQ2 runoff pathway characteristics changed uniformly. The sinuosity of the first-level runoff pathway increased initially but decreased thereafter, same as that of the second to fifth-level runoff pathways. The gradient and orientation of the runoff pathway changed gradually with the rainfall accumulation.
The correlation coefficients sorting with surface roughness were orientation > gradient > sinuosity. And the three indices were significantly linearly related to runoff under 1 mm/min rainfall intensity, while had positive linear correlation with sediment under 2 mm/min rainfall intensity.
This study demonstrated that for three typical southern red soils, the runoff pathway orientation and gradient had a good correlation with landmark roughness, runoff generation and sediment yield. This provided great ideas, that are the applications of orientation and gradient to the simulation and prediction model of the rainfall erosion process of sloping farmland in the southern red soil area. In addition, studies have shown that rainfall intensity showed more pronounce influence on runoff (Fu et al., 2019), more rainfall experiments should be conducted to explore the characteristics with different rainfall intensities.
DATA AVAILABILITY STATEMENT
The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.
AUTHORS CONTRIBUTIONS
All authors listed have made a substantial, direct, and intellectual contribution to the work and approved it for publication.
FUNDING
This research was jointly financially supported by the National Natural Science Foundation of China (No.41967012), the Key Research and Development Program of Jiangxi Province, China (No.20181ACG70006), the Natural Science Foundation of Jiangxi Province (No.20181BAB203024).
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Bai, Y., Zha, X., Zhang, J., and Chen, S. (2020). The Threshold of Nitrogen and Phosphorus Loss in Runoff on Degraded Ferralsols of Fujian Province, Southern China. Environ. Earth Sci. 79 (16), 395–402. doi:10.1007/s12665-020-09130-z
 Beer, T., and Borgas, M. (1993). Horton's Laws and the Fractal Nature of Streams. Water Resour. Res. 29 (5), 1475–1487. doi:10.1029/92WR02731
 Bennett, S. J., Gordon, L. M., Neroni, V., and Wells, R. R. (2015). Emergence, Persistence, and Organization of Rill Networks on a Soil-Mantled Experimental Landscape. Nat. Hazards 79 (1), 7–24. doi:10.1007/s11069-015-1599-8
 Bittelli, M. (2011). Measuring Soil Water Content: A Review. HortTechnology 21 (3), 293–300. doi:10.21273/HORTTECH.21.3.293
 Brunton, D. A., and Bryan, R. B. (2000). Rill Network Development and Sediment Budgets. Earth Surf. Process. Landforms 25 (7), 783–800. doi:10.1002/1096-9837(200007)25:7<783::aid-esp106>3.0.co;2-w
 Bu, C., Zhao, Y., Hill, R. L., Zhao, C., Yang, Y., Zhang, P., et al. (2015). Wind Erosion Prevention Characteristics and Key Influencing Factors of Bryophytic Soil Crusts. Plant Soil 397 (1), 163–174. doi:10.1007/s11104-015-2609-z
 Bullard, J. E., Ockelford, A., Strong, C., and Aubault, H. (2018). Effects of Cyanobacterial Soil Crusts on Surface Roughness and Splash Erosion. J. Geophys. Res. Biogeosci. 123, 3697–3712. doi:10.1029/2018jg004726
 Danino, D., Svoray, T., Thompson, S., Cohen, A., Crompton, O., Volk, E., et al. (2021). Quantifying Shallow Overland Flow Patterns under Laboratory Simulations Using Thermal and LiDAR Imagery. Water Res. 57, e2020WR028857. doi:10.1029/2020wr028857
 Darboux, F., and Huang, C.-h. (2003). An Instantaneous-Profile Laser Scanner to Measure Soil Surface Microtopography. Soil Sci. Soc. America J. 67 (1), 92–99. doi:10.2136/sssaj2003.0092
 Darboux, F. (2011). “Surface Roughness, Effect on Water Transfer,” in Encyclopedia of Agrophysics. Encyclopedia of Earth Sciences Series ed . Editors J. Gliński, J. Horabik, and J. Lipiec (Dordrecht: Springer), 887–889. doi:10.1007/978-90-481-3585-1_169
 Fang, Y., Ceola, S., Paik, K., McGrath, G., Rao, P. S. C., Montanari, A., et al. (2018). Globally Universal Fractal Pattern of Human Settlements in River Networks. Earth Future 6 (8), 1134–1145. doi:10.1029/2017EF000746
 Fu, X. T., Zhang, L. P., and Wang, Y. (2019). Effect of Slope Length and Rainfall Intensity on Runoff and Erosion Conversion from Laboratory to Field. Water Resour. 46, 530–541. doi:10.1134/S0097807819040080
 Gessesse, G. D., Mansberger, R., and Klik, A. (2015). Assessment of Rill Erosion Development during Erosive Storms at Angereb Watershed, Lake Tana Sub-basin in Ethiopia. J. Mt. Sci. 12 (1), 49–59. doi:10.1007/s11629-014-3151-9
 Helming, K., Römkens, M. J. M., Prasad, S. N., and Sommer, H. (1999). Erosional Development of Small Scale Drainage Networks. Process Model. Landform Evol. 78 (10), 123–145. doi:10.1007/s11629-014-3151-9
 Himayoun, D., and Roshni, T. (2020). Geomorphic Changes in the Jhelum River Due to an Extreme Flood Event: a Case Study. Arab J. Geosci. 13 (1), 23–35. doi:10.1007/s12517-019-4896-9
 Kumar, B., PatraLakshmi, K. C. V., and Lakshmi, V. (2017). Error in Digital Network and basin Area Delineation Using D8 Method: A Case Study in a Sub-basin of the Ganga. J. Geol. Soc. India 89, 65–70. doi:10.1007/s12594-017-0559-1
 Lu, P., Xie, X., Wang, L., and Wu, F. (2017). Effects of Different Spatial Distributions of Physical Soil Crusts on Runoff and Erosion on the Loess Plateau in China. Earth Surf. Process. Landforms 42 (13), 2082–2089. doi:10.1002/esp.4175
 Luk, S.-h., Abrahams, A. D., and Parsons, A. J. (1986). Methodology: a Simple Rainfall Simulator and Trickle System for Hydro-Geomorphological Experiments. Phys. Geogr. 7 (4), 344–356. doi:10.1080/02723646.1986.10642303
 Milenković, M., Pfeifer, N., and Glira, P. (2015). Applying Terrestrial Laser Scanning for Soil Surface Roughness Assessment. Remote Sensing 7 (2), 2007–2045. doi:10.3390/rs70202007
 Modeste, M., Abdellatif, K., Nadia, M., and Mohamed, S. (2017). Effects of Land Use and Cover Type on the Risks of Runoff and Water Erosion: Infiltration Tests in the Ourika Watershed (High Atlas, Morocco). Euro Mediterranean J. Environ. Integration 3 (1), 8–16. doi:10.1007/s41207-017-0046-5
 Pant, N., Dubey, R. K., Bhatt, A., Rai, S. P., Semwal, P., and Mishra, S. (2020). Soil Erosion and Flood hazard Zonation Using Morphometric and Morphotectonic Parameters in Upper Alaknanda River basin. Nat. Hazards 103 (3), 3263–3301. doi:10.1007/s11069-020-04129-y
 Peñuela, A., Darboux, F., Javaux, M., and Bielders, C. L. (2016). Evolution of Overland Flow Connectivity in Bare Agricultural Plots. Earth Surf. Process. Landforms 41, 1595–1613. doi:10.1002/esp.3938
 Sarkar, D., Mondal, P., Sutradhar, S., and Sarkar, P. (2020). Morphometric Analysis Using SRTM-DEM and GIS of Nagar River Basin, Indo-Bangladesh Barind Tract. J. Indian Soc. Remote Sens 48 (4), 597–614. doi:10.1007/s12524-020-01106-7
 Shi, Z.-H., Yan, F.-L., Li, L., Li, Z.-X., and Cai, C.-F. (2010). Interrill Erosion from Disturbed and Undisturbed Samples in Relation to Topsoil Aggregate Stability in Red Soils from Subtropical China. Catena 81 (3), 240–248. doi:10.1016/j.catena.2010.04.007
 Singh, O., and Singh, J. (2018). Soil Erosion Susceptibility Assessment of the Lower Himachal Himalayan Watershed. J. Geol. Soc. India 92 (2), 157–165. doi:10.1007/s12594-018-0975-x
 Sobol, N. V., Gabbasova, I. M., and Komissarov, M. A. (2017). Effect of Rainfall Intensity and Slope Steepness on the Development of Soil Erosion in the Southern Cis-Ural Region (A Model experiment). Eurasian Soil Sc. 50 (9), 1098–1104. doi:10.1134/S106422931709006X
 Sofia, G., Di Stefano, C., Ferro, V., and Tarolli, P. (2017). Morphological Similarity of Channels: From Linear Erosional Features (Rill, Gully) to Alpine Rivers. Land Degrad. Develop. 28 (5), 1717–1728. doi:10.1002/ldr.2703
 Soil Survey Laboratory Methods Manual (2004). Soil Survey Laboratory Methods Manual. Available from: http://soils.usda.gov/technical/lmm (Accessed May 6, 2020). 
 Stefano, C. D., Palmeri, V., and Pampalone, V. (2019). An Automatic Approach for Rill Network Extraction to Measure Rill Erosion by Terrestrial and Low-Cost Unmanned Aerial Vehicle Photogrammetry. Hydrol. Process. 33 (13), 1883–1895. doi:10.1002/hyp.13444
 Strahler, A. N. (1952). Hypsometric (Area-altitude) Analysis of Erosional Topograohy. Bull. Geol. Soc. Am. 63 (11), 1117–1141. doi:10.1130/0016-7606(1952)63[1117:HAAOET]2.0.CO;2
 Tarboton, D. G., Bras, R. L., and Rodriguez-Iturbe, I. (1988). The Fractal Nature of River Networks. Water Resour. Res. 24 (8), 1317–1322. doi:10.1029/WR024i008p01317
 Tukura, N. G., Akalu, M. M., Hussein, M., and Befekadu, A. (2021). Morphometric Analysis and Sub-watershed Prioritization of Welmal Watershed, Ganale-Dawa River Basin, Ethiopia: Implications for Sediment Erosion. J. Sediment. Environ. 6, 121–130. doi:10.1007/s43217-020-00039-y
 Wilson, B. N. (1993). Small-scale Link Characteristics and Applications to Erosion Modeling. Trans. ASAE 36 (6), 1671–1770. doi:10.13031/2013.28521
 Wu, S., and Chen, L. (2020). Modeling Soil Erosion with Evolving Rills on Hillslopes. Water Resour. Res. 56 (10), e2020WR027768. doi:10.1029/2020wr027768
 Zhang, L. T., Gao, Z. L., Li, Z. B., and Tian, H. W. (2016). Downslope Runoff and Erosion Response of Typical Engineered Landform to Variable Inflow Rate Patterns from Upslope. Nat. Hazards 80 (2), 775–796. doi:10.1007/s11069-015-1996-z
 Zhao, L., Liang, X., and Wu, F. (2014). Soil Surface Roughness Change and its Effect on Runoff and Erosion on the Loess Plateau of China. J. Arid Land 6 (4), 400–409. doi:10.1007/s40333-013-0246-z
 Zhao, Q., Li, D., Zhuo, M., Guo, T., Liao, Y., and Xie, Z. (2015). Effects of Rainfall Intensity and Slope Gradient on Erosion Characteristics of the Red Soil Slope. Stoch Environ. Res. Risk Assess. 29, 609–621. doi:10.1007/s00477-014-0896-1
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2021 Zhang, Liu, Song, Li, Cai, Zhao and Li. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 06 August 2021
doi: 10.3389/feart.2021.679862


[image: image2]
Warning Decision-Making for Landslide Dam Breaching Flood Using Influence Diagrams
Yan Zhu1,2,3, Ming Peng1,2*, Peng Zhang4* and Limin Zhang5
1Key Laboratory of Geotechnical and Underground Engineering of Ministry of Education, Tongji University, Shanghai, China
2Department of Geotechnical Engineering, College of Civil Engineering, Tongji University, Shanghai, China
3Shanghai Research Center of Ocean and Shipbuilding Engineering, China Shipbuilding NDRI Engineering Co., Ltd., Shanghai, China
4College of Civil Engineering, Qingdao University of Technology, Qingdao, China
5Department of Civil and Environmental Engineering, The Hong Kong University of Science and Technology, HKSAR, Hong Kong, China
Edited by:
Jie Dou, China University of Geosciences, China
Reviewed by:
Faming Huang, Nanchang University, China
Chong Xu, National Institute of Natural Hazards, China
* Correspondence: Ming Peng, pengming@tongji.edu.cn; Peng Zhang, zhangpchn@qut.edu.cn
Specialty section: This article was submitted to Geohazards and Georisks, a section of the journal Frontiers in Earth Science
Received: 12 March 2021
Accepted: 07 July 2021
Published: 06 August 2021
Citation: Zhu Y, Peng M, Zhang P and Zhang L (2021) Warning Decision-Making for Landslide Dam Breaching Flood Using Influence Diagrams. Front. Earth Sci. 9:679862. doi: 10.3389/feart.2021.679862

Warning and evacuation are among the most effective ways for saving human lives and properties from landslide dam hazards. A new warning decision model for landslide dam break is developed using Influence Diagrams to minimize the total losses. An Influence Diagram is a simple visual representation of a decision problem. It analyzes the qualitative (causal) relationships between the variables via a logic diagram and determines the quantitative relationships via conditional probability and Bayes’ theorem. The model is applied for the warning decision-making of the 2008 Tangjiashan landslide dam. The new model unifies the dam failure probability, evacuation, life loss, and flood damage in an Influence Diagram. Besides, a warning criterion is proposed for efficient decision-making. The model is more advanced than the decision tree since the inter-relationships of influence factors are qualitatively analyzed with causality connections and quantitatively analyzed with conditional probabilities. It is more efficient than a dynamic decision-making model (DYDEM) as it can directly calculate the three types of flood loss (i.e., evacuation cost, flood damage, and monetized life loss) and the expected total loss. Moreover, the probabilities of the influence factors leading to known results can be obtained through inversion analysis based on Bayesian theory. The new warning decision model offers an efficient way to save lives from landslide dam breaking and avoid unnecessary expenses from premature warning and evacuation.
Keywords: decision-making, Influence Diagrams, landslide dam, risk assessment, evacuation warning
INTRODUCTION
A landslide dam is a naturally formed dam by rapid deposition of a landslide, avalanche, or debris flow, which blocks a river to form a natural lake. Unlike man-made earth and rockfill dam with well-designed drainage culverts and discharge spillway, a landslide dam often breaks soon after its formation, leading to a possibly abrupt and catastrophic breaching flood for downstream areas, just like the huge landslide dam triggered by the 1786 Ms 7.8 Luding-Kangding Earthquake. It breached soon after its formation and killed more than 100,000 people downstream (Zhang et al., 2016). In 1934, the Deixi Ms 7.5 earthquake triggered three landslide dams along the Minjiang River. The breaching flood of these three dams impacted the area as far as 800 km and drowned more than 3,000 people downstream (Liu et al., 2010; Peng and Zhang, 2012a).
Most landslide dams are short-lived. According to the statistical analysis of Shen et al. (2020) with 352 recorded cases, 30 and 48% of the landslide dams last only 1 day and 1 week, respectively. An extreme case is the Xiaolin Village landslide dam which was formed by the 2009 extreme Morakot Typhoon. It breached within 1 h after its formation and killed 384 people in the adjacent downstream Xiaolin Village (Li et al., 2011). To cope with these landslide dams, a timely warning is indispensable.
Nevertheless, the decision of dam break warning and evacuation should be very cautious and timely since it can be costly (Frieser, 2004; Peng and Zhang, 2013a, b; Shi et al., 2017). For instance, the breaking of the Tangjiashan landslide dam, triggered by the 2008 Ms 7.9 Wenchuan earthquake, forced as many as 300,000 people in Mianyang City (85 km downstream) to leave their homes for two weeks. The total evacuation expenses (including GDP interruption and evacuated expense) were estimated to be as much as RMB 1.2 billion. However, Mianyang City was not flooded, as the peak discharge of 7,800 m3/ s was lower than that of the designed flood of 12,000 m3/ s. Thus, a scientific decision on evacuation warning towards landslide dam break is crucial to achieving the minimal risk.
The existing studies on warning decision-making on dam breaking are divided into two categories: deterministic methods and probabilistic methods (Peng and Zhang, 2013a; Grant and Nover, 2019; Correa et al., 2020). Deterministic decision methods take water level and peak inflow rate and some other parameters as the indices for evacuation warning (Nielsen et al., 1994; Frieser, 2004; Zhai et al., 2018; Fan et al., 2019; Mandal et al., 2020). In some guidelines for dam safety, some subjective suggestions are offered for issuing dam break warning (Urbina and Wolshon, 2003; FEMA, 2004). Generally, the methods are quite intuitive and easy to apply. However, they fail to state the number of people to be evacuated and the best time to issue the warning. Furthermore, the uncertainties involved in dam break flood and human response are not evaluated.
In probabilistic decision methods, risk acceptance criteria based on fatality number and annual occurrence frequency were suggested for decision-making (BC Hydro, 1993; USBR, 1997; ANCOLD, 1998). Based on these criteria, the dam breaching risks higher than an acceptance level should be mitigated with structural or non-structural measures, including evacuation warnings. Su et al. (2011) have developed an early warning system of dam health with system engineering (e.g., integration control module, intelligent inference engine, and support base cluster) and artificial intelligent methods. Acosta-Coll et al. (2018) have reviewed the real-time early warning system design for pluvial flash floods and proposed a basic structure for an effective early warning system for pluvial flash floods. Fan et al. (2018) have studied the early warning of a dam break in a mountain river based on risk assessment via fuzzy analytic hierarchy process. Su et al. (2018) have developed an early warning model of deformation safety for roller compacted concrete arch dam by considering time-varying displacement data. Liu et al. (2018) have summarized the main early warning studies on flash flood with a systematic review on the early warning studies in China. Li et al. (2019) have conducted real-time warning and risk assessment of tailing dams based on dynamic hierarchy-grey relation analysis. Wang et al. (2020) have presented a method for early warning of crest cracking for high earth-rockfill dams via Bayesian parameter updating. The above existing studies on warning decision-making answered how likely the dam breaks or flash floods would occur but did not answer how much loss would be incurred. Thus, the optimal decision strategy to minimize the total loss cannot be quantitatively achieved, not to mention that the dynamic decision-making involved time-related losses.
Decision trees are often used for quantitative decision analysis because they are logical and intuitive (Frieser, 2004; Smith et al., 2006; Woo, 2008). Frieser (2004) has presented a decision tree on levee failure evacuation warning by considering three types of consequences: evacuation costs, flood damage, and loss of life. Time-dependent evacuation decisions can be analyzed using a multi-phase decision tree (Frieser, 2004). The alternatives in decision trees are assumed as independent, and the inter-relationships of influence factors are neglected. Peng and Zhang (2013a) and Peng and Zhang (2013b) have presented a decision-making model (DYDEM) based on dynamic risk assessment. The optimum time for evacuating the population at risk (PAR) is obtained by minimizing the expected total loss, which integrates the time-related probabilities and flood consequences. Based on DYDEM, Shi et al. (2017) have employed the pre-acquired terrain information to establish an efficient warning decision-making method. The method was applied to emergent evacuation warnings of the 2014 Hongshiyan landslide dam triggered by the Ms. 6.5 Ludian earthquake. DYDEM calculated the dam failure probability, human risk, economic loss, and evacuation cost with different methods. The expected total losses need to be calculated as the sum of the three types of expected losses (the product of the dam failure probability and the loss). This method is suitable for detailed case studies with sufficient investigated and simulated parameters. However, it may not be sufficient for efficient decision-making for short-lived landslide dam cases.
In this article, a new decision-making model is proposed based on Influence Diagrams. Influence Diagram integrates dam failure probability, the population at risk, fatality rate, and the three types of flood losses within one method. The new method would be much more precise than the decision tree and efficient than DYDEM. Firstly, the method of Influence Diagram is introduced and illustrated with an example. Secondly, a warning decision model is built by modifying the Bayesian network of a human risk assessment model (HURAM). Third, the model is applied to warning decision-making for the 2008 Tangjiashan landslide dam. Finally, the present model is compared with DYDEM and the decision tree method to illustrate the advantages. The new model provides an efficient and reliable method for warning decision-making for short-lived landslide dams. Both the time-related dam failure probability and three types of losses are involved within the new model.
METHODOLOGY
Influence Diagram
Background of the Influence Diagram
Influence Diagram, first presented by Howard and Matheson (2005), is a method to solve complex decision problems by considering the inter-relationships of influence factors and their uncertainties. An Influence Diagram is a simple visual representation of a decision problem. It offers an intuitive way to identify and display the essential elements, including decisions, uncertainties, objectives, and how they influence each other. It adopts the form of a logic diagram to analyze the qualitative (causal) relationship between the variables. It uses conditional probability and Bayes’ theorem to analyze the quantitative relationship between the variables.
The influence graph is an extension of the Bayesian network method by employing decision nodes and utility function nodes. The application procedure of the Influence Diagram is divided into three steps: establishing the Influence Diagram structure by causal analysis of variables; obtaining the prior probability values based on multi-source information such as statistic data, theoretic analysis, and numerical simulation; obtaining the posterior probabilities with evidence according to Bayes’ theorem.
Theoretical Introduction
Assume that an Influence Diagram has l decision nodes of D1, D2,…Dl, m chance nodes of C1, C2,…,Cm, and n utility function nodes U1, U2,…,Un. The value of each utility function node given any combination of decision nodes and chance nodes is calculated as follows
[image: image]
where Uk is the kth utility function node, π(Uk) is the parent node set of Uk, D is the decision node set (D1, D2,…Dl), Cq is the set of chance nodes with evidences, and Uk [π(Uk)] is the utility function of π(Uk).
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where Cr is the set of chance nodes without evidences (stochastic valuables) and P [π(Uk), D, Cq, Cr] is the joint probability of all parameters (nodes) in an Influence Diagram.
Express all types of nodes as a set X (X1, X2, …, XN), in which N = l + m + n. The joint probability P (X1, X2, …, XN) can be expressed as the products of the conditional probability of each node given its parents (Jensen, 2001):
[image: image]
where [image: image] is the set of all the parents of Xi. For discrete state Bayesian network, the basic parameters of a Bayesian network are expressed as follows (Zhang and Guo, 2006):
[image: image]
where k and j are the state numbers of the node Xi and its parents, respectively. According to the Bayesian theorem, the posterior probability of the parameter vector is given by the following (Zhang and Guo, 2006):
[image: image]
in which θ is the vector of θijk, P(θ) is the prior probability of θ, and mijk is the number of samples with Xi= k and π(Xi) = j.
An Illustrated Example of Influence Diagram
The Example
Figure 1 shows a simple example of using an Influence Diagram to make warning decisions. Four influence factors are considered, among which Wt is the decision node (with 4 states) and the water depth (Dw) (with 4 states), evacuation (with 2 states), and flood severity (with 4 states) are the chance nodes. The utility function notes are three types of losses: evacuation cost, flood damage, and monetized life loss. The optimal decision is achieved to minimize the total expected loss, which is the sum of the three types of losses. This target is realized with three steps: building the Influence Diagram, quantifying the Influence Diagram with prior probabilities, and calculating the total expected loss with different warning times by Bayesian updating.
[image: Figure 1]FIGURE 1 | An example of Influence Diagram: eva. = evacuation and flo. = flood.
The Structure of Influence Diagram
The Influence Diagram structure is established by considering the causal relationships of the variables (Figure 1). In the Influence Diagram, Wt influences evacuation and evacuation cost. An earlier warning would evacuate more people and incur more evacuation costs. Sufficient evacuation reduces flood damage and life loss but increases the evacuation cost at the same time. A larger water depth incurs less efficiency of evacuation, larger flood severity, and more life loss. Flood severity, determined by the building inundation and damage (Peng and Zhang, 2013a; Peng and Zhang, 2013b), directly influences the flood damage and life loss.
The Prior Probability of the Influence Diagram
The prior (conditional) probabilities of the three chance nodes (Dw, evacuation, and flood severity) are obtained according to Peng and Zhang (2012b) and Peng and Zhang (2012c), as shown in Tables 1–2. The prior probabilities of Dw are obtained based on statistical data (Table 1). The prior condition probabilities of evacuation (Table 1) are regarded as the probabilities when the available time is larger than the demand time, which will be introduced later. The prior condition probabilities of the flood severity (Table 2) are obtained based on a matrix of building inundation and building damage, according to Peng and Zhang (2012b).
TABLE 1 | The prior conditional probability table of evacuation using HURAM (Peng and Zhang, 2012b).
[image: Table 1]TABLE 2 | The prior conditional probability table of flood severity using HURAM (Peng and Zhang, 2012b).
[image: Table 2]The evacuation cost consists of GDP interruption loss and people resettlement costs. The flood damage is counted by the damage of movable properties in this study since the unmovable properties cannot be saved by warning and evacuation. Human life is monetized for evacuation decision-making. The value of human life is counted as the GDP per person (GDPP) and the average longevity (Lav) (Frieser, 2004; Jonkman, 2007). For example, the GDPP and Lav in Mianyang City, China, are RMB 13,745 and 75 years in 2008 (Mianyang Bureau of Statistics, 2008). Thus, the value of one person is estimated as RMB 1.03 million. Suppose that the population at risk (Par) is 1,000 in this case. The prior utility functions of evacuation cost, flood damage, and life loss are calculated based on Peng and Zhang (2013a), as shown in Tables 3–4, respectively.
TABLE 3 | Prior probability of evacuation cost and flood damage with Par of 1,000 based on Peng and Zhang (2013a).
[image: Table 3]TABLE 4 | Prior probability of life loss with Par of 1,000 based on Peng and Zhang (2013a).
[image: Table 4]The Total Expected Loss as a Function of Warning Time
Finally, the total expected loss (LT) is calculated as follows:
[image: image]
where C denotes the evacuation cost, DM is the movable flood damage, ML is the monetized life loss, and Pf is the probability of landslide dam failure. The three types of flood losses are posterior values calculated by updating the prior values based on Bayes’ theorem. In this case, we can obtain each of the flood losses, according to Eqs. 1–4. Take the flood damage DM as an example. According to Figure 1, DM is calculated as follows:
[image: image]
where Eva is the evacuation, Fs is the flood severity, and DM (Eva, Fs) is the flood damage as a function of Eva and Fs, which can be found in Table 3. The conditional probability P (Eva, Fs|Wt, Dw) is calculated as follows:
[image: image]
According to Equation (3), the joint probability P (Eva, Fs, Wt, Dw) is as follows:
[image: image]
where P(Wt) = 1 for decision node; P (Dw) can be found in Table 1, and P (Eva|Wt, Dw) and P(Fs|Dw) in Table 2.
Figure 2 shows the total expected loss (LT) with different values of Wt, Dw, and Pf. Generally, LT increases with Dw and Pf. The influence of Wt on Lt is more complicated. When Pf and Dw are large, LT decreases with Wt, as LT is dominated by ML and DM. When Pf and Dw are small, LT decreases with Wt. When Pf and Dw are relatively large, LT decreases and then increases with Wt. For instance, minimal LT is achieved as 0.53 million RMB when Wt > 24 h, in the case of Pf = 1 and Dw = 3–6 m; minimal LT can be ignored with no warning when Pf reduces to 0.01 and Dw is 0–1.5 m.
[image: Figure 2]FIGURE 2 | Variation of total loss with Wt and Dw: (A)Pf = 1; (B)Pf = 0.1; (C)Pf = 0.01.
THE NEW DECISION-MAKING MODEL
The target of the decision-making model is to find the optimal time for issuing a warning to minimize the risk (R) or the expected total loss (LT):
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where t is the moment for issuing warning. tf is the moment of dam failure. Wt denotes the warning time. Pf(tf) denotes the failure probability of the landslide dam before tf as a time series. C(Wt), DM(Wt), and ML (Wt) are evacuation cost, movable flood damage, and monetized life loss as functions of Wt, respectively. Note that the unmovable damage is not involved since it cannot be mitigated by warning and evacuation. Normally, C(Wt) increases but DM(Wt) and ML (Wt) decrease with Wt.
Decision Criterion
The decision criterion is to find the optimal time for issue warning to minimize LT(t) or LT(tf+ Wt). When Pf(tf) is very small (e.g., at the dam formation moment with shallow water level), LT(t) is dominated by C(Wt) and the minimal LT(t) is achieved at Wt= 0, which means no warning is necessary. With the increase of Pf(tf), LT(t) increases. When LT(t) achieves the minimal value with Wt > 0 for the first time, which means early warning is necessary, we need to warn the people before this moment, tcr. A warning is not needed before tcr and needed after tcr:
[image: image]
Since Pf(t) monotonously increases with t before dam failure, we can first find the critical failure probability Pfcr in the Influence Diagram (to be introduced later) and then obtain tcr as the inverse function of Pf(t).
[image: image]
The Human Risk Analysis Model
In Eq. 10, C(Wt), DM(Wt), and ML (Wt) can be calculated using a new warning decision model via Influence Diagram, which is built by improving the Bayesian network of a human risk assessment model, HURAM (Peng and Zhang, 2012b; Peng and Zhang, 2012c). The logic structure of HURAM is shown in Figure 3. People in the flooded area are called population at risk (Par). A part of Par evacuates from the flooded areas to be safe if the available time is larger than the demand time. The other people, who stay in the flooded area, are defined as exposed people. The exposed people may take shelter inside buildings. If so, their safety depends on the building inundation and damage. There are four flood severity zones: safe, low, medium, and high. The fatality ratio of the four zones is quantified based on statistical data, as shown in Figure 3 (Peng and Zhang, 2012b). HURAM model is able to estimate the human risk (i.e., probability of life loss) by considering fourteen parameters and their interrelationship. The model is validated in several cases (Peng and Zhang, 2012b; Peng and Zhang, 2013b; Shi et al., 2017).
[image: Figure 3]FIGURE 3 | The framework of the human risk assessment model for a landslide dam (modified from Peng and Zhang, 2012b; Peng and Zhang, 2013a).
New Decision-Making Model With Improvements on HURAM
A new decision-making model (DEMID) (Figure 4) is developed based on Influence Diagram. It improves the Bayesian network of HURAM mainly in five aspects: changing the states of the “warning time” node; removing the “time of a day” node; changing the functions of the “evacuation” node; adding two chance nodes “dam failure probability” and “population at risk”; adding three utility function nodes “evacuation cost,” “flood damage,” and “monetized life loss.”
[image: Figure 4]FIGURE 4 | The decision-making model based on Influence Diagram.
Changing the States of the “Warning Time” Node
“Warning time,” an originally chance node, is changed to a decision node. Originally in HURAM, “warning time” has five states: 0–0.25 h, 0.25–1 h, 1–3 h, 3–6 h, and >6 h. It is an intermediate node with two parent nodes of “time of a day” and “distance to dam site,” which meant that the available Wt is influenced by “time of a day” and the “distance to dam site” (Peng and Zhang, 2012a). In DEMID, Wt is set as a decision node in the Influence Diagram with seven states: 0–0.25 h, 0.25–1 h, 1–3 h, 3–6 h, 6–12 h, 12–24 h, and >24 h. Two more states with longer warning times are added as more time needs to be offered for people to save their properties.
Removing the “Time of a Day” Node
“Time of a day,” an originally chance node, is removed. In HURAM, the node “time of a day” had three states: 8:00–17:00, 17:00–22:00, and 22:00–8:00. It was a parent node of three intermediate nodes: “warning time,” “evacuation,” and “sheltering inside buildings”. In DEMID, the lead time for decision-making was often on the order of days, making the simulation of warning and evacuation rather complex. Besides, we can choose daytime for issuing a warning. Thus, the chance node of “time of a day” in the Influence Diagram was removed (Peng and Zhang, 2013a).
Changing the Function of “Evacuation” Node
The warning transmitting time distribution and response time distribution are changed. In HURAM, a successful evacuation is defined as the available time (Wt+ Rt) larger than demand time (Tt+ St+ Et) (Peng and Zhang, 2013a):
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where Wt is the warning time; Rt is the flood rise time (the time for the flood water level rising to a critical level causing threat to human life, 1.5 m is assumed); Tt is the warning transmitting time (the duration from issuing the warning to the receipt by the people at risk); St is the response time (the time for people to confirm the warning, prepare for evacuation and wait for family members); Et is the evacuation time (the time for the people to mover to safe places).
In HURAM, the warning transmitting distribution was W (3.5, 0.6), W (2.0, 0.5), and W (1.3, 0.7) for times of a day of 08:00–17:00, 17:00–22:00, and 22:00–08:00, respectively. Here W (a, b) denotes a Weibull distribution with coefficients a and b:
[image: image]
In DEMID, we use W (1.3, 0.7) only for safety and to avoid complex calculations (Peng and Zhang, 2013b). W (1.3, 0.7) is suggested for moderately rapid warning by Lindell et al. (2007).
In HURAM, the response time distribution is assumed as W (4, 1) for emergent dam break situation, with a mean value and standard deviation of 0.25 and 0.25 h, respectively. In emergent cases, people have no more time to rescue properties. However, in DEMID, the government should consider offering more time for people to save properties and prepare daily belongings. A distribution of W (0.085, 2.55) is chosen according to the practices of hurricane evacuation (Lindell et al., 2007). In this case, the mean value and a standard deviation of 2.33 and 0.98 h are considered, respectively.
Adding Two Chance Nodes of “Population at Risk” and “Dam Failure Probability”
Two chance nodes, namely, the “population at risk” and “dam failure probability,” are added to the Influence Diagram. In HURAM, the flooded areas are divided into subareas with different populations at risk (Par) and flood parameters. The human risk (RH) is calculated as the sum of the expected life loss (Li) in each subarea:
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where Pl|f is the conditional probability of life loss when the dam fails. Three steps are needed: firstly, dividing the flooded area into subareas with different Pars; secondly, obtaining Pl|fvia the Bayesian network in HURAM; finally, calculating RH with Pf according to Eq. 16.
In DEMID, RH is directly calculated as shown in Figure 4 by adding two chance nodes: “population at risk” with five states (1, 1E2, 1E4, 1E6, and 1E8) and “dam failure probability” with seven states (0, 1E-5, 1E-4, 1E-3, 1E-2, 1E-1, and 1). The flood area need not to be divided into subareas as in HURAM. The distribution of Par and the flood parameters (Dw, flow velocity, and rise time) are taken as probabilities in the Influence Diagram. Despite discrete states in the two added nodes, all continuous values can be achieved by the weighted average of the two closest states by solving the following equation:
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where Pi and Pj are two probability weights of the two closest states and Si and Sj are the two state values. For instance, Par with 30,000 could be expressed as 0.9798*1E4 + 0.0202*1E6. Besides, the human risk could be assessed via DEMID; also, the expected flood damage and evacuation cost could be evaluated at the same time by employing three utility function nodes as follows.
Adding Three Utility Function Nodes
Three utility function nodes, namely, “evacuation cost,” “expected flood damage,” and “expected life loss,” are added in the new model. The evacuation cost is the sum of the initial costs (Ci) and GDP interruption (CGDP) (Peng and Zhang 2013a):
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Ci is the evacuation expenses, such as temporary resettlement fee (e.g., accommodation, food, and compensation) and public maintenance fee (e.g., security and medical care), and can be calculated as follows:
[image: image]
where c is the expense per person per day (e.g., RMB 60 or US$ 9.5 per person per day for the evacuation caused by the 2008 Tangjiashan landslide dam); Peva is the number of evacuated people, which is estimated using the HURAM; Wt is the warning time in days. The 3-day period is taken as the minimum period of time between the predicted moment of flooding and the return of the residents (Frieser, 2004). The GDP interruption (CGDP) is calculated as follows:
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where GDPP is the GDP per capita and the interrupted time.
The moveable flood damage DM is assumed to be proportional to the number of the people who neither evacuated nor sheltered in safe zones (in the building story beyond the inundation height) (Peng and Zhang, 2013a):
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where Psafe is the ratio of the people taking shelter in the safe zones; α is the proportion of properties that can be transferred (0.1 is assumed); Ip is the property of each person, which is calculated approximately as the cumulative net income (i.e., income minus spending) per person (Peng and Zhang, 2013a):
[image: image]
where I and S are the average income and spending per person; n is the average working period per person (e.g., 20 years). For instance, in 2008, Mianyang City, Sichuan Province, China, Ip = 4,482 * 20 = RMB 8,9640.
Despite ethical considerations, a person's life is measured for rational decision-making. The monetized life loss (ML) is calculated as the product of the probability of life loss and the value of human life (VL), while VL is calculated as the product of GDPp and the average longevity (L) (Jonkman, 2007). For instance, GDPp and L in Mianyang City in 2008 are RMB 13,745 and 75 years (Mianyang Bureau of Statistics, 2009). Thus, VL was RMB 1.03 million.
WARNING DECISION-MAKING FOR THE 2008 TANGJIASHAN LANDSLIDE DAM
Background of the Tangjiashan Landslide Dam
The Tangjiashan landslide lies on the right bank of the Tongkou River in Sichuan Province, China, 4.5 km upstream of Beichuan County (104° 25′56.93″ E, 31°50′40.60″ N) (Xu et al., 2013). The Tongkou River is a tributary of the Fujiang River with a length of 173 km and a basin area of 4,520 km2. The strata of the Tangjiashan landslide area comprises the upper Qingping Formation of the lower Cambrian dipping outward (N60°E/NW∠60°), a residual-diluvial layer of Quaternary sediments, and an alluvial layer of Quaternary sediments with a depth of 5–20 m in thickness (Xu et al., 2013). The landslide was triggered by the 2008 Ms 7.9 Wenchuan earthquake. The top elevation of the Tangjiashan landslide was 1,580 m, with a slope height of about 900 m. The lower terrain was steep (40°–60°) with the bedrock exposed, whereas the upper terrain gently slopes at an angle of about 30°, with diluvial gravel soil (about 5–15 m in thickness) covering the surface. Details of the landslide refer to (Hu et al., 2009; Xu et al., 2013).
The Tangjiashan landslide slid into the Tongkou River and formed a landslide dam with a height of 82 m, width of 802 m, length of 611 m, dam volume of 20.4 million m3, and lake capacity of 316 million m3 (Hu et al., 2009; Cui et al., 2009), as shown in Table 5. The landslide dam was located at 4.5 km upstream of Beichuan Town with 30,000 residents and around 85 km upstream of Mianyang City with 1,127,000 residents (Figure 5A). The dam mainly consists of three layers (Figures 5B,C): the upper layer of gravely soils with a thickness of 5–15 m, the middle layer of strongly weathered cataclasite with a thickness of 10–15 m, and the bottom layer of weakly weathered cataclasite with a thickness of 50–80 m (Peng and Zhang, 2012c; Peng and Zhang, 2013b). The cross-sections of A-A and B-B in Figure 5 refer to Figure 6.
TABLE 5 | Breaching parameters of the two simulation scenarios using DABA and the records.
[image: Table 5][image: Figure 5]FIGURE 5 | The location and cross-section of the Tangjiashan landslide dam: (A) the location of the dam and the Beichuan Town; (B) the cross-section across the river; and (C) the cross-section along the river (Modified from Peng and Zhang, 2012b and Shi et al., 2015). Note that the cross-sections of A-A and B-B refer to Figure 6.
[image: Figure 6]FIGURE 6 | The aerial photograph of the Tangjiashan landslide dam (Modified from Shi et al., 2015).
The risk of dam breaching was high, so the local government decided to excavate a division channel. The division channel was completed by June 1, 2008, with a length of 475 m, a width of 25 m and a depth of 12 m (Peng and Zhang, 2012c; Peng and Zhang, 2013b). It lowered the crest elevation from 752.2 to 740.4 m and reduced the lake capacity from 316 million m3 to 247 million m3 (Peng and Zhang 2013b).
The dam breached on June, 10, 2008 and lasted for 14 h. Its peak outflow rate reached 6,500 m3/ s. The final breach size had a depth of 42 m, a top width of 145–235 m, and a bottom width of 80–100 m (Peng and Zhang, 2012b; Peng and Zhang, 2012c). All the people (30,000) in Beichuan County and 300,000 people in Mianyang City were evacuated by June, 1, 2008, 10 days before the dam breaching. The evacuation costs were estimated as much as RMB 1.2 billion.
Simulation of Dam Breaching and Flood Routing
In order to find out the effect of the channel, two scenarios are simulated, with the division channel (real case of Scenario 1) and without it (a virtual case of Scenario 2). The dam heights of the two scenarios are 70 and 82 m, and the corresponding lake volumes are 224 and 316 million m3.
A breaching model for landslide dams, DABA (Chang and Zhang, 2010; Peng et al., 2014; Shi et al., 2015), was applied to simulate the dam breaching process and achieve the breaching outflow rate. DABA simulates the soil erosion during dam breaching based on shallow water flow theory. The outflow rate is calculated using the broad-crested weir equations. DABA also takes into consideration the variation of soil properties along with landslide dam depth. The model was proved to be an effective tool for breaching simulation of landslide dams (Chang and Zhang, 2010; Peng et al., 2014; Shi et al., 2015).
HEC-RAS 4.1, a hydraulic simulation software (HEC, 2008), is used to simulate the flood routing after obtaining the breaching outflow rate via DABA. Two residential areas downstream are considered in this study: Beichuan County with 30 thousand residents located 4.5 km downstream and Mianyang City with more than 1.1 million residents located 85 km downstream. The main parameters include the dam breaching parameters (the final breach size, breaching time, and breaching progression curve obtained from DABA model), the geometric parameters of the channel, Manning’s n values, and contraction and expansion coefficients. Manning’s n values are 0.040 and 0.050 for the channel and the floodplain upstream of Mianyang City, respectively, and 0.035 and 0.045 for the channel and the floodplain in the Mianyang City, respectively, according to Chow (1959).
Figure 7 shows the simulated outflow rates of the two scenarios and the recorded values. With the division channel, the outflow rate curve of the simulated case with the division channel is close to the real case. The peak outflow rate is 6,603 m3/s and the breach depth is 43.4 m, which are quite close to the records of 6,500 m3/ s and 42 m, respectively (as shown in Table 5). Without the division channel, the dam would breach 9 days later due to the larger lake capacity for water filling. The peak outflow rate reaches 14,658 m3/ s, which is much larger than that in Scenario 1. Besides, the final breach size would be slightly shallower but much wider.
[image: Figure 7]FIGURE 7 | The breaching outflow rates of the real case and two simulated cases.
The hydraulic parameters in Beichuan County and Mianyang City were obtained via HEC-RAS software. In Scenario 1, the flood with the peak flow rate of 6,538 m3/ s inundated Beichuan County with a maximum water depth of 6.13 m (Figure 8A) and flow velocity of 1.11 m/ s. In Mianyang City, however, the peak flow rate (7,820 m3/ s) was lower than the design flood (12,000 m3/ s) of the levee system. In Scenario 2, the peak flow rates increased to 14,440 and 14,584 m3/ s in Beichuan County and Mianyang City, respectively. The maximum Dw in Beichuan was as large as 19.68 m (Figure 8A), and the flow velocity was 1.56 m/ s. In Mianyang City, the flood would inundate the city with a maximum depth of 0.51 m (Figure 8B) and flow velocity of 0.25 m/ s.
[image: Figure 8]FIGURE 8 | The inundation maps of Beichuan Town and Mianyang City: (A) Scenarios 1 (the maximal water level = 6.13 m) and 2 (the maximal water level = 19.68 m) in Beichuan; (B) Scenario 2 (the maximal water level = 0.51 m) in Mianyang (Mianyang is not flooded in Scenario 1).
Probability Analysis of Tangjiashan Landslide Dam Failure
As 92% of past landslide dam failures were due to overtopping (Peng and Zhang, 2012c), only overtopping failure is considered in this study. A dam is defined as an overtopping failure at time t when the reservoir volume (Vt) is larger than its capacity (Vcr). Pf as a time series is expressed as follows (Peng and Zhang, 2013a):
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According to the conservation of mass, V(t) is given by
[image: image]
where Δt is the time interval; Q(t) is the inflow rate at time t; Qe(t) is the evaporation rate, which could be ignored for a short time during the emergency management; Qo(t) is the outflow rate at time t, which was less than 1 m3/ s and ignored in this study (Peng and Zhang, 2013b). Thus, Q(t) is the only key item to calculate Pf(t), according to Eqs. 19, 20.
Based on the 33 recorded data provided by Zhang (2009), a time series model of AR (2) is suitable to estimate Q(t):
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where a(t) is the error with the mean value of 0. The variation of a(t) is calculated as follows:
[image: image]
With the estimated Q(t) according to Eqs. 21, 22, Pf of the Tangjiashan landslide dam in Scenarios 1 and 2 were obtained as shown in Figure 9. For For more details on the time series analysis method for calculating Pf , refer to Peng and Zhang, 2013a; Peng and Zhang, 2013b.
[image: Figure 9]FIGURE 9 | PDF and CDF of Pf in the two Scenarios.
In Scenario 1, Pf increased from 0 to 1E-5 at 21:00 on June 6, 2008, to 1E-3 at 9:00 on June 6, 2008, to 1E-1 at 6:00 on June 8, 2008, and to 0.964 at 6:00 on June 10, 2008. Note that the dam started to breach at 6:00 on June 10, 2008.
In Scenario 2, the corresponding times for Pf arriving 1E-5, 1E-3, 1E-1, and 0.964 were at 10:00 on June15, at 17:00 on June 16, at 15:00 on June 17, and at 2:00 on June 23, 2008.
Warning Decision-Making for Beichuan County
In Scenario 1, the dam breaching flood with the peak discharge of 6,538 m3/ s inundated 33.0% of the area of Beichuan County, with the population at risk being 9,905. The Dw and flow velocity were 6.13 and 1.11 m/ s, respectively. The expected total loss (LT) and the three types of flood losses can be obtained by updating the Influence Diagram with the inputs of the basic nodes (without the parent node). Figure 10 shows an example with the “warning time” of 3–6 h and “dam failure probability” of 1.0. According to the investigation, the six states are deterministic: “flow velocity” (1–2 m/ s), “distance to dam site” (0–4.8 km), “building story number” (3 stories), “dam breaching during” (>9 h), “building type” (masonry, concrete and brick), and “population at risk” (9,905). The states of “water depth” and “evacuation distance” are obtained based on the proportion of the flooded areas (Peng and Zhang, 2013b). In this case, the evacuation rate and the fatality rate are 95.25 and 0.07%, respectively. Since Par was 9,905, the evacuated population number was 9,435, the exposed population number was 470, and the expected fatality number was 6.9. The evacuation cost, expected flood damage, and expected monetized life loss were 4.82, 2.10, and 7.35 million RMB, respectively, making the expected total loss of 14.3 million RMB, as shown in Figure 10.
[image: Figure 10]FIGURE 10 | Decision-making based on Influence Diagram with Hugin lite 7.2 (Hugin Expert A/S, 2009).
Table 6 shows the flood losses with Pf = 1.0 in Scenario 1 in Beichuan County with different Wt. When Wt was 0–0.25 h, the evacuation rate was low (35.68%), leading to a relatively high fatality rate (3.71%). The expected monetized life loss of 379 million RMB dominated the total loss, followed by the expected flood damage. With the increase of Wt, both the monetized life loss and the flood damage decreased rapidly and the evacuation cost increased. The expected total loss decreased first and then increased. The minimal expected total loss of 719 million RMB was achieved when the Wt is 6–12 h. After that, the evacuation cost increased steadily and dominated the total loss. The increase in the evacuation cost was due to the larger Wt and more evacuated people.
TABLE 6 | Flood losses in Scenario 1 in Beichuan County with different Wt.
[image: Table 6]Figure 11 shows the three types of losses and the total loss in Scenario 1 in Beichuan County with different Wt and Pf. The evacuation cost did not change with Pf. The expected flood damage and monetized life loss linearly decreased with Pf. It is found that the optimal decision strategy with minimal LT changed with Pf. When Pf = 1, the optimal Wt was 6–12 h with LT of RMB 7.19 million. With the decrease of Wt, less Wt is needed for optimal decision with less LT. When Pf = 0.001, no warning is needed since LT monotonically increases with Wt.
[image: Figure 11]FIGURE 11 | Three types of losses and the total loss in Scenario 1 in Beichuan County with different dam failure probabilities: (A)Pf = 1; (B)Pf = 0.1; (C)Pf = 0.01; (D)Pf = 0.001.
When considering Pf as a time series, as shown in Figure 9, the optimal decision is to issue the evacuation warning at 15:00, June 7, 2008, according to Eq. 11. It is close to the optimal time of 00:00, June 7, 2008. The minimal LT was 3.79 million RMB and Pfcr = 0.64%.
In Scenario 2, with the peak discharge of 14,440 m3/ s, the breaching flood inundated 55.6% of the area of Beichuan County with the population at risk being 16,682. Dw and the flow velocity were 19.68 and 1.56 m/ s, respectively. Figure 12 shows the three types of losses and the total loss in Scenario 2 in Beichuan County with different Wt and Pf. Similar to Scenario 1, the optimal decision strategy changed with Pf in the trend, which meant less Wt is needed for smaller Pf. However, more Wt and larger LT are needed in Scenario 2 due to larger floods. When Pf = 1, the optimal Wt was 12–24 h with LT of RMB 17.90 million. When Pf = 0.001, no warning is needed since LT monotonically increases with Wt.
[image: Figure 12]FIGURE 12 | The three types of losses and the total loss in Scenario 2 in Beichuan County with different Wt: (A)Pf = 1; (B)Pf = 0.1; (C)Pf = 0.01; (D)Pf = 0.001.
When considering Pf as a time series, as shown in Figure 9, the optimal decision was to issue the evacuation warning at 6:00, June 17, 2008, according to Eq. 12. It is close to the optimal time of 08:00, June 16, 2008. The minimal LT was 8.95 million RMB and Pfcr = 0.49%.
Warning Decision-Making for Mianyang City
In Mianyang City, the breaching flood in Scenario 1 did not inundate the city since the peak discharge (7,820 m3/ s) was lower than the design value of the levee system (12,000 m3/ s). The breaching flood in Scenario 2, with the peak discharge of 14,584 m3/ s, inundated the city with the maximal Dw of 0.51 m and made 23,521 people at risk.
Figure 13 shows the flood loss with different Wt and Pf in Scenario two in Mianyang City. When Pf = 1, early warning was necessary despite relatively low flood severity. If Wt is the least, namely 0–0.25 h, LT would be RMB 13.8 million, which consisted of evacuation cost (C), expected flood damage (DM) and monetized life loss (ML) of RMB 5.69, 5.62, and 2.45 million, respectively. With the increase of Wt, DM and ML decraese dramatically, but C increases rapidly, making LT decreases first and then increases at Wt = 1–3 h. The minimal LT at that time is RMB 9.82 million. When Pf became smaller, no warning is needed. The minimal LT is achieved with Wt = 0–0.25 h as RMB 6.50, 5.77 and 5.70 million in the cases of Pf = 0.1, 0.01 and 0.001, respectively.
[image: Figure 13]FIGURE 13 | The three types of losses and the total loss in Scenario 2 in Mianyang City with different Wt: (A)Pf = 1; (B)Pf = 0.1; (C)Pf = 0.01; (D)Pf = 0.001.
When considering the Pf as a time series as shown in Figure 9, the optimal decision is to issue the evacuation warning at 22:00, June 19, 2008 according to Eq. 12. It is close to optimal time of 10:00, June 19, 2008. The minimal LT was 8.17 million RMB and Pfcr = 0.307.
DISCUSSION
The Influences of Warning Time, Water Depth, and Dam Failure Probability
The Influence Diagram model (Figures 4, 10) shows that Wt, Dw, and Pf are three key parameters affecting all three types of flood consequences. Sensitivity analysis of Wt, Dw, and Pf on the expected total loss is made in Scenario 1 in Beichuan County.
When Pf = 1, as shown in Figure 14A, the expected total loss increased significantly with Dw when Wt was insufficient (e.g., 0–3 h). The reason is that high Dw incurs higher flood severity, building inundation, and damage, which then result in more life loss and flood damage. When Wt becomes longer (e.g., >12 h), the expected total loss, which was dominated by the evacuation costs, would not be obviously influenced by Dw, since most people manage to evacuate from the flooded area.
[image: Figure 14]FIGURE 14 | The expected total loss in Scenario 1 in Beichuan County with different Dw and Wt: (A)Pf = 1; (B)Pf = 0.1; (C)Pf = 0.01; (D)Pf = 0.001.
When Pf decreased, the expected total loss decreased significantly when Wt was insufficient, espectially with higher Dw. The optimal decision strategy changed with Pf. Less Wt was needed with smaller Pf. When Pf = 0.001, the expected total loss curve was close to the evacuation cost curve. The reason was that two types of flood losses (expected flood damage and life loss) were proportional to Pf , while evacuation cost did not change with Pf.
In summary, the influences of the three factors (Dw, Wt, and Pf) on the flood losses were different. The increase of Dw resulted in a high increase in the expected flood damage and life loss and a slight decrease in evacuation cost (due to a lower evacuation rate). The increase of Pf resulted in a proportional increase of expected flood damage and life loss but did not change evacuation costs. The increase of Wt resulted in a steady increase in evacuation cost but incurred an unsteady decrease of expected flood damage and life loss. The latter decreased rapidly when Wt was not sufficient. In contrast, they change a little when Wt was sufficient.
Comparison DEMID With Decision Tree
Frieser (2004) has published decision-making methods for dam/levee failure flood via multi-phase decision tree, as shown in Figure 15. At the initiation decision time ti, we might issue an evacuation warning or not. If we choose not, we might delay the decision to tτ. Since there are several phases that we can choose to make the warning decision, it is called a multi-phase decision tree, as shown in Figure 15. It involves Pf and three types of flood losses. A warning decision was made by comparing all the alternatives to achieve the minimum expected total loss.
[image: Figure 15]FIGURE 15 | Multi-phase decision trees for warning decision-making of dam/levee failure. Note D1 > d1 > d2, L1> l1 > l2, C2 > C1 for different Wt and the uncertainty of P1 is smaller than that of P2 since more information can be gained.
Compared to the multi-phase decision tree method, DEMID has several features:
1) The inter-relationships of influence factors are qualitatively analyzed using Influence Diagram. The inter-relationships of influence factors are qualitatively analyzed by building an Influence Diagram with causality connections and quantitatively analyzed with conditional probabilities. Moreover, all alternatives in decision trees are assumed as independent and the inter-relationships of influence factors are neglected.
2) Multi-source information is absorbed to improve DEMID. Prior (conditional) probabilities are gained by employing multi-source information, such as physical test data, empirical equations, theoretical analysis, and statistical data. The information of the studied case can be applied to calculate the posterior probabilities. Moreover, the model can be further updated through Bayesian network parameter learning in the future.
3) The probabilities of the influence factors, including the basic nodes and intermediate nodes, can be obtained through inversion analysis based on Bayesian theory. Suppose that a failed landslide causes a large number of fatalities and some parameters (e.g., Wt and the building information) are gained, we can find the distribution of Dw and evacuation based on Bayesian updating by simply inputting the fatality rate and other known parameters.
4) From the perspective of the building process, DEMID is built according to the logical relationship between the influence factors (nodes), which cannot be reflected in the decision tree. The latter simply divides the alternatives as binary variables, namely, warning or non-warning. In the application prospect, the decision tree needs to assume a fixed failure time, while it is not necessary for DEMID.
Comparing DEMID With a Dynamic Decision-Making Model, DYDEM
Peng and Zhang (2013a) and Peng and Zhang (2013b) have provided a dynamic decision-making model (DYDEM) for dam failure warnings. The warning decision strategy was to find the time of evacuation warning to minimize expected total loss:
[image: image]
where tw is the time issuing warning and LT (tw) is the expected total loss as a function of tw, which can be expressed as follows:
[image: image]
where tf is the continuous time of failure since a dam could fail at any time with a certain probability; f(tf) is a continuous stochastic process of Pf; f(tf)dtf is Pf in a short period dt. In Eq. 24, Wt is expressed as follows:
[image: image]
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In DEDYM, the expected LT is calculated with Pf as a time series and the three types of flood losses as a function of Wt. This model is suitable for detailed case studies with sufficient investigated and simulated parameters. It is time-consuming since Pf and three types of flood losses are calculated via different methods. Moreover, the Bayesian network in HURAM with several discrete states cannot be directly applied for calculating the three types of flood losses. A program is coded in VBA in Microsoft Excel for this purpose.
Compared to DYDEM, DEMID has several distinct features:
1) It unifies all the component methods in DYDEM via Influence Diagram. In DYDEM, Pf is calculated via a time series method, the evacuation rate and fatality rate are calculated via HURAM; the evacuation cost, flood damage, and monetized life loss are calculated via different methods. DYDEM is suitable for detailed case studies with sufficient investigated and simulated parameters. However, it may not be sufficient for some short-lived landslide dam cases. In DEMID, all the components are unified using only one method, Influence Diagram. The three types of flood loss and the expected total loss can be directly gained.
2) DEMID is more efficient. Besides the unified form discussed above, the integration calculation as shown in Eq. 24 in DYDEM is not needed in DEMID and the decision criteria are much simpler. We only need to check the critical failure probability Pfcr, as shown in Eq. 12, to find the optimal time for issuing a warning. An important premise for the correctness of the criterion is that Pf should monotonically increase with time. This is not difficult to achieve in landslide dam cases since no discharge control measures are available for a naturally formed dam.
3) DEMID can conduct inversion analysis based on Bayesian theory, as discussed in the last section. Since Influence Diagram is an updated Bayesian network, DEMID retains the original advantages of the Bayesian network in HURAM. We can find out the causes (e.g., water depth and breaching time) of one or some results (e.g., high fatality rate and evacuation rate). This cannot be realized in DYDEM.
4) From the perspective of the building process, the structures of DEMID and all the nodes are fixed. The model can be applied to any landslide dam case by simply updating the values of the basic nodes (the nodes without parents). In DYDEM, we need to calculate all the risk components (dam failure probability and the three types of losses) in all sub-areas by different methods. Then sum all the losses in all sub-areas to gain the expected total loss.
CONCLUSIONS
A new warning decision-making model (DEMID) is presented based on Influence Diagram in this article. It is used for the emergent warning decision-making in the case of the 2008 Tangjiashan landslide dam. The following conclusions can be drawn:
1) The present decision model is of great efficiency as it unifies the dam failure probability, evacuation, and three types of flood losses in one Influence Diagram. The expected total loss can be directly gained. Besides, a warning criterion is suggested for efficient decision-making by considering the monotonical increase of landslide dam failure probability: issuing the warning at the time with critical probability when no warning is no more the best choice (with minimal expected total loss).
2) In DEMID, the inter-relationships of influence factors are qualitatively analyzed with causality connections and quantitatively analyzed with conditional probabilities. Continuous values of the population at risk and failure probability can be considered by weighted averages of the closest discrete states. The probabilities of the influence factors, including the basic nodes and intermediate nodes, can be obtained through inversion analysis based on Bayesian theory.
3) The increase of water depth results in a high increase in the expected flood damage and life loss and a slight decrease in evacuation cost (due to a lower evacuation rate). The increase of Pf results in a proportional increase in expected flood damage and life loss but no changes to evacuation cost. The increase of Wt results in a steady increase in evacuation cost and an unsteady decrease in expected flood damage and life loss. The latter decreases rapidly when Wt is not sufficient but changes slightly when Wt is sufficient.
4) For the high-risk areas with relatively fewer people (e.g., the Beichuan County), the expected total loss is dominated by monetized life loss. It is better to issue an evacuation warning a little earlier since it would not incur large evacuation expenses but save many human lives. For the low-risk areas with relatively more people (e.g., the Mianyang City), the evacuation cost should be cautiously issued since the longer the warning lasts, the larger the expenses are.
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On August 21, 2020, a landslide occurred in Zhonghai village of Hanyuan County, Sichuan Province, China. The landslide is triggered by two successive rounds of heavy rainfall. This landslide can be clearly divided into an initial landslide and a main landslide. The main landslide is activated by the intense impact and overloading of the initial landslide. The depth-integrated continuum method is adopted to simulate the dynamic process. Due to the complicated failure process, it is found that there is no proper unified parameters in Coulomb model which could well reproduce the two successive landslides. It implies that the dynamic process of landslides is highly associated with the characteristics of sliding bodies. Here, an implement of variable frictional coefficients for different parts is proposed and the parameters are calibrated. It is demonstrated that results from numerical modeling match well with the field investigation. The complicated landslides in two different stage can both be efficiently revealed by depth-integrated continuum modeling.
Keywords: zhonghai landslide, landslide zoning, numerical modeling, dynamic process, depth-integrated continuum
INTRODUCTION
Rainfall especially continuous rainfall and heavy rainfall is the most common cause of landslides. In the past several decades, rainfall-induced landslides have occurred frequently all over the world (Ayalew 1999; Lin and Jeng 2000; Chen and Lee 2004; Guzzetti et al., 2004; Huang 2009; Yin 2011). Recently, there are several catastrophe rainfall-induced landslides in China, which have caused devastating disasters and is a huge challenge to residents and project (Xu et al., 2012; Yin et al., 2016; Yin et al., 2017; Ouyang et al., 2018; Fan et al., 2020; Xue et al., 2021). For instance, the rainfall triggered landslide on June 28, 2010 in Guanling County destroyed two villages and killed 99 people (Xing et al., 2014). With frequent extreme weather (Wei et al., 2020; Yang and Huang 2021), it is essential to understand the failure mechanism and dynamic process under heavy rainfall.
Landslide runout analysis is mainly implemented in three ways: physical experiments, empirical-statistical methods and numerical models. Physical experiments are widely used to study on the runout mechanism and the deposition characteristics of landslides (Kokelaar et al., 2014), but it is usually limited by the size effect. Empirical-statistical methods mainly focus on geometrical correlations: 1) the correlation between the angle of reach and the landslide volume (Scheidegger 1973; Corominas 1996; Hunter and Fell 2003); 2) the correlation between deposition area of landslide and the landslide volume (Iverson et al., 1998; Griswold and Iverson 2008); 3) the correlation between the travel distance and other geometrical parameters (Finlay et al., 1999). By the empirical formula based on statistical data, the runout distance and deposition area can be predicted simply and effectively. In addition, empirical-statistical methods are useful for risk assessment mapping in large regional scales (Griswold and Iverson 2008; McDougall 2017). For all that, empirical-statistical methods cannot provide dynamic characteristics such as speed and deposition depth of landslides at a specific moment.
With the improvement of computer operation efficiency, various numerical models have been used to analysis the runout and dynamic characteristics of landslides. Common numerical models for landslide include: 1) discrete element method (Tang et al., 2009; Lin and Lin 2015); 2) the smoothed particle hydrodynamics (Pastor et al., 2009; Pastor et al., 2014); 3) discontinuous deformation analysis (Beyabanaki et al., 2016; Zhang et al., 2016); 4) the depth-integrated continuum method (Savage and Hutter 1989). Compared with other methods, the depth-integrated continuum method has a advantages of higher computational efficiency and less parameters (Iverson and Ouyang 2015), so it is widely used to simulate runout of landslides (Hungr 1995; Pirulli 2005; McDougall 2006; Beguería et al., 2009; Iverson and George 2014). Due to the complexity and diversity of landslides, it is difficult to determine motion parameters of different landslides and predict the runout of landslides accurately. Therefore, back analysis of the landslide parameters is very meaningful for understanding and predicting the runout of similar landslides. As a general rule, previous studies on numerical simulation of landslides mostly focused on the motion parameters inversion of single landslide and the parameters are used to predict the landslides at the same location. However, motion parameters of landslide at the same area could be different and even different zones of a landslide may have different motion parameters. Therefore, this study focuses on the motion parameters and processes of different landslides parts.
At 3:50 AM on August 21, 2020, a landslide (located at E 102°41′44″ and N 29°20′35″) occurred at Zhonghai village in Hanyuan County of Sichuan Province, China. The landslide killed nine fatalities, destroyed eight houses and caused traffic disruption of provincial road S435. During the heavy rainfall, deformation signs were found on the slope, and the landslide occurred after the rainfall. In this paper, the remote sensing method based on unmanned aerial vehicle (UAV) is used to obtain geographic reference digital surface model (DSM) and digital orthophoto model (DOM) and the failure mechanism of the landslide is analyzed. The terrain data is processed based on the pre- and post-disaster terrain and SLBL (Jaboyedoff et al., 2004; Jaboyedoff et al., 2009) is used to determine the sliding plane. Finally, the depth-integrated continuum method is used to inverse the dynamic process of the initial and main landslides.
REGIONAL GEOLOGICAL AND GEOMORPHOLOGY SETTING
The landslide occurred in Hanyuan County, which is 285.7 km away from Chengdu and 147 km away from Ya’an City (Figure 1A). It is located in the transitional area between the Sichuan Basin and the Qinghai-Tibetan Plateau and its landform is mainly mountainous (Figure 1B). The Dadu River runs from west to east and the Liusha River runs from north to south through Hanyuan County. The center of the study area is river valley area and surrounded by high mountains. The highest peak reaches an altitude of 4021 m, the lowest altitudes is 550 m, and the maximum relative elevation difference is 3471 m in the study area. The region is prone to landslides due to high mountains, steep slopes and incision of rivers.
[image: Figure 1]FIGURE 1 | The location of the Zhonghai landslide in (A) China, (B) Sichuan Province. (C) The distribution of the faults and the river systems.
Due to frequent tectonic deformation in history, the soil mass is loose and the integrity of rock mass is poor in Hanyuan County. The overlying soil of the landslide area is cultivated soil and sandy soil. The bedrock is strongly weathered sand-mud interbeds, which have bad physical and mechanical properties. In past decade, multiple earthquakes such as the Lushan Ms 7.0 earthquake in 2013 (Figure 1C) occurred in nearby faults, which could further cause degradation of geological properties of rock and soil mass. Generally, The features of rock-mass body in the landslide area are relatively bad.
Hanyuan County have a subtropical monsoon-influenced humid climate with four distinct seasons. Annual mean temperature in the study area is 17.7°C (the maximum temperature is 40.9°C and the minimum temperature is −29°C). The study area has an mean annual rainfall of 741.8 mm, which has apparent seasonal mal-distribution. The rainfall in summer and autumn (from July to August) occupies 80% of the annual rainfall, while the rainfall in winter and spring (from November to April of the next year) occupies only 12% of the annual rainfall. There were two rounds of heavy rainfall and an accumulated rainfall 167.5 mm (Figure 2) before the landslide occurred. With the infiltration of rainwater, the weight of rock and soil in the slope increased and the mechanical properties decreased, resulting in slope failure. Hence, rainfall is deemed as the direct triggering factor of the landslide.
[image: Figure 2]FIGURE 2 | The rainfall in 1 h intervals and cumulative rainfall before the slide. The data is provided by Anle Town rainfall station which is 2.4 km away from the landslide.
GENERAL DESCRIPTION OF THE ZHONGHAI LANDSLIDE
On August 26, 2020, field investigations on Zhonghai landslides in detail were carried out. A total of 803 photographs were taken by UAV (unmanned aerial vehicle) covering an area of 0.3 km2. DSM and DOM with an accuracy of 0.055 m were established. The DOM of the landslide is shown in Figure 3. This landslide is relatively complicated and owns a different stage. It is not feasible to describe the landslide in a single process. Based on the field investigations, comparison from pre- and post-disaster, sliding plane analysis by SLBL (Jaboyedoff et al., 2004; Jaboyedoff et al., 2009), the landslide is partitioned into the initial landslide, the main landslide and two unstable mass.
[image: Figure 3]FIGURE 3 | (A) The landslide boundary and partition based on field investigation and UAV image. (B) The upper scarp of the initial landslide. (C) The upper scarp of the main landslide. (D) The front edge of the main landslide.
Zhonghai landslide has a runout distance of 590 m, the highest elevation of 1013 m and the lowest elevation of 840 m with a total area of 7.8 × 104 m2. The slide direction of the initial landslide was 16° NE. The initial landslide has the maximum elevation difference of 53 m, a length of 120 m and a maximum width of 134 m, covering an area of 1.1 × 104 m2. The initial landslide volume is about 8.5 × 104 m3 and there are scarps about 3–5 m high at the upper edge of the initial landslide. Two unstable mass and the main landslide is located below the initial landslide. The unstable mass Ⅰ with an area of 1.27 × 104 m2 is located on the left side of the main landslide and the vegetation has been relatively well preserved in its lower part. The area of unstable mass Ⅱ on the right side of the main landslide is about 0.7 × 104 m2.
The main landslide, which covers an area about 4.75 × 104 m2, has a runout distance of 472 m and the maximum elevation difference of 124 m. Its volume is about 53 × 104 m3. There are scarps about 10–24 m high at the upper edge of the main landslide. According to the topography and fluidization characteristic, the main landslide can be divided into two zones: the source zone and the fluidization zone. The source zone has a length of 260 m, a maximum width of 185 m and an area of 3.15 × 104 m2. The slide direction was 15.5° NE and plenty of deposition remains in the source zone. The fluidization zone is estimated at 230 m long and 80 m wide in average with an area of 1.6 × 104 m2. The slide direction was firstly 21° NE and then 345° NW in the fluidization zone.
The topography of the original slope provided a favorable terrain condition for the initiation of the landslide. The original slope was high in the south and low in the north with irregular plane shape. The slope topography was summarized as “steep-gentle-steep”. The upper part of the slope is under good free face condition with a slope gradient of about 35° and the middle slope is gentle with a slope angle of 10°–20° as well as the lower slope is steep with a slope angle of 20°–25°. This topographic feature made the upper slope become unstable firstly and caused the chained reaction.
The overlying soil of Zhonghai landslide is cultivated soil and sandy soil, with loose structure, large gap and strong permeability which is beneficial to rainwater infiltration. The rock under the soil layer is weathered sand-mud interbeds. Under the long-term moistening of infiltration water, the mudstone interlayer is obviously softened and argillized, so its resistant shear strength is greatly reduced. The rock and soil in the landslide area lay the material foundation for the deformation and failure of the slope.
The landslide occurred in rainy season and experienced long-term rainfall before the landslide. According to the data of rainfall stations near the landslide (Figure 2), there are the two rounds of heavy rainfall and the most intense hourly rainfall is more than 30 mm/h. The continuous rainfall lead to increase the weight of the slope and decline the mechanical properties of rock and soil, especially weak mudstone interlayer, which is the direct triggering factor of the landslide.
At 3:50 am, on August 26, 2020, after two rounds of heavy rainfall, the steep slope in the upper area became unstable and formed the initial landslide. Under the influence of the impact and loading of the initial landslide, the slope in the middle area had intense deformation, resulting in two unstable mass and triggering the main landslide. The landslide mass in the source zone was relatively deep and its movement is constrained. It imposed strong impact and loading on the bottom slope. The landslide mass in the fluidization zone moved fast so it destroyed the house and buried the provincial road.
DYNAMIC PROCESS ANALYSIS
Model Description
To analyze the depth and velocity distribution of landslide in the process of sliding, the depth integral continuous statistical method is adopted. The governing equation is as follows
[image: image]
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where [image: image] means the averaged density, [image: image] is flow height, [image: image] and [image: image] are the averaged velocities in the [image: image] and [image: image] directions, respectively. [image: image] and [image: image] are the basal shear stress components in the [image: image] and [image: image] directions, respectively. [image: image] and [image: image] present the lateral earth pressure in the active elongation and passive compression states, respectively. The Coulomb frictional model is adopted and it can be written as follows:
[image: image]
where [image: image] and [image: image] are the cohesion and basal friction angle of the mass, respectively.
The above-metioned equations are solved by MacCormark-TVD method and it has been implemented in Massflow software (Ouyang et al., 2013). The Massflow has been successful applied different kinds of earth-surfaced flows, such as landslides (Ouyang et al., 2017; Wei et al., 2020), debris flows (Ouyang et al., 2015a; Horton et al., 2019) and floods (Ouyang et al., 2015b).
Analysis of the Numerical Results
The pre-disaster geomorphology and building distribution were obtained from the historical Google image. The pre-disaster terrain is obtained from Sichuan Bureau of Surveying, Mapping and Geoinformation with a resolution of 5 m. The post-disaster terrain is build based on UAV images with resolution of 0.055 m. In the computational procedure, all terrain data were resampled to 1 m grid. The ratio of mobility (H/L) of the initial landslide and the main landslide is determined to be 0.44 and 0.26. First, the ratio of motion are used as the friction coefficient in numerical simulation and the numerical results don’t match with the actual condition very well. Then, the parameters are adjusted for trial calculation. In addition, it is difficult to obtain good results by only using one parameter in the simulation of the main landslide. Finally, by parameter calibrations, the basal friction coefficient is set to be 0.5 for the initial landslide; the basal friction coefficient 0.31 (in the source zone) and 0.25 (in the fluidization zone) is adopted for the main landslide.
Deposition thickness contour map of the initial landslide at t = 0, 2, 4, 6, 8 s are shown in the Figure 4. At t = 2 s, the landslide mass moved down fast along the direction of 15.5° NE. At t = 4 s, the front of the landslide reached the mild slope. After 4 s, the landslide movement was blocked by smooth terrain and the landslide mass began to deposit. After 6 s, most of the mass was deposited in the mild slope and sliding surface. The final deposition area of the numerical simulation is compared with data acquired by DSM and field measurements. The result shows that the simulated deposition zone is mostly located in the actual boundary indicated by red line and the part without deposition matches well with the exposed scarp at the upper edge of the landslide. It is proved that the numerical and measured results are generally in agreement.
[image: Figure 4]FIGURE 4 | Thickness of the initial landslide at (A) t = 0 s, (B) t = 2 s, (C) t = 4 s, (D) t = 6 s, and (E) t = 8 s.
Flow speed contours of the initial landslide at t = 0, 2, 4, 6, 8 s are shown in the Figure 5. At t = 2 s, the speed of landslide front reached a speed 7 m/s with effect of geopotential. At t = 4 s, the front of the landslide was blocked, but the landslide mass on two sides still had a slow speed. After 4 s, the landslide mass began to deposit and the speed of mass on both sides decreased continuously. At t = 8 s, the most mass became static except for some on the steep scarp.
[image: Figure 5]FIGURE 5 | Speed of the initial landslide at (A) t = 2 s, (B) t = 4 s, (C) t = 6 s, and (D) t = 8 s.
The maximum deposition thickness and maximum flow speed contours of the initial landslide are shown in the Figure 6. The speed almost increased and then decreased from top to bottom. The slope below the initial landslide suffered from the violent impact and compression of the initial landslide, resulting in two unstable mass and triggering the main landslide.
[image: Figure 6]FIGURE 6 | The maximum thickness and speed of the initial landslide during the sliding process.
Deposition thickness contours of the main landslide at t = 0, 8, 16, 24, 32 and 40 s are shown in the Figure 7. At t = 8 s, the front of the landslide destroyed houses on both sides of the provincial road. At t = 16 s, the front edge of the landslide moved to the bank and destroyed two houses near the bank. After 16 s, the landslide no longer moved forward and began to deposit mass affected by relatively flat terrain. At t = 40 s, the most landslide mass is completely deposited. The final deposition area of the numerical simulation is compared with data acquired by DSM and field measurements. The result shows that the main simulated deposition zone is mostly located in the actual boundary indicated by red line. The numerical simulation results matched well with actual deposition area.
[image: Figure 7]FIGURE 7 | Thickness of the main landslide at (A) t = 0 s, (B) t = 8 s, (C) t = 16 s, (D) t = 24 s, (E) t = 32 s and (F) t = 40 s.
Flow speed contours of the main landslide at t = 0, 8, 16, 24, 32 and 40 s are shown in the Figure 8. At t = 8 s, the landslide front reached a speed of 8 m/s and some mass near free surface reached a speed of 12 m/s. At t = 16 s, the front edge of the landslide stopped moving due to the flat terrain and the basal friction and the speed of mass on the upper edge of the landslide decreased. After 16s, the boundary of landslide movement was no longer extended and the overall speed of the landslide decreased continuously. After 40 s, the landslide mass mostly stopped moving except for some on the steep slope.
[image: Figure 8]FIGURE 8 | Speed of the main landslide at (A) t = 8 s, (B) t = 16 s, (C) t = 24 s, (D) t = 32 s and (E) t = 40 s.
The maximum deposition thickness and maximum speed of the main landslide are shown in the Figure 9. The speed almost decreased and then increased from top to bottom. The maximum speed was near the free surface on the upper edge of landslide. The high kinetic energy of the landslide destroyed houses in the fluidizaition zone.
[image: Figure 9]FIGURE 9 | The maximum thickness and speed of the main landslide during the sliding process.
A comparison between simulation result and terrain aquired from UAV along the main sliding profile A-A’ and the transverse profiles is shown in Figure 10. For the main profile (Figure 10A), the computed and measured results are generally in agreement, except for the location of provincial road and houses. The landslide mass on the road has been cleared and the destroyed buildings have increased the deposition depth, leading to an difference between the simulated results and the real depth. For the several transverse profiles (Figures 10B–D), the computed results are generally consistent with the measured profile. In order to further quantify the accuracy of the simulation, the average error between the computed results and the real depth is calculated to be 2.2 m. It is proved that the deposition depth of simulation result matches with the actual depth very well and the depth-integrated continuum method can invert the dynamic process of the Zhonghai landslide.
[image: Figure 10]FIGURE 10 | Comparison of the numerical results and field investigations along (A) the main sliding profile A-A’, (B) the transverse profile B-B’, (C) the transverse profile C-C’, and (D) the transverse profile D-D’.
In order to justify the parameters, numerical results for the initial landslide with μ = 0.45 and 0.55 are presented in Figures 11A,B. It is seen that the mass moves downstream further with μ = 0.45 and the runout distance is shorter with μ = 0.55. Obviously, the friction coefficient of 0.5 is the most reasonable. In addition, numerical results for the main landslide with μ = 0.27 and 0.31 are presented in Figures 11C,D. Although the front edge of the landslide is well matched with the real result relatively well, there is little mass in the upper part of the landslide in Figure 11C. Correspondingly, the deposition depth in the source zone of the main landslide and measured result are generally in agreement, but the landslide runout distance is shorter in Figure 11D. Hence, it is necessary to use different friction coefficients for different zones. On the other hand, pore pressure commonly increases with the decrease of slope height, so the lower sliding mass has greater mobility. Friction coefficient of 0.5, 0.31 and 0.25 is used from top to bottom as a result of the increase of pore water pressure. Therefore, from the aspect, the distribution of friction coefficient is reasonable.
[image: Figure 11]FIGURE 11 | The final depth contours of the initial landslide (A) with μ = 0.45, (B) with μ = 0.55. The final depth contours of the main landslide (C) with μ = 0.27, (D) with μ = 0.31.
CONCLUSION AND DISCUSSION
The landslide occurred at Zhonghai village in Hanyuan County is comprehensively analyzed by field investigation, aerial image recognition and numerical modeling. The failure mechanism and movement characteristics are unique and worthy to be noticed. Some findings are summarized and discussed as follows.
1. For Zhonghai landslide, the two successive rounds of heavy rainfall was recognized as the main cause of its occurrence. Meanwhile, the steep terrain, loose soil and crashed rock mass with poor mechanical properties were its vulnerable conditions. Loose cultivated soil and sandy soil is beneficial to rainwater infiltration, which increases the weight of the slope. The weak mudstone intercalation is softened and argillized, under the long-term moistening of infiltration water, so its resistant shear strength is greatly reduced. The “steep-gentle-steep” terrain promoted the initiation of the landslide and lead a series of chain reactions. The initial landslide in the high elevation can trigger a serial of corresponding consequences. Thus, for risk evaluation of this kind of landslides, the chained reaction need attention.
2. The rainfall triggered landslides are a complicated process. Even if the landslides are located at the same area, the dynamic processes are apparently different. For the initial landslide, the speed almost increased and then decreased from top to bottom. Correspondingly, the back edge of the main landslide with good free surface condition and the fluidization zone with higher mobility had high speed as well as the middle part moved slowly. It brings a huge challenge for numerical modeling. Here, we adopted a scheme of variable friction coefficients to reveal the internal mechanism. Friction coefficient of 0.5, 0.31 and 0.25 is used from top to bottom and it obviously has the correlation with the pore pressure which commonly increases with the decrease of slope height. In the future, a unified model coupled with infiltration and pore pressure evolution might be a creditable attempt.
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Sediment buildup at the bottom of a stilling basin can result in premature drainage of spillway structures and can even lead to dam failure in severe cases. Such failures pose ecological and human safety hazards to downstream areas. To evaluate the sudden discharge and potential dam failure associated with sediment buildup, we developed a two-dimensional two-phase flow simulation model built on a particle-based force balance equation. We compared the flow patterns and energy dissipation effects in the stilling basin at different inlet flows (2, 3, 4.5, and 6.75 m2/s), and the subsequent bottom deposition was compared across different sand discharge mass flow rates (0.1, 0.2, and 0.3 kg/s). The results show that the turbulent energy increased with the increasing inlet unit width flow rate. When more vortices were generated and the flow velocity was reduced significantly, the energy dissipation was more effective. The sediment deposition at the bottom of the stilling basin gradually increased with the decrease of inlet unit width flow and the decrease of the sediment mass flow rate. Meanwhile, at a fixed inlet shape, the change in inlet unit width flow had little effect on the maximum sedimentation height at the bottom of the basin. In addition, the average deposition rate at the bottom of the stilling basin was positively correlated with the inlet sedimentation concentration, and the correlation coefficient could be as high as 0.97. In this two-phase flow method, the error of the simulated value over the theoretical value was less than 10%. This simulation of sediment deposition at the bottom of the stilling basin provides a practical reference for dam managers.
Keywords: energy dissipation rate, sediment deposition rate, Froude number, sediment content, sediment discharge mass flow rate
INTRODUCTION
More than 60% of China’s Loess Plateau was once subject to severe soil erosion, which caused riverbed uplift and erosion in the lower reaches of the Yellow River (Shi and Shao, 2000; Xin et al., 2012). The widespread nature of soil erosion means that different measures are taken to mitigate different dimensions of damage (Cerdà et al., 2009). Check dams are one such mitigation measures, and they have been constructed on streams to trap soil and to retain flood waters (Ran et al., 2008). Usually, these key dams are equipped with a spillway and other discharge structures that are connected to a dissipation pond (Tsujino et al., 2010). Stilling basins are an example of a common energy dissipation facility in water conservancy projects that reduce both the energy of discharged water and the loss of downstream equipment (Xie et al., 2016).
Many scholars (Cheng and Liu, 2011; Wobus et al., 2011; Qiu et al., 2012; Wu and Mu, 2012; Javan and Eghbalzadeh, 2013) have developed simulations to provide a reference for basin shape optimization in actual projects. For example, Speziale and Ngo (1988), Zheng et al. (2010), and Luo et al. (2012) used the RNG K–εturbulent flow model to test the design of the dissipation basin. Other scholars have used hydraulic model tests to study the hydraulic characteristics of energy stilling basins. Li et al. (2015) analyzed the water leap pattern in shallow water cushion stilling basins and concluded that the inlet shape of the stilling basin influences the depth of the water cushion. Liu (2012) realized that an increase in the length of the stilling basin reduces the fluctuation of water flow out of the basin, and therefore mitigates downstream scouring. Zhang and Zhao (2015) deduced the relationship between the coefficient of head loss along the hydraulic jump and the local head loss coefficient, and ascertained that the percentage of local head loss in the hydraulic jump area increases with the increased Froude number.
The average annual erosion of the Loess Plateau is as high as 10,000 km2 year−1 (Shi and Shao, 2000; Li et al., 2019). When the flood water level is higher than the spillway elevation, upstream sediment is carried out of the release building by the flood water. However, sediment buildup at the bottom of the dissipation basin can lead to premature drainage of the spillway structures (Figure 1), which in severe cases can lead to dam failure. Such failures pose ecological and human safety hazards to downstream areas. The gas–liquid–solid flow can be assessed with computational fluid dynamics (CFD) using the discrete particle method (DPM). The volume of fluid tracking is expressed as the volume of the fluid (VOF). Li et al. (1999) used a combination of CFD, DPM, and VOF to simulate gas–liquid–solid flow in fluidized beds. Chen et al. (2012) developed a CFD–DPM model to study the behavior of gas/solid flow in the airways of patients with chronic obstructive pulmonary disease (COPD). Li et al. (2013) combined the VOF and DPM multiphase flow models to develop a model describing the gas–liquid two-phase flow in a top–bottom blowing steelmaking oxygen converter.
[image: Figure 1]FIGURE 1 | Schematic diagram of sediment in the stilling basin.
In sum, many scholars have studied the hydraulic characteristics of the stilling basin, but few scholars have considered the sediment deposition in the bottom of the basin. This study analyzes how the design of flood check dams affects sediment deposition in stilling basins. More specifically, we used the CFD–VOF–DPM model to simulate the deposition condition of the stilling basin. We analyzed sedimentation at the bottom of the stilling basin and determined the relationship between sedimentation volume and boundary condition. The amount of sand discharged from the stilling basin will inform the future flood control design of Loess Plateau check dams.
NUMERICAL MODEL
Control Equation
The RNG k–ε turbulence model is based on the improvement and modification of the standard model. The RNG k–ε adds an additional correction term to the [image: image] equation, which improves the accuracy of calculating the rapid flow conditions.
In this study, we used the RNG turbulent flow model and the DPM discrete phase of FLUENT 16.0 software for numerical calculations. VOF was used for free interface tracking (Thinglas and Kaushal, 2008). The continuity equation, momentum equation and K, and the [image: image]equation of the RNG turbulent flow model can be expressed as follows:
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where [image: image]is the average density of the volume fraction, μ is the molecular viscosity coefficient, t is the time, xi is the spatial coordinate in the i direction, ui is the velocity component in the i direction, Bi is the force per volume, Gk is the turbulent kinetic energy induced by the mean velocity gradient, k is the turbulent kinetic energy, [image: image] is the turbulence dissipation rate, and [image: image] and [image: image] are the constant values used in the turbulence model ([image: image], [image: image]).
DPM Model
The orbits of discrete-phase particles (Akhtar et al., 2007) were solved in FLUENT by integrating the differential equation for the forces acting on the particles in the Rasch coordinate system. The equilibrium equation for the forces acting on the particles (particle inertia = various forces acting on the particle) in the Cartesian coordinate system had the following form (x-direction):
[image: image]
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where FD represents the mass traction of particles, u represents the fluid phase velocity, up represents the particle velocity, gx represents the gravity acceleration in the x direction, m is the hydrodynamic viscosity, r represents the fluid density, rp is the particle density, dp represents the particle diameter, and Re represents the relative Reynolds number.
The traction coefficient CD can be expressed as follows:
[image: image]
For spherical particles, a1, a2, and a3 in the above equation are constants for a range of Reynolds numbers.
The other forces included in the force balance equations for particles may be important in some cases. The most important of these “other” forces is the “apparent mass force” (additional force), which is the additional force caused by the acceleration of the fluid around the particle, and it is expressed as follows:
[image: image]
When r >[image: image], the apparent mass force cannot be ignored. The additional forces due to the fluid pressure gradient present in the flow field are as follows:
[image: image]
According to the soil particle classification of test soils derived from the U.S. Department of Agriculture (USDA), the Loess Plateau has a relatively large proportion of silty soil (0.02–0.002 mm). The particle diameter of the simulated soil was set at 0.02 mm using homogeneous sediment particles.
The outlet section is assumed to be a fully developed turbulent flow. The inlet section is a given water-level value, and the turbulence energy K is used in the empirical formula. The turbulence intensity I is calculated using the following equation:
[image: image]
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where [image: image]represents the average flow velocity, I is the turbulence length scale (I = 0.07 L), L represents the hydraulic diameter, and [image: image]represents an empirical constant ([image: image]).
Sediment particles lose some kinetic energy when colliding with the wall. To account for this, we defined the geometric bottom of the model as a reflective wall. The recovery coefficient after collision indicates the kinetic energy loss of the sediment particles. We set the normal phase and tangential recovery coefficients of the particles colliding with the wall, assuming the same amount of energy is lost in each collision (Ye, 2019). The specific formulas are as follows:
[image: image]
[image: image]
where en represents the normal phase recovery coefficient of sediment particles colliding with the wall, et represents the tangential phase recovery coefficient of the collision between sediment particles and the wall, and [image: image]represents the direction of sediment particles colliding with the wall and the angle of the collision surface.
In the DPM model, the deposition rate is equal to the ratio of wall deposition mass flow rate to the area, according to the particle mass balance equation. The equation is as follows:
[image: image]
where RA represents the sediment deposition rate, mp represents the mass flow rate of the particle stream, and Aface represents the area of the wall at the particle impact boundary.
Solutions
In this test, the finite volume method is used as the control equation, and the second-order implicit scheme is used in the discretization of the time item. The PISO algorithm is used to solve and control the coupling of velocity and pressure in the equation. The VOF method is used to track and simulate the free surface and two-phase flow of air and water. The free water surface is established by the geometrical reconstruction scheme.
Computational Domain and Boundary Conditions
Using drone aerial photography technology, Figure 2 is taken from the top of the stilling basin. The stilling basin is located at the Guandigou 1# check dam (110˚37'E, 37˚58'N) in Suide County, Shaanxi Province, in the Jiuyuangou watershed. The main ditch of Guandigou is 18 km long, with an average slope gradient of 1.15%, a “V” shaped ditch profile, a gully density of 5.34 km/km2, and an elevation of 820–1,180 m. The topography of the watershed is fragmented, the gullies are crisscrossed, and soil erosion is a serious issue. The average soil erosion modulus is 14,000 t/(km2 a) along the middle and lower reaches of the Wuding River.
[image: Figure 2]FIGURE 2 | The prototype stilling basin.
The model was built at a 1:1 scale and consisted of a steep slope, a dissipation pond, a gradual section, and a tail channel (Figure 3). As shown in Figure 3, the overflow weir connected with the steep slope was 24 m high, so the starting point of the steep slope was 24 m higher than the ground elevation, with a slope drop ratio of 1:5. The steep slope was 120 m long, the stilling basin was 11 m long and 2.2 m deep, the gradient section was 8 m long, and the tail channel was 20 m long, with a slope drop ratio of 0.025.
[image: Figure 3]FIGURE 3 | Schematic diagram of the geometric model and mesh generation (A–D) in different locations.
The model’s geometry consisted of a quadrilateral grid defined by ICEM CFD 16.0. Grid accuracy varied based on proximity to the extremes of the calculation domain. The grid near the bottom of the calculation domain was more precise (0.02 mm), while the grid near the top of the calculation domain was less precise (0.10 mm). We accounted for this variation because the steep slope had only a thin layer of water flow. The entire grid consisted of 285,100 cells (Figure 3). Its grid average mass was greater than 0.92, and no negative volume appeared. This means that the model had great mesh quality. Simulations were carried out using the Fluent 16.0 commercial package. The uncoupling arithmetic method was used to separate and solve model equations: pressure–velocity coupling was defined by the pressure-implicit with splitting of operators (PISO) algorithm. The left side of the calculation domain represented the point of traffic entry, while the right side of the calculation domain represented the pressure outlet. The top of the calculation field represented the pressure, and the bottom of the calculation domain represented the reflective wall.
Working Conditions
The test is based on a spillway designed for a 20-year flood. The bottom width of the check dam’s spillway trapezoidal section is 10.5 m, and the side slope ratio is 1:1. The unit width flow rate of the spillway inlet is the ratio of the maximum spillway flow rate to the bottom width of the inlet section. The change in the spillway discharge flow rate is in 1.5 times increments (Table 1). To obtain the maximum flow rate of the spillway, we consulted the existing check dam design information. The calculation formula is as follows:
[image: image]
where QDF represents the maximum flow rate of the spillway, QF represents the 20-year design flood flow (105 m3 s−1), VSF represents the stagnant flood volume (550,000 m3), and WF represents the maximum flood releasing capacity of the spillway (100,000 m3).
TABLE 1 | Calculation of hydraulic elements under different working conditions.
[image: Table 1]The annual sand discharge of the reservoir does not exceed 40%. The average annual sand discharge is 20% (Xin et al., 2012; Wang et al., 2020). The erosion modulus of the Loess Plateau is [image: image]. The formula for annual sediment discharge is as follows:
[image: image]
where M0 is the annual sand discharge (kg), F is the check dam control watershed area (F = 5 km2), and K is the annual average erosion modulus [k = 1,000 t/(km2 year−1)].
Assume that the annual sand discharge mass is obtained during one rainstorm and all the sediment is discharged by the spillway. The unit width sand mass flow rate is then obtained by dividing the sand discharge mass flow rate by the bottom width of the inlet section. Different unit width sand discharge mass flow rates were defined for each working condition, including CK (clear water), CL1 (M = 0.1 kg s−1), CL2 (M = 0.2 kg s−1), and CL3 (M = 0.3 kg s−1). The median particle size of the sediment in the Yellow River field sub-high sand-bearing flood is generally 0.01–0.03 mm (Wang et al., 2020). We used homogenous sand with a grain size of 0.02 mm for the simulation.
RESULTS
Verification of the Mathematical Model
Jiuyuangou watershed is located in a temperate semiarid region. The average precipitation is 469 mm, with rainfall mostly concentrated over 6–9 months, falling in heavy rainfall events. The main function of the check dam stilling basin is to dissipate the energy of the rising water in front of the dam during heavy rainstorms, thus protecting the downstream farmland from being washed away. Data on the check dam’s stilling basin were obtained from the stilling basin flood control center, which provided data on the sequent water depths when the flow rates were 2.5, 5, 7.5, and 10 m3/s. Because these flow rates are low, the sediment content added to the stilling basin was ignored in the calculations. Table 2 shows the measured and empirical formulas for calculating values at different flow rates, and the empirical formula is shown in Eq. 21. The error of the conjugate water depth ratio of the measured value to the calculated value is within 6%. Because the error is small, this indicates that the true value can be replaced by the calculated value of the empirical formula. Second, Figure 4A shows the simulated and empirical formula-calculated values under CK3 processing. The horizontal coordinate is the Froude number (Fr), and the vertical coordinate is the conjugate bathymetry ratio. The errors of the simulated and empirical formula-calculated values are within 10%. This shows that the operating conditions are reliable in clear water and that these can be used for other operating conditions as well. Finally, the sediment deposition at the bottom of the pool could not be obtained accurately due to the unstable water flow. Therefore, to verify the reliability of the sediment deposition simulation, the settling velocity of the modeled ([image: image]) single-particle sediment was compared with the existing empirical ([image: image]) equation (Camenen, 2007). Camene proposed a simple, reliable, and general equation for the settling velocity of the particles that accounts for their shape and roundness. The vertical coordinate of Figure 4B shows the ratio of calculated ([image: image]) to simulated values ([image: image]), which is lower than 1.3. This indicates that the simulated results are similar to those theoretical values calculated by the empirical formula.
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where q is the pre-jump section unit width flow ([image: image]), [image: image]is the pre-jump water depth (m), [image: image]is the post-jump water depth (m), and [image: image] is the conjugate water depth ratio.
TABLE 2 | Comparison of measured values to values from empirical formulas.
[image: Table 2][image: Figure 4]FIGURE 4 | Model validation with (A) clean water and (B) sandy water.
Changes in the Energy Dissipation Rate and Hydraulic Jump Pattern
To calculate the energy dissipation rate (Kj) of the stilling basin at different flow rates, we compared the energy of the initial section (E0) at the bottom of the stilling basin to the energy of the exit section (E1) at the tail channel. The total energy of each section can be expressed as[image: image]. Here, [image: image] is the potential energy, [image: image] is the average pressure, and [image: image]is the average flow velocity of the cross section. The energy dissipation rate of each section can be expressed as [image: image].
The energy dissipation rate increased with increasing Fr (Table 3), and the energy dissipation rate was greater in clear than in sandy water. The reason is that the sand-bearing water flow accelerates the flow velocity of the slope surface water flow so that the flow velocity of the water flow into the stilling pool is faster. At a constant unit width flow rate, the energy dissipation rate increased as the sand discharge mass flow rate increased. This shows that under the test conditions, the sand concentration of the flow affected energy dissipation: when Fr > 4.5, Kj was greater than 50% and when Fr < 4.5, Kj was less than 50%. Figure 5 illustrates the water phase cloud at the bottom of the stilling basin for different inlet unit width flows. As the inlet unit width flow increased, the flow pattern at the bottom of the basin destabilized, thereby increasing energy dissipation. At a unit width flow rate less than 3 m2/s, the flow pattern was more stable.
TABLE 3 | Stilling basin energy dissipation rate and Fr under different treatments.
[image: Table 3][image: Figure 5]FIGURE 5 | Nephogram of water–air phase flow in the slope (A–D) of different inlet unit width flows.
Change in the Sediment Deposition Height at the Bottom of the Stilling Basin
Figure 6 shows the sediment deposition at the bottom of the stilling basin. The sediment was first deposited at the end of the pool bottom. Then the deposition height and length gradually increased. After reaching the maximum deposition height of 0.2 m, the deposition length continued to increase until the pool bottom was covered (Figures 6D2,D3). In addition, as the mass flow rate increased and the inlet unit width flow rate decreased, the maximum deposition rate at the bottom of the pool increased. As the inlet unit width flow rate decreased, the flow pattern of the basin bottom gradually stabilized (Figure 5). This indicates that the more stable the flow pattern of the pool bottom, the lower the Fr and the greater the sediment deposition at the bottom of the pool.
[image: Figure 6]FIGURE 6 | Sediment deposition at the bottom of the stilling basin (A–D) at different inlet unit width flows.
Analysis of Factors Influencing the Amount of Sedimentation on the Basin Floor
The effects of dynamic and sediment parameters on the wall deposition rate were analyzed using the Pearson correlation analysis (Figure 7). The inlet flow rate (q0) was found to be strongly and positively correlated with the inlet velocity (v0), turbulent kinetic energy (E), and shear force ([image: image]), with a correlation coefficient as high as 0.92. The deposition rate (RA) at the bottom of the pool was negatively correlated with the inlet flow, inlet velocity, turbulent energy, and shear, with correlation coefficients greater than 0.73. The deposition rate was positively correlated with the mass flow rate of sand discharge (M), inlet sediment concentration (C0), and average sediment concentration (C). The correlation coefficient between sedimentation rate and inlet sediment concentration was as high as 0.97. Thus, the relationship between sedimentation rate and inlet sediment concentration was linearly fitted, with R2 = 0.94 (Figure 8). The inlet sediment concentration is the ratio of the mass flow rate of discharged sand to the inlet flow rate. The final equation for the relationship between the average deposition rate and the mass flow rate and inlet unit width flow rate is as follows:
[image: image]
[image: image]
where yA is the deposition rate ([image: image]), M is the mass flow rate of sediment discharge ([image: image]), q0 is the inlet unit width flow rate ([image: image]), C0 is the inlet sediment concentration per unit area ([image: image]), and H0 is the water inlet height (m).
[image: Figure 7]FIGURE 7 | Analysis of factors influencing the deposition rate on basin floor.
[image: Figure 8]FIGURE 8 | Variation of the basin floor sediment concentration with the inlet sediment concentration.
DISCUSSION
Energy Dissipation Effect of the Stilling Basin
The energy dissipation rate is an important index for measuring the effect of energy dissipation. Based on the analysis of the energy dissipation rate in a previous article, many scholars believe that Fr has a significant effect on the initial energy dissipation rate. Li et al. (2018) believes that the larger the Fr, the higher the energy dissipation rate. Zhang et al. (2017) proposes that when Fr is 4.5–9.0, the energy dissipation effect improves because the water jump is stable. Sun et al. (2019) further refined the range of the effect of Fr on the initial energy dissipation rate and concluded that when Fr is 2.55–4.5, the energy dissipation rate (Kj) ranges from 20 to 45%, and when Fr is 4.5–9, the energy dissipation rate (Kj) ranges from 45 to 85%. Here, we found that the variation in the energy dissipation rate (Kj) between Fr in the pre-leap (E0') and the post-leap section of the dissipation pool basically conformed to this law, even under different working conditions. When Fr was > 4.5, the energy dissipation rate Kj was greater than 45%. When Fr was < 4.5, the energy dissipation rate Kj was less than 47%.
Also, in Figure 9, it is shown that the higher the inlet flow, the higher the turbulent kinetic energy, the more vortices are generated, and the greater the energy dissipation rate. We further believe that the more vortices, the more significant the flow rate reduction and the better the energy dissipation effect. This is consistent with the conclusion of other experts as well. Tan et al. (2020) believed that the surface vortex zone is significantly larger than the bottom vortex zone in the second-stage force elimination pool, and that the water flow is more stable and the energy dissipation rate is larger than that in the single-stage pool. Dong et al. (2016) found that a non-complete wide tail pier force pool can produce a large transverse velocity gradient and that this transverse velocity gradient produces additional turbulent shear and lateral flow. In this way, the energy dissipation effect is improved, as desired.
[image: Figure 9]FIGURE 9 | Velocity vector at the bottom of the stilling basin (A,B) under different inlet unit width flows.
Sediment Deposition at the Bottom of the Stilling Basin
The maximum lift force generated by turbulent pressure fluctuations acting on the bottom of the stilling basin results in poor sediment stability (Bowers and Tsai, 1969). If the lifting force is greater than the gravity of the sediment particles, no sediment will be deposited. If the lifting force is less than the gravity of the sediment particles, the sediment will be deposited on the bottom of the basin. The bottom surface of the water flow is gradually transformed from a relatively smooth basin to a submerged sediment topography with a certain undulating height, and the resulting additional friction at the bottom leads to a relative increase in water flow resistance (Zhu, 1982; Wei 2013).
As the inlet unit width flow rate increased, the siltation height at the bottom of the basin did not exceed 0.2 m. The effect of inlet unit width flow on the maximum silt thickness was insignificant. Chen et al. (2019) predicted the deposition of raw Yangtze River water into the basin’s transfer pond, concluding that when the shape of the inlet is fixed, the sediment deposition distribution does not change much. Guo (2017) analyzed the sediment deposition pattern of the river and determined that the maximum deposition of the river would not exceed 0.03 m, and the deposition in most areas was below 0.017 m. Our results are consistent with Chen’s conclusion, suggesting that a fixed inlet shape results in decreased significance of flow pattern on maximum sedimentation height at the bottom of the basin. Flow is the main factor affecting the sand discharge rate at the outlet of the stilling basin. The flow rate has a significant effect on the amount of sediment siltation at the bottom of the stilling basin. By simulating sediment deposition in inverted siphons, Bagchi (2012) concluded that the deposited sediment gradually decreases as the flow rate increases.
CONCLUSION
In this study, we analyzed the effects of different flow rates, sand discharge on the flow pattern, and sediment deposition at the bottom of the stilling basin. The VOF–DPM model was used for the simulation. After validating the simulations with empirical equations, we analyzed the energy dissipation effect and deposition law of the stilling basin under different inlet flow rates (2, 3, 4.5, and 6.75 m2/s) and different sand discharge mass flow rates (0.1, 0.2, and 0.3 kg/s). When the mass flow rate was 0.3 kg/s, the deposition height at the bottom of the basin remained at 0.2 m even as the inlet unit width flow rate increased. With an inlet unit width flow rate of 2 m2/s, deposition occurred as far as 11 m from the stilling basin discharge point. If the maximum instantaneous lift force generated by the turbulent flow pressure fluctuations acting on the bottom plate is less than the sediment’s own gravity, the sediment will be deposited. Deposition along the bottom of the basin increases the water flow resistance, and the correlation coefficient between the sediment deposition rate at the bottom of the basin and the inlet sediment concentration was as high as 0.97.
DATA AVAILABILITY STATEMENT
The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.
AUTHOR CONTRIBUTIONS
All authors contributed to the study conception and design. Material Preparation, data collection, and analysis were performed by RW, PL, ZL, YZ, and JH. The first draft of the manuscript was written by RW, and all authors commented on previous versions of the manuscript. All authors read and approved the final manuscript.
FUNDING
This research was supported by the National Natural Science Foundation of China (Grant No: 51779204), the National Key Research and Development Program of China (2017YFC0504503) and the Shaanxi Province Innovative Talent Promotion Team Technology Project (2018TD-037).
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Akhtar, A., Pareek, V., and Tadé, M. (2007). CFD Simulations for Continuous Flow of Bubbles through Gas-Liquid Columns: Application of VOF Method. Chem. Product. Process Model. 2 (1), 9. doi:10.2202/1934-2659.1011
 Bowers, C. E., and Tsai, F. Y. (1969). Fluctuating Pressures in Spillway Stilling Basins. J. Hydr. Div. 95, 2071–2079. doi:10.1061/jyceaj.0002205
 Camenen, B. (2007). Simple and General Formula for the Settling Velocity of Particles. J. Hydraul. Eng. 133 (2), 229–233. doi:10.1061/(asce)0733-9429(2007)133:2(229)
 Cerdà, A., Flanagan, D. C., le Bissonnais, Y., and Boardman, J. (2009). Soil Erosion and Agriculture. Soil Tillage Res. 106, 107–108. doi:10.1016/j.still.2009.10.006
 Chen, X., Zhong, W., Sun, B., Jin, B., and Zhou, X. (2012). Study on Gas/solid Flow in an Obstructed Pulmonary Airway with Transient Flow Based on CFD-DPM Approach. Powder Tech. 217, 252–260. doi:10.1016/j.powtec.2011.10.034
 Chen, Y. C., Dai, S., and Gu, Y. (2019). Numerical Simulation of Sediment Deposition in Pre-storage Reservoir. China Sci. Tech. Inf. (17), 94–96. (Translated in Chinese abstract). 
 Cheng, F., and Liu, S. J. (2011). Numerical Simulation and Experimental Investigation for Deflecting Stilling Basin. J. Sichuan Univ. (Engineering Sci. Edition) 43 (S1), 12–17. (Translated in Chinese abstrct). 
 Dong, Z. S., Wang, J. X., and Cai, F. (2016). Numerical Simulation of Energy Dissipation Mechanism at Incomplete Flaring Gate Pier. Eng. J. Wuhan Univ. 49 (4), 521–526. (Translated in Chinese abstract). 
 Guo, Z. P. (2017). Simulation Analysis on Rubber Dam Sediment Deposition and Project Operation. Water Conservancy Construction Manag. 37 (02), 80–83. (Translated in Chinese abstract). 
 Javan, M., and Eghbalzadeh, A. (2013). 2D Numerical Simulation of Submerged Hydraulic Jumps. Appl. Math. Model. 37 (10-11), 6661–6669. doi:10.1016/j.apm.2012.12.016
 Li, L. X., Liao, H. S., Liu, D., and Jiang, S. Y. (2015). Experimental Investigation of the Optimization of Stilling basin with Shallow-Water Cushion Used for Low Froude Number Energy Dissipation. J. Hydrodynamics, Ser. B 27 (4), 522–529. doi:10.1016/S1001-6058(15)60512-1
 Li, Y., Lou, W. T., and Zhu, M. Y. (2013). Numerical Simulation of Gas and Liquid Flow in Steelmaking Converter with Top and Bottom Combined Blowing. Ironmaking & Steelmaking 40 (7), 505–514. doi:10.1179/1743281212Y.0000000059
 Li, Y. C., Niu, Z. M., and Li, Q. L. (2018). Experimental Study on Underflow Stilling Pool With Contraction Pier of Large Unit Width Discharge And Low Froude Number. Water Resour. Hydropower Eng. 49 (05), 77–83. (Translated in Chinese abstract) 
 Li, Y., Zhang, J., and Fan, L.-S. (1999). Numerical Simulation of Gas-Liquid-Solid Fluidization Systems Using a Combined CFD-VOF-DPM Method: Bubble Wake Behavior. Chem. Eng. Sci. 54 (21), 5101–5107. doi:10.1016/S0009-2509(99)00263-8
 Li, Z. S., Yang, L., Wang, G. L., Hou, J., Xin, Z. B., Liu, G. H., et al. (2019). The Management of Soil and Water Conservation in the Loess Plateau of China: Present Situations, Problems, and Counter-solutions. Acta Ecologica Sinica 39 (20), 7398–7409. (Translated in Chinese abstract). doi:10.5846/stxb201909021821
 Liu, D., Li, L. X., Huang, B. S., and Liao, H. S. (2012). Numerical Simulation and Experimental Investigation on Stilling Basin With Double Shallow-Water Cushions. J. Hydraulic Eng. 43 (05), 623–630. (Translated in Chinese abstract) 
 Luo, Y., He, D., and Zhang, S. (2012). Experimental Study on Stilling basin with Step-Down for Floor Slab Stability Characteristics. J. Basic Sci. Eng. 20 (02), 228–236. doi:10.3969/j.issn.1005-0930.2012.02.007
 Qiu, C., Diao, M. J., and Xu, L. L. (2012). 3D Dynamic Numerical Simulation of Water-Air Two-phase Flow of Flaring Gate Pier and Stilling Pool. Amm 170-173, 3687–3690. doi:10.4028/www.scientific.net/AMM.170-173.3687
 Ran, D. C., Luo, Q. H., and Zhou, Z. H. (2008). Sediment Retention by Check Dams in the Hekouzhen-Longmen Section of the Yellow River. Int. J. Sediment Res. 23 (02), 159–166. doi:10.1016/S1001-6279(08)60015-3
 Shi, H., and Shao, M. (2000). Soil and Water Loss from the Loess Plateau in China. J. Arid Environments 45, 9–20. doi:10.1006/jare.1999.0618
 Speziale, C. G., and Ngo, T. (1988). Numerical Solution of Turbulent Flow Past a Backward Facing Step Using a Nonlinear Model. Int. J. Eng. Sci. 26 (10), 1099–1112. doi:10.1016/0020-7225(88)90068-7
 Sun, W. B., Mu, Z. W., and Gao, S. (2019). Numerical Simulation of Joint Energy Dissipation of Diversion Pier and Suspended Grid with Low Froude Number. Water Resources and Power 37 (07), 81–85. (Translated in Chinese abstract) 
 Tan, G. W., Han, C. H., Han, K., and Yu, K. W. (2020). Experimental Study on the Hydraulic Characteristics of the Two-Stage Energy Dissipation in Low Froude Number Flow. Adv. Water Sci. 31 (1), 71–81. (Translated in Chinese abstract). 
 Thinglas, T., and Kaushal, D. R. (2008). Three-Dimensional CFD Modeling for Optimization of Invert Trap Configuration to Be Used in Sewer Solids Management. Particulate Sci. Tech. 26 (5), 507–519. doi:10.1080/02726350802367951
 Tsujino, R., Fujita, N., and Katayama, M. (2010). Restoration of Floating Mat Bog Vegetation After Eutrophication Damages by Improving Water Quality in A Small Pond. Limnology 11 (03), 289–297. doi:10.1007/s10201-010-0312-6
 Wang, S. J., Liu, W., and Yan, M. (2020). Stepped Changes in Suspended Sediment Transport Efficiency and Discharge Ratio and the Main Causes in the Lower Reaches of Yellow River. Res. Soil Water Conservation 27 (02), 104–111. (Translated in Chinese abstract). 
 Wei, W. R. (2013). Experimental Study on Hydraulic Characteristics of X-Shape Flaring Gate Pier and Deflecting Stilling basin United Energy Dissipator. Amm 376, 279–283. doi:10.4028/www.scientific.net/AMM.376.279
 Wobus, F., Shapiro, G. I., Maqueda, M. A. M., and Huthnance, J. M. (2011). Numerical Simulations of Dense Water Cascading on a Steep Slope. J Mar. Res. 69 (2-3), 391–415. doi:10.1357/002224011798765268
 Wu, Z. Y., and Mu, Z. W. (2012). Numerical Simulation and Flow Field Analysis of Suspended Grid Stilling Pool Based on VOF Method. Amm 256-259, 2569–2572. doi:10.4028/www.scientific.net/AMM.256-259.2569
 Xie, S. Z., Wu, Y. H., and Chen, W. X. (2016). New Technology and Innovation on Flood Discharge and Energy Dissipation of High Dams in China. J. Hydraulic Eng. 47 (03), 324–336. doi:10.13243/j.cnki.slxb.20150984
 Xin, Z., Ran, L., and Lu, X. X. (2012). Soil Erosion Control and Sediment Load Reduction in the Loess Plateau: Policy Perspectives. Int. J. Water Resour. Dev. 28, 325–341. doi:10.1080/07900627.2012.668650
 Yazdani, A., and Bagchi, P. (2012). Three-dimensional Numerical Simulation of Vesicle Dynamics Using a Front-Tracking Method. Phys. Rev. E 85 (5). doi:10.1103/PhysRevE.85.056308
 Ye, J. H. (2019). Study on Collision and Rebounding Behavior of Particle Impact on the Wall Surface. Hang Zhou: Zhejiang Sci-Tech University. (Translated in Chinese abstract).
 Zhang, Z. C., and Zhao, Y. (2015). Calculation of Frictional and Minor Head Losses for Hydraulic Jump Section in Rectangular Open Channels. J. Hydroelectric Eng. 34 (11), 88–94. doi:10.11660/slfdxb.20151110
 Zhang, S. G., Yin, J. B., and Jiang, Q. F. (2017). Numerical Simulation of Stilling Basin of Low-head Flood Discharge Sluice. China Rural Water and Hydropower 37 (10), 104–109. (Translated in Chinese abstract) 
 Zheng, X., Fu, T. J., Zhang, W. H., and Zhong, Z. L. (2010). Numerical Simulation Analysis of Step-Down Depth Influence on Hydraulic Characteristics of Energy Dissipater with Step-Down Floor. J. Kunming Univ. Sci. Tech. (Science Technology) 35 (02), 51–55. (Translated in Chinese abstrct). 
 Zhu, J. D. (1982). Settling Law of a Swarm of Particles in Sediment-Water Mixture. Journal of East China Technical University of Water Resources, 28–36. (Translated in Chinese abstract).
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2021 Wang, Li, Li, Han and Zhu. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 28 September 2021
doi: 10.3389/feart.2021.683453


[image: image2]
Sensitivity Analysis of Flash Flood Hazard on Sediment Load Characteristics
Hongxi Liu1,2, Yujun Yi2* and Zhongwu Jin3
1Advanced Institute of Natural Sciences, Beijing Normal University, Beijing, China
2State Key Laboratory of Water Environment Simulation and Pollution Control, School of Environment, Beijing Normal University, Beijing, China
3Chang Jiang River Scientific Research Institute, Wuhan, China
Edited by:
Xiekang Wang, Sichuan University, China
Reviewed by:
Ying Chen, Fujian Normal University, China
Joern Lauterjung, German Research Centre for Geosciences, Helmholtz Centre Potsdam,Germany
* Correspondence: Yujun Yi, Yiyujun@bnu.edu.cn
Specialty section: This article was submitted to Geohazards and Georisks, a section of the journal Frontiers in Earth Science
Received: 21 March 2021
Accepted: 05 August 2021
Published: 28 September 2021
Citation: Liu H, Yi Y and Jin Z (2021) Sensitivity Analysis of Flash Flood Hazard on Sediment Load Characteristics. Front. Earth Sci. 9:683453. doi: 10.3389/feart.2021.683453

Changing climate has raised attention toward weather-driven natural hazards, such as rain-induced flash floods. The flooding model is an efficient tool used in flash flood warning and hazard management. More and more evidence showed significant impacts of sediment on hydrodynamics and flooding hazard of flash flood. But little information is available regarding flooding hazard sensitivity to sediment characteristics, which hampers the inclusion of sediment characteristics into the flash flood warning system and hazard management. This study used a 1D model to simulate flood hazards. After calibrating and validating the hydrodynamic model, we carried out simulations to test the sensitivity of flood hazard to sediment characteristics like inflow point, size distribution, and concentration. Our results showed that sediment from highly erosive slopes affects the flooding hazard more than sediment from watershed. This is particularly true when sediment particles are fine particles with a medium size of 0.06 mm. When medium particle size of sediment increased above 1 mm, most of the sediment particles are deposited in the river and we see little effect on flooding hazard downstream. Sediment concentration significantly influenced the flooding hazard but was less important than sediment inflow point and medium particle size. Our study suggested considering more characteristics than concentration when including sediment particles into the flash flood warning system.
Keywords: MIKE 11, flash flood warning, hydrodynamic modeling, sediment analysis, flooding hazard assessment
INTRODUCTION
Flash floods are one of the most significant natural hazards and cause serious loss of life and economic damage. The average annual economic loss due to natural hazards in China has been estimated at $20 billion (Han et al., 2016). Thanks to hydraulic engineering, lowland floods are rarely associated with fatalities, except in cases of levee failures in China; in contrast, flash floods often result in loss of life (Chuang et al., 2009; Wang et al., 2017). In mountainous areas, the frequency and intensity of flash flood triggered by heavy rainfall are predicted to increase (Yin et al., 2018). Good understanding of the flow physics of flash flood is key to efficiently mitigate flash flood hazard as well as the base of series of structural and non-structural measures.
Physical experiments and numerical models both provide insights into the flow physics of flash floods. However, field- and experiment-based research studies over complex topography are costly and limited by spatial scales and require a number of facilities and advanced instruments for high-resolution measurements. Numerical models, on the other hand, offered an effective tool to advance our understanding of flash flood hydrodynamics by detailing distribution of water depths, flow velocities, and inundation process. With important roles of flood modeling in fields of water conservation projects, urban planning, and flash flood early warning systems (Testa et al., 2007; Siviglia and Crosato. 2016), models’ efficiency and accuracy are still far from satisfaction for some cases such as flash flood in mountainous areas because of neglecting sediment effects (Guan et al., 2013; Hooke 2019; Contreras and Escauriaza. 2020).
Steep slopes in mountainous regions promote soil erosion and result in high sediment concentration in flash floods. Impacts of a high amount of sediment on flooding hazard have been well-observed in the field (Hooke 2019). For instance, sediment deposition was observed to reach as high as over 7.5 m in a flash flood on July 28, 2001 in Sichuan (Liu et al., 2020). With these pieces of evidence, the importance of high sediment concentration has been recognized in simulating the hydrodynamics of flash floods (Guan et al., 2013; Hooke 2019). However, most models still regard flash floods as water fluid when modeling the flooding hazard due to limited data on sediment. Until recently, some studies included sediment in flash flood modeling and discussed their impacts on hydrodynamic or flooding hazard from four aspects: 1) moving bed load by flash floods changes river elevation and cross section, which in turn affects maximum water level and increases flooded area and time at partial sections (Song et al., 2019); 2) high sediment concentration increases density and viscosity of the water–sediment mixture and cause additional stresses. These stresses transform the rheological behavior of the mixture and increase advance of the flow front, water depth, and flooded area etc. (Contreras and Escauriaza 2020); 3) sediment increases flow resistance, reduces flow velocity, and increases the water level; 4) deposition of suspended sediment in flash flood increases river bed elevation, which causes higher water level and larger flooded areas than expected (Grozav et al., 2017).
Improved understanding of sediment effects on flash flood hydrodynamics helps promote our modeling ability on flash flood. However, with increasing realization of the importance of sediment in affecting flash flood hydrodynamics, sediment is still not included in the flash flood early warning system because there is lack of information about flooding hazard sensitivity to sediment characteristics. Sediment characteristics such as concentration and size distribution should affect the interaction between sediment and flash flood and change the resultant flooding hazard. Sediment inflow may as well complicate the hazard assessment of flash flood. Triggered by extreme rainfall, shallow landslides and debris flow possibly initiate along with flash flood. Increased sediment concentration may therefore come from watershed and highly erosive slopes along the river. For the latter case, an abrupt increase in sediment inflows to a certain point/reach of the river. Limited by transport capacity, some sediment particles deposit into the river and parts are transported to downstream. Deposited sediment particles elevate the river bed and water level and, in extreme cases, form landslide or debris dam, which completely change river dynamics (Parker et al., 2011; Fan et al., 2014). Transported sediment may be deposited when the transport capacity is decreased by slope or curvature change. Both deposited and transported sediment influence flooding hazard at certain ranges. Lacking such information may lead to an underestimation in hazard management.
This study aims at testing sensitivity of flooding hazard to sediment characteristics of inflow, medium particle size, and concentration by using a numerical model. In this way, we expect to recognize and suggest sediment-related indicators in the flash flood early warning system so as to improve the hazard management.
MATERIALS AND METHODS
Study Sites
The study site (45°07′N, 5°52′E) is located in the Xihe River, Sichuan Province, Southwest China. The elevation decreases from northwest to southeast from 1,120 m to 3,868 m. The annual precipitation is 529–1,334 mm, and the mean annual temperature is 13.4–14.1°C. Rainfall mainly distributes from June to September. The area of watershed is 632 km2.
We have chosen the last 10 km of the Xihe River as our study area to simulate sediment impacts on hydrodynamics of flash flood. Landslides and debris flow induced by earthquakes take place quite often along the river (Figures 1B,C). The riverbed slope of our target area is 20%. Residents and farmlands distribute along the last 2 km of the research area. Based on the field interviews, the first floor of the buildings was inundated by flash flood in August 2020, and sediment deposition was observed to be 3 m when flash flood faded away (Figure 1D). A hydrological station is available at the outlet of the watershed, recording hourly rainfall, river discharge, and water level.
[image: Figure 1]FIGURE 1 | Overview of target watershed and simulated reach. (A) Satellite image of the Xihe watershed and the simulated reach. Background image of the terrain from © Google Earth. (B) Satellite image and (C) photo of debris inflow at Chainage 5,700 m. (D) Photo of flood mark of the residents at Chainage 9,500 m. Blue arrow indicated Chainage 5,700 m, where came the debris flow. Red arrows indicated Chainage 6,100, 7,100, and 9,500 m, which located near the residence.
Hydrodynamic Model—MIKE 11
In our analysis, we used the MIKE 11 model—calibrated and validated in the Xihe River hydrological data of two flash floods. The MIKE 11 model system consists of different submodules, including hydrodynamic, rainfall–runoff, and sediment transport submodules. The hydrodynamic submodule is the core of the modeling system. It uses an implicit, infinite difference scheme to compute unsteady flows in rivers and estuaries, and solves the vertically integrated equations for the conservation of continuity and momentum. The cross section of the research area was extracted from a DSM (digital surface model) map of 0.2 m resolution, covering the area with a length of 10453 m and width of 100 m. Following the method proposed by Gichamo et al. (2012), we extracted the cross section every 200 m along our target area, resulting in 50 cross sections (Supplementary Figure S1). First, we simulated baseflow physics and set a steady discharge of 1.8 m3 s−1 as the boundary condition. Q–h relationship was set as the other boundary condition. Both of them were obtained based on field measurement in dry season. Calibration of the hydrodynamic model was carried out manually through trial and error until satisfactory results were obtained. When the bed resistance was calibrated with a Manning coefficient of 0.05, water depth was 0.8 m, close to the measured value in the field.
After setting the steady state of baseflow, the rainfall–runoff submodules were added to the simulation. MIKE 11 supplies different submodules for rainfall–runoff simulation, such as NAM, UHM, SMAP, and urban. We chose NAM to simulate discharge of flash flood at the outlet of the watershed. NAM is a lumped, conceptual hydrological model to simulate runoff production under continuous rainfall. The submodule requires rainfall and evaporation as input. We simulated two flash floods coded by “20190820” and “20160826,” respectively. Rainfall data from the hydrological station were used as input, and discharge was used as the output to calibrate and validate the model. Because we focused on simulating flash floods, evaporation was set as 0 during the simulation process.
Due to the lack of sediment data, we did not specifically calibrate and validate the sediment submodule but used it in scenarios to test sensitivity of flooding hazard to sediment characteristics. Settings of the sediment size distribution of bed load and suspended load were taken from Qi et al. (2014) (Table 1). The parameter “theta critical” determines if river bed is eroded, thus is sensitive to river bed change by sediment. We used the steady state to calibrate this parameter. The discharge of 1.8 m3 s−1 with no inflow of sediment “theta critical” was calibrated to be 0.156, so no erosion appeared on the river bed.
TABLE 1 | Sediment parameter setting in MIKE 11.
[image: Table 1]Model Calibration and Validation
Normally, hydrological models should be calibrated and validated based on long-term data. In this study, we aimed not to prove the ability of NAM for flash flood simulation. NAM was adopted to supply boundary conditions for the hydrodynamic model. Therefore, the model was calibrated and validated based on two flash flood events, which occurred on August 20, 2019 and August 26, 2016, respectively. Recorded rainfall and discharge is displayed in Supplementary Figure S2.
Model performance was assessed by comparing predicted values against observed data for hourly discharge. R2, modeling efficiency, coefficient of determination, and root-mean-square error were applied to evaluate model performance (model goodness of fit, GOF) (Loague and Green, 1991).
Modeling efficiency was calculated as follows:
[image: image]
coefficient of determination (CD) as follows:
[image: image]
where are the observed values, is the mean of the observed data, are the predicted values, and n is the number of samples.
EF indicates how well the predicted values correspond to the observed values. A value of 1 means a perfect one-to-one fit. Following the studies of Pansak et al. (2010) and (Lippe et al., 2014), an EF threshold of > 0.6 was used as the minimum performance criterion during model calibration procedures. CD is a measure of the proportion of the total variance of observed data explained by the predicted data; a value of 1 indicates a perfect prediction fit. We considered CD values between 0.5 and 2 during model calibration and estimation of validation success.
Results of model performance demonstrated that our model was able to reproduce the flash flood process, with an EF of 0.92 and 0.87 for calibration and validation, respectively (Figure 2). A summary of calibrated parameters from the rainfall–runoff submodule is listed in Table 2. Among these parameters, Lmax and Umax determine the flow peak; CK1,2 determines shape of the flow peak; and TIF determines time of the flow peak. We calibrated the simulated hydrograph by adjusting these four parameters. Others were taken as the default value.
[image: Figure 2]FIGURE 2 | Model performance of (A) calibration of flooding on August 20, 2019, and (B) validation of flooding on August 26, 2016. EF: modeling efficiency. CD: coefficient of determination.
TABLE 2 | Hydrologic submodel parameters and their input values obtained during calibration.
[image: Table 2]Scenarios Settings
We used the flash flood “20190820” with no sediment inflow as the baseline and set another six scenarios, each of which consisted of three sub-scenarios, to test the impact on flash flood hydrodynamics from (1) sediment concentration, (2) sediment particle size distribution, and (3) location of sediment inflow. The hydrological station continuously measured rainfall and discharge and occasionally measured sediment concentration. Highest sediment concentration in flash flood was recorded as 5%, so we set sediment concentration scenarios as 1, 3, and 5%. Sediment particle size was set to be 0.06, 1, and, 3 mm for different scenarios, corresponding to the suspended sediment and bed load of river flow and debris flow, respectively, measured by Qi et al., (2014). The location of sediment inflow was set to be 0 and 5,600 m, respectively. The former was to simulate the scenario that all sediment particles came from upstream; the latter was to simulate a sudden sediment increase from debris flow of the right bank of the river (Figures 1B,C). We set scenarios by considering the aforementioned factors. In total, we tested 18 scenarios. Among them, six scenarios showed river clogging whose effects cannot be correctly simulated by our model. We deleted these clogging scenarios from the result part. Valid scenarios are listed in Table 3. Analysis of variance (ANOVA) was used to calculate contribution of factors (sediment inflow point, medium particle size, and sediment concentration) to the variability of the flooding area.
TABLE 3 | Scenario runs to assess the sensitivity of flooding hazard to sediment characteristics.
[image: Table 3]RESULTS
To evaluate the impacts of sediment on the flooding area and hazard of flash flood, we analyzed the following indicators including the following: (1) bed elevation, (2) water level, and (3) total flooded areas. For each indicator, we compared the simulated results of the reference scenario (no sediment) with the other scenarios. In this way, we expected to identify the influential features of sediment to the flash flood hydrodynamics and to incorporate this into the flash flood early warning system.
Bed Level Changes
Sediment inflow did not continuously influence bed elevation along the whole reach but affected certain range of length. When the sediment inflow was from the starting point or the point at Chainage 5,600 m of the reach, the total affected length ranged from 500 to 3,600 m, mainly depending on the sediment particle size distribution (Figure 3). When the median particle size was 0.06 m, 34% of the reach (3,600 m out of 10435 m) showed an increase in bed elevation, up to over 5 m high (Figures 3A,B). When the median particle size was 1 or 3 mm, equaling to that in debris flow, most sediment particles deposited within 50 m from the inflow, and increased the river bed above 15 m (Figures 3C–F).
[image: Figure 3]FIGURE 3 | River bed change by different sediment input compared to simulation without sediment. (A), (C), (E) showed bed change when the inflow of sediment was at the beginning point of the reach with medium particle size of (A) 0.06, (C) 1, and (E) 3 mm. (D), (D), (F) showed bed change when sediment inflow was at Chainage 5,600 m with a medium particle size of (B) 0.06, (D) 1, and (F) 3 mm. Each sub-figure contained simulation results of different sediment concentration. When medium particle size of sediment particles increased to 1 mm, the river was clogged by 5% concentration. Therefore, (C) and (D) only showed results of concentration of 1 and 5%. The same results were obtained when medium particle size raised to 3 mm.
Sediment concentration showed little influence on the length of affected reach but increased deposition thickness. When sediment concentration increased from 1 to 5%, the highest deposition thickness increased by around 5 m at the median particle size of 0.06 mm (Figures 3A,B). When median particle size was more than 1 mm the river easily clogged (Figures 3C–F). For a median particle size of 1 mm and a sediment concentration of 5%, the river was totally clogged which led to a stop of model simulation. The same condition was observed when sediment concentration equaled to 3 and 5% at the median particle size of 3 mm. Therefore, simulation results were missing in these scenarios (Figures 3C–F).
Water Level at Residential Places Along the Xihe River
We focused on water levels of cross sections near the residence because these were most concerned by flooding hazard managers. Along the Xihe River, residents locate at banks of Chainage 6,100, 7,100, and 9,500 m (Figure 1). So our analysis on water level changes by sediment transport focused on these three points. When the inflow of sediment particles was at the starting point of the reach, no changes in the water level were observed at Chainage 6,100, 7,100, and 9,500 m (Supplementary Figure S3). When the inflow of sediment was at Chainage 5,600 m, the water level was highly influenced at Chainage 6,100 and 7,100 m but showed little change at Chainage of 9,500 m (Figures 4–6).
[image: Figure 4]FIGURE 4 | Affected water level at Chainage 6,100 m when sediment inflow was from 5,700 m with (A) medium particle size of 0.06 mm with concentration of 1, 3, and 5%; (B) medium particle size of 1 mm with a concentration of 1 and 3%. When concentration increased to 5%, the river was clogged, showing no simulation results; (C) medium particle size of 3 mm with concentration of 1%. When concentration increased to 3%, river was clogged, showing no simulation results.
[image: Figure 5]FIGURE 5 | Affected water level at Chainage 7,100 m when sediment inflow was from 5,700 m with (A) medium particle size of 0.06 mm with concentration of 1, 3, and 5%; (B) medium particle size of 1 mm with concentration of 1 and 3%. When concentration increased to 5%, river was clogged, showing no simulation results; (C) medium particle size of 3 mm with concentration of 1%. When concentration increased to 3%, river was clogged, showing no simulation results.
[image: Figure 6]FIGURE 6 | Affected water level at Chainage 9,500 m when sediment inflow was from 5,700 m with (A) medium particle size of 0.06 mm with concentration of 1, 3, and 5%; (B) medium particle size of 1 mm with concentration of 1 and 3%. When concentration increased to 5%, river was clogged, showing no simulation results; (C) medium particle size of 3 mm with a concentration of 1%. When concentration increased to 3%, the river was clogged, showing no simulation results.
At the condition of median particle size of 0.06 mm, the water level at Chainage 6,100 m raised by increasing sediment concentration, which appeared right after the first water level peak at 3:00 on 20th August (Figure 4A). The highest rise in the water level was 3 m by a sediment concentration of 1%, when the second rainfall event came. When the sediment concentration increased over 3%, the smaller rainfall event produced a higher water level than the former big event. The water level increased over 5 m under a sediment concentration of 5% after the first extreme rainfall event. When median particle size was 1 mm, the water level was less influenced than by a median particle size of 0.06 mm. First, it lowered by sediment inflow for the first rainfall event at a sediment concentration of 1% and then increased when the second rainfall came. The highest rise was 3 m (Figure 4B). When sediment concentration increased to 3%, the water level kept rising by the sediment inflow until the river was clogged (Figure 4B). The impact of sediment with a median particle size of 3 mm was similar to that of 1 mm. Because the river was clogged shortly after the simulation when sediment concentration was 3 and 5%, we only showed the simulation result of concentration of 1% (Figure 4C).
Impacts of sediment on the water level at Chainage 7,100 m were similar to but lower than that at Chainage 6,100 m (Figure 5). The water level slightly increased by 0.2 m for sediment of a median particle size of 0.06 mm and concentration of 1%. The raise in the water level increased to 3 and 7 m when sediment concentration increased to 3 and 5%, respectively (Figure 5A). If median particle size was 1 or 3 mm, either the water level at Chainage 7,100 m was little influenced or the river was gradually clogged by sediment inflow (Figures 5B,C). The water level at Chainage 9,500 m was little affected by sediment inflow from the point of Chainage 5,600 m (Figure 6).
Total Flooded Area
The total area in the watershed that is inundated for different sediment concentrations is depicted in Figure 7. No significant differences are noticed for most of the length of the reach. Major differences however appear in regions within approxmately 100 m away from the sediment inflow. Simulations with small median particle size (0.06 mm) highly increased the total flooded area by 3.5–15.6% under different sediment concentrations. For larger particle size, the affected area grows gradually compared to the clear water flooding case. Increments in the total area of 3–5% were observed for a median particle size of 1 mm. A slight decrease in the total area was observed for a median particle size of 3 mm. Sediment flow and median particle size best explained the variation in the total flood area, with contributions of 30 and 24%, respectively. Sediment concentration explained 12% of the variability in the total flood area (Table 4).
[image: Figure 7]FIGURE 7 | Flooding area of different simulated scenarios. S0 referred to scenario with no sediment inflow. S2-01 referred to scenario with sediment inflow at the Chainage 5,600 m, with medium particle size of 0.06 m of 1% concentration; S2-03 referred to scenario with sediment inflow at the Chainage 5,600 m, with medium particle size of 0.06 m of 3% concentration; S2-05 referred to scenario with sediment inflow at the Chainage 5,600 m, with a medium particle size of 0. m of 5% concentration.
TABLE 4 | Results of two-way ANOVA test on the effects of sediment characteristics (inflow, medium particle size, and concentration) on the flooding area. Asterisk indicates significant correlations (p < 0.001). NA: not applicable.
[image: Table 4]DISCUSSION
Sediment is transported in two ways: (i) as bed load when particles roll, slide, or saltate along the cannel bed, and (ii) as suspended load when particles are supported by turbulent forces and move considerable distances without touching the channel bed. Impacts of sediment on flash flood hydrodynamics were proved in either way, separately (Song et al., 2019; Contreras and Escauriaza 2020). This study considered sediment transport by both forms and discussed sensitivity of flash flood hazard on sediment characteristics.
Our results evidenced that the sediment inflow location determined the affected range of the reach. Abrupt increase in sediment load significantly increased flooded area downstream. When sediment came from the watershed, flowing from the starting point of the reach, it hardly influenced flooding hazard around residence due to fast deposition in upstream. We further proved that when sediment particles from landslide or debris flow along the reach, finer particles had more influence on flooding hazard than coarser particles because sediment with coarser particles mostly deposited in the reach and had little influence on the flooded area downstream. Chen. (2009) demonstrated that sediment concentration downstream highly correlated with the landslide area in a watershed. Qi et al. (2014) clarified that fine particles from landslide or debris flow were transported and affected sediment concentration downstream, while coarse particles were deposited in the reach. This was supported by field observations of high amounts of fine sediment after flash floods. Our results were consistent with previous studies and field observations and called for attention on fine sediment from highly erosive slopes near residence, which were mainly responsible for increased flooding hazard downstream.
Sediment impacts on flooding mostly started after the discharge peak (Figures 4A, 5A). During the peak flow, sediment capacity of the flow is high, resulting in little deposition on the river bed. Shortly after the peak, sediment capacity decreased, leading to the deposition. This deposition increased roughness of the river bed, which in turn decreased flow velocity and promoted deposition (Guan et al., 2013). Such a process accumulated the sediment deposition and highly increased flooding hazard afterward. The second rainfall event did not show flooding hazard at the Chainage 6,100 m under no-sediment scenario. But when we considered a sediment concentration more than 3%, the rising water level reached 1,115 m and caused flooding. The sediment scenario simulation results coincided with flooding reported by the villagers. Flash flood warning systems mostly depend on rainfall thresholds calculated either from the model or history data (Bartholmes et al., 2009; Thielen et al., 2009) but seldom consider sediment. Our results proposed that sediment could possibly cause unexpected flooding hazard due to the rising river bed after an extreme rainfall event, as suggested by what was observed in the field (Wang et al., 2019; Liu et al., 2020). Despite high attentions on sediment concentration impacts on flash flood hydrodynamic, we do not suggest it as a good predictor of flooding warning system.
This study discussed the role of sediment characteristics such as inflow point, medium particle size, and concentration, when considering impacts of sediment on flooding hazard. It emphasizes the importance of considering fine sediment from highly erosive slopes near residence and proposes attentions on flooding hazards after an extreme rainfall event, but our results need to be read with caution due to some potential limitations. Although our model was calibrated and validated based on hydrological data, this was not the case when we included the sediment simulation because of limited data. The simulation should not be referenced as flooding hazard assessment but regarded as the sensitivity test of flooding hazard to sediment characteristics. In our scenario settings, we assumed a fixed ratio (i.e., 1, 3, 5%) of sediment to discharge. The ratio of 5% was estimated based on the highest concentration (4.1%) observed downstream and overestimated sediment concentration throughout the flood process (Figure 8). This also explained the overestimated water level (over 6 m) raised by 5% sediment concentration (Figures 4A, 5A). The model and scenario simulation need further verification when data are available.
[image: Figure 8]FIGURE 8 | Measured sediment concentration changing along flash flood discharge.
CONCLUSION
The primary emphasis of this work was to examine the sensitivity of flooding hazard on characteristics of sediment in flash flood. To simulate different scenarios, we employed the MIKE 11 suite to simulate the hydrodynamics of flash flood and then selected inflow point, medium particle size, and sediment concentration to test their impacts on flooding hazard, which was revealed by river bed elevation, water level, and flooded area.
The most important effects from sediment characteristics are observed to be the inflow location. Our simulation results showed a certain spatial range where sediment possibly changed the river bed and increased flooding hazard. When sediment inflow was from the inlet of the reach (i.e., Chainage 0 m), coarse particles deposited along the distance of 3,000 m away from the inlet and fine particles moved further downward. When sediment inflow was from a point along the reach (i.e., 5600 m) as a debris flow, it immediately deposited and increased the river bed. This is particularly true when sediment particles are fine particles with a medium size of 0.06 mm. Our study emphasizes the importance of fine sediment from erosive slopes on flooding hazard. We also observed that impacts of sediment on flooding hazard emerged after the discharge peak, thus proposing attention on flooding hazard after an extreme rainfall event.
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Geometric parameters Dam height Vertical altitude difference from the valley floor to the lowest point on the landslide dam

Dam length Crest length of the landslide dam measured perpendicular to the major valley axis
Dam width Base width of the landslide dam measured parallel to the main valley axis
Dam volume Part of landslide volume which blocks the river
Hydrological parameters Inflow rate Statistical average annual inflow rate in the studied river
Lake volume Volume of water ponded behind the landslide dam

Lake area

Dam width

Lake volume

Schematic diagram Dam volume
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6,500
6,358.6
—2.18%

3,950
3,799.3

—3.81%
31,000
30,320

—2.18%

Bt (m)
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—-11.22%
142
217.5
+53.16%
264.1
288.5
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80
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+12.43%
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35
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40
36.2
—9.50%
57.1
45.6
—20.07%

Tp (h)

49.92
47.5
—4.85%
3.0
3.23
+7.7%
37.25
38.26
+2.64%
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Name Layer Thickness (m) e dsp (mm) p s (kg/m?3) kg [mm3/(N-s)] ¢ (Pa)

Tangjiashan 1 15 0.87 10 1,825 1,061.1 4.7
2 25 0.75 26 2,216 249.0 17.7
3 63 0.59 710 2,408 36.9 330.4

Xiaogangjian 1 32 0.94 30 2,045 1,126.8 31.7
2 40 0.7 18 1,813 276.2 14.6

“11.03” Baige 1 96 0.6 5 1,854 180.2 13.2
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Name
Parameter

Dam height (m)

Crest width (m)

Dam length (m)

Upstream slope ratio (V//H)
Downstream slope ratio (V//H)
Initial breach bottom width (m)
Initial breach depth (m)

Initial breach slope ratio

Initial water level (m)

Qin (mS/ s)

C (kPa)

¢ (degree)

Note: V//H vertical/horizontal.

Tangjiashan

103
300
612
1:2.8
1:4.2
8
13
1.5
92.5
80
25
22

Xiaogangjian

72
80
300
1:2.8
117
30

1:2
64.7
15
42
19

“11.03” Baige

96
270
600

1:2.7
1:5.5

13.48
1:1.3

92.52
700

35
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Name Occurrence time Breach time Volume (m3)
Tangjiashan May 12, 2008 June 10, 2008 2.4 x 108
Xiaogangjian May 12, 2008 June 12, 2008 2.0 x 108
“11.03” Baige Nov. 3, 2018 Nov. 12, 2018 2.4 x 108

Water storage (m3)

2.3 x 108
1.03 x 107
5.78 x 108

Peak breach flow (m3/s)

6,500
3,950
31,000
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Type Description

This type of landslide dam is primarily
formed by rockslides that are one
solid mass. Part of the rock mass at
the bottom of the sliding bodly still
maintain the original structural
features. The internal structure of the
rock mass can be divided into various
layers with different grain size and
properties for each layer

Dams of this type are commonly
formed by rock avalanches from
steep slopes. During the landslide
process, the original rock is basically
disintegrated with boulders
distributed along the front edge of the
deposits. In many cases, dams of this
type could have a dual structure with
crushed debris inside covered by
blocky carapace (Davies and
McSaveney, 2002)

Such landslide dams commonly have
huge terrain elevation differences, so
the potential energy is huge. Since
the landslide body has a long
movement along the travelling path,
the dam materials are relatively loose,
unstable, and easily erodible

Dam material Stratification

The bottom layer is 34
relatively intact

strata, and the

middle layer is

largely composed

of fragmented

rocks topped by

debris

The dam body 2
primarily consists of

large boulders and
fine-grained

materials, such as

debris, fill the

framework between

the boulders and

blocks

This dam body
primarily consisted
of unconsolidated
fine debris
consisting of gravel
size particles as
well as finer
material
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Sample Dinax (mm) Uriax m n R2

Al 1 0.75 2.14 0.19 0.90
A2 2 0.76 1.88 0.16 0.89
A3 2 0.81 212 0.18 0.73
B1 2 0.76 2.31 0.2 0.87
B2 5 0.77 1.06 0.16 0.48
B3 5 0.82 2.74 0.2 0.90
C1 5 0.79 2.80 0.22 0.94
C2 10 0.79 2.00 0.17 0.95
C3 10 0.87 2.25 017 0.81
D1 10 0.91 42.39 0.72 0.89
D2 20 0.95 8.05 0.43 0.91
D3 20 1.01 4.98 0.34 0.84
E1 20 0.91 2.63 0.22 0.77
E2 40 0.95 6.78 0.39 0.90

E3 40 1.04 2.92 0.21 0.97
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Sample Uriax m n R2

NO4(c) 0.76 11.01 0.57 0.87

0} 0.80 5.95 0.40 0.93
NO4(l) 0.83 1.96 0.18 0.93
N11(c) 0.78 17.54 0.67 0.87
N11() 0.85 5.09 0.37 0.91
N11(1) 0.88 2.48 0.21 0.95
N12(c) 0.95 5.05 0.37 0.89
N12() 0.96 3.64 0.29 0.92
N12(1) 0.99 2.95 0.23 0.93
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Test

Upper limit grain size

Coarser grain

group of the underlying (2,000 g)

layer (mm) Controlling | 1l
Test 1 <1 mm 1-2mm Al A2 A3
Test 2 <2mm 2-5mm B1 B2 B3
Test 3 <5 mm 5-10 mm C1 C2 C8
Test 4 <10 mm 10-20 mm D1 D2 D3
Test 5 <20 mm 20-40 mm E1 E2 E3
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Test group

Underlying layer Coarser grain (2,000 g) Case
Controlling 1 [}
NO4 Natural underlying layer sample Natural overlying coarse-grained layer sample NO4(c) NO4(l) NO4 (IT)
N11 Natural underlying layer sample Natural overlying coarse-grained layer sample N11(c) N11(I) N11 (Il)
N12 Natural underlying layer sample Natural overlying coarse-grained layer sample N12(c) N12(I) N12 (Il)
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Surge number

0 N o o~ WN =

©

p (9/cm?®)

1.98
213
2.1
2.14
2:26
2.2
2i2
1.96
1.88
1.98
212
217
21
219
2.07
2.25
24
1.96
1.97
2.11
2.07
2
1.91
1.85

v (m/s)

3.9
3.58
3.63
4.94
3.14

41

3.7
4.65
3.12
4.54
4.93

5.4

5.1
3.48
3.32
2.61
4.78
4.18
4.25
3.47
2.71
2.89

2.6
2.44

H (m)

0.77
0.81
0.74
0.87
0.93
0.67
0.91
0.8
0.72
0.78
0.81
0.75
0.84
0.79
0.75
0.9
0.84
0.72
0.88
0.83
0.8
0.76
0.57
0.86

Np

3.81 x 1074
3.44 x 107*
412 x 107*
2.98 x 1074
2.61 x 107*
5.03 x 107*
2.73 x 1074
3.53 x 107*
4.36 x 1074
3.71 x 104
3.44 x 107*
4.02 x 107*
3.20 x 104
3.62 x 107*
4.02 x 107*
2.79 x 10~4
3.20 x 107*
4.36 x 10~*
2.92 x 104
3.28 x 107*
3.53 x 107*
3.91 x 1074
6.95 x 10~4
3.05 x 107*
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Test number The duration of dam The severe break stage The moment when Peak flow (L/s)

break (s) ) the peak flow
occurs (s)
1 50 0-30 25 238
2 1 0-11 8 696
3-1 80 0-10 10 223
3-2 70 0-70 40 144
3-3 63 0-10 10 379
4-1 18 0-18 16 15.41
42 20 0-10 1 10.31
43 10 0-10 7 88
5-1 50 0-25 20 241
5-2 75 0-70 55 306
5-3 55 0-17 10 276
6-1 53 0-30 31 328
6-2 60 0-50 30 1.85

6-3 60 0-45 40 222
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Test number

3-1
3-2
3-3
5-1
5-2
5-3
6-1
6-2
6-3

The growth rate
of the seepage
degree (s)

0.0031
0.013
0.003
0017

0.0085

0.0049

0.01

0.004

0.0028

0.0023

The final seepage degree

0.165
0.48
0.15
0.81

05

024
061
0.24
0.12
0.10

The growth rate
of the breach
area (cm?/s)

13.48
65
1163
9.08
1049
9.26
7.81
1128
1197
14.94

The final breach area

(cm?)

675
585
582
545
564
648
429
556
658
822
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Test
number

3-2
3-8
4-1
4-2
4-3
5-1

5-2
5-3
6-1
6-2
6-3

Experiment
category

Reference group

Up-down
structure

Front-back
structure

Dam body
structure

Full-fine
Full-coarse
Upper-coarse-
lower-fine

Upper-fine-lower-
coarse
Front-coarse-

back-fine

Front-fine-back-
coarse

Approximate
content
ratio
of fine-grained
soil
to coarse-
grained
soil

1:0
0:1
11

31
13
11
31
1:3
11

- |
13
11
31
1:3

Seepage
characteristics

Overall small seepage
Overal large seepage
Upper-large-and-lower-small
seepage

Upper-small-and-lower-large
seepage
Front-large-and-back-small

seepage

Front-small-and-back-large
seepage

Inflow

About
0.6L/s

Dam
crest
length

(cm)

17

Length  Dam
ofdam  height

bottom (cm)
(cm)
68 255

Dam
width
(em)
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dso(mm) i The water content rate(%) The permeability coefficient(cm/s)

Coarse-grained soil 28 15 85 52x107"
Fine-grained soi 0.85 44 87 6.7 %10
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Scenarios Inlet discharge Inlet sediment concentration Bed deformation

Case-0 m Same as Figure 3 0 Fixed bed

Case-2 m Same as Figure 3 0 Initial thickness is 2 m
Case-4 m Same as Figure 3 0 Initial thickness is 4 m
Case-6 m Same as Figure 3 0 Initial thickness is 6 m
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case Case-Om Case-2m Case-4m Case-6m

NSE 0.996 0.995 0.993 0.996
RMSE(m) 49.0 55.4 630 50.2
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Symbol

Pt

Unit

kg/m®

kg/m®

s/m"®
mm

Degree
Degree

Definition

Gravity acceleration
Landslide density

River flow density

Manning coefficient

Median grain size

Shield's number

Erodibilty coefficient
Empirically derived exponent
Basal frictional angle
Internal frictional angle

Value

9.8
2,630
1,000
0.015

0.62
0.004
0.01
15
34.4
34.4

Source

Liu and He (2018)
Chen et al. (2019a)
Chen et a.2019)
Liu and He (2018)
Chen et a.(20192)
Wu and Chou (2009
Calibration

Vericat et al.(2008)
Chen et a(20198)
Chen et al. (2019)
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Backscatter combination Recommended MAE RMSE

the spread

°hh 0.1-1 1.43-1.60 1.95-2.06
“w 0.1-1 65-1.99 1.98-2.4
%y 0.8~1 1.51-1.55 1.83-1.87
(S 0.4-1 1.69-2.11 2.01-2.47
(02, 62, 0.7-1 1.56-1.69 1.97-2.11
(0%, o) 0.9-1 1.56-1.60 2.1
(09, 62, 0.8-1 1.58-1.61 1.95-1.98
(O ohys 0%) 0.9-1 1.72-1.78 2.10~2.15
(©%, 69, 09,) 0.7-1 1.63-1.84 2.08-2.28
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Percentage of sand
Percentage of silt
Temperature

Range

0.26-1.68
1.87-70.82
10-26
8.27
40.44
51.29
10.4

Mean
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8.27
40.44
51.29

10.4

Unit

(vol.%
(vol.%
vol.%

vol.%
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Radar
configurations

Parameter Range
hh-polarization ¢, —15.20 to (—4.84)
vv-polarization o° —15.32 t0 (—5.92)
hv-polarization oy, —28.72 to (—13.50)
vh-polarization ¢°n —30.74 10 (—13.82)
Frequency (GHz) 5.33

Mean incidence angle (°) 31.32

Mean

—9.56
—9.80
—21.85
—21.94
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Influencing factors VaR and corresponding TVaR and corresponding

displacement increments displacement increments
Reservoir water level change in 1 month +16.38 mm (17.35 mm) +18.84 mm (17.96 mm)
~11.37 mm (17.91 mm) ~13.89 mm (18.95 mm)
Reservoir water level change in 2 months +15.95 mm (18.96 mm) +23.18 mm (22,60 mm)
~14.54 mm (17.92 mm) ~17.95 mm (17.91 mm)

(
Rainfall in 1 month 171.58 mm (17.69 mm) 209.06 mm (18.87 mm)
Rainfall in 2 months 277.38 mm (12.38 mm) 341.90 mm (17.75 mm)
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Kendall's tau
Y vs. xi+ 00138"

Y vs. xi- -0018°

Yy vs. X+ -0.121°
V1S, Xom 0.100"

Yy vs. X 0067

Y1 s, X 0.163

“means that the test is subject to 95% confidence level.

Upper tail

0.493%
0.440°
0.394%
05112
0.457°
0.434%

Lower tail

0.293*
0.020°
0.296*
0.250°
0.267%
0.229°
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Influencing factors VaR and corresponding TVaR and corresponding

displacement increments displacement increments
Reservoir water level change in 1 month +19.10 mm (14.59 mm) +19.86 mm (18.65 mm)
~11.50 mm (14.94 mm) ~13.18 mm (20.39 mm)
Reservoir water level change in 2 months +28,81 mm (14.98 mm) +26.44 mm (14.95 mm)
~18.44 mm (20.13 mm) ~19.57 mm (2150 mm)
Rainfall in 1 month 101.25 mm (10.94 mm) 169.20 mm (11.52 mm)
Rainfall in 2 months 401.38 mm (13.04 mm) 457.92 mm (18.71 mm)

Note: “+" means the reservoir water level is rising: “-" means the reservoir water level is falling.
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Rainfall conditions

100 mm in 1 month
300 mm in 1 month
200 mm in 2 months
500 mm in 2 months

Probability of large
deformation

0.665
0.899
0.718
0.900

of small
deformation

0.335
0.101
0.282
0.100
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Reservoir water-level change
conditions

10 m deciine in 1 month
Unchanged in 1 month

20 m increase in 1 month
20 m decine in 2 months
Unchanged in 2 months
20 m increase in 2 months

Probability of large
deformation

0.965
0.281
0952
0.954
0312
0.934

Probability of small
deformation

0.035
0.719
0.048
0.046
0.688
0.066





OPS/images/feart-09-637041/feart-09-637041-t007.jpg
Kendall’s tau Upper tail

Y vs. xi+ -0.120° 0.180°
Y vs. xi- -0.202 0.178"
Vi V8. Xo+ 0.085" 0.167°
Yy S, Xo— -0.197 04712
Vi s, X 0078" 0.225°
Yy vs. X4 0.015* 0.1472

Weans that the test is subject to 95% confidence level.
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Y1 s Xq+ Yy vs. X~ Y3 vs. Xo+ Y1 Vs, Xo- Y1 Vs, X Y1 vs. X

' 0.261 0.257 0.253 0.250 0.109 0.111
P 0.063 0.068 0.0756 0.082 0.110 0.103

“T" in Table 6 means the test statistics of the K-S test of the M-Copula model. “P" in Table 6 means the p-value of the K-S test of the M-Copula mode.
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RMSE

Yivs. xi+
Yy V8. Xi—
Yy vs. X+
Y1 V8. Xom
Y vs. X
Y1 VS, X

Gumbel

0.292
0.243
0.288
0.189
0.304
0.272

Clayton

0.306
0.236
0.309
0177
0.307
0.273

Frank

0.298
0.255
0.297
0173
0.305
0.273

M-copula

0.293
0.231
0.236
0.163
0.290
0.269
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Yy vs.
Y, vs.
Yy vs.
Yy vs.
Yy vs.
Yy vs.

AIC BIC
Gumbel Clayton Frank M-Copula Gumbel Clayton Frank M-Copula
-287.79 -277.25 28357 -202.41 -285.02 -274.48 -280.80 -289.64
-312.21 -305.08 -299.77 -333.82 -303.78 -298.11 -300.49 -341.04
-201.34 -275.05 -283.99 -328.76 -28857 -272.28 -281.22 -335.99
-385.04 -359.27 -351.39 -416.10 -41023 -378.62 -366.50 -423.33
-252.21 -231.90 -244.75 -254.70 -249.44 -229.13 -241.98 -261.93
-304.47 -303.69 -304.17 -305.92 -301.70 -300.92 -301.40 -273.15
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Parent material
Texture
Classification
Erosion degree
Land use
Cultivated years/a

MWD measured by wet-sieving/mm
MWD measured by dry-sieving/mm
PAD;.25/%

PADs/%

Bulk density/g-cm

Particle-size distribution/%

Sand
Sit
Clay

HS

Downsiope of low hilly land
Argilaceous shale

Loamy clay

Frequently wet iron-rich soil
Moderate

Perennial dry land

20

0.39
437
66.31
98.16
1.20
379
36.7
254

HQt

Downslope of low hilly land
Quatemary red clay

Sty clay

Frequently wet iron-rich soil
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15

0.40
4.41
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96.34
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454
39.1

HQ2

Downslope of low hilly land
Quaternary red ciay

Clay

Frequently wet iron-rich soi
Mid

Forest to dry land

3

0.89
4.64
51.10
85.82
112
Ur
31.8
56.6

Note: HS and HQ represent Shale and Quatemary red soil, respectively. The following is the same. MWD denotes mean weight diameter, meaning aggregate stabillty; PADG 25 stands for
the percentage of agoregate (>0.25 mm) destruction and PAD; signilies the percentage of agoregate (>5 mm) destruction.
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2-1 556 1.0-3.4 (#1) 0416 1.98 207 57 995 3328
34-60 (#2) 0.154 1,232

2-2 3.0-4.0 (#1) 0.084 236 243 46 672
4.0-57 (#2) 0.104 832

2-3 2.0-4.0 (#1) 0.382 273 268 51 3,056
40-50 (#2) 0.200 1,600

3-1 6.94 2.0-45 0.337 2.60 2.52 37 1241 2,696
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dso is the medium diameter (mm); G, and G, are coefiicients of nonunitormity and
curvature, respectively: C, v, and D. are GSD parameters.
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Mass Interpretation signs

movemmt Morphology Tone Vegetation Texture structure
Landsiide Arm chair, double gully homology, elipse, ~ Gray  There s vegetation coverin  The higher landiside scar, the surface of the landslide deposit s
strip, rectangle, iregular polygon landside terrace relatively smooth, no obvious cracks, and the landsiide terrace

are wide and leveled
Debris flow  Long gulies like ladybird shape to connect ~ Gray ~ There is vegetation cover in  The gully beds in the circulation area are short and straight, and
with fan-shaped deposits debris flow fan the longitudinal slope is slower than that in the formation area,
but steeper than that in the deposition area, and the gullies are
generally narrow. There is no fixed groove or siding-flow groove
on the fan surface, and there are rough shadow lines in the

deposit fan
Giacier U-shaped valley, there were obvious cirque,  Offwhite  There is vegetation coverin  The valley headwaters were covered with ice and snow, there
terminal moraine and lateral moraine ice tongue are cracks i the moraine ridge, and the ice tongue advanced to

the channe
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Test Number No.1

Volume of original dam (V,/m®) 105
Volume of residual dam (V,/m®) 176
Ratio of residual dam volume to original dam volume ~ 17%

No.2

152
78
51%

No.3

152
51
34%
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Factor

Sediment inflow point
Medium particle size
Sediment concentration
Residuals

Flooding area (in m?)
F Contribution (%)

428.33" 30.31
21647 23.97
187.28"* 9.67

NA 36.05
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Parameter

Umax
Lmax
CQOF
CKIF
CK1,2
TOF
TIF
U/Umax
L/Lmax
BF

Description

Maximum water content in surface
Maximum water content in root zone
Overiand flow runoff

Time constant for routing interflow

Time constant for routing overland flow
Root zone threshold value for overland
Root zone threshold value for interflow
Relative water content in surface storage
Relative water content in root storage
Baseflow

Value

10

25

07
600

03
0.4
05
0.4
05

Unit

mm
mm
dimensionless
hr
hr
dimensionless
dimensionless
dimensionless
dimensionless
dimensionless
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§2-03
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83-01
$3-03
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$5-01
$6-01

‘Sediment inflow
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Medium
particle size (mm)
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Fraction diameter
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active layer
(%)

1
19
20
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Fraction value
passive layer
(%)

0
10
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35
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Relative density
(tm™)

11

Kinematic viscosity
(m*s™)

2.96x10°°

Theta critical
(dimensionless)

0.156
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do (M?-s°1)
2.00

3.00

M (kg-s")

CKy
L
cLe
Cls
CKe
L
cLe
Cls

K (%)

27.87
25.37
26.60
26.83
44.44
31.77
36.35
42.15

Fr

3.94
357
3.60
3.62
4.42
3.95
4an
4.26

do (m?-s77)

4.50

6.75

M (kg-s")

CKs
L,
cLe
Cly
CKs
L,
cLe
Cls

K; (%)

66.17
42.78
46.65
51.72
69.82
54.66
60.61
64.88

Fr

6.95
431
4.62
511
7.26
5.68
6.12
6.77
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Qo (m%/s)

2.5
50
7.5

Simulated value

292
3.70
454
5.54

Theoretical value

3.01
3.65
4.44
5.23

Error

2.92%
-1.42%
-2.13%
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Plot code CK, CK, CKs CK,4

Spilway discharge flow rate Qo (P -s™') ~ 21.00  31.50  47.25  70.88
inlet unit wicth flow rate go (m? - s™1) 200 300 450 675
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Materials

M1
M2
M3
M4
M5

Materials

M1
M2
M3
M4
M5

1

My + 204
b2 -2
M3 = 203
a
bs = 05

14

My + 204
Mz = 202
Mg + 03
Ha + 04
s

- 20

b2+ o

o= 0
ba

15

m-a
by -0z
s + 203
Ha =04
3

b
Ho + 202

s
Ha = 204

16

by - 204
W2~ 20,
Y3 - 203
Ha = 204
Hs = 205

Hy = 20y
2
Hg + 203
Ha + 04
Us + 05

17

I
b = 02
bs =0
ba + 0
Hs = 205

i+ 0y
b2+ 0
s
s+ 04
ts = 05

18

M+ 204
I
s

Ha =04

Hs — 205

b=
2+ 0
s+ 0
Ha + 203
Hs - 205

19

b
b2+ 0
Hs = 203
Ha =04
b + 05

7

by =0y

M2 = 202
b
b

s+ 05

20

oy
Uz + 207
M3 + 203
Ha
s = 205

8

n
ba
s+ 05
ba
Ws + 205

21

i+ oy
Wz - 20,
Ha= 05
Ha =04
Vs + 205

My + 204
bz + 02
Hs + 203
Ha =204
Hs + 205

e

b
M2 = 202
Ha + 203
Ha+ 204
bs = 05

10

-0y
M2 + 202
M3 = 203
Ha+ 04
Hs + 205

23

M1 = 204
b2 =02
s
Ha + 204
s + 205

1"

b+ oy
2= 02
o+ 05
Ha = 204
s+ 05

24

oty
I

Hg = 203

Ha + 204
bs

12

by - 20y
M2 + 20,
s+ 03
Ha =04
b5 - 05

25

by + 20,
Mz + 20,
Ha =03
Ha + 204
s + 05

13

=0
b
b = 0
Ha = 204
bs = 0

Note: M1, Loose deformable zone; M2, Strongly disturbed zone; M3, Weakly disturbed zone; M4, Tuff; M5, Basalt. i, 0; (i = 1,2,3,4,5) are the means and standard deviations of M1 ~
M5, respectively.
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Materials Density (KN/m?)  Elastic modulus (GPa) ~ Poisson ration ~ Bulk modulus (GPa) ~ Shear modulus (GPa)  C (MPa) ¢ ()

Loose deformable zone 22.50 23 0.33 2.94 1.13 0.15 4
Strongly disturbed zone 22.50 4.00 0.30 3.33 154 0.4 35
Weakly disturbed zone 23.00 6.00 027 4.35 236 0.7 40
Tuff 27.90 6.00 027 4.35 236 15.00 45

Basalt 30.60 16.00 0.23 9.26 6.10 20.00 50
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Source (authors,
year)

Cesca and
D'Agostino (2008)

Hauser (2011)

Hussin (2011)

Scheuner et a.
(2011)

Berger et d. (2012)

Hussin et al. (2012)

Scheid! et al. (2013)

Schneider et al
(2014)

Frank et al. (2015)

Schvami et al. (2015)

Fischer et al. (2016)

De Finis et al. (20172)

De Finis et al. (2017b)

Frank et al. 2017)

Kang et al. 2017)

RAMMS (2017)

Chung et a. 2018)

De Finis et al. (2018)

Frey etal. (2018)

iibarren Anacona
et al. (2018)

Kaltak (2018)

Knusic et al. (2018),
(2019)

Tsao et a. (2018)

Bezak ot al. (2019)

Detrich and
Krautblatter (2019)

dos Santos Coniéa.
et al. (2019)

Gan and Zhang

(2019)

Nam et al. (2019)

Rodriguez-Morata
et al. (2019)

Tsao et al. (2019)

Abraham et al. (2020)

Bezak et al. (2020)

Calista et al. (2020)

Franco-Ramos et al
(2020)

Zmmermann et al,
(2020)

Location (vear)

Fiames DFs, Dolomites,
taly (2006)

Avth DF; Goldau DF
(2005), Switzerland

Barcelonnette, France.
(1996; 2008)

Mattenbach DF,
Switzerand (2004);
Walchensee, Germany.

34 DF in ligraben,
Switzeand (2001-2010)

Baroslonnette, France.
(2003)

Anundakopfbach DF
Seefeldbach DF, south
Tyrol, haly (2002)

Carhuaz GLOF, Peru
(2010)

Higraben DF (2008)
Spretgraben DF (2010)
Switzerand

Reiselehnrinne Creck.
(Pizta) DF (2009)
Festetiograben
Creek (Gesause) DF
(2006), Austria

Richieren DF (1987);
Minstigerbach DF (1987):
Glyssibach OF (2005);
Varuna DF (1987).
Switzerand

Gadia DF, Alps, ltaly
(2013)

Serrio fan (anomalous
basin-fan system), Alps,
tay

Meretschibach DFs.
(2014); Bondasca
DFs (2012), Switzerland

Seoul DF; Chuncheon
DF, Republic of Korea
(2011)

Randa, Switzerland
(2010)

Xinzhuang Landside,
Taiwan (2009)

Serrio fan (anomalous
basin-fan system), Alps,
ttay

Huaraz GLOF, Peru
(1941)

Manfas GLOF, Andes,
Chile (1985)

Stoze DF, Sovenia
(2000)

Selanac DF, Serbia
(2014

Hualien DF, Hualien
County, Taiwan (2014)

Suhelj fan, Sloveria

RoBbichelbach DF,
‘Alps, Germany (2015)

Serra do Mar DFs,
Brazi (1967)

Luzhuang guly DF,
China (2014)

M. Umyeon DF
M. Majeok OF,
south Korea (2011)

Sahuanay creek,
Abancay, Andes,
Peru (2012)

Heiu Community DF,
Taiwan (2015)

Kurichermala DF,
India (2018)

Brezovsiki and Lukerjski
graben, Sovenia (2018)

Marane DF, Abruzzo,
tay (2018)

Pico de Orizaba Volcano
Lahar, Mexico (2012)

19 hilsiope DFs,
Switzerand (2002-2012)

Magnitude [m’]

50.000-80.000; ~190.000

100,000; 83,000-95,000. Both
cases included entrainment
where this is much larger than
inital volume

300-700; 900-7,100

50,000-100,000

83,000-95,000 (larger part
is entrainment)

15,000; 70,000

450,000

~58,000; ~110,000

~20,000-25,000; ~10,000

~4,000; ~30,000; ~70,000;
~185.000

~10000

8,000-10,000; ~90,000

5,000; 10,000

2,820,000

10,000 m*

Up t0 3,000,000

5,000,000

~700000

~125,000

5000

62 potential DFs: 100-20,000
totaling to 225,000

9,550 # 1,650

Release height 1 and 1.3 m

254531

1931:2,086

55,000

27,000

Debris flood: 48,000, out of that
7,000-10,000 of coarse

deposits
NA

~33,000

60; 130; 800; 378; 280; 918;
960; 392; 175; 1,050; 153;
2,800; 380; 100; 112; 91; 42;
108; 655

Simulation Dry-coulomb type
resolution friction parameter
[m # My
n
0.18; 02; 0.19; 0.37; 0.39; 045
225 020
5 006
2 01,015
25 007
5 006
NA 008,048
8 0.16 (granular debris flow); 0.01
(flood); 0.08 (viscous debris flow):
0.04 (hyperconcentrated flow)
1and2  0.1-04 (after caliration: 0.05);
0:2/0.3 using entrainment after
calbration
2 0.11; 007 (0.23 in forest stand)
2 027, 0.08:0.1; 0.5
NA No entrainment: 0.11 (after
calbration: 0.02-0.3). With
entrainment: 0.12 (after
calbration)
NA 0.05-0.2 (average: 0.12)
0603
NA 01,02
2 0.05-0.4 (aftercalibration: 0.225).
First guess: tanfa)-siope angle in
the depositon area
2 042
NA 0.05;0.0;005;0.12;0.1:
02,0202
H 0.08 (viscous DF); 0.04
(hyperconcentrated flow)
o <0001
4 0075
Y 005,041
5 0225
4 Eight cases were investigated:
010,102 02;04; 04;
04,05
1 016
8 005
2 007
5 0104
4(channe) 0.2 for dry phase; 0.1 for wet
and 12 (fan) phase
2 024
125 001 (varied from 0.005 to 0.5)
1 0.13for Brezoviki graben, 0.2 for
Lukenjski graben
2 017
3pom? 015
NA 023 0.4;03; 021; 013 0.11;

0.46;04; 0.49; 0.33; 035; 024;
0.33; 0.2; 0.37; 0.05; 005;
04,029

Viscous-turbulent
friction
parameter
i) [m/s?]

500; 40; 15 40; 100; 1,000

10

200; 125

300350

500; 500; 500; 500

200-2,000 (afer calbra-
tion: 1,200); 200 using
entrainment after
calibration

200: 300

175; 150; 200; 150

No entrainment: 600 (after

calibration: 130-800 testedt

values). With entrainment:
500 (after calbration)

300-650 (average: 520)

200; 400

950; 800

100-200 for granuiar flows.
‘and 200-1,000 for mud.
flows (after calibration:
130). Fist guess: 200

2,000

500; 500

500; 500

150

Eight cases were investi-
gated: 100; 1,500; 150;
600; 100; 400; 1,500; 400

100; 130; 160; 190; 200

1500

950; 950

200; 400

100 (varied from 10 to
2000)

400 for Brezovski graben,
1900 for Lukenjski graben

150

400

200; 200; 200; 300; 240;
190; 150; 285; 300; 550;
1,250; 700; 1,100; 400;
175 300; 200; 900; 700

Short description
of the

study

‘Comparison between RAMMS and FLO-2D.
Cell size affected the shape of the inundated
area markedy. The deposiion area was
overestimated, and  depositon  thickness
underestimated, especialy for the cell size
20 m. RAMMS had constanty excessive
fateral dispersions.

<50 m/s? was used to limit DF velocite.
‘£was posiively correiated with DF velocty and
1 was negatively correlated,

Detaed sensitiity andprobabity analyses
were conducted. The DEM accuracy greatly
affected the topography of the area and the
‘geometry of DF channel. This directly
affected the DF behavior in terms of velocity
and DF height. A rapid decrease of the
channdl siope caused a decrease in velocity
andrun-out Gistance. Ths led to an increase n
the depositheight at the head of deposited DF.
The run-out distance and the maximum DF
heght of the modeled DF was most

sensitive 10 changes in € folowed by .

The two case studies lustrated that RAMMS i
a useful support tool for experts evaluating
natural hazards. Diferent scenarios were
analyzed.

Alarge database of DF events fom ligraben
was used for mode calbration. In case of DF o
50,000 m? (etun period 1 yea), flow
velocities were 4-6 Vs and peak discharge
75-125 m%s. For the 100,000 m’,

maximum velociies were 6-8 /s and peck
discharge 100-200 ms

A sensiity analysis of the hediogical and
entrainment parameters was conducted. The
effects of the entrainment modeling on the DF
run-out, heght, and velocty were estimated
A short review of turbulent and Couiomb
friction parameters is provided. Model wias
calibrated using information about

depositon area.

‘Cascade processes after GLOF were
modeled using RAMMS and another model,
Additonaly, tree scenaros were

investigated where volume ranged from
100,000 t0 8,000,000 (4,800,000 OF) 1

An entrainment model was incorporated into
RAMMS-DF model for the Spreitgraben DF. £ >
500 ms? resuted i fast traveling times and no
eroson. Erosion behavior could ot be pre-
cisely represented using only one 4 value for
the entre DF path (4 = 0.20). With regard to
erosion depth, u = 0.30 s the best . Including
entrainment substantialy

improved the preciction of spatial DF runou
patterns as el as DF propagaon.

A comparison of RAMMS and DAN3D modeis
was conducted for two case studies. Best-fi
parameters were determined n the calibration
process. Sensiiity anaysis was conducted i
i) The Reiselehnrine

(Creek — best it for runout distance
(15000-50,000m°, 4 = 0.03-0.16, §
100-700 s, and i) the

Festeticgraben - best ft for depositon area
(10000-20000m°, p = 0.01-024 (and
003032 outside the DF chamel, &
100-1,400 mis?), Significant sensitvty was
found to the variaion in s and DF volue,
‘and lower sensitivty to variation in €.
‘Comparison of Fiow-R model to RAMMS vias
performed for local tucies for 4 DF using con-
fusion matrx. The calbration of the RAMMS
model was performed using al

avallbe information, (9. velocites,
maximum discharge rates, affected areas).
Sensitivity analysis  without ~ entrainment
showed that max. DF height s not overy sen-
siive to &, whereas it strongly depended on
(iverse law for 4 = 0.08-0.14). The DF velocity
increased with & increasing and y decreasing
The sensihity of DF velodity to 4 was much
igher for high values of €. The application of
entrainment in the simultion led to a decrease
in the best-ft value of &, which Gorresponds to
an increase in DF velocty.

No back calcuation was possibe. The
sensitty analyss showed that a decrease of
the frictional parameters led to an increase i
the runout, but not to a widening of the flow
path the entrainment was not considered;, DF
was confned within the channel and

avusion was never observed. The runou
changed if the entrainment was considered:
In his case, for any combinaton of the fiction
parameters, DF aways exted fromthe channel.
RAMMS runout model was used to calbrate
frcton parameters  and by frstly
inactivating RAMMS entrainment modie 1o
find plausiole values for general DF propertes.
Then the RAMMS entrainment modue is
activated 1o futher refine cosfficent . This one
parameter controls erosion along the DF path
‘and thus depostted DF volume as wel as DF
runout distance. § Was calbrated using the
‘approximate DF discharge (block release
volume or hycrograph) and was the dominant
ontrol over DF velocties when DF was
moving rapidly.

‘Comparison between RAMMS and FLO-2D
was performed. Relatively sl watershed
areas were investigated. Calibration was
performed using information about past events.
The choice of the frition parameters requires
careful albration of the model. This is done by
using eference information such as: id data.
photographs of runout zones, estimations o
measurements of flow velocites, flow heights.
and estimations of the material compositon
“This shoud be done by a person with
expertse in OF characterzation. f is common
that dfierent DF events in the same torrent
show significant diferences in compostion.
s fact makes the calbration of the fricton
parameters much more diffcult and requires a
caibation for diferent events.

RAMMS was appled o assess the potentia
impact area and accumuation depths afer 2
potentia faiure of a large-scale landsicde.
Maximum DF velocites up 1o 62 mUs in the
upper part, and 18 Vs in the lower part.
‘Sensitviy analysis was carried out, obsenving
the changes in DF veloaity and runout
distance. A decrease of led 10 an increase i
the DF velocity and inthe runout distance, but
ot a significant widening of the DF path. An
increase in DF velocity was observed for
reducing & The runout completely changed
the entrainment was considered. It led 1o 2
significant increase i DF volume (by  factor
14-23) due to channel debrs yiel rate of
50-100m’m

RAMMS was appiid for the case of eventua
‘GLOF, where no surges were expected.
Erosional processes were considered withn
predefined zones. Friction coefficents were
adopted from Schneider et al. (2014).
RAMMS was appied to smulate large GLOF
that ravelled for 110 k; peak discharge wias
11,000 m¥s, velocity up to 12 Vs in the
upper reaches, decreasing to 4 s in the
lower reach. Goarser DEM caused DF runout
o stop prematurely. Only very smal y values
yielded reasonable runout estimates.

Model was cafbrated using information about
affected area, Sensity analyss was also con-
ducted for atficial terrin. Smaler

numercal rid increased the depostion area.
Had alarger impact on the DF deposiion area
then £

Vaidation of OF models was made using: ) The
runout distance data obsenved i the fieid, ) by
‘a comparison between DEM before and after
the DF. Two DEMs were used, better resuls
were obtained using 5 m DEM.

RAMMS and its block release was used for
back calcultion of a real DF using hycrograph
data and data on inundaton area. The resus
were used 10 establsh a hazard map of the
area.

Sensity anaysis: a random sequence of DFs
did not have a significant impact on the finalfan
characterisics after 60+ DF events with var-
able u and € values. DF fan height increased
with s increase, and sightly
increased with § increase,
constant.

Tivee-point discharge hydrograph was used
as input. Material entrainment was included.
Caiibrated frction parameters were typical for
mucich OF.

Back-analysis of numerous DFs in 1967 using
RAMMS, The simulions were not able 1o ad-
equately reproduce the geometry of the DF
deposts despite testing muiiple combinations.
RAMMS without entrainment modue was
applied. It was calbrated considering OF
volume, deposition heights and velocities. Fri-
tion coeffcients were further estimated by ap-
plying a physical model (fume test in scale
1:100,

RAMMS was used for mud-flow simuations
with sediment concentraton set at 0.4
(sediment density was 2,600 kg/).
Valdation was done with regard to flow
velocites and sediment volume in the
depositon area. Fiow velocity was 8 ms.
The friction parameters y and € were defined
based on fied obsenvations of depositons, (..
area and maximum heights observed in each
phase and DF volume)

RAMMS was used for back-caloulation of area
DF using live videa (fow velocites),

inundation area and depostion depth to
vaidate the model

Back analyss of a devastating DF using
geotechnical investigation. Runout moding
using block release option in RAMMS.
Calibraion of fiction parameters using digita
image processing to compare the shape of the
actual DF and the simulated one.

Bost it parameters were defermined using the
inundation area. RAMMS was successiuly ap-
pied for a debris flood modeling.

‘The fricion parameters were calbrated using
the inundation area and DF heights.
‘Combination of tree-ring based lahar
reconstruction and process modeling wih
RAMMS was the fst o tis kind. The
calibration of RAMMS was made exclusively on
scar heights on trees (compared to

modeled maximum lahar depths) and the
extension of fresh deposits in the fied. The
estimated lahar peak discharge was 78 /s
Lahar densiy 1,400 kg/m’ was sed. j was
detemined based on the sope of the
deposiion zones.

In the modeling of hilsiope OF, the
back-calcuiated parameters £ folow a
narrower bandwidth than parameters . The
study resuls showed a correlation between the
back-calcuted u and the percentage of cay
content of the mobiized sois.

‘Considering cohesive interaction, the
performance of al OF smuations improved in
terms of reduced overestimation of the
‘observed deposition areas.

i p was heid
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Location of case

Wairarapaa,
New Zealand

Jiangjia gully, China

Laonong River basin,
Southern Taiwan

Worldwide
Two burned areas in
Southern California

Dimai catchment,
Dolomitic region of Italy

Mathematical expression

10g(:25) = ~8.45 + 0.033 + 0.0367,
ra=r1+2% +...0%0,n =10
y=cn?

Rio =5.5-0.098(P, +Ry) >0.5mm (Warming)
Rio = 6.9 -0.123(P, + R) > 1.0mm (Occured)

20
Pa=SR-K
&

I, =38.86D0%
I =115.47D708
Im = Re/D

4
Re=YR-K'+R
=]

I=c+aD
I, =12.4 D%

I, = 3.8 D2 outflow threshold
I = 16 D" debris flow threshold

Parameter description

p: event probabilties; r: daly rainfall; r,: antecedent daily
precipitation before the event; d: coefficient of decay curve: y:
discharge at any point in recession curve; ¢: peak discharge.

Rio: 10 min precipitation
Ry: daly precipitation of the event day

Pa: effective accumulated rainfall before the event; 7 1,2, ...
<200 K=08

I,: critical rainfall intensity; f: mean rainfallintensity; D: rainfall
duration; R,: effective cumulative rainfall;
i:1,2,...,14,K = 05;

I: rainfall intensity; D: rainfall duration

Same as above

Same as above

Literature source

Glade et al. (2000)

Cui et al. (2005)

Chen (2016)

Guzzetti et al. (2007),
Guzzetti et al. (2008)

Staley et al. (2013)

Berti et al. (2020)
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Formula

K - (0= U)MgB +AC
T T+Gsnp

g=Cd"*®

Jo = 0024057

15
L

=078 —Y
9= ™

Ec =7,Caad >0.01

Fe Ceps —pr tan @,
Caps—py +pd + 1/k tanf

d
Si=D-E

D-E = K[ (sinay - sin B)Vimax]

hec = pr(h=h')
n23sing'?

c<02
o
3¢ =9lsnfcos6 - ktan o - S

02<c<06
- -1
T Ta TR

.
rofe)

G =FoCiC2CsCe

B+Kl
f=rcy

RTO2

P=Tmr

=G,

Parameter description

A: thebasal area of interface; G: gravity of loose material;
T: shear force of flow; f: slope; o: total normal stress; Uy
pore water pressure; C: cohesion of loose material; @:
internal friction angle

q: minimum surface discharge per unit width; d: specific
particle size; C: empirical coefficient

Js: critical slope for debris flow initiation; dso: median
particle size of loose material

ahy: mean grain size of the debris material; 0: bed slope;
q: minimum surface discharge per unit width

Cuq: volumetric concentration of pebble in the mixed
flow front; J: slope; ,: bulk density of solid; E: critical
energy for debris flow initiation from solid particles

.. volumetric concentration of soiids; p,.: solids density;
py- fluic density; k is related to the ratio of soil depth and
flow height; @' effective static angle of internal friction;
p: slope angle

D, E: deposition and erosion rates, respectively; Vinax:
maximum value of the mean velocities; K: empirical
constant ranging between O and 1; a, 6, angle
between the line of acjacent unit center and the
horizontal plane under flow direction and the critical
angle of debris flow initiation, erosion occurred when
Vinax > Vg and e > O

hge: erosion rate, m/s; B: erosion factor, m; v: velocity;
h: flow height; h: critical flow height for erosion to start,
that is, 0.1 m generally; n: Manning’s coefficient; k:
lateral pressure coefficient; S resistance factor
depending on the flow rheology; c: volumetric
concentration of solid material

E: entrainment rate; Zy: slope surface ; o, basal
shear traction and shear resistance, respectively; p:
mixture density of debris flow; uv: depth-averaged
velocity components in the x and  directions,
respectively

7,G, and Rare the dimensionless factors of topography,
geology, and hydraulics (rainfall) of the formation section
of guly, respectively; £, J, and A are form factor, average
channel slope, and area of the formation section of gully,
respectively; Ao: unit area of the gully, that is, 1 km? here;
Fo, C1, Ca, Cs, and C; are the average firmness
coefficient of the lthology and the correction coefficients
for seismic intensity, tectonics (faults), and physical and
chemical weathering, respectively; B, J, Ro, and C, are
effective cumulative precipitation, rainfall intensity,
annual precipitation of the site, and coefficient of
variation, respectively; K is coefficient, that is, 12.5 in

1 h-forecast model and 8 in 10 min-forecast model;
and C, are the formation factor and the critical value for
the formation of debris flows, respectively

Literature source

Qi and Huang (2003)

Institute of Mountain Hazards and
Environment, CAS (2000), Takahashi
(2009)

Wang (2001)

Gregoretti (2000), Gregoretti and
Fontana (2008)

Qian and Wang (1984)

Bljenberg (2007)

Egashira et al. (2001), Gregoretti et al.

(2018)

Van Asch et al. (2014), Melo et al.
(2018)

Liu and He (2020)

Yuetal. (2013), Yu et al. (2014), Yu
et al. (2015)

Cases of location

Laboratory

Laboratory

Laboratory

Dolomites, Italy

Laboratory

Southern France

Dolornites, Italy

Shuida catchment,
Southwest China; Central

Portugal

Hongchun catchment,
Southwest China

Chenyulan river, Taiwan;
Southwest China
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Parameter

Gatohment relief (m)
Catchment area (km?)
Perimeter (m)

Gully length (m)

Guly relief (m)
Depositional volume (m°
Runout distance (m)

Value

1,638
6.1
10,500
4,000
1,485
50,000
2005
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Specifications NBX-6050

Laser Wavelength 1550 +2 nm

Distance Range 50m, 100m, 250m, 500m, 1km, 2.5km, 5km, 10km, 25 km
Measurement Frequency Range 9~13 GHz

Range of Strain Measurements -30,000 to +40,000 pe (-3% to +4%)
Measurement Frequency Scan Step 1,2, 5, 10, 20, 50 MHz

Readout Resolution 5 cm (default), 1 cm (minimum)

Sampling Points 600,000 (default), 3,000,000 (maximum)

Average Count Settings 275~2"24 times (inc. Hardware Average Count 2*16)

Pulse Width 0.5ns 1ns 2ns 5ns 10 ns
Spatial Resolution 5cm 10 cm 20 cm 50 cm 100 cm
Dynamic Range " - 1dB 2dB 3dB 6 dB
Max. Measurement Distance ? 0.2 km 1 km 5 km 10 km 20 km
Optical Budget!"®) 2dB 5dB 7 dB 8 dB 10 dB
Measurement Accuracy (o) 7.5ue/0.35°C
Repeatability (o)1 24 ppe/0.1°C
Measurement Speed © NBX-6050 5 seconds (minimum)

Signal Fiber SM optical fiber

Signal Terminal :
Fiber Connector FC-APC / SC-APC (factory option)

Suitable Fiber SM fiber

Power Supply AC100~240V 50/60Hz 250VA

Laser Class Class 1 (IEC60825-1: 2001)
Dimensions / Weight approx. 456 (W) x 485 (D) x 286 (H) mm / 30 kg
Operating Temperature 10~35 °C, Humidity below 85% (no dew condensation)
Storage Temperature 0~50 °C

Place of Production Japan

(1) Based on 2”15 average cycles.

(2) Based on average fiber loss of 0.3 dB/km using SM fiber.

(3) Based on the measurement of strain-free, UV-coated fiber.

(4) The standard deviation range of measurement value for 5 consecutive measurements for 100 consecutive points.

(5) Within the allowable range being adjusted by the optical power, except the case of nonlinear phenomena.

(6) Within the setting of 50 m range, 2"14 count settings, 41 scan steps except the time of Pre-Pump Adjustment.
(1) - (6) are all based on a frequency scan step of 5 MHz and with Pre-Pump Adjustment and Auto Frequency Adjustment on.
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Parameters Value Parameters Value

Particle density (kg/mq) 2,650 Gravity (m/s?) —9.81
Poisson’s ratio 0.25 Air density (kg/m?) 1
Shear modulus (Pa) 1 x 107  Airviscosity (Pa-s) 1 x 107°
Coefficient of restitution 0.5  Water density (kg/m®) 1,000
Coefficient of particle static friction 0.81 Water viscosity (Pa-s) 1 x 1072

Coefficient of geometry static friction ~ 0.54 Time step (CFD) (s) 1 x 103
Coefficient of particle rolling friction 0.275  Time step (DEM) (s) 1 x 10~4
Coefficient of geometry rolling friction ~ 0.12
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Parameters

Air density (kg/m?3)
Air viscosity (Pa-s)
Water density (kg/m°)
Water viscosity (Pa-s)
Time step (CFD) (s)

Value

1% 10~
1,000
1 %108
1x 1074

Parameters

Particle diameter (mm)
Particle density (kg/m®)
Gravity (m/s®)
Time step (DEM) (s)

Value

2,500
—9.81
1x10-5
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Distance from the Depth of water (cm) Velocity by propeller Velocity by 2D STIV

right bank (m) flow meter (m/s) (m/s)
12 22 025 06
2.4 35 1.07 1.09
36 30 098 099
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6 16 076 1
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Drone specifications

Takeoff weight:
Expansion dimension:
Satellite positioning:
Hover accuracy range:
Max takeoff altitude:
Max hover time:
Working temperature:

907 g
322 x 242 x 84 mm
GPS + GLONASS
Vertical + 0.1 m Horizontal + 0.3 m
6,000 m
29 min
-10-40C

Camera specifications

Sensor: 1" CMOS

Lens: FOV 7728 mm

1SO range: Video:100-6,400

Video resolution: 3,840 x 2,160

Format: MP4 / MOV (MPEG-4 AVC/H.264, HEVG/H.265)
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Sampling frequency/Hz Mean value Standard deviation

10 0.1335 272.455 4
20 0.396 9 408.952 4
30 3.4546 620.084 6

40 3.365 2 630.7709
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Parameters Value

Fo 0.2 piHz
Fs 0.3 piHz
Rp 1dB

Rs 30dB
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No. Date

1 2019.12.01
2 2020.07.01
3 2020.10.22
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GCPs 20191219 20200420 20200622

Error X (m) Error Y (m) Error Z (m) Error X (m) Error Y (m) Error Z (m) Error X (m) Error Y (m) Error Z (m)

XKO1 0.019 0.033 —0.009 —0.004 —0.005 —0.002 0.004 —0.002 —0.001
XK02 0.008 0.022 0.001 0.010 —0.026 0.018 0.001 —0.011 0.032
XK03 —0.005 0.015 —0.043 —0.001 0.009 0.011 0.002 0.002 —0.005
XK04 0.011 0.012 —0.050 0.009 —0.001 —0.011 0.005 0.003 0.003
XK05 —0.033 —0.117 0.103 —0.005 —0.003 —0.002 —0.012 0.000 —0.013
Mean (m) —0.001 —0.007 0.001 0.002 —0.005 0.003 0.000 —0.002 0.003
Sigma (m) 0.018 0.057 0.055 0.007 0.011 0.010 0.006 0.005 0.015

RMS error (m) 0.018 0.057 0.055 0.007 0.012 0.011 0.006 0.005 0.016
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Material Oil delivery Elastic Poisson’s Density Yield stress
number pressure modulus ratio (KN/m?) (MPa)
(MPa) (MPa)

X60 9.5 210,000 0.3 78.5 415
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Material Density Elastic Poisson’s Internal Cohesion

(KN/m3)  modulus ratio friction (kPa)
(MPa) angle (°)
Unstable area 21 20 0.25 27 6.9

Stable area 22 40 0.2 35 30
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Parameters

Flight period

20191219 20200420 20200622

Flight mode (m)

Flight height (m)

Flight speed (m)

Number of air route

Lateral overlap ratio (%)
Course overlap ratio (%)
Capture mode

Ground control points

Area covered (km?)

Acquired images

Number of calibrated images
Number of geolocated images

Imitating terrain  Imitating terrain  Imitating terrain

100 100 100
6 6 6
16 16 16
70 70 70
80 80 80

Timing Timing Timing
5 5 5
0.726 0.706 0.705

608 613 638

608 612 637

608 613 638
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Scenario Warning time (h) C? (RMB) Dy? (RMB) M2 (RMB) L2 (RMB)
No. Case
1P Ind. - 0 3.41E05 3.71E06 4.05E06
War. 11 3.72E06 0 0 3.72E06
Bac. = 0 1.26E06 1.94E07 2.06E07
Optimal warning 4.5° 3.46E06 4.44E03 8.61E03 3.47E06
2 No warning - 0 3.36E05 4.39E06 4.73E06
Optimal warning 4.5° 7.72E06 4.77E03 1.22E04 3.73E06
30 Ind. - 0 7.01E05 4.99E07 5.06E07
War. 11 6.26E06 0 0 6.26E06
Bac. - 0 3.00E06 2.13E08 2.16E08
Optimal warning 4.5° 5.82E06 7.47E03 2.80E05 6.11E06
4 No warning - 0 7.86E05 6.33E07 6.41E07
Optimal warning oL 6.45E06 0 0 6.45E06

aC denotes evacuation cost; Dy denotes moveable flood damage; M. denotes the monetized life loss; and Lt denotes the expected total loss.

POnly the 3rd peak flood is considered since the first two peak floods did not incur much loss.

®The warning times were set as the average value of 4.5 and 9 h for calculating the evacuation costs in the ranges of 3-6 and >6 h in the Bayesian network, respectively.
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Scenario Population at risk Non-evacuation rate Evacuated population Fatality rate Expected fatality number

No Peak Case Qp(m%/s)

3 1st — 2997 0 — = — —
2nd - 2359 0 - — - -
3rd Ind. 13206 17160 4.38E-5 17160 4.96E-10 8.51E-6

War. 13206 17160 0 17160 0 0
Bac. 13206 17160 0.32% 17105 1.42E-7 2.44E-4
4 1st - 14397 23521 4.43E-5 23521 5.09E-10 1.20E-5

Mianyang City was not flooded in Scenarios 1 and 2.
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Scenario Population at risk Evacuation rate% Evacuated population Fatality rate Expected fatality number

No Peak Case Qp(m%/s)

1 1st = 1244 4522 99.76 4511 1.2E-07 5.3E-4
2nd - 418 0 — — 0 0
3rd Ind. 6917 9905 99.23 9829 3.6E-04 3.6
War. 6917 9905 100 9905 0 0
Bac. 6917 9905 97.15 9623 1.9E-03 18.8
2 1st = 8070 10647 99.21 10563 4.0E-04 4.3
3 1st = 1167 4174 99.76 4164 1.2E-07 4.9E-4
2nd - 420 0 - - 0 0
3rd Ind. 14299 16682 98.95 16507 2.9E-08 48.4
War. 14299 16682 100 16682 0 0
Bac. 14299 16682 95.70 15965 1.47E-02 245.2
4 1st = 16279 17562 98.88 17355 3.5E-03 61.4

Three cases are considered in the 3rd peak of Scenarios 1 and 3: Case 1 (Ind.) assumes that the warning in the 3rd peak flood is independent of that in the 1st peak
flood; Case 2 (War.) assumes that the warning in the 1st peak flood also warns the people in the 3rd peak flood; and Case 3 (Bac.) assumes that people are misled by
the 1st peak flood and believe the dam breaching flood has gone.
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Scenario Peak outflow rate (m3/s)
Tangjiashan Dam site Mianyang City Water depth (m) Flow velocity (m/s) Water depth (m) Flow velocity (m/s)

1 The 1st peak 6603 3063 8.61 3.23 - -

The 2nd peak - 2357 5.94 3.1 - -

The 3rd peak - 7910 12.38 3.54 - -
2 The peak* 6603 8895 12.81 3.68 - -

The 1st peak 13688 2997 8.56 3.20 - =

The 2nd peak - 2359 5.95 3.12 - -

The 3rd peak - 13206 15.16 4.69 0.66 0.44
4 The peak* 13688 14397 15.38 4.72 0.88 0.61

Only one peak occurred in Scenarios 2 and 4 due to overlapping effects. The meaning of “*” is to note that the overlapped case had only one peak outflow rate.
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Scenario Peak outflow rate (m3/s) River channel Floodplain

Tangjiashan Dam site Beichuan County Water depth (m) Flow velocity (m/s) Water depth (m) Flow velocity (m/s)

1 The 1st peak 6603 1244 7.54 3.03 1.34 0.24
The 2nd peak — 418 4.56 2.36 - ~
The 3rd peak - 6917 156.76 3.60 6.56 1.40

2 The peak® 6603 8070 16.36 3.66 7.16 1.50
The 1st peak 13688 1167 7.34 2.98 1.14 0.14
The 2nd peak - 420 4.57 2.37 - .
The 3rd peak e 14299 20.46 3.91 13.26 1.73

4 The peak* 13688 15279 21.20 3.94 1414 1.77

The meaning of ™ is to note that the overlapped case had only one peak outflow rate.
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Scenario

With spillway Real case
1# Normal case
2# Overlapped case
Without spillway 3# Normal case
44# Overlapped case

Peak outflow rate (m3/s)

Tangjiashan

6500
6603
6603
13688
13688

Kuzhuba

Xinjiecun

The 1st peak

a

1240
7920
1177
15083

The 2nd peak

The 1st peak

915
1244
8070
1167

16279

The 2nd peak

The 3rd peak

6540

6917
b

14299
b

aNo records were available.

PThere was only one peak outflow rate in the overlapped flood cases.
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Category Parameters Landslide dams

Tangjiashan Kuzhuba Xinjiecun

Damand  Dam height (m) 82 60 20
lake Dam crest width (m) 350 100 60
Lake volume (x 106 m?3) 316 18 2
Upstream slope angle 20 20 20
(degree)
Downstream slope angle 135 28 13.5
(degree)
Longitudinal gradient of the 0.006 0.006 0.006
dam crest
Input initial water elevation (m) 740 646 582
Spillway Spillway depth (m) 12 = &
Spillway bottom width (m) 8 - -
Side slope angle (degree) 33.7 - .
Spillway bottom elevation (m) 740 663 600
Lake volume after spillway 224 18 2
construction (x108 m9)
Critical slide slope angle, ac 50 50 50
(degree)
Downstream critical slope 30 30 30

angle, B (degree)
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