

[image: image]





Frontiers eBook Copyright Statement

The copyright in the text of individual articles in this eBook is the property of their respective authors or their respective institutions or funders. The copyright in graphics and images within each article may be subject to copyright of other parties. In both cases this is subject to a license granted to Frontiers.

The compilation of articles constituting this eBook is the property of Frontiers.

Each article within this eBook, and the eBook itself, are published under the most recent version of the Creative Commons CC-BY licence. The version current at the date of publication of this eBook is CC-BY 4.0. If the CC-BY licence is updated, the licence granted by Frontiers is automatically updated to the new version.

When exercising any right under the CC-BY licence, Frontiers must be attributed as the original publisher of the article or eBook, as applicable.

Authors have the responsibility of ensuring that any graphics or other materials which are the property of others may be included in the CC-BY licence, but this should be checked before relying on the CC-BY licence to reproduce those materials. Any copyright notices relating to those materials must be complied with.

Copyright and source acknowledgement notices may not be removed and must be displayed in any copy, derivative work or partial copy which includes the elements in question.

All copyright, and all rights therein, are protected by national and international copyright laws. The above represents a summary only. For further information please read Frontiers’ Conditions for Website Use and Copyright Statement, and the applicable CC-BY licence.



ISSN 1664-8714
ISBN 978-2-88974-903-4
DOI 10.3389/978-2-88974-903-4

About Frontiers

Frontiers is more than just an open-access publisher of scholarly articles: it is a pioneering approach to the world of academia, radically improving the way scholarly research is managed. The grand vision of Frontiers is a world where all people have an equal opportunity to seek, share and generate knowledge. Frontiers provides immediate and permanent online open access to all its publications, but this alone is not enough to realize our grand goals.

Frontiers Journal Series

The Frontiers Journal Series is a multi-tier and interdisciplinary set of open-access, online journals, promising a paradigm shift from the current review, selection and dissemination processes in academic publishing. All Frontiers journals are driven by researchers for researchers; therefore, they constitute a service to the scholarly community. At the same time, the Frontiers Journal Series operates on a revolutionary invention, the tiered publishing system, initially addressing specific communities of scholars, and gradually climbing up to broader public understanding, thus serving the interests of the lay society, too.

Dedication to Quality

Each Frontiers article is a landmark of the highest quality, thanks to genuinely collaborative interactions between authors and review editors, who include some of the world’s best academicians. Research must be certified by peers before entering a stream of knowledge that may eventually reach the public - and shape society; therefore, Frontiers only applies the most rigorous and unbiased reviews. 

Frontiers revolutionizes research publishing by freely delivering the most outstanding research, evaluated with no bias from both the academic and social point of view.

By applying the most advanced information technologies, Frontiers is catapulting scholarly publishing into a new generation.

What are Frontiers Research Topics?

Frontiers Research Topics are very popular trademarks of the Frontiers Journals Series: they are collections of at least ten articles, all centered on a particular subject. With their unique mix of varied contributions from Original Research to Review Articles, Frontiers Research Topics unify the most influential researchers, the latest key findings and historical advances in a hot research area! Find out more on how to host your own Frontiers Research Topic or contribute to one as an author by contacting the Frontiers Editorial Office: frontiersin.org/about/contact





IMMUNE EVASION MECHANISMS BY RNA VIRUSES

Topic Editors: 

Bin Su, Capital Medical University, China

Kai Deng, Sun Yat-sen University, China

Christiane Moog, Institut National de la Santé et de la Recherche Médicale (INSERM), France

R. Brad Jones, Cornell University, United States

Citation: Su, B., Deng, K., Moog, C., Jones, R. B., eds. (2022). Immune Evasion Mechanisms by RNA Viruses. Lausanne: Frontiers Media SA. doi: 10.3389/978-2-88974-903-4





Table of Contents




Lower Circulating Interferon-Gamma Is a Risk Factor for Lung Fibrosis in COVID-19 Patients

Zhong-Jie Hu, Jia Xu, Ji-Ming Yin, Li Li, Wei Hou, Li-Li Zhang, Zhen Zhou, Yi-Zhou Yu, Hong-Jun Li, Ying-Mei Feng and Rong-Hua Jin

Effects of TLR7 Polymorphisms on the Susceptibility and Progression of HIV-1 Infection in Chinese MSM Population

Tong Zhang, Junping Zhu, Bin Su, Lina Cao, Zhen Li, Huanhuan Wei, Xiaojie Huang, Kai Zheng, Aixin Li, Ning Chen, Lifeng Liu, Wei Xia, Hao Wu and Qiushui He

Regulation of Gut Microbiota on Immune Reconstitution in Patients With Acquired Immunodeficiency Syndrome

Shi-Tao Geng, Zun-Yue Zhang, Yue-Xin Wang, Danfeng Lu, Juehua Yu, Jian-Bo Zhang, Yi-Qun Kuang and Kun-Hua Wang

Low Mannose Binding Lectin, but Not L-Ficolin, Is Associated With Spontaneous Clearance of Hepatitis C Virus After Infection

Jing Zhang, Ning Chen, Zhiyun Chen, Yali Liu, Kai Zheng, Yundong Qiu, Nan Zhang, Junping Zhu, Haibin Yu and Qiushui He

Interleukin-17A Facilitates Chikungunya Virus Infection by Inhibiting IFN-α2 Expression

Biswas Neupane, Dhiraj Acharya, Farzana Nazneen, Gabriel Gonzalez-Fernandez, Alex Sutton Flynt and Fengwei Bai

COVID-19: The Emerging Immunopathological Determinants for Recovery or Death

Tanveer Ahmad, Rituparna Chaudhuri, Mohan C. Joshi, Ahmad Almatroudi, Arshad Husain Rahmani and Syed Mansoor Ali

The Structure, Function, and Mechanisms of Action of Enterovirus Non-structural Protein 2C

Shao-Hua Wang, Kuan Wang, Ke Zhao, Shu-Cheng Hua and Juan Du

MicroRNA-30a Modulates Type I Interferon Responses to Facilitate Coxsackievirus B3 Replication Via Targeting Tripartite Motif Protein 25

Jia Li, Yewei Xie, Liwei Li, Xiaobing Li, Li Shen, Jin Gong and Rufang Zhang

Adjunct Therapy for CD4+ T-Cell Recovery, Inflammation and Immune Activation in People Living With HIV: A Systematic Review and Meta-Analysis

Yang Zhang, Taiyi Jiang, Aixin Li, Zhen Li, Jianhua Hou, Meixia Gao, Xiaojie Huang, Bin Su, Hao Wu, Tong Zhang and Wei Jiang

Street RABV Induces the Cholinergic Anti-inflammatory Pathway in Human Monocyte-Derived Macrophages by Binding to nAChr α7

Carmen W. E. Embregts, Lineke Begeman, Cees J. Voesenek, Byron E. E. Martina, Marion P. G. Koopmans, Thijs Kuiken and Corine H. GeurtsvanKessel

Newcastle Disease Virus Inhibits the Proliferation of T Cells Induced by Dendritic Cells In Vitro and In Vivo

Fu Long Nan, Wei Zheng, Wen Long Nan, Tong Yu, Chang Zhan Xie, He Zhang, Xiao Hong Xu, Cheng Hui Li, Zhuo Ha, Jin Yong Zhang, Xin Yu Zhuang, Ji Cheng Han, Wei Wang, Jing Qian, Guan Yu Zhao, Zhuo Xin Li, Jin Ying Ge, Zhi Gao Bu, Ying Zhang, Hui Jun Lu and Ning Yi Jin

Tumor Necrosis Factor-α-Induced Protein 8-Like 2 Negatively Regulates Innate Immunity Against RNA Virus by Targeting RIG-I in Macrophages

Ziqi Zou, Mengyao Li, Yunlian Zhou, Jiaying Li, Ting Pan, Lihua Lai, Qingqing Wang, Lining Zhang, Qun Wang, Yinjing Song and Yuanyuan Zhang

Antiviral Activity of Interferon Alpha-Inducible Protein 27 Against Hepatitis B Virus Gene Expression and Replication

Hafiz Ullah, Muhammad Sajid, Kun Yan, Jiangpeng Feng, Miao He, Muhammad Adnan Shereen, Qiaohong Li, Tianmo Xu, Ruidong Hao, Deyin Guo, Yu Chen, Limin Zhou and Li Zhou

Tetraspanins as Potential Therapeutic Candidates for Targeting Flaviviruses

Waqas Ahmed, Girish Neelakanta and Hameeda Sultana

Clinical and Immunological Factors That Distinguish COVID-19 From Pandemic Influenza A(H1N1)

José Alberto Choreño-Parra, Luis Armando Jiménez-Álvarez, Alfredo Cruz-Lagunas, Tatiana Sofía Rodríguez-Reyna, Gustavo Ramírez-Martínez, Montserrat Sandoval-Vega, Diana Lizzeth Hernández-García, Eduardo M. Choreño-Parra, Yalbi I. Balderas-Martínez, Mariana Esther Martinez-Sánchez, Eduardo Márquez-García, Edda Sciutto, José Moreno-Rodríguez, José Omar Barreto-Rodríguez, Hazel Vázquez-Rojas, Gustavo Iván Centeno-Sáenz, Néstor Alvarado-Peña, Citlaltepetl Salinas-Lara, Carlos Sánchez-Garibay, David Galeana-Cadena, Gabriela Hernández, Criselda Mendoza-Milla, Andrea Domínguez, Julio Granados, Lula Mena-Hernández, Luis Ángel Pérez-Buenfil, Guillermo Domínguez-Cheritt, Carlos Cabello-Gutiérrez, Cesar Luna-Rivero, Jorge Salas-Hernández, Patricio Santillán-Doherty, Justino Regalado, Angélica Hernández-Martínez, Lorena Orozco, Federico Ávila-Moreno, Ethel A. García-Latorre, Carmen M. Hernández-Cárdenas, Shabaana A. Khader, Albert Zlotnik and Joaquín Zúñiga

Amelioration of Beta Interferon Inhibition by NS4B Contributes to Attenuating Tembusu Virus Virulence in Ducks

Wei Zhang, Miao Zeng, Bowen Jiang, Tong Lu, Jiaqi Guo, Tao Hu, Mingshu Wang, Renyong Jia, Dekang Zhu, Mafeng Liu, Xinxin Zhao, Qiao Yang, Ying Wu, Shaqiu Zhang, Xumin Ou, Yunya Liu, Ling Zhang, Yanling Yu, Leichang Pan, Anchun Cheng and Shun Chen

RBM39 Alters Phosphorylation of c-Jun and Binds to Viral RNA to Promote PRRSV Proliferation

Yinna Song, Yanyu Guo, Xiaoyang Li, Ruiqi Sun, Min Zhu, Jingxuan Shi, Zheng Tan, Lilin Zhang and Jinhai Huang

SARS-CoV-2 Membrane Protein Inhibits Type I Interferon Production Through Ubiquitin-Mediated Degradation of TBK1

Liyan Sui, Yinghua Zhao, Wenfang Wang, Ping Wu, Zedong Wang, Yang Yu, Zhijun Hou, Guangyun Tan and Quan Liu

SARS-CoV-2 Spike Protein Suppresses ACE2 and Type I Interferon Expression in Primary Cells From Macaque Lung Bronchoalveolar Lavage

Yongjun Sui, Jianping Li, David J. Venzon and Jay A. Berzofsky

A Comparative Analysis of Coronavirus Nucleocapsid (N) Proteins Reveals the SADS-CoV N Protein Antagonizes IFN-β Production by Inducing Ubiquitination of RIG-I

Yan Liu, Qi-Zhang Liang, Wan Lu, Yong-Le Yang, Ruiai Chen, Yao-Wei Huang and Bin Wang

Japanese Encephalitis Virus Infected Human Monocyte-Derived Dendritic Cells Activate a Transcriptional Network Leading to an Antiviral Inflammatory Response

Shailendra Chauhan, Deepak Kumar Rathore, Shilpa Sachan, Sebastien Lacroix-Desmazes, Nimesh Gupta, Amit Awasthi, Sudhanshu Vrati and Manjula Kalia

Acute Infection of Viral Pathogens and Their Innate Immune Escape

Kul Raj Rai, Prasha Shrestha, Bincai Yang, Yuhai Chen, Shasha Liu, Mohamed Maarouf and Ji-Long Chen

Systems Immunology Analysis Reveals the Contribution of Pulmonary and Extrapulmonary Tissues to the Immunopathogenesis of Severe COVID-19 Patients

Sarah Musa Hammoudeh, Arabella Musa Hammoudeh, Poorna Manasa Bhamidimarri, Habiba Al Safar, Bassam Mahboub, Axel Künstner, Hauke Busch, Rabih Halwani, Qutayba Hamid, Mohamed Rahmani and Rifat Hamoudi

Immunopathogenesis of Different Emerging Viral Infections: Evasion, Fatal Mechanism, and Prevention

Betsy Yang and Kuender D. Yang

Mutations in SARS-CoV-2 ORF8 Altered the Bonding Network With Interferon Regulatory Factor 3 to Evade Host Immune System

Farooq Rashid, Muhammad Suleman, Abdullah Shah, Emmanuel Enoch Dzakah, Haiying Wang, Shuyi Chen and Shixing Tang

L-Leucine Promotes STAT1 and ISGs Expression in TGEV-Infected IPEC-J2 Cells via mTOR Activation

Jian Du, Daiwen Chen, Bing Yu, Jun He, Jie Yu, Xiangbing Mao, Yuheng Luo, Ping Zheng and Junqiu Luo

Case Report: A Re-Positive Case of SARS-CoV-2 Associated With Glaucoma

Xiaoli Zhou, Ya-Na Zhou, Ashaq Ali, Cuiqin Liang, Zhiqin Ye, Xiaomin Chen, Qing Zhang, Lihua Deng, Xinyi Sun, Qian Zhang, Jihong Luo, Wei Li, Kun Zhou, Shanshan Cao, Xiaowei Zhang, Xiao-Dong Li, Xian-En Zhang, Zongqiang Cui and Dong Men

Single-Cell Transcriptomic Profiling of MAIT Cells in Patients With COVID-19

Jijing Shi, Jianglin Zhou, Xiaochang Zhang, Wei Hu, Jin-Fang Zhao, Shengqi Wang, Fu-Sheng Wang and Ji-Yuan Zhang

Safety Assessment of Microbicide 2P23 on the Rectal and Vaginal Microbiota and Its Antiviral Activity on HIV Infection

Zhengqin Gao, Rui Fu, Xiaobo Li, Ji Wang and Yuxian He

Increased Neutrophil Aging Contributes to T Cell Immune Suppression by PD-L1 and Arginase-1 in HIV-1 Treatment Naïve Patients

Kai Liu, Hui-Huang Huang, Tao Yang, Yan-Mei Jiao, Chao Zhang, Jin-Wen Song, Ji-Yuan Zhang, Chun-Bao Zhou, Jin-Hong Yuan, Wen-Jing Cao, Xiu-Ying Mu, Ming-Ju Zhou, Hua-Jie Li, Ming Shi, Ruonan Xu and Fu-Sheng Wang

Proviral Turnover During Untreated HIV Infection Is Dynamic and Variable Between Hosts, Impacting Reservoir Composition on ART

Kelsie Brooks, F. Harrison Omondi, Richard H. Liang, Hanwei Sudderuddin, Bradley R. Jones, Jeffrey B. Joy, Chanson J. Brumme, Eric Hunter and Zabrina L. Brumme

Filovirus VP24 Proteins Differentially Regulate RIG-I and MDA5-Dependent Type I and III Interferon Promoter Activation

Felix B. He, Hira Khan, Moona Huttunen, Pekka Kolehmainen, Krister Melén, Sari Maljanen, Mengmeng Qu, Miao Jiang, Laura Kakkola and Ilkka Julkunen












	 
	ORIGINAL RESEARCH
published: 29 September 2020
doi: 10.3389/fimmu.2020.585647





[image: image]

Lower Circulating Interferon-Gamma Is a Risk Factor for Lung Fibrosis in COVID-19 Patients

Zhong-Jie Hu1†, Jia Xu2†, Ji-Ming Yin1†, Li Li1, Wei Hou1, Li-Li Zhang1, Zhen Zhou3, Yi-Zhou Yu3, Hong-Jun Li1, Ying-Mei Feng1* and Rong-Hua Jin1*

1Beijing Youan Hospital, Capital Medical University, Beijing, China

2Department of Immunology, Centre for Immunotherapy, Institute of Basic Medical Sciences, Peking Union Medical College, Chinese Academy of Medical Sciences, Beijing, China

3Deepwise AI Lab, Beijing, China

Edited by:
Kai Deng, Sun Yat-sen University, China

Reviewed by:
Ke Peng, Wuhan Institute of Virology (CAS), China
Yi-Qun Kuang, Kunming Medical University, China

*Correspondence: Ying-Mei Feng, yingmeif13@sina.com; Rong-Hua Jin, Jin_eagle@sina.com

†These authors have contributed equally to this work

Specialty section: This article was submitted to Viral Immunology, a section of the journal Frontiers in Immunology

Received: 21 July 2020
Accepted: 26 August 2020
Published: 29 September 2020

Citation: Hu ZJ, Xu J, Yin JM, Li L, Hou W, Zhang LL, Zhou Z, Yu YZ, Li HJ, Feng YM and Jin RH (2020) Lower Circulating Interferon-Gamma Is a Risk Factor for Lung Fibrosis in COVID-19 Patients. Front. Immunol. 11:585647. doi: 10.3389/fimmu.2020.585647

Cytokine storm resulting from SARS-CoV-2 infection is one of the leading causes of acute respiratory distress syndrome (ARDS) and lung fibrosis. We investigated the effect of inflammatory molecules to identify any marker that is related to lung fibrosis in coronavirus disease 2019 (COVID-19). Seventy-six COVID-19 patients who were admitted to Youan Hospital between January 21 and March 20, 2020 and recovered were recruited for this study. Pulmonary fibrosis, represented as fibrotic volume on chest CT images, was computed by an artificial intelligence (AI)-assisted program. Plasma samples were collected from the participants shortly after admission, to measure the basal inflammatory molecules levels. At discharge, fibrosis was present in 46 (60.5%) patients whose plasma interferon-γ (IFN-γ) levels were twofold lower than those without fibrosis (p > 0.05). The multivariate-adjusted logistic regression analysis demonstrated the inverse association risk of having lung fibrosis and basal circulating IFN-γ levels with an estimate of 0.43 (p = 0.02). Per the 1-SD increase of basal IFN-γ level in circulation, the fibrosis volume decreased by 0.070% (p = 0.04) at the discharge of participants. The basal circulating IFN-γ levels were comparable with c-reactive protein in the discrimination of the occurrence of lung fibrosis among COVID-19 patients at discharge, unlike circulating IL-6 levels. In conclusion, these data indicate that decreased circulating IFN-γ is a risk factor of lung fibrosis in COVID-19.

Keywords: SRAS-CoV-2, inflammation, pulmonary fibrosis, COVID-19, IFN-γ, artificial intelligence 2


INTRODUCTION

Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), which belongs to the family Coronaviridae, has induced the coronavirus disease 2019 (COVID-19) pandemic (1). According to the latest World Health Organization (WHO) report, the number of confirmed COVID-19-infected cases has exceeded 3 million, with more than 208,112 deaths worldwide. Clinical data from different countries have shown that approximately one third of the patients have suffered from acute respiratory distress syndrome (ARDS) (2), which is a fundamental cause of mortality and could progress to pulmonary fibrosis in survivors. In an autopsy study involving 259 patients with ARDS, the prevalence of lung fibrosis in less than 1, 1–3, or more than 3 weeks from the onset of the disease was 4, 24, and 61%, respectively (3). Consequently, a high rate of fibrosis and declined lung function were noticed in recovered COVID-19 patients (4, 5).

Structural analysis uncovered that residues in the receptor-binding domain (RBD) of SARS-CoV-2 has a high affinity to angiotensin-converting enzyme 2 (ACE2), a receptor expressed in the airway and alveolar epithelial cells (6, 7). Through ACE2-mediated endocytosis, SARS-CoV-2 endocytosed in epithelial cells are released and undergo rapid replication, leading to pyroptosis, a typical virus-linked programmed cell death (8). The release of virus RNA and damage-associated molecular patterns from dead epithelial cells further triggers inflammatory cascade in the lung, resulting in ARDS and fibrosis formation (9, 10).

Although anti-viral and anti-inflammatory drugs have been utilized for the treatment of COVID-19, the inflammatory control cascade and circumventing fibrotic lung progression for a better function are not well understood and properly defined. The objective of this study was to explore in a cross-sectional analysis the association of lung fibrosis resulting from COVID-19 with circulating immune or inflammatory molecules or both at an early stage of the disease.



MATERIALS AND METHODS


Study Design and Participants

This cohort study was performed in 102 COVID-19 patients who were admitted to Beijing Youan Hospital (designated to treat patients with SARS-CoV-2 pneumonia) between January 21 and March 20, 2020. The diagnosis of COVID-19 was based on the WHO interim guideline (11). The severity of COVID-19 was classified following the instruction of the National Institute for Viral Disease Control and Prevention, China (7th edition). Twenty-six participants were excluded from the study due to the lack of available blood samples (n = 17) or no CT examination (n = 1) or death (n = 8). A total of 76 patients were finally recruited, and their data were analyzed in the study. Figure 1 shows the flowchart of the study.
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FIGURE 1. Flowchart of COVID-19 patients in the analysis.


The epidemiological data were recorded, including local residence in Wuhan or traveling to Wuhan in the recent 14 days before the disease onset. General information such as age, practice of smoking, disease history, and drug use were collected. Previous medical history, such as disease history of cardiovascular disease, chronic respiratory disease, hypertension, and diabetes, were recorded.

The Institutional Review Board of the Capital Medical University approved the study. All participants gave written informed consent before participating in the study.



RNA Extraction and RT-qPCR

Viral RNA was extracted from pharyngeal swabs using nucleic acids extraction kits (Lot. T124, Tianlong Science and Technology Co., Xi’an, China) on a nucleic acid extractor (GeneRotex, Tianlong Science and Technology) according to the manufacturer’s instructions. Immediately, ORF1ab and N genes of SARS-CoV-2 were detected by RT-qPCR using the SARS-CoV-2 RNA detection kit (BioGerm Medical Biotechnology Co., Ltd., Shanghai, China) on the ABI 7500 Real-Time PCR System (Thermo Fisher Scientific, Waltham, MA, United States). A Ct cut-off value was set at less than 38 for both ORF1ab and N genes for positive detection of SARS-CoV-2 virus.



Clinical Measurements

A blood pressure of at least 140 mmHg systolic or 90 mmHg diastolic, or the use of antihypertensive drugs was recorded as being hypertensive. Individuals with plasma glucose of at least 7.0 mmol/L and fasting blood sugar of 11.0 mmol/L or more than 2 h after an orally administered glucose load of 75 g were classified as diabetics. A body temperature that was equal to or higher than 37.2°C was defined as fever.



Biochemical Measurements

After overnight fasting, venous blood samples were obtained to measure the total and seven differential white blood cell count, creatinine, plasma glucose, and C-reactive protein (CRP). Glomerular filtration rate (eGFR) was derived from the serum creatinine by the Chronic Kidney Disease Epidemiology Collaboration (CKD-EPI) equation (12).



Serum Biomarkers

Fasting plasma samples were collected from patients shortly after admission. The circulating levels of cytokines and chemokines were determined by a convenient bioplex kit assay (LINCO Research, Inc.) according to the manufacturer’s instruction. The inflammatory molecules included sCD40L, EGF, Eoxtaxin, FGF-2, FLT-3L, fractalkine, G-CSF, GM-CSF, GROα, IFNγ, IL-1α, IL-1β, IL-2, Il-3, IL-4, IL-5, Il-6, IL-7, IL-8, IL-9, IL-10, IL-12 (p40), IL-12 (p70), IL-13, IL-15, IL-17A, IL-17E/IL-25, IL-17F, IL-18, IL-22, IL-27, IP-10, MCP-1, MCP-3, M-CSF, MDC, MIG, MIP-1α, MIP-1β, PDGF-AA, PDGF-AB/BB, RANTES, TGFα, TNFα, TNFβ, and VEGF-A.



Assessment of Pneumonia Characteristic by AI-Based CT Imaging System

The COVID-19 patients were examined by chest CT examination using a 256-section scanner (Philips Brilliance ICT; Dutch Philips). The CT protocol was as follows: 120 kV; automatic tube current (100–400 mA); section thickness, 5 mm; collimation, 0.625 mm; pitch, 0.914 matrix, 512 × 512; and breath-hold at full inspiration. The reconstruction kernel used was lung smooth with a thickness of 1 mm. The images were photographed at the lung (window width, 1,500 HU; window level, −500 HU) and mediastinal (window width, 350 HU; window level, 50 HU) settings. The scanning range was from the thorax entrance to the posterior costal angle.

Thereafter, the index that evaluated the severity of pneumonia was computed by the AI system (Dr. Wise@Pneumonia, version 1.0, Beijing Deepwise & League of Ph.D. Technology Co., Ltd., China), which had been proved to be effective in the analysis of CT images from COVID-19 patients (13, 14). As shown in Figure 2, there were three major modules in this system. The first was the COVID-19 Pneumonia Lesion Detection and Segmentation, which aimed to detect and segment the CT image findings of COVID-19 patients. This module was achieved by the incorporation of an MVP-Net and a 3D U-Net (10), where multi-view inputs and channel-wise attention mechanism were applied followed by multiple binary classifiers. Meanwhile, the module Pulmonary Lobe Segmentation was designed to partition the pulmonary region into five pulmonary lobes, which was implemented by an anatomical prior embedded network with a smooth margin loss (15). On top of the aforementioned two modules, the Quantitative Evaluation module was capable to calculate the volume of each pneumonia lesion and its percentage compared to the volume of the entire lung. This module was very helpful to assess the severity of the fibrosis within the lung, thus leading to significant value in clinical practices (16). Data were expressed as fibrosis volume or the percentage of fibrosis within the entire lung. Figure 2 illustrates AI-based analysis of pulmonary fibrosis in the patients.
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FIGURE 2. Flowchart of AI-based quantification of pulmonary fibrosis in chest CT images.




Statistics

For the database management and statistical analysis, we used the SAS system, version 9.4 (SAS Institute Inc., Cary, NC, United States). The alanine aminotransferase (ALT), aspartate transaminase (AST), CRP, total bilirubin, serum myoglobin, creatinine kinase, creatinine, and all the circulating biomarkers were logarithmically transformed to achieve normal distribution. Normally distributed data were expressed as mean with interquartile range (IQR), while skewed data were expressed as geometric mean with IQR. Also, the proportion was expressed as N (%), whereas the means were compared using the large-sample z test and proportions by Fisher’s exact test.

Based on the fibrotic values generated by the AI-imaging analysis, the patients were categorized into two groups by the presence or absence of pulmonary fibrosis at discharge. A stepwise regression procedure was used to screen the baseline co-variables, and p-values for co-variables to be used in the models was set at 0.15. Therefore, the multivariate-adjusted logistical analysis was performed, and the co-variables used were age, sex, history of diabetes, and use of anti-COVID-19 treatment (antibiotics, corticosteroid, and chloroquine). When lung fibrosis was analyzed as a continuous variable, the difference of the percentage of fibrosis volume between the early stage and discharge was calculated to assess pneumonia progression for multivariate-adjusted linear regression analysis. Significance was a two-tailed p level of 0.05 or less.



RESULTS


General Characteristics of the COVID-19 Patients

Table 1 shows the general baseline characteristics of the COVID-19 patients that were admitted and recovered in the Youan hospital. The average age was 50.5 years (range 15.1 to 84.4 years), and the percentage of women was 55.3%. Among the 76 patients, 17 (22.4%) were hypertensive. Upon admission, 63 and 13 patients were diagnosed with non-severe and severe COVID-19, respectively. Accordingly, patients with severe or critical illness were hospitalized for about 4.2 days longer than the non-severe cases [17.6 days (IQR, 15.7–19.6) vs. 13.3 days (IQR, 12.6–13.9), p = 0.005].


TABLE 1. General clinical characteristics of patients with COVID-19 at admission classified according to disease severity.

[image: Table 1]Plasma samples were collected a few days after admission. Forty-eight inflammatory molecules level, which served as baseline profiles, were determined in the study using a magnetic bead. When the baseline levels of the inflammatory molecules were categorized by COVID-19 severity, circulating IL-5, IL-27, and VEGF-A levels were 1. 7-, 1. 5-, and 2.0-fold higher, but the MDC levels were 1.5-fold lower, in severe cases compared to non-severe cases (Supplementary Table S1).



Evaluation of Lung Fibrosis by AI-Assisted CT Imaging

During treatment, patients underwent routine chest CT examinations. Upon discharge, two consequential tests of SARS-CoV-2 in pharyngeal swabs were negative by RT-PCR assay, and the clinical features were relieved. Observation of the CT images showed that the inflammatory signature was diminished in 30 cases, but consolidative lesion persisted in 46 cases. The representative CT images of two patients with or without fibrosis at discharge are illustrated in Figures 3A,B. To quantify further the pathological changes of pneumonia, the AI-assisted analysis of the CT images was applied to quantify fibrosis, i.e., the fibrotic volume and the percentage of fibrotic volume in the entire lung (Figures 3C,D).
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FIGURE 3. AI-assisted quantification of pneumonia lesions in COVID-19 patients. Sequential CT images of a patient with non-severe (A) and that of another with severe case of COVID-19 (B). In the patient with severe COVID-19, CT images were obtained on the 4th, 14th, and 43rd days after disease onset (A,i–iii). In patients with critical illness, CT examination was performed on the 1st, 43rd, and 80th days after disease onset (B,i–iii). Fibrosis index was computed by AI system to represent fibrosis. Fibrosis volume and percentage in the entire lung are shown in images (C,D). The blue and red arrows indicate typical SARS-CoV-2 infection-induced ground glass opacity and fibrosis images, respectively.




Inflammatory Profiles at Baseline Classified by Fibrosis at Discharge

Supplementary Table S2 summarizes the characteristics of COVID-19 patients at discharge by the presence or absence of lung fibrosis, identified by the AI-assisted CT imaging analysis. Concerning the COVID-19 regimen, 23 (30.3%), 15 (19.7%), and 74 (97.4%) patients received corticosteroid, chloroquine, and traditional Chinese medicine, respectively. Overall, the patients were hospitalized for an average of 14.0 days (IQR, 13.4–14.7). Patients with lung fibrosis were hospitalized 1.8 days longer than those without fibrosis (12.9 vs. 14.7 days, p = 0.07). The COVID-19 patients with lung fibrosis were older and had higher plasma levels of CRP and prevalence of hypertension compared with those without fibrosis (p < 0.001 for CRP; p = 0.008 for the prevalence of hypertension). By contrast, lymphocyte count and eGFR were decreased in patients with lung fibrosis compared to those without fibrosis (p = 0.03 for lymphocyte count; p < 0.001 for eGFR).



Analysis of Lung Fibrosis as a Categorical Variable

The categorization of discharged COVID-19 patients by the occurrence of lung fibrosis revealed that plasma levels of interferon-γ (IFN-γ), IFN-α2, and MCP-3 were 2-, 1. 3-, and 1.3-fold lower, but the CRP was 2.6-fold higher in those with fibrosis compared to those without fibrosis (p = 0.01 for IFN-γ; p = 0.09 for IFN-α2; p = 0.04 for MCP-3; p < 0.001 for CRP) (Supplementary Tables S1, S2) (Figures 4A–C). Nevertheless, the conventional inflammatory cytokines, including IL-1β, IL-6, IL-17A, and TNFα, did not differ between the two groups (p ≥ 0.42 for all) (Supplementary Table S3).
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FIGURE 4. Circulating IFN-γ at baseline in relation to fibrosis at discharge. (A–C) Baseline levels of IFN-γ, IFN-α2, and MCP-3 in healthy controls and COVID-19 patients with the presence or absence of fibrosis at discharge. (D) Receiver operating characteristic (ROC) curves for discrimination of lung fibrosis (fibrotic volume >0 vs. fibrotic volume = 0) at discharge. Blue, red, green, and brown lines identify baseline CRP, MCP-3, IFN-γ, and IL-6, respectively.


Furthermore, the covariables were screened by a stepwise regression procedure. As shown in Table 2, age and the baseline levels of serum creatinine were strongly related to the incidence of fibrosis at discharge (Table 2). When adjusted by the co-founding factors, the odds ratios expressing the risk of having lung fibrosis in COVID-19 were significant for baseline IFN-γ and MCP-3, with estimates of 0.41 (95% CI, 0.20–0.86, p = 0.02) and 0.25 (95% CI, 0.07–0.83, p = 0.02), respectively (Table 3). The baseline levels of the IFN-α2 were related to reduced fibrotic events, which was not statistically significant [0.34, (95% CI, 0.10–1.13), p = 0.08]. However, none of the inflammatory markers measured in the study correlated with the risk of lung fibrosis at discharge (Table 3).


TABLE 2. Co-variables selected by stepwise regression in COVID-19 patients.
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TABLE 3. Multivariate-adjusted associations of inflammatory cytokines at baseline and lung fibrosis at discharge.

[image: Table 3]Thereafter, we compared the sensitivity and accuracy of these molecules in association with the occurrence of fibrosis. Figure 4D demonstrates the area under the curve (AUC) for the identified molecules and conventional inflammation markers at baseline in the discrimination between the presence of fibrosis (fibrotic volume >0) vs. absence of fibrosis (fibrotic volume = 0) at discharge. Compared with CRP, the AUC was significantly lower for IL-6 (p = 0.007) but comparable for IFN-γ and MCP-3 (p ≥ 0.33).



Analysis of Lung Fibrosis as a Continuous Variable

To further investigate whether the baseline levels of the inflammatory molecules were related to the progression of fibrosis, the difference between the percentage of fibrotic volume between discharge and admission was calculated. The univariate analysis revealed that circulating CD40L, FLT-3L, IFN-γ, IFN-α2, IL-5, IL-27, MCSF, PDGF-AA, PDGF-AA/AB, and VEGF were significantly and inversely associated with the change of fibrotic volume in percentage (Table 4). Apart from that, other inflammatory molecules measured, together with CRP, were not associated with a change of the fibrotic volume (p ≥ 0.06 for all). When adjusting for covariables, per 1-SD increase, fibrotic volume decreased 0.070% for IFN-γ, 0.077% for IL-5, 0.075% for PDGF-AA, 0.091% for PDGF-AA/AB, and 0.087% for VEGF, respectively (Table 4).


TABLE 4. Multivariate-adjusted linear association of change of fibrotic volume with inflammatory molecules at baseline.
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DISCUSSION

To the best of our knowledge, this study is the first to evaluate the association of inflammatory molecules and pulmonary fibrosis in COVID-19 patients. The main findings of the study include (1) multivariate-adjusted logistic analysis demonstrated that the odds of having a risk of lung fibrosis at discharge were decreased with higher baseline levels of IFN-γ and MCP-3, measured in the early stage of the disease; (2) per 1-SD increase at baseline, the fibrotic volume decreased by 0.070% (95% CI, 0.001–0.139) for IFN-γ; and (3) the basal levels of IFN-γ and MCP-3 were comparable with the CRP in the discrimination of the occurrence of lung fibrosis in COVID-19 patients, whereas IL-6 were not.

Pulmonary fibrosis is one of the main abnormalities induced by SARS-CoV-2 infection (4). The SARS-CoV-2 is an enveloped RNA virus closely related to SARS-CoV and MERS-CoV, causing severe symptoms of pneumonia (1). The virus is transmitted through respiratory droplets, close contact, and other means, and asymptomatic patients could potentially transmit the virus to others unknowingly (17). Based on current observations, SARS-CoV-2 is weaker than SARS in pathogenesis but has a more robust transmission competence. Its entrance into the target cells depends on the ACE2 receptor and the serine protease TMPRSS2 for the S protein priming, both of which are highly expressed in the respiratory epithelial cells (18). Following infection, the infected cells promote the secretion of large amounts of chemokines and cytokines, leading to cytokine storm. The cytokine storm can cause lung epithelial cells and microvascular endothelial cell injury, ischemia, and hypoxia, which caused inflammatory-induced lung injury, severe pneumonia, and ARDS (19). If the cytokine storm is not timely cleared, the lung tissue will be damaged, resulting in pulmonary fibrosis.

Insight into the inflammatory profiles shows that IFN-γ, together with IL-6 and IL-10, increased in patients with a severe type of COVID-19 compared to those with a mild type (20). By contrast, another study involving 21 patients reported that IFN-γ was lower in severe COVID-19 patients compared to those with a moderate form of the disease (21). In our study, we did not observe any difference in the IFN-γ levels between moderate and severe COVID-19. Except for significant increase of CRP, IL-5, IL-27, and VEGF and decrease of MDC, the well-known conventional biomarkers such as TNFα (22), IP-10 (23), IL-6 (24, 25), and IL-1β (24) did not differ significantly between severe and non-severe cases (Supplementary Table S1). We speculate that the inflammatory profiles in the study reflected the early stage of COVID-19 before the cytokine storm happened.

TGFβ is an anti-inflammatory cytokine, which is an important mediator for acute lung injury. Its pathway is the major target for anti-fibrotic therapies (26). In our research, we have designed to see the relation between pulmonary fibrosis and pro-inflammation cytokines in COVID-19 patients. As TGF-beta is an anti-inflammatory cytokine, we have not detected the level between TGF-beta and lung fibrosis. The relationship between TGF-beta and pulmonary fibrosis in COVID-19 patients will be further investigate.

Remarkably, our findings revealed the inverse relationship of basal IFN-γ levels and lung fibrosis at discharge in COVID-19 patients. The IFN-γ is produced by lymphocytes, which are activated by specific antigens or mitogens, especially T cells and NK cells. The IFN-γ signaling plays a role in diverse cellular programs, including promoting macrophage activation and mediating host defense against pathogen infection. For example, binding of IFN-γ to the receptor activates JAK/STAT1 signaling pathways, leading to major histocompatibility complex (MHC) class I antigen processing and presentation (27). As the main drug in the treatment of the hepatitis B virus, IFN-γ treatment increases the cytotoxic T lymphocytes (CTL) epitope presentation from viral protein to elicit an immune response for virus clearance. Besides, IFN-γ induces the expression of the proteasome maturation protein (POMP), which promotes proteasome biogenesis for a more efficient antigen presentation (27).

In addition to its anti-viral activity, IFN-γ has anti-fibrotic property. The protective role of IFN-γ in kidney fibrosis was reported in IFN-γ deficient mice or in mice treated with IFN-γ blocking antibody (28). Azuma et al. showed that IFN-β inhibited bleomycin-induced lung fibrosis by decreasing the transforming growth factorβ and thrombospondin in mice (29). In patients with idiopathic pulmonary fibrosis, IFN-γ administration via inhalation delivery for 80 weeks improved the total lung capacity and diffusing capacity for carbon monoxide (30). In this study, we observed that the occurrence of pulmonary fibrosis was inversely related to IFN-γ in patients infected with SARS-CoV-2. How these molecules orchestrate to inhibit pulmonary fibrosis in COVID-19 needs future investigation.

The strengths of the study are as follows. First, CT-based evaluation of the severity of pneumonia is crude and mainly based on clinical manifestation. In the study, we introduced an AI system to quantify the pathological and dynamics changes of pneumonia, such as consolidative focus. These semi-quantitative data enabled us to dissect the roles of cytokines in pneumonia. Likewise, only one patient had a history of chronic respiratory disease. We carefully excluded the effect of any preexisting chronic respiratory abnormality by introducing the disease history as a co-variable into the model. Thus, the negative association of the circulating IFN-γ with fibrosis formation was exclusively due to SARS-CoV-2 infection. Secondly, the inflammatory profiles were measured before the onset of cytokine storm as the levels of TNF-α, IL-6, IP-10, and IL-17A did not differ between non-severe and severe type of COVID-19 patients (Supplementary Table S1).

Nevertheless, our study must be interpreted with the potential limitations. The sample size is relatively small, especially with the limited number of severe cases. Second, among all analyzed, 12 patients were transferred from other hospitals because of the disease progression. Thus, we could not collect blood samples earlier from these patients. Third, it is not feasible to quantify the viral load in the peripheral blood. Therefore, we could not assess whether the negative association of the baseline IFN-γ levels with fibrosis at discharge was mediated through the virus clearance.



CONCLUSION

In conclusion, SARS-CoV-2 infection elicited inflammatory response and resulted in fibrosis formation in COVID-19 patients even after the relief of clinical symptoms and negative results from RT-PCR assay of virus RNA extracted from pharyngeal swabs. The baseline levels of IFN-γ were negatively associated with the increase of fibrosis volume in COVID-19 at discharge. These data suggest that early intervention of anti-viral infection using IFN-γ could be substantial in the inhibition of fibrosis for better functional recovery.
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Toll-like receptor (TLR) 7 plays a key role in innate and adaptive immunity for HIV-1 infection. We evaluated the effect of TLR7 polymorphisms on disease susceptibility and progression of HIV-1 infection in Chinese MSM (men who have sex with men). Blood samples were taken from 270 patients with laboratory confirmed HIV infection, 196 male controls were tested, and three TLR7 intronic polymorphisms (rs179010-C > T, X:12884766; rs2074109-T > C, X:12885330; and rs179009-A > G, X:12885361) were analyzed by PCR-based sequencing. The frequency of TLR7 rs179010 T allele was significantly lower in MSM patients than in controls (P = 0.039). The haplotype TTA was associated with a decreased susceptibility to HIV-1 infection (P = 0.013), especially to acute HIV-1 infection (AHI) (P = 0.002), but not to chronic HIV-1 infection (CHI). Furthermore, the haplotype TTA is linked to slow disease progression in AHI patients (P = 0.002) and a lower viral load (P = 0.042). In contrast, TLR7 rs179009 allele A contributed to a higher set point in AHI patients with rapid progression, and the frequency of rs179009 minor allele G was over-presented in CHI patients. This finding supports a role for genetic variations of TLR7 in susceptibility and disease progression of an HIV-1 infection in Chinese Han population and warrants further studies on the effect of TLR7 polymorphisms on HIV-1 infection in different populations.




Keywords: toll-like receptor 7, polymorphism, HIV-1, progression, viral load, set point



Introduction

Although the global human immunodeficiency virus (HIV) epidemic is easing, men who have sex with men (MSM) remain at high risk of infection (1). Data from China show that the proportion of reported HIV cases infected through sexual contact has increased from 33% in 2006 to 76% by 2011, of which 14% cases were attributable to MSM (2, 3). The latest report showed that the overall national prevalence of HIV among MSM from 2001 to 2018 was estimated to be 5.7% and the study showed an increased tendency in the HIV prevalence as time progressed (4). China’s HIV burden among MSM appears to present an increasing national public health challenge. Huang reported that a significantly faster CD4+ T-cell decline was found in a Beijing MSM cohort (5). And Chen found a dynamic change of monocyte subsets and their surface markers in acute and chronic HIV-1-infected MSM individuals, indicating that dynamic states of immune response occurred during the different clinical stages (6).

Interaction between the virus and the host is central in determining the outcome of HIV infection. TLRs stimulate the innate immune response by recognizing conserved motifs of invading microorganisms and promote subsequent adaptive immune responses (7). A number of studies have provided evidence that most TLRs including TLR7 played a functional role in an HIV infection (8–14). TLR7 can recognize RNA of various viruses including HIV (15–17). TLR7 is mainly expressed on intracellular compartments of plasmacytoid dendritic cells (pDCs) and is involved in the regulation of innate immune response via MyD88-dependent proinflammatory signaling cascades (18).

Growing data suggest that single nucleotide polymorphisms (SNPs) of TLRs are linked to susceptibility and progression of different infectious diseases. Several polymorphisms in different TLRs have shown their effects on HIV acquisition or disease progression (19–24). The study of a functional TLR7 variant (rs179008) in 2009 reported that TLR7 Gln11Leu was associated with susceptibility to and a more severe clinical course of HIV-1 disease (25). Valverde-Villegas has reported that the polymorphisms of TLR7, TLR8, TLR9 contributed to susceptibility to HIV infection in Brazilian individuals with European and African descendants, which highlighted the influence of ethnic background on the susceptibility to HIV infection (26). So far, there has been no report on the association of TLR7 SNPs and HIV infection in Chinese people. On the other hand, associations between TLR7 polymorphisms and HCV infection have been reported in Chinese people (27, 28). Our team had reported TLR7 intronic polymorphisms (rs179009 and rs179010) play an important role in susceptibility to and disease progression of a chronic hepatitis B virus (HBV) infection in male Chinese adults (29). We hypothesized these variations of TLR7 might influence the susceptibility to and progression of an HIV-1 infection. Here we show the associations between these intronic variations of TLR7 and the HIV-1 infection as well as the individual disease progression by adjusting viral load or set point in different clinical courses.



Materials and Methods


Study Subjects

A total of 466 study subjects including 270 MSM patients with confirmed HIV-1 infection recruited from March, 2010 to October, 2013 in Beijing Youan Hospital, and also 196 male controls who attended the annual healthy examination in 2015. Sixty-seven HIV-1-infected MSM patients accepted antiretroviral therapy (ART) immediately after enrollment. There are 157 MSM patients with AHI (including 114 ART naïve patients) and 113 MSM patients with CHI (including 89 ART naïve patients). The AHI patients were recruited from an HIV-1-negative high-risk MSM cohort that was screened every 3 months to detect seroconversion for HIV-1 infection at Beijing Youan Hospital (30). The AHI patients of naïve ART were further divided into groups of rapid progression and slow progression according to the criteria that either CD4<350 cells/μl occurred during the 2-3 following years of natural history, or baseline CD4 was below 350 cells/μl, which was defined as fast progression. In total there are 54 AHI patients classified with rapid progression and 60 AHI ones with slow progression. Another group, one hundred thirteen chronic HIV-1-infected patients were randomly enrolled from the MSM cohort of Beijing Youan Hospital. All HIV-1-infected patients in the study were MSM without HBV/HCV co-infection and other comorbidities. None of them were drug users. Chronic HIV-1-infected patients were diagnosed at least 1.2 years (median 1.8 years) before enrollment.

Some clinical parameters were detected for the AHI patients, including initial CD4 T-cell counts (ICD4), viral load, set point and the ratio of CD4 versus CD8 T cell count (CD4/CD8). The median and age range of patients with AHI (N = 157), CHI (N = 113) and controls (N = 196) was 32 years (20-53 years), 31 years (21-60 years) and 40 years (21-60 years), respectively.



Ethics Statement

All the participants were provided written informed consent for participation in the study and for the storage and use of their clinical samples for research. This study and other related experiments were approved by the Beijing Youan Hospital Research Ethics Committee, and written informed consent was obtained in accordance with the Declaration of Helsinki. The study was carried out in accordance with approved guidelines and regulations.



TLR7 Genotyping

Genomic DNA was extracted from blood using a commercial kit according to the manufacturer’s instructions (QIAGEN DNA Blood Mini Kit, Hilden, Germany). Three SNPs (rs179010, rs2074109, and rs179009) of the TLR7 gene were identified using PCR-based sequencing and the results were carried out in quality control as our previous study reported [29]. The amplicons were sequenced at the Sino Geno Max Co., Ltd, Beijing, China and SNPs were identified by the computer program of mutation surveyor V5.0.0 (SoftGenetics, USA).



mRNA Expression of TLR7 in Peripheral Blood Mononuclear Cells (PBMCs)

The total RNA was extracted from PBMCs of healthy male individuals (N = 41, One of 121 samples was tested at three intervals) with TRIzol reagent (TransGen Biotech, Beijing, China). The relative expression of TLR7 mRNA was reverse transcribed with TransScript® First-Strand cDNA Synthesis SuperMix (TransGen Biotech, Beijing, China) and obtained by using the 2-ΔΔCt method which was normalized with an endogenous control, β-actin. All assays were performed in triplicate.



Serum Cytokine Profile of Healthy Male Individuals

Cytokines in the serum of healthy male individuals (N = 20, One of 58 samples was tested at three intervals) were analyzed with a multiplex immunoassay (Invitrogen, Vienna, Austria). The lower limits of detection (LOD) for the cytokines were: IFN-α, 0.2 pg/ml; IFN-γ, 0.2 pg/ml; IL-1α, 0.1 pg/ml; IL-1β, 0.2 pg/ml; TNF-α, 0.4 pg/ml; IL-6, 0.4 pg/ml; IL-10, 0.1 pg/ml; IL-12p 70, 0.04 pg/ml; IL-13, 0.1 pg/ml; IL-17A, 0.1 pg/ml; IL-4, 1.5 pg/ml; IL-8, 1.2 pg/ml; GM-CSF, 1.2 pg/ml; ICAM1, 76.3 pg/ml; IP-10, 0.3 pg/ml; MCP-1, 0.6 pg/ml; MIP-1α, 1.1 pg/ml; MIP-1β, 4.7 pg/ml; sE-Selectin, 555.3 pg/ml; sP-Selectin, 95.4 pg/ml.



Statistical Analysis

Allele frequency was descriptively summarized, and each SNP was tested for deviation from Hardy-Weinberg equilibrium (HWE). Statistical analysis was carried out using SPSS statistical software version 17.0 (SPSS Inc., Chicago, USA). Differences in demographic data, allele frequencies, clinical parameters between different groups were evaluated by Student’s t-test, chi-square test, where appropriate. Logistic regression was used for the multivariate analyses, adjusted for age, and we then evaluated the independent contributions of the three SNPs to the susceptibility to and disease progression of HIV-1 infection with P values, odds ratios (ORs), and 95% confidence intervals (95% CIs). SHESIS online (http://analysis.bio-x.cn/myAnalysis.php) was used for the haplotype analysis. A two-sided P value of less than 0.05 was considered significant.




Results


Clinical Information of Study Subjects

Demographic and clinical information of the patients and healthy controls are summarized in Table 1. There were significant differences in terms of age between patients and healthy controls (P = 0.000). No significant differences of age were observed between patients with AHI-rapid progression (AHI-rapid) and AHI-slow progression (AHI-slow) as well as between patients with AHI and CHI. We found significant differences in some clinical parameters between AHI patients with rapid and slow progression. For example, initial CD4 T-cell count (ICD4) and the ratio of CD4 versus CD8 T-cell counts (CD4/CD8) are significantly lower in the rapid progression group and higher in the slow progression group respectively (Figures 1, 2 and 5).


Table 1 | Demographic and clinical information of studied patients and healthy controls.






Figure 1 | Relationship between clinical parameters and AHI patients with rapid/slow progression who carry rs179010C/T. (A–H) There are four clinical parameters including, ICD4 (initial CD4 T cells) (A, E), CD4/CD8 (the ratio of CD4 versus CD8 T cells) (B, F), viral load (C, G), and set point (D, H). The y axis indicates the values of these four respective parameters. The x axis indicates two AHI patient groups with rapid or slow progression. The text on the top of each picture indicates allele rs179010C/T. Each dot represents an MSM individual, (●) represents individuals of AHI-rapid progress with TLR7 rs179010C/T allele. (■) represents individuals of AHI-slow progress with TLR7 rs179010C/T allele. * indicates P<0.05; **P < 0.01 and ***P < 0.001.






Figure 2 | Relationship between clinical parameters and AHI patients with rapid/slow progression who carry rs179009A/G. (A–H) There are four clinical parameters including, ICD4 (initial CD4 T cells) (A, E), CD4/CD8 (the ratio of CD4 versus CD8 T cells) (B, F), viral load (C, G), and set point (D, H). The y axis indicates the values of these four respective parameters. The x axis, indicates two AHI patient groups with rapid or slow progression. The text on the top of each picture indicates allele rs179009A/G. Each dot represents an MSM individual, (●) represents individuals of AHI-rapid progress with TLR7 rs179009A/G allele. (■) represents individuals of AHI-slow progress with TLR7 rs179009A/G allele. *indicates P < 0.05; P < 0.01 and ***P < 0.001.





Relationship Between TLR7 Polymorphisms and Susceptibility to or Progression of HIV-1 Infection

The observed genotype distributions of these three SNPs were in agreement with the Hardy-Weinberg equilibrium (all of the P values >0.05). For TLR7 rs179010, the prevalence of minor allele T was significantly lower in patients than that of controls adjusted for age (32.6% vs 40.8%, P = 0.039) (Table 2). After subsets stratification, we found a much lower frequency of TLR7 rs179010 allele T in AHI patients (29.3% vs 40.8%, P = 0.002), especially in patients with AHI-slow progression (26.7% vs 40.8%, P = 0.015) than that of controls adjusted for age (Tables 3 and 4). The results indicated that TLR7 rs179010 was not only related to disease susceptibility but also disease progression. No significant differences in frequencies of TLR7 rs2074109 and rs179009 polymorphisms were observed when MSM patients or patients with AHI/AHI-slow/AHI-rapid were compared with controls (Tables 2–4). However, for TLR7 rs179009, the prevalence of minor allele G was significantly higher in CHI patients than that of controls adjusted for age (26.5% vs 14.3%, P = 0.016) (Table 3).


Table 2 | The allele frequencies of three TLR7 SNPs in patients and controls.




Table 3 | The allele frequencies of three TLR7 SNPs in patients with AHI/CHI and controls.




Table 4 | The allele frequencies of three TLR7 SNPs in patients with AHI-rapid/slow and controls.



Subsequently, we performed haplotype analysis with rs179010C/T, rs2074109T/C and rs179009A/G. All those of frequency<0.03 were ignored in analysis. Four major haplotypes CTA, TTA, CTG, and CCA were found and listed in Table 5. We found a significant difference in haplotype TTA frequency of cases compared with that of controls (32.6% vs 40.3%, P = 0.013). Especially AHI patients had a much lower frequency of TTA haplotype(29.3%, P = 0.002). In contrast, a higher frequency of haplotype CTA was found in AHI patients than in controls (52.9% vs 40.3%, P = 0.001). Further, the possible influence of TLR7 rs179010 was confirmed by haplotype CTA and TTA distribution in AHI-slow patients and controls (P = 0.008 for haplotype CTA; P = 0.002 for haplotype TTA), but not in AHI-rapid patients (Table 5). The data present here suggested that the haplotype TTA might be associated with decreased disease susceptibility and even related to slow progression. Besides, the possible influence of TLR7 rs179009 was confirmed by haplotype CTA and CTG distribution in CHI patients and controls (P = 0.000 for haplotype CTA; P = 0.000 for haplotype CTG) (Table 5).


Table 5 | Haplotype analysis of TLR7 rs179010(C/T), rs2074109(T/C) and rs179009(A/G) in controls and cases/CHI/AHI/AHI-rapid/AHI-slow patients.





TLR7 rs179010T With Low Viral Load in AHI-Slow Patients and TLR7 rs179009A With High Set Point in AHI-Rapid Patients

We found significant differences between AHI patients with rapid and slow progression with initial CD4 T-cell count (ICD4) and the ratio of CD4 versus CD8 T-cell count (CD4/CD8). The differences of these parameters are independent of TLR7 alleles (Figures 1 and 2). However, other parameters show a specific relation to certain alleles.

We found correlations of the viral load (P = 0.035) and set point (P = 0.003) with rs179010T based on the disease progression. However, no similar correlation was found in rs179010C carriers (Figure 1). It showed that the TLR7 rs179010T allele was significantly associated with a lower viral load in AHI-slow patients (P = 0.042) (Figure 3). A similar trend was in the analysis of the set point, but the difference did not reach significance (Figure 3). The results imply a functional influence of rs179010 on TLR7 in AHI patients, especially in AHI-slow patients. The data suggest a strong effect of TLR7 rs179010 in the initial stages of an HIV-1 infection.




Figure 3 | Relationship between rs179010C/T and clinical parameters in AHI patients with rapid/slow progress. (A–H) There are four clinical parameters including, ICD4 (initial CD4 T cells) (A, E), CD4/CD8 (the ratio of CD4 versus CD8 T cells) (B, F), viral load (C, G), and set point (D, H). The y axis indicates the values of these four respective parameters. The x axis, indicates two patient groups with TLR7 rs179010C/T allele. The text on the top of each picture represents AHI-rapid/slow patients. Each dot represents an MSM individual, (●) represents individuals of AHI-rapid/slow progress with TLR7 rs179010C allele. (■) represents individuals of AHI-rapid/slow progress with TLR7 rs179010T allele. *indicates P < 0.05; P < 0.01 and P < 0.001.



Otherwise, we also found that TLR7 rs179009A was significantly related to a high set point in AHI-rapid patients (Figures 2 and 4), indicating that carriers with wild type TLR7 rs179009A are prone to rapid progress and poor prognosis. The correlation analysis between clinical parameters and TLR7 haplotypes (CTA/TTA/CTG) still support the conclusion of single genotypic analysis (Figures 5–7).




Figure 4 | Relationship between rs179009A/G and clinical parameters in AHI patients with rapid/slow progress. (A–H) There are four clinical parameters including, ICD4 (initial CD4 T cells) (A, E), CD4/CD8 (the ratio of CD4 versus CD8 T cells) (B, F), viral load (C, G) and set point (D, H). The y axis indicates the values of these four respective parameters. The x axis, indicates two patient groups with TLR7 rs179009A/G allele. The text on the top of each picture represents AHI-rapid/slow patients. Each dot represents an MSM individual, (●) represents individuals of AHI-rapid/slow progress with TLR7 rs179009A allele. (■) represents individuals of AHI- rapid/slow progress with TLR7 rs179009G allele. * indicates P < 0.05; P < 0.01 and P < 0.001.






Figure 5 | Relationship between clinical parameters and AHI patients with rapid/slow progression who carry different haplotypes (CTA/TTA/CTG). (A–H) There are four clinical parameters including, ICD4 (initial CD4 T cells) (A, E, I), CD4/CD8 (the ratio of CD4 versus CD8 T cells) (B, F, J), viral load (C, G, K) and set point (D, H, L). The y axis indicates the values of these four respective parameters. The x axis, indicates two patient groups of AHI with rapid and slow progression. The text on the top of each picture represents haplotype CTA/TTA/CTG. Each dot represents an MSM individual, (●) represents individuals of AHI-rapid progress with TLR7 CTA/TTA/CTG haplotype. (■) represents individuals of AHI-slow progress with TLR7 CTA/TTA/CTG haplotype. * indicates P < 0.05; **P < 0.01 and ***P < 0.001.






Figure 6 | Relationship between haplotypes (CTA/TTA/CTG) and clinical indexes in AHI patients with rapid progression. (A–D) There are four clinical parameters including, ICD4 (initial CD4 T cells) (A), CD4/CD8 (the ratio of CD4 versus CD8 T cells) (B), viral load (C) and set point (D), The y axis indicates the values of these four respective parameters. The x axis, indicates three AHI–rapid patient groups with TLR7 CTA/TTA/CTG haplotype. Each dot represents an MSM individual, (●) represents individuals with TLR7 CTA haplotype. (■) represents individuals with TLR7 TTA haplotype. (▲) represents individuals with TLR7 CTG haplotype.






Figure 7 | Relationship between haplotypes (CTA/TTA/CTG) and clinical indexes in AHI patients with slow progression. (A–D) There are four clinical parameters including, ICD4 (initial CD4 T cells) (A), CD4/CD8 (the ratio of CD4 versus CD8 T cells) (B), viral load (C) and set point (D). The y axis represents the values of these four clinical parameters respectively. In x axis, there are three AHI–slow patient groups with TLR7 CTA/TTA/CTG haplotype. Each dot represents an MSM individual, (●) represents individuals with TLR7 CTA haplotype. (■) represents individuals with TLR7 TTA haplotype. (▲) represents individuals with TLR7 CTG haplotype.





mRNA Expression of TLR7 and Cytokine Profile in Healthy Male Individuals

We directly analyzed the mRNA expressions of TLR7 in peripheral blood mononuclear cells of 41 healthy male individuals, that included 26 rs179010C and 15 rs179010T carriers, 38 rs2074109T and 3 rs2074109C carriers as well as 31 rs179009A and 10 rs179009G ones. No significant difference was found in TLR7 mRNA expressions between these three kinds of SNP carriers (P>0.05) in healthy male individuals (Supplementary Figure 1).

We also detected 20 cytokines (CKs) in serum of healthy male subjects (N = 20) with 13 major allele rs179010C and 7 minor rs179010T, as well as 15 major allele rs179009A and 5 minor rs179009G. The CKs level of subjects carrying the major alleles were still not significantly different with those of subjects carrying the minor alleles (P>0.05) (Supplementary Figures 2 and 3).

Together, there was no significant difference found either in the TLR7 mRNA level or serum cytokine proﬁle of healthy male individuals with different alleles analyzed.




Discussion

In this study, we found that genetic variation of TLR7 plays an important role in HIV-1 infection. To our knowledge, this is the first report to show the relationship between TLR7 polymorphisms and susceptibility to and disease progression of an HIV-1 infection in Chinese people, especially in Chinese MSM population with AHI and CHI. Similar studies on the association of these two polymorphisms (rs179010 and rs179009) with HIV infection have not been reported in other ethnic populations.

It was considered that HIV-1 goes under the radar of innate immune detection and hence evades Interferon (IFN) restriction in the eclipse phase that follows virus inoculation, allowing it to establish infection in host cells. Innate immune responses that link induction of IFN and activation of the inflammasome may contribute to the host control of viremia. Activation of the TLR7 signaling pathway can facilitate the production of antiviral cytokines, including IFNs, TNF-α, interleukin-6 (IL-6) and IL-12, which are critical in the development of efficient antiviral immune responses, including the production of antiviral antibodies (31, 32). These early cytokines and the secretory cells, such as dendritic cells (DCs), are pivotal in shaping the immune responses that develop in acute or early HIV-1 infection (33). Endocytosis of HIV-1 activates pDCs via interactions of TLR7 and viral RNA (17, 18), and TLR7 persistent activation also contributes to chronic activation of the immune system which is closely related with AIDS progress (34–36). TLR7 shows the characteristics of a double-edged sword, especially in different clinical phases after HIV infection. GS-9620, an oral agonist of TLR7, activated HIV production (37). However, it suppressed the hepatitis B virus (HBV) in chimpanzees of a chronic infection (38). In acute HIV infection, the antiviral state induced by TLR7/8 may restrict overwhelming HIV replication. In contrast, triggering TLR7/8 induces HIV virions to release in latently infected cells.

In this study, we assessed the impact of three intronic SNPs of TLR7 on susceptibility to and disease progression of an HIV-1 infection in Chinese MSM. Based on SNP function prediction (http://snpinfo.niehs.nih.gov), mutations of TLR7 rs179009 and 179010 are predicted to occur at transcription factor binding sites (TFBSs), which could affect the level and/or timing of TLR7 expression and result in a difference in the production of downstream cytokines such as IFN-α. Another SNP rs2074109, which is not predicted as a TFBS, is located in 31 nucleotide upstream of rs179009. No relation was found in TLR7 rs2074109 with disease susceptibility and progression of chronic HBV infection in Chinese patients in our previous study (29).

We found that TLR7 rs179010 variation seems to be associated with acute stage of HIV-1 infection, while the variation of rs179009 was closely related to the chronic stage of HIV-1 infection. In the present study, Chinese MSM with AHI, but not those with CHI, had a significantly lower frequency in minor allele T of TLR7 rs179010 compared to that of healthy controls (P = 0.002). Further, a much lower frequency of this allele was present in patients with AHI-slow, indicating a potential effect of TLR7 rs179010 minor allele T against susceptibility and progression of the acute HIV-1 infection. Further, the allele was also found to be associated with a lower viral load in patients with AHI-slow. These results imply that TLR7 rs179010T might reduce the risk of disease by participating in inhibition of viral load, or even in the case that an infection has already established thus leading to slower progression in the early phase of HIV-1 infection.

Association of the TLR7 rs179010 minor allele T has been reported with several other viral diseases, for example chronic HBV infection in Chinese males (29), chikungunya virus infection in Indian males (39) and dengue virus infection in Indian patients (40). Recently, this allele of TLR7 rs179010 has been also found to be a risk factor for EV-A71–related HFMD in Chinese male children (41).

TLR7 can recognize HCV RNAs, leading to the production of IFN and antiviral cytokines to influence HCV infection and progression (42). TLR7 rs179009, but not rs179010, influenced chronic HCV infection with gender difference (27, 28, 43). Yue et al. reported that Chinese female patients who carry TLR7 rs179009 GG genotype and haplotype GCG of rs179009, rs179010 and rs179012 had an increased susceptibility to HCV infection (27). In Moroccan subjects, carriage of the TLR7 rs179009 major allele A was associated with a two-fold increase in spontaneous HCV clearance in female patients, but not in male patients. And TLR7 rs179009 minor allele G increased the risk of disease progression in both sexes (44). We previously reported that TLR7 rs179009 minor allele G plays an important role in the progression of chronic HBV infection to the related liver cirrhosis and hepatocellular carcinoma in Chinese male adults (29). In this study, we observed that the minor allele G was over-present in Chinese MSM with CHI, but not in those with AHI. Although the pathogenesis of HCV, HBV and HIV infections was quite different, the role played by genetic variation of TLR7 rs179009 seemed to be similar in the courses of certain chronic diseases, which might be due to the effect of TLR7 on host immune response, especially during the chronic inflammatory process. Interestingly, we also found that TLR7 rs179009 major allele A, as a potential risk factor, might relate to the prognosis of AHI-rapid male patients through adjusting the set point.

No significant difference was found in the mRNA level of TLR7 and the related cytokines secretion from directly testing PBMCs and serum of healthy males who carried different alleles (rs179010C/T and rs179009A/G) in this study, indicating these two polymorphisms do not affect the normal expression of TLR7 and normal cytokine profile of healthy people. It is consistent with previous tests on TLR7 rs179010 mRNA in healthy individuals, and also on the secretion of IFN- α and IL-6 among different rs179010 allele carriers after ex vivo stimulation with TLR7 ligand (27). However, Wang et al. found that variation of TLR7 rs179009 might impair immune responses during HCV infection in male Taiwanese (28). Cells from whole blood of male healthy subjects with TLR7 rs179009 major allele A produced more IFN-α and fewer amounts of IL-1β upon stimulation, while cells with TLR7 rs179009 minor allele G produced significantly low IFN-α and high amounts of IL-1β. Another report showed that the rs179009 minor allele G variant was associated with persistent HCV infection in Chinese females and led to a decreased production of IFN-α after ex vivo stimulation (27).

Except for some polymorphisms of TLR2, 3, 4, 8, and 9 (19–24), there have been only two reports on HIV infection with exonic TLR7 Gln11Leu, which shows a relation to the diminution of IFNα induction, but this polymorphism rs179008 is absent in Chinese Han people (45). Based on the data of ALFA Allele Frequency (New)/Hapmap/1000Genomes from dbSNP, allele frequency of rs179010/rs179009 in European, African, Asian/East Asian people are apparently different. The frequency of TLR7 rs179010 allele T in European, African, Asian/East Asian people are 31%-32.4%, 11%-15.8% and 31.7%-43.2% respectively, while the frequency of TLR7 rs179009 allele G in European, African, Asian/East Asian people are 19.8%-22.2%, 12.7%-16.5% and 5%-15.7% respectively. Djin-Ye Oh suggested that IFNα production is of importance for the control of HIV replication during early, rather than in the late disease stage (25). In the present study, we found an association of TLR7 rs179010 minor allele T with low viral load in the acute phase of HIV-1 infection, which might be related to IFNα production. Therefore, we speculate that this TFBS polymorphism affects the timing of TLR7 expression, which need stimulation to elicit TLR7 expression and the following high secretion of IFNα in acute phase of HIV-1 infection. We also found that the TLR7 rs179009 major allele A seems to function as a risk factor for rapid progress and poor prognosis in the acute phase of HIV-1 infection, while its minor allele G could be a risk factor for the chronic course of HIV-1 infection. The previous study suggested that TLR7 rs179009G might impair the function of TLR7 with reduction of IFNα production and with high-level secretion of downstream inflammatory cytokines. Those may influence the risk of persistent virus infection and disease progression with persistent immune activation, including HCV, HBV, and HIV-1. Although the detailed mechanism of these TLR7 SNPs on different viral diseases is not clear, combined with SNP functions found in previous studies, these two TLR7 intronic SNPs may play critical roles in various viral diseases (44, 46) and play different roles in acute/chronic disease phases. Further functional experiments need to verify our hypothesis. Both of PBMCs/whole blood from patients with different clinical stages should be tested in ex vivo stimulation experiments based on disease characteristics.

There are certain limitations to this study. The first was a relatively small number of subjects included in each group, especially the number of patients with AHI-slow/rapid progression. Second, only three intronic SNPs of TLR7 were assessed. Although we found the difference in frequency of haplotype TTA between patients with AHI and CHI, we could not exclude the possibility that other intronic SNPs in TLR7, which are not included in this present study could contribute to the difference observed. Third, we did not perform ex vivo stimulation tests of blood samples collected from patients to show effects of the three intronic SNPs on functionality of TLR7 such as mRNA expression and related cytokine profiles.

In summary, our study shows strong correlation of TLR7 rs179010 minor allele T and haplotype TTA with decreased susceptibility and slow progression of HIV-1 infection in acute phase, which could be partly due to restriction of viral load, and influence of the set point. While TLR7 rs179009 minor allele G and haplotype CTG over-presented in patients of CHI, inferred as “a risk factor” in the chronic stage of an HIV infection. This finding supports a role for genetic variations of TLR7 in susceptibility and disease progression of an HIV-1 infection and warrants further studies on the effect of TLR7 polymorphisms on HIV-1 infection in different populations.
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Human immunodeficiency virus type 1 (HIV-1) infection of CD4+ T cells in the gut plays an insidious role in acquired immunodeficiency syndrome (AIDS) pathogenesis. Host immune function is closely related to gut microbiota. Changes in the gut microbiota cause a different immune response. Previous studies revealed that HIV-1 infection caused changes in gut microbiota, which induced immune deficiency. HIV-1 infection results in an abnormal composition and function of the gut microbiota, which may disrupt the intestinal epithelial barrier and microbial translocation, leading to long-term immune activation, including inflammation and metabolic disorders. At the same time, an abnormal gut microbiota also hinders the effect of antiviral therapy and affects the immune reconstruction of patients. However, studies on the impact of the gut microbiota on immune reconstitution in patients with HIV/AIDS are still limited. In this review, we focus on changes in the gut microbiota caused by HIV infection, as well as the impact and regulation of the gut microbiota on immune function and immune reconstitution, while we also discuss the potential impact of probiotics/prebiotics and fecal microbiota transplantation (FMT) on immune reconstitution.
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INTRODUCTION

With the development of antiretroviral therapy (ART), the mortality and morbidity associated with HIV/AIDS have decreased. ART can effectively inhibit viral replication, and it generally improves immune status to achieve immune reconstitution. However, there are still some patients with AIDS who are called immune non-responders (INRs) who cannot achieve immune reconstitution.

In humans, more than 80% of lymphocytes are located in the intestinal mucosa, and approximately 60% of CD4+ T lymphocytes are located in intestinal-associated lymphoid tissues. Hence, the intestinal mucosal immune system is one of the main targets of HIV attack, which decreases the intestinal mucosal barrier function and increases bacterial translocation (Brenchley and Douek, 2008). An increasing number of studies have demonstrated that the gut microbiota composition and function change in AIDS, but the change cannot be completely recovered after ART (Cohen, 2005; Moeller et al., 2013; Zilberman-Schapira et al., 2016). Therefore, changes in the intestinal microbiota may affect the recovery of immune function. The potential mechanism includes the formation of a virus shelter, resistance to ART, promotion of intestinal mucosal barrier damage, and further entry of intestinal bacteria, and their metabolites into the circulatory system, resulting in long-term immune activation, inflammation, and metabolic disorder (Zilberman-Schapira et al., 2016). These results indicate that the gut microbiota plays an essential role in the reconstitution of immune function in patients with AIDS. Consequently, the gut microbiota has become a major point of focus in HIV research.

Here, we review the role of the gut microbiota in immunomodulation, and we focus on the changes in gut microbiota in people infected with HIV and the effects on immune reconstitution (Figure 1) and explore novel, effective, specific therapeutic strategies to restore gut microbiota composition and function, thus helping to improve immune reconstitution.

[image: Figure 1]

FIGURE 1. Mechanisms of gut microbial dysregulation affecting immune reconstitution. HIV infection leads to intestinal microbial dysregulation, including decreased abundance, reduced beneficial flora, and increased pathogenic bacteria. Intestinal barrier injury further aggravates the imbalance of gut microbiota, causing the translocation of gut microbiota and its metabolites (e.g., SAA, PSA, and SCFAs), resulting in continuous innate and adaptive immune activation. The immune response of the activated immune system is disordered and is characterized by a pro-inflammatory immune response. The imbalance of differentiation between innate immune cells and adaptive immune cells (e.g., Treg/Th17) leads to an increase in pro-inflammatory cytokines (IL-1, IL-6, TNF-α, and IFN-γ) and a decrease in anti-inflammatory cytokines (IL-4 and IL-10), resulting in chronic inflammation. Dysfunctional intestinal microbiota can affect the development of bone marrow cells by regulating local metabolites and tissue-specific mediators, resulting in a decrease in myeloid cells, CD34+ hematopoietic progenitor cells (HPC), and granulocytes. Similarly, intestinal flora affect the differentiation of B cells into plasma cells in the spleen, resulting in abnormal antibody differentiation, such as decreased IgA and IgG. In addition, malnutrition caused by HIV infection and intestinal flora disorder can also lead to immune dysfunction, inflammatory response, bone marrow hematopoietic cell dysplasia, and antibody production abnormalities. Antiretroviral therapy (ART) may exacerbate this effect. The dashed arrows indicate an increase or decrease in cells or cytokines. ART, antiviral therapy; SAA, serum amyloid A; PSA, polysaccharide A; SCFAs, short-chain fatty acids; ILC, innate lymphocytes; HPC, hematopoietic progenitor cell.




HUMAN GUT MICROBIOTA

The human gut microbiota (HGM) is a vast microbial community that is crucial to human health and consists of different types of microbes, including bacteria, archaea, eukaryotes, viruses, and parasites (Lozupone et al., 2012). The gastrointestinal microenvironment mainly favors the growth of seven types of bacteria, including Firmicutes, Bacteroidetes, Actinobacteria, Fusobacteria, Proteobacteria, Verrucomicrobia, and Cyanobacteria (Backhed et al., 2005). Among them, Bacteroides and Firmicutes dominate more than 90% of the total bacteria. Different parts of the gastrointestinal tract have specific flora compositions due to their different microenvironments, and the number and diversity of microorganisms grow vertically (Eckburg et al., 2005; Donaldson et al., 2016).

There are substantial individual differences in the gut microbiota. According to the report of the Human Microbiome Project Consortium in 2012, there are dramatic differences in the composition and richness of gut microbiota in healthy people (Human Microbiome Project Consortium, 2012). Gut microbes are influenced by multiple factors, including mode of birth, sex, geographic location, diet, age, medications, and stress (Cresci and Bawden, 2015), which shape the critical role of intestinal microbes in health and disease. Increasing evidence has showed that gut microbiota is involved in several physiological functions of the host, promotes growth and development, and maintains normal physiological activities, including digestion, metabolism, nutrient absorption, regulation of immune function, and vitamin synthesis (Table 1; Adak and Khan, 2019). However, dysbioses of the gut microbiota is associated with unhealthy and disordered treatment outcomes (Marchesi et al., 2016; DeJong et al., 2020; Vieira-Silva et al., 2020).



TABLE 1. Functions of gut microbiota.
[image: Table1]



HIV INFECTION CHANGES HOST MICROBIAL DIVERSITY

In patients with HIV, including those who are receiving ART to control the disease, the composition of the gut microbiota is significantly different from that of healthy people. For these patients, gut microbial imbalance may lead to the collapse of intestinal immune function, causing systemic bacterial proliferation and inflammation. According to previous animal experiments and clinical data, the gut microbial imbalance of people infected with HIV mainly includes changes in microbial diversity, decreases in symbiotic beneficial bacteria, and increases in potentially pathogenic bacteria (Dillon et al., 2016a; Deusch et al., 2018).

With the development of microbial sequencing technology, it has been shown that the gut microbial diversity of people infected with HIV is significantly different between 16S sRNA gene sequencing and next-generation sequencing (NGS). Since the changes in gut microbiota during HIV infection are affected by complex factors such as population, age, sex, duration of infection, sample type, and ART (Li et al., 2016), the changes in gut microbiota diversity observed in previous studies are not always consistent. Multiple studies have shown that the α-diversity of the intestinal microbiota in people infected with HIV is decreased (McHardy et al., 2013; Mutlu et al., 2014; Nowak et al., 2015; Vazquez-Castellanos et al., 2015; Dubourg et al., 2016; Monaco et al., 2016; Sun et al., 2016; Zhou et al., 2018; Lu et al., 2019). Other studies found that the α-diversity index increased significantly between healthy controls and patients infected with HIV (Lozupone et al., 2013) or remained unchanged (Dillon et al., 2014; Dinh et al., 2015; Ling et al., 2016). A meta-analysis of 1,032 samples (311 HIV− and 721 HIV+) involving 17 studies (Tuddenham et al., 2020) showed that HIV infection is associated with decreased intestinal microbial α-diversity. However, the further stratified analysis found that there was no significant correlation between HIV+ status and α-diversity among men who having sex with men (MSM), while the α-diversity of HIV+ patients decreased significantly when it was limited to women and MSM. The results showed that sex and sex risk categories affected α-diversity. Therefore, future research should consider these factors to determine the relationship between gut microbiota and HIV more accurately. In addition, it should be noted that the diversity of gut microbiota in patients with ART cannot return to the state before infection (Lozupone et al., 2013; Nowak et al., 2015). Despite the differences among different studies in the changes in microbial diversity, changes in intestinal microbial diversity are related to lower CD4+ T cell counts, higher inflammation, and increased immune activation in people infected with HIV (Dillon et al., 2016a; Serrano-Villar et al., 2017a; Annavajhala et al., 2020).

The change in gut microbial diversity will not only affect disease progression but also lead to changes in immune status. The changes in α-diversity were correlated with inflammatory/microbial translocation and negatively correlated with circulating sCD14, LPS, LBP, and sCD163 (Nowak et al., 2015), and patients with lower levels of CD4+ T cells had less diversity and abundance of gut microbiota (Monaco et al., 2016). Also confirmed that the low T cell count in peripheral blood was correlated with a decrease in intestinal bacterial diversity and richness and an increase in the abundance of specific bacteria, such as Enterobacteriaceae, which was linked to inflammation (Monaco et al. 2016). There were significant differences in the intestinal microbial diversity between HIV positive individuals and healthy individuals, which were positively correlated with C-reactive protein (CRP) levels and T cell activation in HIV+ individuals (Vazquez-Castellanos et al., 2015). This further indicated that the loss of intestinal microbial diversity was related to the impairment of immune function, bacterial translocation, and systemic inflammation. Furthermore, low microbial diversity and dysfunctional bacterial metabolic pathways exacerbate systemic inflammation in HIV infection (El-Far and Tremblay, 2018). This main reason is that HIV leads to the disruption of the intestinal epithelial barrier, resulting in the loss of tight junctions and apoptosis of intestinal cells, which gives rise to the increased translocation of microorganisms and microbial products, and HIV-mediated depletion of CD4+ Th17 cells and increased cytokine expression can induce sustained activation of immune cells and the production of high levels of inflammatory cytokines in circulation, such as IL-1β, IL-6, and TNF-α (Tincati et al., 2016). In addition, several studies have linked viral load, the CD4/CD8 ratio, system biomarkers, cytokines, immune activation, bacterial translocation, and thymus function with intestinal microbial diversity (Perez-Santiago et al., 2013; Dillon et al., 2014; Mutlu et al., 2014; Nowak et al., 2015). This indicates that the change in intestinal microbial diversity plays an important role in the progression of HIV and immune deficiency.



HIV INFECTION CHANGES THE HOST MICROBIAL COMPOSITION

The gut microbiota includes beneficial, opportunistic, and harmful bacteria in healthy people. In addition to the change in intestinal microbial diversity, HIV also changes its composition, that is, beneficial symbiotic bacteria decrease and harmful pathogens increase, mainly the accumulation of inflammatory Gram-negative bacteria and potential pathogens. However, the characteristic changes in the microbial community associated with HIV infection were only obvious in chronically infected people but not in patients with acute HIV infection (Rocafort et al., 2019). Recent studies have shown that the average counts of beneficial bacteria, such as Bacteroides, Faecalis, Bacteroides vulvae, Diplococcus, and Arbuscular Roseus, were lower compared with healthy controls, but a higher proportion of potentially pathogenic microorganisms, including Proteus, Enterococcus, Klebsiella, and Streptococcus, and natural microorganisms, including Lactobacillus and Lactococcus, is present (Zhou et al., 2018). These beneficial bacteria may interact with gut-associated lymphoid tissue (GALT) to maintain intestinal integrity, thereby reducing the possible transport of microbial products, and pathogens may be related to the progression of AIDS, immune activation, and chronic inflammation. Moreover, it has been reported that the changes in intestinal microbiota in patients with HIV infection mainly include Proteobacteria, Bacteroides, and Firmicutes bacteria, in which Proteobacteria and Firmicutes increased significantly while Bacteroides decreased significantly (Dillon et al., 2014, 2016a, Sun et al., 2016, Zhou et al., 2018). These changes will eventually lead to microbial imbalance and destruction of the intestinal mucosal epithelial barrier, aggravating microbial translocation, inflammation, and immune activation (Zevin et al., 2016).

Considering the role of the intestinal microbiota in immunity, the reduction in beneficial symbiotic bacteria and the increase in harmful pathogens will undoubtedly cause immune deficiency and inflammation. HIV infection is accompanied by an increase in pro-inflammatory or potentially pathogenic bacterial populations (e.g., Pseudomonas aeruginosa and Candida albicans), as well as a decrease in the level of beneficial bacteria, such as Bifidobacterium and Lactobacillus, which are associated with the impairment and loss of mucosal barrier function (Perez-Santiago et al., 2013; Dillon et al., 2014), whereas the damage and loss of mucosal barrier function were associated with immune status (Nwosu et al., 2014; Nowak et al., 2015). A case-control study from France (Dubourg et al., 2016) showed that the abundance of Faecalibacterium prausnitzii was decreased, which was negatively correlated with inflammation/immune activation, while the abundance of Enterobacteriaceae and Enterococcaceae positively correlated with inflammation/immune activation, which was higher in HIV infection. The number of beneficial bacteria, such as Bifidobacterium and Lactobacillus, in patients with AIDS is significantly lower than that in healthy people, and the numbers of Escherichia coli, Enterococcus faecalis, and Enterococcus faecium increase; and this change is related to the levels of TNF-α and CD4+ T lymphocytes in circulation (Lu et al., 2019). Composition changes in the gut microbiota will destroy gut homeostasis in patients with HIV infection to induce systemic immune activation, thus further damaging the intestinal barrier function, increasing bacterial translocation and increasing systemic inflammation, which leads to the progression of AIDS (Marchetti et al., 2013; Assimakopoulos et al., 2014).

Furthermore, it has been shown that, through the comparison of different populations, the composition of gut microbiota in people infected with HIV has a common pattern in which the enrichment of Erysipelotrichaceae, Enterobacteriaceae, Desulfovibrionaceae, and Fusobacteria and the depletion of Lachnospiraceae, Ruminococceae, Bacteroides, and Rikenellaceae are associated with inflammation and AIDS progression (Lozupone et al., 2013). Multiple cross-sectional studies show that the intestinal microbiota changes from Bacteroides to Prevotella after HIV infection (Mutlu et al., 2014; Vazquez-Castellanos et al., 2015; Dillon et al., 2017; Serrano-Villar et al., 2017b; Vujkovic-Cvijin and Somsouk, 2019), and the genera Phascolarctobacterium, Megamonas, Dialister, and Clostridium XIVb persisted, which are significantly associated with systemic inflammatory cytokines; this change has not been fully reversed even after ART (Ling et al., 2016).

In addition to the changes in gut microbiota caused by HIV, ART may also affect the composition and function of gut microbiota. Studies have shown that the initiation of ART is related to the relative increase in Fusobacterium, Proteobacteria, and Tenella and the decrease in Bacteroides and Firmicutes (Nowak et al., 2015; Pinto-Cardoso et al., 2017; Villanueva-Millan et al., 2017). At the same time, there is evidence that ART can induce changes in the microbiota independent of HIV infection, suggesting that ART may aggravate the imbalance of intestinal microbiota (Lozupone et al., 2014; Nowak et al., 2015; Noguera-Julian et al., 2016). A recent study (Villanueva-Millan et al., 2017) evaluated the effects of ART on intestinal microbial composition and microbial translocation. It turns out that there was a significant loss of intestinal microbial diversity and an increase in imbalance after ART, while this phenomenon was not observed in another study (Nowak et al., 2015). The heterogeneity of the ART protocol and immunovirological status among different studies may lead to different results.



EFFECTS OF GUT MICROBIOTA CHANGES ON IMMUNE RECONSTITUTION OF INDIVIDUALS INFECTED WITH HIV

Antiretroviral therapy can effectively inhibit HIV replication. Most patients can achieve significant viral load reduction and peripheral blood CD4+ T cell reconstruction. However, although some patients achieve virological suppression after ART, the reconstruction of CD4+ T cells is still insufficient (Lu et al., 2015); these individuals are known as INRs, and the prevalence ranges from 10 to 40% (Massanella et al., 2013; Nakanjako et al., 2016). Compared with those who had good immune reconstitution, the INRs showed chronic immune activation and high inflammatory state, which was related to the high incidence rate of cardiovascular diseases, metabolic diseases, and cancer (Paiardini and Muller-Trutwin, 2013; Nix and Tien, 2014).

Among the factors affecting immune reconstitution, changes in the gut microbiota are one of the key factors (Yang et al., 2020). Dysregulation of the gut microbiome has been associated with the recovery of CD4+ T cells (Lu et al., 2018), which is the main determinant of immune reconstitution after cART (Kaufmann et al., 2005; Brenchley et al., 2006b; Marchetti et al., 2008; Lu et al., 2018). Recent data suggest that the decrease in CD4+ T cell count in peripheral blood is related to microbial translocation and an increase in Enterobacteriaceae (Moore and Keruly, 2007; Monaco et al., 2016). However, ART can only partially restore gastrointestinal function damage and gut microbiota, and the recovery of intestinal homeostasis is still hindered. Although the microbial metabolites (such as circulating LPS and bacterial DNA) in the circulation are less than those of untreated patients, they are still higher than the normal level, suggesting that microbial translocation still exists, which affects the recovery of immune function (Brenchley et al., 2006a,b; Jiang et al., 2009; Hooper and Macpherson, 2010; Ponte et al., 2016; Lu et al., 2018; Zhou et al., 2018). Serrano-Villar et al. also demonstrated that intestinal microbes affect the full recovery of CD4+ T cells in patients with HIV infection receiving ART (Serrano-Villar et al., 2016). However, how the imbalance of intestinal microbiota leads to the failure of immune reconstitution is still unclear.

Immune non-responders show severe immune dysfunction, and the influencing factors include bone marrow hematopoietic progenitor cell reduction, thymus dysfunction, abnormal immune activation, immune failure, imbalance of immune regulatory cells, such as regulatory T cells (Tregs) and Th17 cells, and continuous replication of the virus in reservoirs (Yang et al., 2020). Considering the close relationship between the gut microbiota and the immune system, gut microbiota dysbiosis may mediate immune dysfunction of INRs, thus affecting immune reconstitution (Figure 1).

Alterations in intestinal microbes can affect the development, differentiation, and maturation of immune cells. It is known that immune cells are mainly produced by bone marrow hematopoietic stem cells. However, the absence of a gut microbiota leads to decreased myeloid cells in the bone marrow and results in delayed clearance of systemic bacterial infections (Marchetti et al., 2008). This indicates that the gut microbiome influences the development of bone marrow hematopoietic cells. During the various phases of bone marrow cell development, the gut microbiota is engaged at every stage, which affects the migration and gene expression of tissue-resident myeloid cells and the production of bone marrow and circulating granulocytes by regulating local metabolites and tissue-specific mediators (Serrano-Villar et al., 2016). Similarly, the gut microbiota also regulates the maturation of circulating myeloid cells, such as neutrophils and basophils, by driving toll-like receptor (TLR)- and myeloid differentiation factor 88 (MyD88)-mediated signaling pathways (Khosravi et al., 2014; Thaiss et al., 2016). In addition to its effect on the development of the myeloid arm in the congenital immune system, the gut microbiota is implicated in regulating innate lymphocytes (ILCs). ILCs are a group of innate immune cells that are composed of cytotoxic cells (NK cells) and non-cytotoxic subpopulations (ILC1, ILC2, and ILC3; Zhang et al., 2015). Although there is still a contradiction regarding whether the development of ILCs requires the participation of gut microbiota (Kiss et al., 2011; Hill et al., 2012), gut microbiological signals certainly affect the maturation and acquisition of normal ILC function (Sawa et al., 2010). Intestinal bacteria can directly signal through the pattern recognition receptor (PRR) on ILC3s or indirectly regulate intestinal myeloid cells and epithelial cells to affect the function of ILC3s (Sonnenberg and Artis, 2012).

Like the innate immune system, the gut microbiota also influences adaptive immunity. Severe intestinal immune deficiency was found in GF animals, including impaired development of GALTs, gut-associated Th17 cells, and Tregs, decreased IgA-producing B cells, and intra-epithelial CD8+ T cells. This suggests that the gastrointestinal immune system relies heavily on gut microbiota. Although the mechanism of gut microbiota regulating adaptive immunity is still unknown, it is clear that some gut microbiota can affect the differentiation of immune cells through a variety of different mechanisms (Sawa et al., 2011). For example, it has been confirmed that segmented filamentous bacteria (SFB) can strongly induce the differentiation of Th17 cells by upregulating serum amyloid A (SAA) expression to stimulate CD11c+ DCs to produce IL-6 and IL-23 (Francino, 2014; Pickard et al., 2017). Clostridium IV and XIVa can stimulate colon epithelial cells to produce TGF-β, which can induce T cells to differentiate into Foxp3+ Tregs (Gaboriau-Routhiau et al., 2009). At the same time, Clostridium is a major producer of short-chain fatty acids (SCFAs), such as butyric acid, propionic acid, and acetic acid, which mediate immune regulation by inducing CD4+ T cells to differentiate into Tregs (Ivanov et al., 2009; Atarashi et al., 2011; Smith et al., 2013). Bacteroides fragilis can produce polysaccharide A (PSA) and regulate the transformation of CD4+ T cells to Foxp3+ Tregs in a TLR2-dependent manner (Arpaia et al., 2013; Furusawa et al., 2013). Tregs can secrete IL-10 to regulate the response of Th17 and Th1 (Round and Mazmanian, 2010) and regulate the homeostasis of iNKT cells (Mazmanian et al., 2008). In addition, the microbiota is crucial for the maturation, differentiation, and antibody production of B cells. Studies have shown that microbial antigens and microbial metabolites, such as SCFAs, strongly promote plasma cell differentiation in mucous membranes and the whole body (Mazmanian et al., 2005). The number of IgA+ plasma cells and the abundance of IgA in the intestine decreased when intestinal microbial stimulation was lacking (An et al., 2014; Kim et al., 2016). In addition to IgA, the production of IgM, IgD, IgE, and IgG seems to be related to gut microbiota (Hapfelmeier et al., 2010; Lecuyer et al., 2014; Koch et al., 2016), but how intestinal microbes affect the production of these antibodies needs to be further explored.

Gut microbiota dysbiosis may hinder immune reconstitution by driving immune activation and chronic inflammation, which cannot be completely controlled by ART and is related to the low efficiency of CD4+ T cell reconstruction (Kaufmann et al., 2005; Brenchley et al., 2006b; Marchetti et al., 2008; Lu et al., 2018). HIV infection induces a reduction in the number of bacteria that are important in maintaining the health of the epithelial barrier and immune regulation while increasing the number of bacteria with pro-inflammatory potential, which is related to immune status and affects immune reconstruction (McHardy et al., 2013; Mutlu et al., 2014; Vazquez-Castellanos et al., 2015; Choi et al., 2017). Compared with healthy controls, the relative abundance of Prevotella in individuals infected with HIV increased significantly, while the Bacteroides abundance decreased (Mutlu et al., 2014; Vazquez-Castellanos et al., 2015; Dillon et al., 2017; Serrano-Villar et al., 2017b; Vujkovic-Cvijin and Somsouk, 2019). The relative abundance of Prevotella was positively correlated with the activation of many different immune cells, including intestinal mucosal T cells and DCs (Dillon et al., 2014), whereas DC activation in mucosal tissues was associated with increased mucosal viral load, mucosal and systemic T cell activation, and plasma and mucosal cytokine production (Pickard et al., 2017). Meanwhile, the depletion of Bacteroides (including B. fragilis) is associated with systemic immune activation and chronic inflammation (Choi et al., 2017). Additionally, the abundance of Clostridium, Enterococcus faecalis, and other potential pathogens in INRs was higher than that in healthy controls, and the abundance of these bacteria was negatively correlated with CD4+ T cell count (Vujkovic-Cvijin et al., 2013; Dillon et al., 2016b). Pérez-Santiago et al. (Lee et al., 2018) found that Lactobacilli decreased in patients infected with HIV, while Lactobacilli could regulate the anti-inflammatory immune response and participate in maintaining the integrity of the intestinal mucosal barrier, which was associated with increased CD4 cell count, decreased microbial translocation, and decreased systemic immune activation. These observations suggest that altered gut microbiota may be associated with abnormal immune activation and chronic inflammation, thus contributing to poor immune reconstitution in individuals infected with HIV-1.

Alterations in gut microbes disrupt gut homeostasis, and there is evidence that dysbiosis of the gut microbiota is the cause of immune response disorder and intestinal barrier disruption. The intestinal barrier is destroyed in the early stage of HIV infection, which is associated with gut microbiota dysbiosis (Perez-Santiago et al., 2013). The disruption of intestinal barrier integrity seriously affects the absorption of nutrients, thus hindering the recovery of immune function. Recently, several cross-sectional studies (Mudd and Brenchley, 2016; Gebremichael et al., 2018; Daka and Ergiba, 2020) have shown that the prevalence of malnutrition in patients with HIV/AIDS treated with ART is over 23%, and severe malnutrition amounted to 9%. Further analysis revealed that CD4+ T cell counts below 350 or 200 cells/μl were significantly associated with malnutrition. In the case of malnutrition, changes in the levels of immune cell populations, hormones, and cytokines lead to changes in the metabolism of immune cells, thereby affecting immune function (Oumer et al., 2019). During the whole process of HIV infection, nutritional status and immune function are closely related and interact. Malnutrition constantly damages the immune system and is associated with immunosuppression (Ivanov et al., 2009), which may be one of the reasons for poor immune function reconstruction. The close interaction between gut microbiota and food intake not only helps to degrade food nutrients but can also synthesize a variety of nutrients for human use, which is regarded as a key aspect of nutrition (Zilberman-Schapira et al., 2016; Alwarawrah et al., 2018; Valdes et al., 2018). Alterations in gut microbiota in individuals infected with HIV may lead to malnutrition and, thus, hinder immune reconstitution.

In addition, changes in intestinal microbes resulting from HIV infection may help HIV escape immune surveillance, establish effective and persistent infections in cells or tissues, and establish viral shelters that are resistant to ART (Zilberman-Schapira et al., 2016), which are known as HIV latent reservoirs. Viruses in latent HIV reservoirs can hide in the cell and assume a dormant state, escape the attack of cellular immunity and humoral immunity, and survive for a long time, thus forming a persistent infection. This may also be one of the factors affecting immune reconstitution after ART. Studies have shown that the host recognizes invading viruses through a variety of mechanisms (Kumar et al., 2011; Broz and Monack, 2013; Kieser and Kagan, 2017), while viruses achieve immune escape by targeting immune sensors, adapter molecules, intracellular kinases, and transcription factors [e.g., TLRs, NOD-like receptor (NLR), retinoic acid-inducible gene I (RIG-I), IFN-β promoter stimulator-1, and IFN gene axis] for persistent infection (Abe et al., 2019). Although the mechanism of HIV immune escape is currently unknown, considering that changes in intestinal microbes caused by HIV are associated with immune activation, intestinal microbial dysregulation may be beneficial to HIV immune escape, and intestinal microbial-mediated immune escape may be one of the reasons for poor immune reconstitution. HIV infection is associated with a marked inflammatory response and immune activation that does not disappear completely with ART. Given the close link between intestinal microbes and immunity, intestinal microbes caused by HIV infection play an important role in this change (Estrada and Gonzalez, 2018). Increased levels of pro-inflammatory and potentially pathogenic bacteria in the HIV-infected population contribute to increased levels of inflammatory cytokines in the intestine or circulation, including TNF-α, IL-6, IL-1β, IFN-γ, IL-17, and IL-22, resulting in the formation of an inflammatory environment. HIV damage to the intestinal barrier exacerbates the translocation of intestinal bacteria, resulting in systemic inflammation (Vazquez-Castellanos et al., 2015). In addition, studies have reported a significant increase in Tregs in individuals infected with HIV (Bi et al., 2009; Suchard et al., 2010) and disruption of the Treg/Th17 balance in vivo, thus forming an immunosuppressive microenvironment, while intestinal microbes play an important role in the induction and regulation of Tregs (Cheng et al., 2019). Thus, dysregulated intestinal microbes may lead to HIV evasion from the attack of the epidemic system by mediating the formation of inflammatory and immunosuppressive environments, similar to immune escape of tumors. Of course, the impact and mechanism of intestinal microbial dysbiosis on HIV immune escape and the impact of immune escape on immune reconstitution remain to be elucidated.



INTERVENTIONS TO REGULATE GUT MICROBIOTA

Because various changes in intestinal microbes during HIV infection are closely related to immune function, ART cannot fully restore the resulting local and systemic inflammation and loss of CD4+ T cells, chronic immune activation, and immune dysregulation. Developing strategies to help restore intestinal microecology is beneficial for immune reconstitution in patients with HIV-infection, especially those with poor immune reconstitution after ART.

Probiotics are living microorganisms that are beneficial to the health of the host (Hill et al., 2014), and prebiotics are a kind of healthy substrate selectively utilized by host microorganisms, which are widely used because they can benefit the treatment and prevention of diseases by altering the microbiota and/or regulating their functional equivalents (Sanders et al., 2019). Whether the intervention of probiotics and prebiotics can be used to help immune reconstitution has become a research hotspot in the treatment of patients with HIV-infection.

Normal microbiota have a tremendous impact on metabolism and inflammation. HIV infection imbalances intestinal microbes and affects the differentiation of CD4+ Th17 cells, and the balance between CD4+ Th17/Treg lymphocytes is disrupted. Probiotics can upregulate Treg activation and inhibit pro-inflammatory immune responses, which provides a basis for probiotics in combination with ART in HIV-1 (Cunningham-Rundles et al., 2011). Current evidence suggests that probiotics/prebiotics can improve microbial translocation, regulate intestinal microbes, promote CD4+ T cell reconstitution, and reduce the activity of indoleamine 2,3-dioxygenase-1 (IDO-1), contributing to the protection of Th17 cells during infection (Vujkovic-Cvijin et al., 2015; Ortiz et al., 2016). Taking probiotics or prebiotics can increase CD4+ T cell counts in peripheral blood, reduce immune activation, alter intestinal flora, and reduce sCD14 and bacterial DNA concentrations in plasma (Trois et al., 2008; Gori et al., 2011; Hummelen et al., 2011; Gonzalez-Hernandez et al., 2012; Hemsworth et al., 2012). D’Ettorre et al. (2017) found that in HIV+ individuals treated with ART, supplementation with probiotics promoted a decrease in T cell activation and an increase in Th17 frequency, and probiotics were also associated with restoration of intestinal epithelial barrier integrity, reduction in intra-epithelial lymphocyte density and intestinal cell apoptosis, and improvement in mitochondrial morphology caused in part by heat shock protein 60 (Hsp60) regulation. It can be seen that probiotic supplements have potential benefits for the physical and immune barrier integrity reconstruction of the intestinal mucosa of HIV-positive patients receiving ART, which is conducive to immune reconstitution. Furthermore, in patients with HIV-infection receiving ART, supplementation with probiotics increases T lymphocytes, significantly reduces the levels of TGF-β, IL-10, IL-12, and IL-1β, and has immunological and virological benefits (Falasca et al., 2015; Ishizaki et al., 2017). These results suggest that probiotics given to HIV-positive individuals often have positive outcomes.

Current studies all support that probiotics/prebiotics can be beneficial for the treatment of HIV infection, and no serious adverse reactions have been identified in the assessment of the risk of probiotic use (Carter et al., 2016). Only one case of Lactobacillus acidophilus bacteremia associated with AIDS linked to excessive consumption of probiotic yogurt has been reported (Haghighat and Crum-Cianflone, 2016). This suggests that probiotic supplementation is a safe and effective measure to regulate intestinal microorganisms.

Fecal microbiota transplantation (FMT) is the transfer of feces from healthy donors into the colon of patients who become ill as a result of microbiome changes, intending to normalize the composition and function of the intestinal microbiota, thereby curing the disease (Khoruts and Sadowsky, 2016; Vindigni and Surawicz, 2017). This may be a new way to restore the intestinal microbiota of people infected with HIV. Elopre et al. first reported the successful use of FMT in the treatment of recurrent refractory Clostridium infection in patients with HIV-infection (Elopre and Rodriguez, 2013). In immunocompromised patients, including those with HIV infection, FMT is an effective treatment for refractory Clostridium difficile recurrent infections with a similar incidence of serious adverse events as in immunocompromised patients (Di Bella et al., 2015; Shogbesan et al., 2018). A recent study conducted a pre-clinical evaluation of the safety and efficacy of FMT as a potential treatment for HIV-infected patients and found that the number of Th17 and Th22 cells in peripheral blood increased significantly after FMT, and the activity of CD4+ T cells in gastrointestinal tissues decreased. Importantly, the transplantation was well tolerated without any adverse clinical side effects (Hensley-McBain et al., 2016). Although HIV-infected patients tolerate FMT well, only part of the donor microbiome was implanted, and systemic inflammation markers did not change significantly after FMT (Vujkovic-Cvijin et al., 2017). In addition, considering the potential risk of serious adverse events likely due to transmission of pathogenic organisms (Azimirad et al., 2019), the clinical practice of FMT should fall under the regulations of investigative new drugs (INDs) recommended by the United States Food and Drug Administration (FDA; Moore et al., 2014; Kelly and Tebas, 2018). Therefore, the feasibility and effectiveness of FMT for patients with HIV-infection call for further studies and comprehensive evaluations.



CONCLUSION

Current research has demonstrated that HIV infection causes changes in intestinal microbial diversity and the specific bacterial composition. Nevertheless, the regulatory effect of gut microbiota on immune function is well known. The diversity and composition of the gut microbiota change in infected individuals with poor immune recovery, which may be the key factor for poor immune reconstitution in some infected individuals. Probiotics/prebiotics and FMT can restore the diversity of intestinal microorganisms to a certain extent, repair the intestinal barrier, alleviate the inflammatory response, and promote the reconstruction of immune function. However, it is not effective for all patients and there are some limitations. Although significant progress has been made in the study of gut microbiota, it is still necessary to determine whether the changes in gut microbiota mediate the pathological changes and poor immune reconstitution of people infected with HIV to provide further theory and direction for the treatment strategy of microorganisms for immune reconstitution.
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Some individuals can spontaneously clear the hepatitis C virus (HCV) after infection, whereas others develop a chronic infection. The exact mechanism of this phenomenon is unknown. We aimed to evaluate the association of plasma levels of MBL, L-ficolin, and cytokines with outcome of HCV infections in two groups of patients who cleared HCV spontaneously (CHS), and who developed chronic HCV infections (CHC). Altogether, 86 patients and 183 healthy controls were included. Of 86 patients, 36 had CHS and 50 had CHC. Concentrations of plasma MBL and L-ficolin were measured in patients and controls. Twenty plasma cytokines and adhesion molecules, including GM-CSF, ICAM-1, IFN-γ, IFN-α, IL-1α, IL-1β, IL-10, IL-12p70, IL-13, IL-17A, IL-4, IL-8, IP-10, MCP-1, IL-6, MIP-1α, MIP-1β, sE-Selectin, sP-Selectin, and TNF-α, were determined in all patients and randomly selected 45 controls. The level of MBL was significantly lower in subjects with CHS than in healthy controls (median: 293.10 vs. 482.64 ng/ml, p = 0.008), whereas the level of MBL was significantly higher in patients with CHC than in controls (median: 681.32 vs. 482.64 ng/ml, p = 0.001). No such differences in plasma L-ficolin were observed. Plasma levels of all cytokines and adhesion molecules, except ICAM-1, were significantly higher in patients than in controls. Moreover, patients with CHC had significantly higher levels of IFN-γ, IFN-α, IL-1α, IL-10, IL-13, IL-4, IL-6, and TNF-α than those with CHS. These findings implicate that lower levels of plasma MBL, together with lower levels of above mentioned cytokines may play a part in virus clearance of HCV infection.
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Introduction 

Chronic HCV infection is a global health problem and can progress to liver cirrhosis, hepatocellular carcinoma (HCC), liver failure and even death if untreated (1). In China, the reported incidence of HCV infection was 0.43%, and the incidence in the older age group is higher compared to the younger age group (2). About 10%–46% of infected patients spontaneously clear the virus, while the rest develop a chronic infection (3). However, the mechanisms for spontaneous clearance of HCV are still unclear. Studies showed associations between HCV spontaneous clearing and gene polymorphisms, such as human lymphocyte antigen (HLA) polymorphisms, IFNL3/4 polymorphisms, etc. (4, 5). Virus factors, including HCV genotype, virus heterogeneity, and HCV proteins are also associated with a spontaneous clearance of the virus (3).

Mannose-Binding Lectin (MBL) and L-ficolin are synthesized in the liver and act as soluble pattern recognition molecules (sPRM). MBL and L-ficolin recognize a wide range of microorganisms and activate the complement system through MBL associated serine proteases (MASPs) (6, 7). MBL and L-ficolin are encoded by MBL2 and FCN2 genes, respectively. Polymorphisms in MBL2 and FCN2 genes have been shown to affect blood protein concentration or oligomer formation (8, 9). A previous study also indicated that serum MBL or L-ficolin activity is associated with the development of HCC in chronic HCV patients (10). And other studies have shown a higher MBL level in chronic HCV patients than in healthy controls (11).

Many studies have shown different cytokine profiles between HCV patients and healthy adults, or between different clinical stages of a HCV infection. However, these results of the cytokine profiles in HCV patients have appeared to be controversial. Baskic et al. (12) suggested lower median values of pro-inflammatory and anti-inflammatory cytokines, including IL-1β, IL-2, IL-17A, etc., in HCV patients than in controls, and the number of participants who had detectable levels of cytokines was remarkably lower in HCV patients. Another study showed elevated concentrations of IL-2, IL-4, IL-10, and IFN-gamma in HCV patients than in controls (13).

Thus, the associations between a spontaneous HCV clearance and the two important sPRMs, MBL, and L-ficolin, and responsive cytokine profiles are still unclear. In this exploratory study, we evaluated whether plasma levels of MBL, L-ficolin, and cytokines are associated with the spontaneous clearance of HCV infection in Chinese adults.



Materials and Methods

Eighty-six HCV patients and 183 healthy adults were included in this study. All patients lived in Gu’an county, Hebei province and were infected during the donation of their bloods. The patients were enrolled during 2016 and 2018 at the Beijing You’an Hospital. Of the 86 patients, 36 were defined as CHS and 50 as CHC. The definition of CHS was a subject who tested as anti-HCV antibodies positive and RNA of HCV negative without any treatment, and that of CHC was a subject who tested as anti-HCV antibodies positive and RNA of HCV positive without diagnosed HCV-related liver cirrhosis or HCC. In addition, all patients did not have diagnosed systemic diseases such as diabetes, hypertension, heart disease, HIV, cancer, or HBV-related diseases. The control group consisted of 183 healthy adults who attended an annual health examination during 2015–2016. All subjects are Chinese and from different families, and thus considered as unrelated individuals. The study procedures performed were in accordance with the ethical standards of the responsible committee on human experimentation and with the Helsinki declaration of 1975, as revised in 1983. The demographic and clinical information of patients and controls is shown in Table 1.


Table 1 | Demographic and clinical information of patients and controls*.




Determination of Plasma MBL and L-Ficolin

Plasma MBL concentration of all patients and controls was determined as described previously (14) by human MBL ELISA kit (Raybiotech, ELH-MBL, Atlanta, USA), and was performed according to the manufacturer’s instructions. All samples were initially diluted 1:800 and the detection limit was 0.034 ng/ml.

Plasma L-ficolin concentration of all patients and controls was assayed by human ficolin-2 ELISA kit (Raybiotech, ELH-FCN2, Atlanta, USA), and was performed according to the manufacturer’s instructions. All samples were initially diluted 1:400 and the detection limit was 0.123ng/ml.



Determination of Plasma Cytokines and Adhesion Molecules

For the analysis of 20 cytokines and adhesion molecules, Inflammation 20-Plex Human ProcartaPlex™ Panel (EPX200-12185-901, affymetrix eBioscience, Vienna, Austria) was used. Plasma samples of both HCV patients and controls were thawed and centrifuged at 10,000 x g for 5 min, diluted in 1:2 with diluent (provided by the panel kit), and measured according to the manufacturer’s instructions. Altogether, plasma samples from all patients and randomly selected 45 controls were tested.



DNA Extraction

Genomic DNAs of the controls and patients were extracted from 200 μl of whole blood, using a DNA purification kit (QIAamp DNA Blood Mini Kit; Qiagen, Valencia, CA, USA), according to the manufacturer’s instructions. The extracted DNAs were stored at −20°C until used.



Genotyping of MBL2 and FCN2 Genes

The six SNPs, rs11003125 (-550, G>C, H/L), rs7096206 (-221, C>G, X/Y), rs7095891 (+4, C>T, P/Q), rs5030737 (codon 52, CGT>TGT, A/D), rs1800450 (codon 54, GGC>GAC, A/B), and rs1800451 (codon 57, GGA>GAA, A/C), of the MBL2 gene in 82 patients (4 did not have DNA samples available) and 183 controls were detected by PCR-based sequencing using primers 5’-GTAGAGAGGTATTTAGCACTC-3’ and 5’-GCCAGAGAATGAGAGCTGAA-3’ . Of the four SNPs of the FCN2 gene, rs3124952 (-986, A>G), rs3811140 (-557,A>G), and rs17514136 (-4, A>G) were detected by PCR-based sequencing using primers 5’-AAGTCTTGAGAGGTCTGCC-3’ and 5’-TCAGGGACGAGAAGTTTC-3’, and rs7851696 (+6424, G>T) by PCR-based sequencing using primers 5’-TGCCTCCTGTTCTTCTGTG-3’ and 5’-TCGCACCTTCATCTCTGAC-3’. Eighty-two patients (4 did not have DNA samples available) and all controls were analyzed for the four SNPs of the FCN2 gene. The reaction volume of each PCR assay was 50 μl, including 5 μl of 10× buffer, 1 μl of each primer (10 μM), 2μl of genomic DNA, 0.5 μl of dNTP mixture, 0.5 μl of high fidelity DNA polymerase and 40 μl of deionized water. The procedure for PCR of MBL2 SNPs was 5 min at 95°C, followed by 40 cycles (95°C for 30 s, 55°C for 30 s, 72°C for 80 s) and a final extension at 72°C for 10 min. The procedure for PCR of FCN2 SNPs was 5 min at 95°C, followed by 40 cycles (95°C for 30 s, 58°C for 30 s, 72°C for 80 s) and a final extension at 72°C for 10 min.



Statistical Analysis

Categorical variables were compared using the Chi-square test or the Fisher’s exact test, as appropriate. Normally distributed continuous variables of the two groups were compared using a student’s T-test. Non-normally distributed continuous variables of the two groups were compared using the Mann-Whitney U-test. All statistical tests were 2-tailed, and a p-value of <0.05 was considered to be significant. All analyses were executed using SPSS software, version 19.0.




Results


Demographic Data of Study Subjects

Demographic data of the study subjects are shown in Table 1. Subjects in the CHC group had a significantly higher level of alanine aminotransferase (ALT) and hemoglobin (HGB), whereas the level of blood platelet (PLT) was significantly higher in the CHS group than in the CHC group.



Comparison of Plasma Levels and Genotype Distributions of MBL and L-Ficolin Between Patients and Controls

Plasma MBL levels of all patients and healthy adults were determined. The plasma level of MBL was significantly lower in CHS patients compared to controls [median (IQR): 293.10 (158.98 and 489.20) ng/ml vs. 482.64 (169.12 and 745.84) ng/ml, p = 0.008], whereas CHC patients had significantly higher levels of plasma MBL than that of controls [median (IQR): 681.32 (506.88 and 978.34) ng/ml vs. 482.64 (169.12 and 745.84) ng/ml, p = 0.001] (Figure 1A). The P value between CHS and CHC patients was less than 0.001. Logistic regression analysis was performed due to the significant difference of the age and gender ratio of study subjects, and the difference in MBL levels among three groups remained significant (p = 0.031, 0.001, and 0.007, respectively). No differences were observed in levels of L-ficolin between controls and CHS patients or CHC patients (Figure 1B).




Figure 1 | Plasma levels of MBL (A) and L-ficolin (B) in healthy controls and in patients who spontaneously cleared HCV (CHS) and who developed chronic HCV infections (CHC).



Among the six SNPs of MBL2 studied, frequency of rs1800450 variant genotype GA was significantly frequent in control group compared with CHC group (24.6% and 10.2% for control group and CHC group, respectively; p = 0.036). Although frequency of rs1800450 variant genotype GA in CHS group was 24.2%, the statistic difference between CHS and CHC groups was not significant. This was most likely due to small sample numbers included in the two groups (Table S1). No difference was found in four FCN2 SNPs.



Association of Genotypes of MBL2 and FCN2 With Levels of Plasma Proteins

The MBL2 and FCN2 genotypes and their plasma levels were compared in all controls and 82 patients.

MBL2 genotypes of controls are shown in Table S2. The genotype, HYPA/HYPA, was the most common genotype among the controls. Subjects with the genotype A/A had significantly higher MBL levels than those with variant genotype A/B or B/B in control and CHS group (Figure S1).

FCN2 genotypes and plasma L-ficolin levels in control group are shown in Table 2 and Figure S2. Results showed that there are significant associations between the 4 SNPs and plasma L-ficolin levels. For rs3124952 and rs17514136, adults with heterozygous variants had a significantly higher level of L-ficolin, compared to those with the wild-type genotype (Table 2 and Figure S2). However, for rs3811140 and rs7851696, adults with heterozygous or homozygous variants had a significantly lower level of L-ficolin, compared to those with the wild-type genotype (Table 2 and Figure S2). Although the same trend was found in both CHS and CHC groups, the difference did not reach significance.


Table 2 | Genotypes of FCN2 gene and level of plasma L-ficolin of healthy controls†.





Cytokine and Adhesion Molecule Levels in HCV Patients and Controls

Compared to controls, levels of all cytokines and adhesion molecules, except ICAM-1, were significantly increased in patients (Table 3). When levels of cytokines were analyzed in patients with CHS or CHC separately, they were all higher than those of controls, except ICAM-1 (Tables S3 and S4). Levels of eight cytokines including IFN-γ, IFN-α, IL-1α, IL-10, IL-13, IL-4, IL-6, and TNF-α were significantly higher in patients with CHC than those with CHS (Table 4).


Table 3 | Concentrations (pg/ml) of different plasma cytokines in controls and HCV patients.




Table 4 | Concentrations (pg/ml) of different cytokines in patients who spontaneously cleared HCV (CHS) and who developed chronic HCV infections (CHC).






Discussion

Our results showed different MBL levels between healthy adults and HCV patients. CHS patients had a lower level, while CHC patients had a higher level, compared to healthy adults. The finding suggested that MBL plays an important role in HCV spontaneous clearance and is in line with earlier studies, in which a higher MBL level in chronic HCV patients compared with healthy controls, as well as a higher MBL level in HCC patients compared with HCV-positive and HCC-negative patients and healthy controls (10, 11). Koutsounaki et al. (15) showed that plasma MBL levels were adversely associated with progression to fibrosis. These studies together with our finding indicate that a higher MBL level may facilitate in progression of HCV disease. However, the exact mechanism of the association MBL has with a spontaneous clearance of HCV is unclear. One possible reason might be that during infection a strong and durable HCV-specific CD4+ and CD8+ T cell response is associated with a spontaneous clearance of the HCV infection (16). It is known that MBL can bind to T cells surface, induce cell arrest in the G0/G1 phase of the cell cycle, and thus suppresses the T cell activation (17).

Researchers showed that L-ficolin inhibits the entry of HCV at an early stage of viral infection, and L-ficolin expression in hepatocytes mediates resistance to HCV infection (18, 19). Study also suggests elevated L-ficolin as a potential biomarker for the development of HCC in chronic HCV infections (10). In this study, we did not find an association between plasma L-ficolin levels and HCV clearance and progression. However, a significant association of FCN2 polymorphisms with production of L-ficolin was observed in healthy adults, which was consistent with previous studies (20, 21).

To assess the cytokine response in HCV patients, we measured 20 different cytokines and adhesion molecules including characteristic ones for Th1, Th2, and Th17 in plasma samples of both patients and controls. The simultaneous elevation of Th1 and Th2 cytokines suggest that both Th1 and Th2 cytokines are associated with pathogenesis of a HCV infection. Many studies showed that Th1 and Th2 cytokines increased in a HCV infection. Fang et al. (22) reported that TH1 cytokine IL-2, and TH2 cytokines IL-4 and IL-10, increased in chronic HCV patients compared to healthy controls, while the TH1 cytokine, IFN-γ was not significantly changed. Sofian et al. (13) showed that levels of IL-2, IL-4, IL-10, and IFN-γ were significantly elevated in HCV patients compared to normal controls. Wright et al. (23) compared 17 cytokines between HCV patients and controls, and the overall cytokine level in HCV patients was significantly higher than in controls. However, the results for the cytokine profile in HCV patients were conflicting. Cribier et al. (24) reported lower level of TH2 cytokines such as IL-4 and IL-6, in HCV patients. Malaguarnera et al. (25) showed lower IFN-γ level in HCV patients, and suggested that a low value of IFN-γ plays a part in HCV chronicity. To determine if cytokine levels of patients with CHS recovered to the normal level as in healthy adults, cytokine levels of these patients and healthy controls were compared. Almost all cytokines measured remained higher in CHS patients than those in the controls, suggesting that the immune status of these patients is still activated. However, compared to CHC patients, CHS patients had decreased levels of certain cytokines, such as IFN-γ, IFN-α, IL-1α, IL-10, IL-13, IL-4, IL-6, and TNF-α, suggesting that these cytokines may play a part in the development of HCV chronicity. Recent studies also showed associations between polymorphisms of IFN-γ, IL-4, and IL-10 polymorphism and HCV clearance. However, the exact effect of these polymorphisms on production of cytokines was unknown (26, 27). It has been shown that the cytokine TNF-α facilitates hepatocyte proliferation and is involved in progress of advanced stages of liver disease (28). Hammad et al. (29) reported IL-6 was associated with an aggravation of the clinical state from HCV infection to cirrhosis, and then to HCC, which is similar to our results. Similarly, Shah et al. (30) reported that greater IL-6 levels are associated with liver fibrosis severity. Altogether, these reports indicate that IL-6 can be a biomarker for aggravation of the HCV infection clinical stage.

According to our result, higher MBL levels and higher cytokine (e.g., IFN-γ, IFN-α, IL-1α, IL-10, IL-13, IL-4, IL-6, and TNF-α) levels may together contribute to a HCV infection being developed into chronic HCV. Thus, the relevance between plasma MBL levels and 20 cytokines were analyzed, and MBL seemed to be positively correlated with IFN-γ, IL-4, and IL-10 in HCV patients (Figure S3). Also, we noticed a higher level of IL-10 and sP-selectin in higher MBL producing genotype (A/A) than in lower MBL producing genotype (A/B and B/B) in control group (Table S5). According to previous studies, IL-10 acts as a suppressor of T cell proliferation (31). These results indicated that a higher level of IL-10 can promote chronic HCV infection establishment. Although we did not find a significant elevation of IL-10 in CHC patients compared to CHS patients, the IL-10 level was nevertheless higher in the CHC group (median: 18.25 vs. 14.59 pg/ml)

The main limitation to our present study is the small sample size of each patient group. Therefore, the results should be interpreted with caution and we plan to collect more patients’ samples in the future. In addition, cytokines were measured in only a part of control although they were randomly selected.

In summary, our results suggest that lower MBL levels, together with lower levels of certain cytokines such as IFN-γ, IFN-α, IL-1α, IL-10, IL-13, IL-4, IL-6, and TNF-α, may play a part in the virus spontaneously clearing in a HCV infection. Also, higher MBL and these above mentioned cytokines can be aggravation biomarkers for HCV infection outcome.
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Interferons (IFNs) are the key components of innate immunity and are crucial for host defense against viral infections. Here, we report a novel role of interleukin-17A (IL-17A) in inhibiting IFN-α2 expression thus promoting chikungunya virus (CHIKV) infection. CHIKV infected IL-17A deficient (Il17a−/−) mice expressed a higher level of IFN-α2 and developed diminished viremia and milder footpad swelling in comparison to wild-type (WT) control mice, which was also recapitulated in IL-17A receptor-deficient (Il17ra−/−) mice. Interestingly, IL-17A selectively blocked IFN-α2 production during CHIKV, but not West Nile virus (WNV) or Zika virus (ZIKV), infections. Recombinant IL-17A treatment inhibited CHIKV-induced IFN-α2 expression and enhanced CHIKV replication in both human and mouse cells. We further found that IL-17A inhibited IFN-α2 production by modulating the expression of Interferon Regulatory Factor-5 (IRF-5), IRF-7, IFN-stimulated gene 49 (ISG-49), and Mx1 expression during CHIKV infection. Neutralization of IL-17A in vitro leads to the increase of the expression of these antiviral molecules and decrease of CHIKV replication. Collectively, these results suggest a novel function of IL-17A in inhibiting IFN-α2–mediated antiviral responses during CHIKV infection, which may have broad implications in viral infections and other inflammatory diseases.
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Introduction

Chikungunya virus (CHIKV) is a reemerging mosquito-transmitted alphavirus of the Togaviridae family that can cause crippling musculoskeletal inflammatory disease in humans that is characterized by fever, polyarthralgia, myalgia, rash, and headache. CHIKV, first isolated in 1953 in Tanzania, was endemic in the tropic regions of Africa and the Indian Ocean (1). Due to the increasing human travel and the rapid spread of the mosquito vectors to cooler climates, CHIKV has dramatically expanded its territory and is currently circulating in over 60 countries, including Africa, Asia, Europe, and the Americas (2). Since its introduction to the western hemisphere in 2013, CHIKV has caused an explosive epidemic in the Americas with over two million febrile cases with debilitating polyarthralgia in about 50 countries (3). However, there are no specific treatments or vaccines currently available, and the pathogenesis of CHIKV is largely unknown.

CHIKV is primarily transmitted to humans by the bites of infected female Aedes aegypti and Aedes albopictus mosquitos. After mosquito inoculation, CHIKV replicates in human epithelial cells, endothelial cells, and primary fibroblasts then enters the lymph nodes and finally disseminate to other tissues via the circulation (4, 5). Upon infection, the virus is sensed by diverse innate immune pattern recognition receptors (PRRs), such as toll-like receptors (TLRs), retinoic acid-inducible gene I (RIG I), melanoma differentiation-associated gene 5 (MDA5), and nod like receptors (NLRs). CHIKV infection induces the production of proinflammatory cytokines, chemokines, and type I interferons (IFN-α/β) (6). IFNα/β have been shown to play a key role in limiting CHIKV replication in both humans and mouse models (7). Fibroblasts are the primary target cells of CHIKV infection and also are the major producers of CHIKV-induced IFNα/β (8). Previous studies have revealed that the CHIKV infection induces antiviral responses by activating interferon regulatory factors (IRFs) (8, 9). IRF-5, along with IRF-3 and IRF-7 induces the Interferon stimulated genes (ISGs) during CHIKV infection (10). Further, IRF-7–mediated type I IFN responses provide critical antiviral protection as neonatal animals lacking either of these factors succumbed to CHIKV infection (8). Interestingly, CHIKV was one of the virus models used to discover and characterize the type I IFN (11–13). However, the regulation of type I IFN production and responses during CHIKV infection is still not clearly understood.

IL-17A, a best-characterized member of the IL-17 family, exerts diverse immune functions, including host defense from infection, tissue remodeling and repair, regulation of immune cell homing and inflammation, and cancer progression (14). For example, a high concentration of IL-17A in the joints contributes to inflammatory arthritis and other allergic and autoimmune diseases (15–20). IL-17A can facilitate WNV clearance from mouse brain by promoting CD8+ T-cell cytotoxicity (21) and also inhibit the replication of HSV by enhancing IFN-γ+ Th1 cell response (22). IL-17A signaling also has a protective role to the host during infection of adenovirus by inducing high levels of IL-7R and RORγt expression in mouse liver cells (23, 24). Similarly, IL-17A has also been suggested to facilitate the infection of coxsackievirus B3 by decreasing splenic CD8+ T cell numbers and cardiac IFN-γ production (25) and Theiler’s murine encephalomyelitis virus by up-regulating anti-apoptotic molecules (26, 27). During CHIKV infection, the serum IL-17A levels in patients with arthritis were higher than non-arthritic patients (28). In addition, strong associations between IL-17A levels and swollen joints have been identified (28, 29), suggesting IL-17A might play an important role in the pathogenesis of CHIKV; however, its detailed role has not been characterized. In this study, we identified a novel function of IL-17A signaling in promoting CHIKV infection by negatively regulating IFN-α2–mediated antiviral responses.



Materials and Methods


Ethics Statement and Biosafety

All the experimental procedures involving animals in this study were reviewed and approved by the Institutional Animal Care and Use Committees at The University of Southern Mississippi (USM). Experiments and animal studies involving live CHIKV were performed by certified personnel in Biosafety Level 3 (BSL-3) laboratories following the biosafety protocols approved by the USM Institutional Biosafety Committee.



Viruses

CHIKV (LR OPY1 2006 strain) was provided by University of Texas Medical Branch. A single passage of parental viruses was propagated in Vero cells (ATCC CCL-81) and used as viral stock for this study. The viral stocks were titrated in Vero cells by plaque assay as previously described (30, 31).



Cells

Vero cells, NIH3T3 cells (ATCC CRL-1658), and Raw 264.7 cells (ATCC TIB-71) were maintained in Dulbecco’s modified Eagle’s medium (DMEM, Life Technologies) containing 1% L-glutamine, 1% penicillin/streptomycin, and 10% fetal bovine serum (FBS). Saos2 cells (ATCC HTB-85) were cultured in McCoy’s 5A medium (ATCC 30-2007) supplemented with 15% FBS. All cells were kept in an incubator at 37°C with 5% CO2, and relative humidity of about 95%. Mouse BMDMs and BMDCs were prepared according to previous publications (32–34).



Mice

WT C57BL/6J mice were purchased from the Jackson Laboratory (Bar Harbor, ME). Breeding pairs of Il17a−/− and Il17ra−/− mice (both in a C57BL/6J background) were provided by Richard A. Flavell (Yale University School of Medicine) and Dr. Sarah Gaffen (University of Pittsburgh), respectively. All the breeders and their pups were kept in a pathogen-free room. Viral infection studies were carried out in the BSL-3 animal facility at USM.

Seven to eight weeks old, sex-matched WT, Il17a−/− and Il17ra−/− mice were subcutaneously injected on the ventral side of the left hind footpad toward the ankle with 1 × 105 PFU of CHIKV in 50-µl phosphate buffer saline (PBS), as mentioned in the previous publications (33, 35). Starting from the day of infection (day 0) to 12 days p.i., the thickness and width of the peri-metatarsal area of the infected feet were measured daily using a digital caliper (Electron Microscopy Science). The relative increase in footpad swelling was calculated and expressed in comparison to pre-infection as previously described (33–36). Blood samples were collected in 0.5M EDTA by retro-orbital bleeding to analyze viral RNA and cytokines. Mice were sacrificed at the selected time-points for collection of the infected footpad.



Quantitative PCR

Total RNA was converted into the first-strand complementary DNA (cDNA) using iSCRIPT™ cDNA synthesis kit (Bio-Rad). QPCR assays were performed in a CFX Connect Real-Time System (Bio-Rad) using SYBR Green supermix (Bio-Rad) for the detection of CHIKV-E1, immune response genes, and β-actin. Viral RNA copy numbers were expressed as the ratio of CHIKV-E1 to cellular β-actin. For QPCR assay of immune response genes, data were expressed as relative fold change (RFC) expressed by ΔΔCT method after normalizing to cellular β-actin. CHIKV-E1 and cytokine transcripts were also quantified by RT-QPCR in total RNA extracted from footpad cells. The primer sequences were designed using NCBI’s primer-designing tool and synthesized by Integrated DNA Technologies or Invitrogen (Supplementary Table 1).



Plaque Assay

Vero cells were plated in 6-welled plates at a density of 6 × 105 cells per well and incubated overnight. Cell culture supernatant or mouse serum samples were applied to the wells and incubated for 1 h at 37°C with 5% CO2. After virus adsorption, the inoculum was removed, and the cells were covered with an overlay medium containing 1% SeaPlaque agarose (Lonza). The plates were incubated for 2 to 3 days for plaque development. Plaques were visualized by staining with Neutral Red and counted.



Flow Cytometry

For flow cytometric analysis of footpad immune cells, the infected footpad tissues were collected to prepare single-cell suspension as previously described protocol (37). Briefly, the infected footpads were chopped into small pieces and incubated for 1 h at 37°C in digestion medium containing hyaluronidase and collagenase type VIII. The footpad cells were collected after filtering the mixture with 70-µm strainer. The footpad cells were fixed in 2% paraformaldehyde (Electron Microscopy Science) for 15 min at room temperature (RT). The cells were then washed and blocked with Fc block for 30 min at RT. After washing, the cells were probed with mouse monoclonal anti-CD45, CD4, CD8, CD11b, and Ly6G antibodies (BD BioSciences or eBioscience) and incubated for 1 h at RT. The cells were then washed twice and resuspended in staining buffer and analyzed in a BD LSRFortessa (BD Biosciences) using FlowJo (Version 10.4).



Histology

The infected and control mouse footpads were collected on day 6 p.i. After fixation overnight in 4% PFA, the footpads were decalcified in 10% EDTA for 10 days. Tissues were then dehydrated; paraffin embedded, and sectioned (10 µm) using a microtome (American Optical Spencer 820). The sectioned tissue slides were stained with hematoxylin and eosin (H&E), and images were acquired using a bright-field microscope (Olympus BH2).



ELISA and Immunoblotting

IL-17A and IFN-α2 in the cell culture supernatants of CHIKV-infected NIH3T3 cells was measured by using a commercial ELISA kit (Abcam) following the manufacturer’s instruction. NIH3T3 cells were infected with CHIKV at 1 MOI in the presence of recombinant IL-17A. After 24 h, the cells were lysed in Laemmli sample buffer (Bio-Rad), and the proteins were separated by 10% SDS-polyacrylamide gel electrophoresis, transferred to a nitrocellulose membrane (Bio-Rad). The membrane was blocked in 5% milk in Tris-buffered saline with Tween 20 (TBS-T) for 1h at RT and probed with mouse specific Rabbit primary antibody (Phospho-IRF-7, Cell Signaling; Phospho-IRF-5, Invitrogen; GAPDH, Abcam) in the ratio 1:1,000 at 4°C overnight in a rocker. After washing with TBS-T, horseradish peroxidase conjugated secondary antibody (Goat pAb to Rabbit IgG, Abcam; 1:5,000) was added for 1 h at RT. The membranes were washed and developed using SuperSignal West Pico Chemiluminiscence Substrate (Thermo Scientific) and images were acquired using a ChemiDoc MP system (Bio-Rad). Quantification of blot was performed by ImageLab.



Statistical Analyses

Data analysis was performed by using either a Student’s t-test or one-way analysis of variance (ANOVA) wherever applicable in GraphPad Prism software (version 6.0). p < 0.05 was considered statistically significant.




Results


CHIKV Induces the Expression of Il-17a In Vitro and In Vivo

IL-17A is a proinflammatory cytokine that plays essential roles in infections and inflammatory diseases. To test our hypothesis if IL-17A plays a role in CHIKV pathogenesis, we measured its expression in CHIKV-infected mouse and human cells. Mouse fibroblasts (NIH3T3 cells) and human bone epithelial cells (Saos2 cells) were infected with CHIKV (MOI 0.1, 0.5, and 1) for 24 h, and transcripts of Il-17a and cellular β-actin (a housekeeping gene) were measured by a reverse-transcription quantitative PCR (QPCR). The results showed an upregulation of Il-17a transcripts by CHIKV in both NIH3T3 cells (Figure 1A) and Saos2 cells (Figure 1B) in a dose-dependent manner. To relate these results in a mouse model, we infected C57BL/6J wild-type (WT) mice with CHIKV via footpad inoculation, and the blood and footpad samples were collected on days (D) 1 and 2 post-infection (p.i.). Similar to the in vitro results, Il-17a transcript levels were significantly upregulated in the blood and footpads of CHIKV-infected mice at D1 p.i. (Figures 1C, D). In addition, ELISA results showed significant increases of IL-17A at protein levels in the NIH3T3 cell culture (Figure 1E) and the plasma samples on D1 p.i. (Figure 1F). These results demonstrate that CHIKV infection induces the expression of IL-17A in physiologically relevant human and mouse cells and mice.




Figure 1 | CHIKV infection induces the expression of Il17a in mouse and human. (A, B) The expression of Il17a transcripts was measured by QPCR in NIH3T3 (A) and Saos2 (B) cells that were infected with indicated MOIs of CHIKV for 24 h and expressed as Relative Fold Changes (RFC) after normalization to cellular β-actin transcripts. WT (C57BL/6J) mice (7 to 8 weeks old) were inoculated with CHIKV (1 × 105 PFU) or vehicle control (PBS) via footpad, and blood was collected on days (D) 1 and 2 post-infection (p.i.). (C, D) RFC in the expression of Il17a transcripts in blood (C) and footpad (D) of CHIKV-infected mice was compared with that of mock-infected control mice after normalization to β-actin. (E, F) The protein levels of IL-17A was measured by ELISA in NIH3T3 cells (E) and mice blood (F). The results were analyzed either by using one-way ANOVA followed by Tukey’s test (A, B, E) or a two-tailed student’s t-test (C, D, F). The results are representative of at least two independent experiments and are expressed as mean ± the standard errors of the mean (SEM) [n = 3 biological replicates for (A, B, E); n = 7 to 11 mice/group for (C, D, F). *, **, ***, and **** denote p < 0.05, p < 0.01, p < 0.001, and p < 0.0001, respectively.





IL-17A Promotes CHIKV-Induced Footpad Swelling in Mice

To investigate the role of IL-17A in CHIKV-induced disease, we infected 7 to 8 weeks old, sex-matched WT, IL-17A–deficient (Il17a−/−), and IL-17A receptor-deficient (Il17ra−/−) mice with 1 × 105 PFU of CHIKV via footpad, as described in the previous reports (32, 37). Following infection, the CHIKV inoculated footpads usually swell between D1 and D12 p.i. in the adult WT C57BL/6J mice (32, 38). We, therefore, monitored footpad swelling daily for up to 12 days and calculated the relative increase in footpad swelling of CHIKV-infected WT, Il17a−/− and Il17ra−/− mice. The swelling data indicated that Il17a−/− and Il17ra−/− mice had milder inflammation in their inoculated footpads compared to WT control mice (Figure 2A). To corroborate these observations, we collected blood on D1 and 2 p.i. and the viremia was measured by both QPCR and plaque assay. The QPCR results showed a three-fold mean reduction of CHIKVE1 transcripts on D1 p.i. in the Il17a−/− and Il17ra−/− mice compared to WT mice (Figure 2B), whereas the CHIKV was mostly cleared from the blood on D2 p.i. Consistent with QPCR, the plaque assay also showed less infectious viruses in both Il17a−/− and Il17ra−/− mice (Figure 2C). After inoculation, the CHIKV initially replicates locally in the footpad tissues. Therefore, to assess whether the systemic viral replication is similar to viral replication in the infected footpad, we sacrificed selected mice and collected the tissues of the infected footpad on D1 and 2 p.i. and performed the QPCR analysis. Consistent with the viremia, there was an approximately two-fold reduction in CHIKVE1 RNA in the foot tissues of Il17a−/− and Il17ra−/− mice compared to the WT controls on D1 (Figure 2D). Despite the differences are not statistically significant, a similar trend remains on D2 p.i. (Figure 2D).




Figure 2 | Il17a−/− and Il17ra−/− mice are more resistant to CHIKV infection. Seven to eight weeks old WT, Il17a−/− and Il17ra−/− mice were infected with 1 × 105 PFU of CHIKV via footpad. (A) Swelling of injected footpads (peri-metatarsal area) of mice is presented as a relative increase in swelling that was calculated by measuring the thickness and width of an inoculated footpad. (B) Blood was collected on days 1 (D1) and D2 p.i., and QPCR was performed to measure the copies of CHIKV E1 and cellular β-actin transcripts. Viral burden was expressed as a ratio of copy number of CHIKV E1 to cellular β-actin transcripts and compared between WT (n = 22) and Il17a−/− (n = 17) or Il17ra−/− (n = 16) mice. (C) Plaque assay was performed to measure the viral load in the blood samples of D1 from (B). (D) Inoculated footpads of WT (n = 14) and Il17a−/− (n = 9) or Il17ra−/− (n = 9) were collected on D1 and D2 p.i., and the viral burden was quantified by QPCR after normalization to cellular β-actin. (E) Representative H&E stained histological images (10×, upper row and 20×, lower row) of peri-metatarsal area of the inoculated foot tissue (n = 5 mice/group) on D6 p.i. The layer of epidermis (a) and dermis (b) are labeled. (F) Seven to 8 weeks old WT (n = 4) and Il17ra−/− mice (n = 3) were infected with 1 × 105 PFU of CHIKV via footpad. Footpad cells were isolated at D6 p.i., and quantified by flow cytometry after probing with antibodies against CD45, CD4, CD8, CD11b, and Ly6G. The cell counts for positive cells within the gated population are shown for WT and Il17ra−/− mice. The results are expressed as mean ± SEM (A–D, F) or a representative image (E) that represents at least three independent experiments. The data were analyzed by a two-tailed Student t-test (A–D, F). *, **, and **** denote p < 0.05, p < 0.01, and p < 0.0001 respectively, when compared to WT controls).



To further dissect this observation, we performed histological and flow cytometric analysis with the inoculated footpad tissues at peak swelling (D6 p.i.). The histological analysis showed that the peri-metatarsal area of the inoculated footpads of Il17a−/− and Il17ra−/− mice had less severe swelling and tissue damage compared to that of WT mice (Figure 2E). In addition, the flow cytometric analysis demonstrated a significantly reduced infiltration of neutrophils (CD45+CD11b+Ly6G+) in the footpad of Il17ra−/− mice compared to WT mice (p < 0.05), while the differences are not statistically significant (p > 0.05) for other immune cells including CD4 T cells (CD45+CD3+CD4+), CD8 T cells (CD45+CD3+CD8+), and monocytes (CD45+CD11b+) (Figure 2F). A similar trend, but with no statistical difference, of these infiltrated cells was also observed in Il17a−/− mice compared to WT mice (data not shown). Together, these results suggest that IL-17A signaling facilitates CHIKV replication and exacerbates CHIKV-induced footpad inflammation in mice.



IL-17A Inhibits the Ifn-α2 Expression to Promote CHIKV Replication

As we observed that the deficiency in IL-17A signaling in mice led to a significantly reduced CHIKV replication in the blood and footpad tissues, we hypothesized that IL-17A signaling may inhibit the antiviral innate immune responses. To test this, we profiled the expression of a set of innate antiviral genes in CHIKV-infected WT and Il17ra−/− mice by QPCR analysis. Interestingly, we found that among 11 different genes tested (Ifn-α, Ifn-β, Ifn-γ, Rig-I, Mda-5, Myd88, Tlr3, Tlr9, Il-12, Cxcl2, and Cxcr3), the expression of Ifn-α was significantly increased in the blood of Il17ra−/− mice (Figure 3A). There are multiple Ifn-α subtypes in mice, and we further tested the effect of IL-17A signaling in the expression of these subtypes upon CHIKV infection. Interestingly, of the 11 Ifn-α subtypes tested, specifically the expression of Ifn-α2 transcripts was significantly inhibited in CHIKV-infected NIH3T3 cells (Supplementary Figure 1). To further validate these results, we first confirmed that the expression of Ifn-α2 was induced by CHIKV in NIH3T3, Saos2 cells, and mice (Figures 3B–D). We next tested if the expression of CHIKV-induced Ifn-α2 in NIH3T3 cells could be inhibited by recombinant mouse IL-17A (rIL-17A). Both QPCR and ELISA results indicated that rIL-17A treatment suppressed the expression of CHIKV-induced Ifn-α2 (Figures 3E, F) in NIH3T3 cells. Consistently, this phenotype was also confirmed in other cell types, i.e., Raw 264.7 cells, mouse bone marrow–derived macrophages (BMDM), and bone marrow–derived dendritic cells (BMDCs) (Figures 3G–L), suggesting a cell type-independent effect. We next measured the expression levels of Ifn-α2 in Il17a−/− and Il17ra−/− mice that lack IL-17A signaling to further determine if IL-17A signaling inhibits the expression of Ifn-α2 in vivo following CHIKV infection. Indeed, the mRNA level of Ifn-α2 in blood and footpads was increased in both Il17a−/− and Il17ra−/− mice than in WT mice, confirming the inhibitory effect of IL-17A on the CHIKV-induced expression of Ifn-α2 (Figures 3M–P).




Figure 3 | IL-17A down-regulates the expression of Ifn-α2. (A) Seven to eight weeks old WT (n = 5) and Il17ra−/− mice (n = 6) were infected with 1 × 105 PFU of CHIKV via footpad and the transcripts of indicated genes in blood were measured at day 1 post-infection by QPCR and normalized to β-actin mRNA. (B) NIH3T3 and (C) Saos2 cells were infected with CHIKV for 24 h, and the transcript level of Ifn-α2 was measured by QPCR and normalized to β-actin mRNA. (D) Seven to eight weeks old WT mice were mock infected (n = 7) or infected with 1 × 105 PFU of CHIKV (n = 6) via footpad and the expression of Ifn-α2 was measured by QPCR in the blood at indicated time points and normalized to β-actin mRNA. (E) NIH3T3 cells were infected with CHIKV (MOI = 1) and treated with indicated concentrations of rIL-17A for 24 and 48 h. The expression of Ifn-α2 was measured by QPCR and normalized to cellular β-actin mRNA. (F) The protein level of IFN-α2 was measured by ELISA in NIH3T3 cells infected with CHIKV (MOI = 1) and treated with different concentrations of rIL-17A. (G, H) Raw 264.7 cells were infected with CHIKV (MOI = 1) in the presence of indicated concentrations of rIL-17A and incubated for 24 and 48 h followed by the measurement of mRNA level (G) and protein level (H) of IFN-α2. (I–L) Mouse bone marrow derived-macrophages (I, J) and dendritic cells (K, L) were infected with CHIKV (MOI = 1) for 48 h in the presence of rIL-17A (100 ng/ml). The level of Ifn-α2 was measured either by QPCR normalized to cellular β-actin mRNA or by ELISA. (M, N) WT (n = 4), Il17a−/− (n = 8) and Il17ra−/− mice (n = 10) were infected with 1 × 105 PFU of CHIKV via footpad. Blood was collected on days 1 and 2 post-infection, and the mRNA level of Ifn-α2 was measured by QPCR and normalized to β-actin mRNA between WT and Il17a−/− mice (M), and WT and Il17ra−/− mice (N). Ifn-α2 mRNA levels in the footpads of Il17a−/− mice (O) and Il17ra−/− mice (P) were measured by QPCR and normalized to β-actin mRNA. All the data represent at least two independent experiments performed in triplicates and analyzed by one-way ANOVA followed by Turkey’s test, (*, **, and *** denote p < 0.05, p < 0.01, and p < 0.001 respectively, when compared to untreated control).



To test if IL-17A also inhibits the expression of Ifn-α2 during other virus infections, we infected NIH3T3 cells with West Nile virus (WNV) or Zika virus (ZIKV) in the presence of rIL-17A, and measured Ifn-α2 mRNA by QPCR or ELISA. Interestingly, the results suggested that IL-17A has no such effect on IFN-α2 production during WNV and ZIKV infections (Supplementary Figures 2A–C). IL-17F, a closely related member of IL-17 family, has related functions to IL-17A and also shares the same set of receptors IL-17RA and IL-17RC. To test if IL-17F function similarly with IL-17A in the regulation of IFN-α2, we measured the level of CHIKV-induced Ifn-α2 expression in NIH3T3 cells upon recombinant IL-17F (rIL-17F) treatment (Supplementary Figures 2D, E). Our results demonstrated that only IL-17A, but not IL-17F, inhibited the CHIKV-induced IFN-α2 expression. As a consequence, the treatment of rIL-17A after CHIKV infection significantly increases the virus replication in NIH3T3 cells (Figures 4A, B), which may be due to the reduced antiviral IFN-α2 production. In another experiment, we also tested if the cells pretreated with rIL-17A could enhance susceptibility to CHIKV infection. The results showed that the pretreatment with rIL-17A, but not rIL-17F, enhanced CHIKV replication (Figures 4C, D), implying that IL-17A constrains the production of IFN-α2 thus facilitating CHIKV replication. The antiviral activities of IFN-α2 were confirmed by the experiment showing that the presence of rIFN-α2 constrains CHIKV replication in NIH3T3 cells (Figures 4E, F), while the addition of rIL-17A neutralizes the antiviral effects of rIFN-α2 (Figure 4G). However, it does not rule out that the observed effect of IL-17A happens independently of CHIKV infection. Next, we tested if the presence of IL-17A neutralizing antibody could inhibit the effects of CHIKV-induced IL-17A. We infected NIH3T3 cells with CHIKV in the presence of IL-17A neutralizing antibody or anti-flavivirus 4G2 antibody as an isotype control. The results show that CHIKV replication is inhibited and the expression level of Ifn-α2 increases in the presence of IL-17A neutralizing antibody, but not of the control antibody (Figures 4H, I). Collectively, these results demonstrate that IL-17A signaling inhibits the production of IFN-α2, thus facilitating the CHIKV replication in vitro and mice.




Figure 4 | IL-17A, but not IL-17F, promotes CHIKV replication in NIH3T3 cells. (A, B) NIH3T3 cells were infected with CHIKV (MOI =1) in the presence of indicated concentrations of rIL-17A for 48 h. The ratio of CHIKVE1 to cellular β-actin transcripts was determined by QPCR (A) and the number of infectious virus in the culture supernatants were measured by a plaque assay (B). (C) NIH3T3 cells were preincubated for 24 h with indicated concentrations of rIL-17A, then infected with CHIKV (MOI = 1) for an additional 48 h. The ratio of CHIKVE1 RNA to cellular β-actin transcripts was determined by QPCR. (D) NIH3T3 cells were infected with CHIKV (MOI = 1) in the presence of IL-17F for 48 h, and the ratio of CHIKVE1 RNA to cellular β-actin transcripts was determined by QPCR. (E, F) NIH3T3 cells were treated with recombinant IFNA2 for 8 h and then infected with CHIKV at 1 MOI for 24 h. The ratio of CHIKVE1 to cellular β-actin transcripts was determined by QPCR (E) and the infectious virus in the cell medium were measured by a plaque assay (F). (G) NIH3T3 cells were treated with rIL-17A and IFNA2, then infected with CHIKV at 1 MOI for 24 h. The ratio of CHIKVE1 to cellular β-actin transcripts was measured by QPCR. (H, I) NIH3T3 cells were infected with CHIKV (1 MOI) in the presence of rIL-17A, IL-17A neutralizing antibody or anti-flavivirus 4G2 antibody as an isotype control for 24 h. The ratio of CHIKVE1 to cellular β-actin mRNA was determined by QPCR (H) and the expression of Ifn-α2 was measured by QPCR and normalized to cellular β-actin mRNA (I). All the data represent at least two independent experiments performed in triplicates and analyzed by one-way ANOVA followed by Turkey’s test, (*, **, and *** denote p < 0.05, p < 0.01, and p < 0.001, respectively, when compared to untreated control). ns denotes not significant.





IL-17A Inhibits the Expression of Ifn-α2 via IRF-5 and 7 Pathways

We next hypothesized that IL-17A signaling interrupts the signaling pathway(s) that differentially regulate the expression of Ifn-α subtypes and thus inhibiting the expression of Ifn-α2. Relative amounts of IRF genes have been shown to modulate the differential expression of various IFN-A subtypes during paramyxovirus infection (39). IRF genes have been shown to play protective roles against CHIKV infection (9). Therefore, we assessed the role of IL-17A signaling in the expression of IRF genes during CHIKV infection. We infected NIH3T3 cells with CHIKV in the presence of rIL-17A for QPCR analysis, and the results showed that the expression of Irf-3, Irf-5, and Irf-7 was inhibited at the transcriptional levels (Figures 5A–C). In addition, the immunoblotting analysis suggests that IL-17A inhibits the phosphorylation IRF-5 and IRF-7 during CHIKV infection (Figures 5D, E), while the phosphorylation of IRF-3 was not detected (data not shown). Considering IL-17A inhibits the expression and phosphorylation of IRF-5 and IRF-7 in the cell culture during CHIKV infection, we measured the levels of Irf-5 and Irf-7 mRNA in mice blood and footpads following CHIKV infection. Consistent with the results, the levels of Irf-5 are significantly upregulated in the blood and footpads of Il17a−/− and Il17ra−/− mice compared to WT control mice (Figures 5F–H). A similar trend is also shown for Irf-7, although the difference is not statistically significant (Figures 5I–K). These results indicate that IL-17A may inhibit the expression of Ifn-α2 via IRF-5 and 7 pathways. We next tested if IL-17A signaling inhibits IFN-mediated antiviral responses. We tested the expression of a set of ISGs (Isg-15, Isg-49, Isg-54, Isg-56, Oas1a, Mx1, Ifitm3, and bst2) by QPCR in the blood and footpads of WT, Il17a−/− and Il17ra−/− mice following CHIKV infection. Interestingly, we found that among those test ISGs, Isg-49, and Mx1 were significantly upregulated in Il17a−/− and Il17ra−/− mice footpads compared to the WT controls (Figures 5L–M). Similar patterns were observed in the blood, although the difference was not significant (data not are shown). We further confirmed that the expression of Irf-5, Irf-7, Isg-49, and Mx1 were upregulated in the presence of IL-17A neutralizing antibody in CHIKV-infected NIH3T3 cells (Figures 5N–Q). Collectively, these results demonstrate that IL-17A signaling inhibits IFN-α2–mediated antiviral responses during CHIKV infection.




Figure 5 | IL-17A downregulates the expression of Irf5 and Irf7 during CHIKV infection. NIH3T3 cells were infected with CHIKV (MOI = 1) and simultaneously treated with indicated concentrations of rIL-17A for 48 h. The transcripts of Irf-3 (A), Irf-5 (B), and Irf-7 (C) were measured by QPCR and expressed as RFC after normalization to cellular β-actin mRNA. (D) NIH3T3 cells were infected with CHIKV (MOI = 1) for 24 h in the presence of IL-17A (100 ng/ml) and indicated proteins in the cell lysates were analyzed by immunoblotting (left) and the ratio of phosphorylated IRF-5 to GAPDH was calculated by densitometric measurement by using ImageLab (right). (E) The immunoblotting analysis was done similarly for IRF-7 and GAPDH (left), and the ratio of phosphorylated IRF-7 to GAPDH was calculated by densitometric measurement by using ImageLab (right). (F, G) WT (n = 4), Il17a−/− (n = 10), and Il17ra−/− (n = 10) mice were infected with 1 × 105 PFU of CHIKV via footpad. Blood was collected on days 1 and 2 post-infection, and the mRNA levels of Irf-5 were measured and normalized to β-actin mRNA between WT and Il17a−/− mice (F), and WT and Il17ra−/− mice (G). Footpads were collected from selected WT (n = 4) and Il17a−/− (n = 4) mice on D1 p.i., and the mRNA level of Irf-5 was measured and normalized to β-actin mRNA between WT and Il17a−/− mice (H). The mRNA levels of Irf-7 were measured in the blood of Il17a−/− mice (I), the blood of Il17ra−/− mice (J), and the footpads of Il17a−/− mice (K). (L, M) Isg-49 and Mx1 mRNAs in the footpads (n = 5 to 10/group) on D1 p.i. (N–Q) NIH3T3 cells were infected with CHIKV (1 MOI) in the presence of IL-17A, anti-Il17A antibody or 4G2 control antibody for 24 h. The level of Irf-5 (N), Irf-7 (O), Isg-49 (P), and Mx1 (Q) were measured and normalized to cellular β-actin mRNA. The data (A–C and N–Q) represent the results of two independent experiments carried out in triplicates, and analyzed by one-way ANOVA followed by Turkey’s test, (*, **, and *** denote p < 0.05, p < 0.01, and p < 0.001 respectively, when compared to untreated control). The results (F–M) represent three independent experiments analyzed by a two-tailed Student t-test, (*, **, and *** denote p < 0.05, p < 0.01, and p < 0.001 respectively, when compared to WT controls). ns denotes not significant.






Discussion

IL-17A signaling has been associated with several inflammatory diseases in humans, such as rheumatoid arthritis (40, 41), systemic lupus erythematosus (42), and Crohn’s disease (43, 44). Among its diverse functions, IL-17A can regulate the activities of various other inflammatory cytokines, which include TNF-α, IL-1β, and IFN-γ (45–48). For example, IL-17A signaling has also been shown to upregulate joint destructive factors by stimulating transcriptional NF-κB activity and expression of IL-1, granulocyte/macrophage colony-stimulating factor (GM-CSF), prostaglandin E2, IL-6, IL-8, and TNF-α in fibroblasts, endothelial and epithelial cells, and inducing T cell proliferation (46, 49–56). In this study, we report a novel role of IL-17A in inhibiting IFN-α2 expression during CHIKV infection.

CHIKV infection in humans can induce severe inflammatory responses and chronic arthritis, which is correlated with the increased production of IL-17A in patients (6, 57). As such, it is plausible to hypothesize that IL-17A may play an important role in the pathogenesis of CHIKV. We detected a significant up-regulation of Il-17a in both human and mouse cells, and mouse blood and footpads following CHIKV infection (Figure 1). Interestingly, the CHIKV burden was negatively regulated by IL-17A signaling as both Il17a−/− and Il17ra−/− mice exhibited lower CHIKV loads in their blood and mild swelling in inoculated footpads compared to those of WT mice (Figure 2). These results suggest that IL-17A signaling facilitates CHIKV replication and disease in mice. In mouse models, after subcutaneous inoculation of CHIKV via footpad, biphasic swelling responses usually occur in the inoculated footpad. Two peaks of swelling can be observed on around days 1–3 and 5–7 p.i., respectively. Mice also develop severe arthritis, tendonitis, and fasciitis in the inoculated foot, but these inflammatory effects are generally milder in the contralateral foot without swelling (32, 34, 38). Consistent with these results, in our study, the major peak of CHIKV-induced footpad swelling occurred on day 6 p.i. when the viruses had been cleared from the animal circulation, which suggests that the second peak of the swelling is largely mediated by pathogenic immune responses.

Type I IFN signaling has been shown to play an essential role in controlling infections of alphaviruses including CHIKV (58–60). Inhibition of type I IFN signaling in mice causes severe CHIKV-associated disease due to higher viral loads and virus dissemination to the CNS (58, 61). As the major target cells, fibroblasts can be infected by CHIKV in vitro and in vivo (4, 7) and are the major source of type I IFNs responding to CHIKV infection (7). Our results on NIH3T3 cells indicate that IL-17A inhibits IFN-α2 expression during CHIKV infection (Supplementary Figure 1 and Figure 3). We also showed the same effect of IL-17A on the other cell types, such as BMDMs and dendritic cells, as well as mouse macrophage cells (Raw 264.7), suggesting that IL-17A inhibits IFN-α2 expression during CHIKV infection in a cell-type independent manner. The blockade of IFN-α in mice results in the increases of CHIKV viral loads in the infected foot and serum demonstrating its importance in restricting viral replication and spread (62). Our in vitro results show that CHIKV replication is supported by IL-17A, which may be due to the decrease in the production of IFN-α2. We further showed that Ifn-α2 was upregulated in Il17a−/− and Il17ra−/− mice compared to WT mice after CHIKV infection, which may be the reason for lowering the level of CHIKV after infection. Our results further suggest that IL-17A, but not IL-17F, specifically inhibits the expression of IFN-α2 during CHIKV, but not WNV or ZIKV infection (Figure 4 and Supplementary Figure 2). Both IL-17A and IL-17F belong to the same cytokine family and bind to the same receptors, but their specificity and binding affinity to the receptors differ. This might account for the differences observed in the inhibition of IFN-α2 and the replication of CHIKV in the presence of IL-17A and IL-17F. Alphaviruses are known for their antiviral counter defense strategies during infection, the C-terminal domain of CHIKV nsP2 specifically inhibits IFN response by promoting the nuclear export of STAT1 (63). Further, alphaviruses have evolved mechanisms to obstruct antiviral responses by inhibiting specific signaling pathways and modulating the host cell shutoff by the inhibition of general transcription and/or translation (64, 65). These properties of CHIKV might be involved in the inhibition of IFN-α2 expression during CHIKV infection, but not during WNV and ZIKV infection.

In mice, the family of type I IFN consists of 14 IFN-α subtypes and single forms of IFN-β, IFN-ϵ, IFN-κ, and IFN-ω (66). In response to viral infection, host cell PRRs recognize the viral ligands and leads to the production of IFN-β and IFN-α4 through activation of IRF-3 (67–71). Through autocrine and paracrine signaling, these IFNs modulate the expression of various transcriptional factors and ultimately induce expression of diverse IFN subtypes and IFN stimulated genes (ISGs). One of the transcriptional regulators induced by these IFNs is IRF-7, which induces all other IFN-α subtypes in a positive feedback loop, thus amplifying the response (72–74). Thus, IRF-3, IRF-5, and IRF-7 are considered to be the master regulators of type I IFN induction and ISG expression. The combined effect of these three transcription factors has been shown to coordinately regulate IFN response during WNV infection (75). In lethal CHIKV infection, the survival time of Irf3−/− Irf7−/− double knockout mice are longer than Ifnar1−/− mice (7), thus speculating the role of additional transcription factors, such as IRF-5, contributing to the IFN response after CHIKV infection. Here, we show that IRF-3, IRF-5, and IRF-7 are inhibited by IL-17A at the mRNA levels during CHIKV infection; however, the phosphorylation of IRF-3 was not detectable by immunoblotting, suggesting IRF-3 may not play an essential role mediating IL-17A–IFN-α2 pathway. Instead, the expression and phosphorylation of Irf-5 and Irf-7 are inhibited by IL-17A, indicating that IL-17A signaling inhibits IFN-α2 mainly by affecting IRF-5 and IRF-7 mediated pathways (Figure 5). Type I IFNs bind to their receptors and initiate the JAK-STAT signaling pathways and induce the production of the ISGs that are critical to control viral replication. Our results show the transcript levels of Isg-49 and Mx1 decrease in the presence of rIL-17A while increase in the presence of IL-17A neutralizing antibody during CHIKV infection, thus suggesting IL-17A directly or indirectly inhibits the ISG-49 and Mx1-mediated antiviral responses against CHIKV replication.

Different IFN types may exert different functions during CHIKV infection, IFN-α limits early viral replication and dissemination; while IFN-β modulates neutrophil-mediated inflammation (62). Among IFN-α subtypes, IFN-α2 can be induced by Herpes Simplex Virus, Respiratory Syncytial Virus, and Newcastle Disease Virus (76). It has antiviral effects against influenza A virus and human metapneumovirus (76–78). We found that IL-17A inhibits the expression of IFN-α2 during CHIKV infection in a variety of cell types. The level of IFN-α2 was decreased and the viral replication was increased during CHIKV infection in the presence of rIL-17A. Our results also indicate only IFN-α2, but not the other 10 tested IFN-α subtypes is inhibited by IL-17A. Therefore, these results suggest that the increase of the production of IFN-α2 in the absence of IL-17A signaling may contribute to the reduced viral burden in the blood and footpad during CHIKV infection. Supporting this hypothesis, we showed that the level of CHIKV is less in the infected cells in the presence of recombinant IFNA2. Consistent with the previous research that has demonstrated that type I IFN signaling is essential to mitigate CHIKV-induced pathogenicity in mice (9, 62). Furthermore, we found that the infiltration of neutrophils into the footpads of Il17ra−/− mice was significantly reduced compared to WT mice on day 6 p.i. when the second peak of footpad swelling occurred. Neutrophils have been shown to be a major player contributing to CHIKV-induced inflammation and tissue damage in joints (79), which may be due to the increased level of inflammatory mediators, such as CXCL1, CXCL2, granulocyte colony-stimulating factor (G-CSF), IL-1β, and decreasing the level of anti-inflammatory macrophages. The lower viral burdens in the early phase of CHIKV infection seen in Il17a−/− and Il17ra−/− mice, may cause reduced levels of these inflammatory mediators, thus leading to a less severe footpad swelling on day 6 p.i.

In conclusion, our study discovers a novel role of IL-17A in inhibiting IFN-α2 production during CHIKV infection. Further studies are warranted to dissect the mechanism by which IL-17A regulates CHIKV-induced IFN-α2 expression, which may have broad implications in the understanding of IL-17A regulated immunity and development of novel IL-17A–based therapeutic strategy.
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Hyperactivation of the host immune system during infection by SARS-CoV-2 is the leading cause of death in COVID-19 patients. It is also evident that patients who develop mild/moderate symptoms and successfully recover display functional and well-regulated immune response. Whereas a delayed initial interferon response is associated with severe disease outcome and can be the tipping point towards immunopathological deterioration, often preceding death in COVID-19 patients. Further, adaptive immune response during COVID-19 is heterogeneous and poorly understood. At the same time, some studies suggest activated T and B cell response in severe and critically ill patients and the presence of SARS-CoV2-specific antibodies. Thus, understanding this problem and the underlying molecular pathways implicated in host immune function/dysfunction is imperative to devise effective therapeutic interventions. In this comprehensive review, we discuss the emerging immunopathological determinants and the mechanism of virus evasion by the host cell immune system. Using the knowledge gained from previous respiratory viruses and the emerging clinical and molecular findings on SARS-CoV-2, we have tried to provide a holistic understanding of the host innate and adaptive immune response that may determine disease outcome. Considering the critical role of the adaptive immune system during the viral clearance, we have presented the molecular insights of the plausible mechanisms involved in impaired T cell function/dysfunction during various stages of COVID-19.
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INTRODUCTION

Following reports of severe pneumonia cases of unknown etiology from Wuhan, China, multiple groups identified the pathogenic agent responsible for the current COVID-19 pandemic as the SARS-CoV-2 virus (Chan et al., 2020; Huang C. et al., 2020; Zhu et al., 2020). The last several months have seen an unprecedented surge in research efforts to understand the underlying molecular mechanisms associated with SARS-CoV-2 infectivity, immunogenicity, and pathogenesis. Since it is now evident that SARS-CoV-2 employs the same set of receptors and host cells, previously utilized by SARS-CoV, various disease models were developed to understand the molecular networks implicated in viral evasion, host immune response, and immuno-pathogenesis. Multiple factors and pathways are already known based on previous knowledge from other coronaviruses, which have shown promising potential as therapeutic targets (Tay et al., 2020). But a more comprehensive understanding to develop highly effective therapies is yet to emerge, which demands better molecular details at various stages of the virus propagation and disease progression in the host cells. In the initial early mild phase of infection (Stage I), the virus remains confined to the upper respiratory tract (nasal cells, some areas of pharynx and larynx) which elicits low levels of the innate immune response (if any). This asymptomatic state lasts for a couple of days (generally one or two days) before the virus propagates to the conducting and terminal airways (Stage II). During this stage of the disease, an optimal but controlled adaptive and innate immune response will help to combat the infection. Successful viral clearance from recovered patients, show the presence of adequate adaptive immune cells along with the immunomodulatory molecules and neutralizing antibodies (Cao, 2020; Tay et al., 2020). However, an impaired adaptive immune response at this stage, with concomitant overactivation of the innate immune system (inflammatory macrophages and neutrophils) can lead to severe disease symptoms in ∼20% of COVID-19 patients (Wu and McGoogan, 2020). Recent clinical and histopathological data from deceased patients suggest adaptive immune dysfunction and heightened proinflammatory response with inflammatory cell infiltration into the lungs (Stage III). Further, the disease severity positively correlated with increased levels of proinflammatory IL-6 and an increase in the neutrophil/lymphocyte ratio (Liu T. et al., 2020; Tan L. et al., 2020b; Tan M. et al., 2020c). Between 3 and 17% of COVID-19 patients developed acute respiratory distress syndrome (ARDS), as a result of hyper inflammation (excessive infiltration of activated innate immune cells and cytokine release syndrome) and lymphocytopenia (reduced levels of CD4+, CD8+, and B cells) (Gibson et al., 2020). These changes are followed by cell death and tissue destruction, which ultimately leads to airway collapse, multiple organ failure and death in 67–85% of ICU patients, based on the available data so far (Wu and McGoogan, 2020; Xu Z. et al., 2020; Zhang H. et al., 2020). Here, we discuss the molecular determinants implicated in the success or failure of recovery through various phases of immune response generated by the host cells. We have built an immunological trajectory of COVID-19 patients who have successfully cleared the virus against those who have developed severe symptoms, with emphasis on virus sensing and evasion mechanisms, and the spatiotemporal role of the innate and adaptive immune system. Further, we provided cellular and molecular details of cytokine storm and ARDS in COVID-19 patients.



INNATE NUCLEIC ACID SENSING AND VIRAL EVASION MECHANISMS


Nucleic Acid Sensors in Antiviral Signaling

SARS-CoV-2, like its predecessor SARS-CoV, employs spike (S) protein to enter into the eukaryotic cells by binding to the surface-expressed ACE2 receptors. Upon binding, S protein priming takes place by the membrane expressed protease TMPRSS2 or endosomal proteases such as cathepsin, elastase, and furin (which is specific to SARS-CoV-2) to induce fusion between the viral and host cell membrane (Hoffmann et al., 2020; Shang et al., 2020; Walls et al., 2020; Wang Q. et al., 2020). Following these well-coordinated events, viral genetic material will release in a biphasic manner, i.e. either by direct fusion with the plasma membrane or by following the endocytic route as shown previously for SARS-CoV (Belouzard et al., 2012; Shang et al., 2020; Figure 1). An increasing list of cell types appear directly infected by the SARS-CoV-2, which include the alveolar epithelial type II cell (ATII) as the principal targets, and other cell types lining various tissues such as bronchial epithelial cells in lungs, goblet cells in the nasal cavity, macrophages, esophageal cells, pancreatic β-cells, and gastrointestinal epithelial cells (Li M.Y. et al., 2020; Sungnak et al., 2020). All these cell types express the S protein target receptor ACE2, albeit with lower expression. However, ATII cells remain the predominant targets for SARS-CoV-2 as for SARS-CoV, which are involved in the sensing of the various viral proteins.
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FIGURE 1. Proposed model of SARS-CoV-2 entry into the host cells. Based on available literature on SARS-CoV and recent findings on SARS-CoV-2, we suggest two different mechanisms that can be employed by SARS-CoV-2 to enter into the ACE2 expressing cells. (1) Initially the virus may use the cell membrane mode of entry. The first step is the binding of the spike protein of the virus with ACE2 receptors expressed on the plasma membrane of host cells. (2) The attachment with ACE2 is followed by the cleavage of S protein by membrane bound proteases like TMPRSS2. TMPRSS2 cleaves the membrane bound virus at both S1/S2 boundary as well as at S2’ site. (3) This activates the fusion machinery, and subsequently, the viral membrane fuses with the host cell plasma membrane. (4) This leads to release of the viral nucleocapsid into the cytoplasm. (5) The replication, assembly, and maturation of virus takes places in the cytoplasm. (6) Before dissemination, SARS-CoV-2 may also undergo pre-activation in the golgi apparatus by furin proteases. (7) The fully mature and pre-activated SARS-CoV-2 eventually disseminates from host cells by exocytosis. During subsequent infection cycles, the virus may utilize either cell membrane or (8–11) the more probable endocytic entry route. In the endocytic mode of entry, (8) after attachment with ACE2, (9) the virus gets endocytosed and (10) then processed at the S2’ region by endosomal proteases like cathepsins, to activate membrane fusion. (11) Finally, the viral components are released into the cytoplasm by fusion of the viral membranes with endosomal membrane, leading to repeat of the cycle.


Preceding studies on human infecting coronaviruses (CoVs) have demonstrated a critical role of nucleic acid-sensing (NAS) pathways in recognizing various components of these viruses to initiate an early antiviral response. Whereas, potent inhibitory mechanisms are developed by CoVs to prevent or delay early antiviral responses (Rose et al., 2010; Adedeji et al., 2013). These inhibitory signals affect a range of host defense pathways to allow the propagation of CoVs. Some inhibitory signals may even activate cell death pathway to induce a robust proinflammatory state. Studies from in vitro cell culture, animal models, and patients who have successfully recovered from SARS-CoV infection have provided detailed molecular insights about signaling molecules implicated in virus-host interaction that may also serve as a model to understand a similar process in SARS-CoV-2 (Totura and Baric, 2012).

After release into the cytoplasm, the ssRNA viral genomes of SARS-CoV and SARS-CoV-2 proceed to replication via a double-stranded RNA (dsRNA) intermediate state (Adedeji et al., 2012; Cascella et al., 2020). Both ssRNA and dsRNA act as pathogen-associated molecular patterns (PAMPs) which are recognized by pathogen recognition receptors (PRRs; Leiva-Juárez et al., 2018). ATII cells are known to express key endogenous PRRs like Toll-like receptors (TLRs), cyclic GMP–AMP synthase (cGAS); and retinoic acid-inducible gene I (RIG-I)-like receptors (RLRs). Among these, cytosolic RLRs and endosomal TLRs (TLR3, TLR7, TLR8, TLR9) have a prominent role in initiating the antiviral response by sensing RNA from SARS-CoVs (Lester and Li, 2014; Chan and Gack, 2016).

RLRs are a complex of sensor proteins that include RIG-I, melanoma differentiation-associated gene 5 (MDA5), and the more recently discovered probable ATP-dependent RNA helicase DHX58 (also known as LGP2) (Jiang et al., 2011; Leiva-Juárez et al., 2018). RIG-I binds to 5’-PPP RNA and short dsRNA, while MDA5 binds to longer RNA fragments (Huang et al., 2014). Binding of pathogenic RNAs induces conformational changes in RIG-I and MDA5, and after that post-translational modifications activate these proteins. Importantly, RIG-I is activated by E3 ligase tripartite motif protein 25 (TRIM25) via polyubiquitination at K172 residue (Sanchez et al., 2016); MDA5 is proteolytically inactivated by the polyubiquitination mediated by poly (rC) binding protein 2 (PCBP2) with assistance from AIP4/ITCH (Atrophin 1 Interacting Protein 4; also called ITCH) (You et al., 2009). LGP2 acts as a facilitator to enhance viral sensing by RIG-1 and MDA5 (Satoh et al., 2010). Activated RIG-I and MDA5 then mount the downstream signaling cascade via centrally placed mitochondrial antiviral signaling protein (MAVS) and eventually lead to the coordinated activation of IRF3/IRF7 transcription factors (Figure 2). Activated IRF3/7 translocates to the nucleus and induces expression of IFNs via IFN-stimulated response element (ISRE) reviewed by West et al. (2011) and Rehwinkel and Gack (2020). Thus, centrally placed MAVS activation induces expression of IFN genes via IRF3 and IRF7 pathways and recruitment of other innate immune cells, majorly by proinflammatory molecules secreted via NF κB signaling (Figure 2). Similarly, activation of endogenous TLR pathway induces expression of IFN type I, type III, and more specifically, proinflammatory molecules via the NF κB pathway (Gong et al., 2020). Blocking of either IRF3/7 or NF κB pathway has a detrimental effect on host cells that invariably allows propagation of the virus (Lazear et al., 2013; Schmitz et al., 2014; Totura et al., 2015; Chiang and Liu, 2019). In animal studies, mice that are deficient in TLR signaling exhibit robust infection and severe pathological condition during SARS-CoV infection. TLR3 and TLR4 knockout mice exhibited increased viral titers associated with lung damage and a higher mortality rate (Totura et al., 2015). Mice with a knockout of myeloid differentiation primary response 88 (MYD88), which acts downstream of TLR signaling had increased damage to the lung parenchyma with a 90% mortality rate (Sheahan et al., 2008). Conversely, activation of endogenous TLR signaling by TLR7, TLR8, and TLR9 or cell surface-expressed TLR4 signaling was associated with a significant decrease in viral propagation, attenuated lung damage, and increased the survival rate in SARS-CoV infected animals (Zhao et al., 2012). These findings thus point to an integral role of these molecular sensors in mounting early protective antiviral response and aiding viral clearance.
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FIGURE 2. Molecular and signaling pathway implicated in host cell antiviral response. (A) After the viral contents are released into the cytoplasm, the viral RNA is recognized by host cell NASs like RIG-I and MDA5. Counter-defense may be provided by the viral proteins, NSP14 and NSP16 to shield the viral RNA from sensing by the NASs. However, if successfully recognized, RIG-I and MDA5 get activated and subsequently activate the centrally placed MAVS located on mitochondria. MAVS acts as a molecular adaptor that further recruits TRAF2/3/5/6. Association of the type of TRAF with MAVS is suggested to determine the type of downstream signaling, i.e., IRF3/7 and/or NF-κB. At the MAVS junction, the association of TRAF5/6 with TRADD, FADD, and RIPK1 activates NF-κB. Whereas, binding of MAVS with STING activates TBK1 and IKKε by interacting with TRAF2/3, which eventually results in the activation of IRF3 and IRF7 (Chen et al., 2014). Activated IRF3, IRF7, and NF-κB translocate to the nucleus and induce the expression of IFN genes. (B) The transcribed IFNs act on the respective IFN receptors (IFNRs) present on the host cells as well as on other innate immune cells, thus signaling in a both autocrine and paracrine manner. Signaling via IFNRs activates the JAK/STAT signaling pathway and subsequently induces the expression of ISGs. These molecular events were recently reviewed (Rehwinkel and Gack, 2020). ISGs transcribed will eventually inhibit viral propagation. However, SARS-CoV and likely SARS-CoV-2 have developed counter-defense mechanisms to interfere at various steps in the NAS signaling pathway. NSP4a inhibits TRIM25, which is required for RIG-I activation. N protein inhibits MDA5, NSP14 inhibits MAVS, ORF9b inhibits RIG-I/MDA5 activation complex, M protein interferes with TANK, IKKε, and TBK1 signaling, and PLpro inhibits various RIG-I, MDA5, and MAVs downstream signaling steps. SARS-CoV-2 proteins acting at various steps in blocking NAS and IFN signaling are shown in the red box. NAS, Nucleic acid sensors; RIG-I, Retinoic acid-inducible gene I; MDA5, melanoma differentiation-associated protein 5; TRAF, TNF receptor-associated factor; STING, ER-associated stimulator of interferon genes; FADD, FAS-associated death domain protein; IRF, Interferon regulatory factor (IRF3/7); TRADD, TNFR1-associated death domain protein; IKKε, IκB kinase-ε; RIPK1, Receptor-interacting protein 1; TANK, TRAF family member-associated NF-kappa-B activator; TBK1, TANK-binding kinase 1; ISG, Interferon stimulatory gene; TRIM25, Tripartite motif-containing protein 25.


The role of these molecular sensors is not yet comprehensively studied in SARS-CoV-2, but a few recent reports suggest that these sensors are similarly involved in the early antiviral response during infection. The immunoinformatic approach revealed the presence of a wide range of ssRNA SARS-CoV-2 genome fragments as potential molecular PAMPs which were presumed to mediate signaling via endogenous TLR7/8 pathway. Further, it is appearing that the number of PAMPs (genomic fragments) was higher in the SARS-CoV-2 genome as compared to SARS-CoV, suggesting that SARS-CoV-2 may drive relatively more robust immune response (Moreno-Eutimio et al., 2020). Single-cell RNA-sequencing (scRNA-seq) study in PBMCs derived from ICU patients revealed extensive upregulation of NAS pathway genes including RIG-I, MDA5, and LGP2, suggesting an invasion of SARS-CoV-2 in these cells (Wei et al., 2020). However, no direct assays were performed in these cells to find the presence or absence of viral RNA. These findings may imply that that the SARS-CoV-2, does not directly infect PBMCs and thus this upregulation of NAS genes may be through passive uptake of the virus, most probably by antibody-dependent enhancement (ADE), as will be discussed later. Similarly, endogenous TLR7 and TLR8 upregulate along with an increase in expression of MAVS, IRF3, and IRF7. The functional importance of this upregulated expression of NAS pathway genes remains unclear and hence more research in this direction will clarify the specific role of these molecular sensors in the antiviral response against SARS-CoV-2.



Evasions Mechanism Employed by SARS-CoVs

All human infecting SARS-CoVs are known to have evolved multiple mechanisms to evade recognition by host cells. Emerging evidence suggests that similar mechanisms are employed by SARS-CoV-2 to inhibit or delay the host cell immune response. Some of these mechanisms will be discussed below.


Interference With the Nucleic Acid Sensing and Downstream Signaling

Previous studies on SARS-CoV revealed smart strategies to inhibit multiple steps in the NAS pathway and downstream signaling (Rose et al., 2010; Adedeji et al., 2013; Chan and Gack, 2016). As mentioned earlier, TRIM25 mediated ubiquitination activates RIG-I. Whereas, the N protein of SARS-CoV, which binds to TRIM25 and thereby prevents its association with RIG-I and hence activation. The ubiquitin usurped RIG-I is unable to mount the antiviral response, thereby disabling IFN-β production (Hu et al., 2017). N protein also antagonizes IFN signaling by directly interacting with IRF3, thereby inhibiting its phosphorylation and subsequent nuclear translocation (Kopecky-Bromberg et al., 2006; Kopecky-Bromberg et al., 2007). Similarly, M protein inhibits IRF3/IRF7 signaling by interfering with RIG-I, TBK1, IKKε, and TRAF3 activation complex formation (Siu et al., 2009). Acting at multiple pathways on host cells, Nsp1 inhibits IFN-β promoter activity and STAT1 phosphorylation which led to a decrease in the expression of various antiviral interferon-stimulated genes (ISGs; Wathelet et al., 2007). Chen et al. (2014) showed that papain-like protease (PLpro) directly associates with TRAF3, TBK1, IKKε, STING, and IRF3 and hence inhibits downstream IRF3/IRF7 signaling. In another study, Devaraj et al. (2007) showed that PLpro inhibits IRF3 phosphorylation and its subsequent nuclear translocation. ORF3b, ORF6, ORF8a, and ORF8b also play prominent roles in inhibiting IRF3 phosphorylation and its subsequent nuclear translocation (Kopecky-Bromberg et al., 2006; Freundt et al., 2010; Wong et al., 2018). ORF9b was shown to be associated with mitochondria and induced degradation of dynamin-related protein 1 (Drp1), thus altering mitochondrial function and sequestering MAVS into small puncta. Further, ORF9b was associated with recruitment of ubiquitin ligases PCBP2 and AIP4 E3 which led to ubiquitination of MAVS and eventually its degradation, as a result inhibiting IFN-β production (Shi et al., 2014). Thus, by associating with multiple proteins involved in NAS signaling, SARS-CoV antagonizes IFN signaling and synthesis of protective molecules like ISGs.

Recent studies have also demonstrated the interaction of SARS-CoV-2 proteins with multiple host cell NAS signaling molecules and downstream IFN signaling. An extensive proteomic study by Gordon et al. (2020), showed multiple SARS-CoV-2 protein and host cell protein interactions. A proteome map of 26 SARS-CoV-2 proteins predicted 332 viral proteins interacting with host cells. Among these, Nsp9, Nsp13, Nsp15, ORF3a, ORF9b, and ORF9c interacted with proteins in downstream NAS signaling, IFN response, and NF-κB pathway. Similarly, Nsp5 interacted with HDAC2, which may be thus involved in limiting the IFN signaling and inflammatory response, but the specific functional role of these proteins was not determined (Gordon et al., 2020). In two recent studies, the functional relevance of some of these proteins was tested in vitro. In the first study, Li J.Y. et al. (2020) tested the effects of ORF6, ORF8 and N protein on the antiviral response in HEK293 cells and found these proteins inhibit IFN-β and NF-κB signaling. Similarly, Yuen et al. (2020) showed that IFN antagonizing effect of ORF6 was due to its association with the interferon-inducible nuclear export complex (NUP98–RAE1). The study further showed that Nsp13, Nsp14, and Nsp15 could also antagonize IFN response, but the mechanism was not explored (Yuen et al., 2020).

In addition to interfering with IFN production pathway, SARS-CoV has evolved multiple other mechanisms to modify host cell response. Viral RNA is unprotected and open to cellular degradation; however, some RNA viruses have evolved a capping process to evade recognition by the host. In SARS-CoV, Nsp16 provides ribose 2′-O-methylation at the 5′ end of the RNA to protect its degradation and prevent sensing by MDA5 (Züst et al., 2011). Similarly, Nsp14 had N7 methyltransferase activity and methylated the 5′ end of the RNA (Chen et al., 2009). Other SARS-CoV proteins involved include – Nsp4a, which prevents stress granule formation by inhibiting PKR mediated antiviral signaling (Rabouw et al., 2016). N protein of SARS-CoV-2 is also known to interact with the proteins implicated in stress granule regulation (Gordon et al., 2020). Electron tomography studies in SARS-CoV infected cells revealed a unique replication network derived from ER to organize viral replication while simultaneously hiding the viral RNA from recognition by host NASs (Knoops et al., 2008). Other RNA viruses have also developed similar strategies to evade sensing by forming double-membrane vesicles (DMVs) and replication organelles to prevent access to the NASs (Blanchard and Roingeard, 2015).



Inhibition of Host Cell Biosynthetic Pathways and Modulation of Cell Death

Both SARS-CoV and SARS-CoV-2 have evolved multiple inhibitory mechanisms to evade host cell recognition. Inhibition of host transcriptional and translational machinery prevents the biosynthesis of protective IFNs and delays early activation of host cell apoptosis. Nsp1 of SARS-CoV inhibit the loading of ribosomal 40s subunit and prevent host cell protein translation. Further, Nsp1 specifically degrade host cell RNA while sparing the viral RNA (Huang et al., 2011; Tanaka et al., 2012; Lokugamage et al., 2015). N protein of SARS-CoV-2 also interacts with the host biosynthetic protein La-related protein 1 (LARP1). This interaction may serve as the necessary signal to shut down the host cell protein synthesis for the propagation of SARS-CoV-2 (Gordon et al., 2020).

Papain-like protease of SARS-CoV directly interacts with p53 and induce its degradation, which may thus interfere with translation and delay early apoptosis of the infected cells (Yuan et al., 2015; Ma-Lauer et al., 2016). SARS-CoV S protein also interacts with the translation initiation factor eIF3f and inhibit host cell translation by preventing its nuclear import (Xiao et al., 2008). Studies from other respiratory viruses have shown that cells which activate early apoptosis prevent further spread of the viruses, whereas viruses that successfully inhibit this pathway exhibit strong infectivity (Orzalli and Kagan, 2017). Cytomegaloviruses (CMVs) distinctly rely on this mechanism to successfully replicate within the host cell by inhibiting apoptosis-modulatory proteins such as Bax and Bcl-2 (Çam et al., 2010). However, whether SARS-CoV or SARS-CoV-2 are also directly involved in inhibiting early apoptosis remains to be tested, but it is evident that these viruses induce host cell death after successful propagation and dissemination.

SARS-CoV Nsp7a was shown to interact with prosurvival protein Bcl-X and induce apoptosis in cells in vitro (Tan et al., 2007). Similarly, ORF3a leads to fragmentation of the Golgi apparatus, and induction of apoptosis (Waye et al., 2005; Freundt et al., 2010). Besides this, ORF3a also implicates necroptotic cell death by interacting with and activating the main necroptosis protein RIPK3 (Yue et al., 2018). Owing to its role in cell death pathways, the ORF3a of SARS-CoV-2 was also explored in this context. This protein similarly induced apoptosis in HEK293 cells by activating the caspase 8-dependent pathway (Ren et al., 2020).

Interestingly, the results, that ORF3a of SARS-CoV-2 induces relatively lower apoptosis in several cell lines as compared to SARS-CoV, suggesting that this mechanism could provide an early advantage for the propagation of SARS-CoV-2. Further, the proteome map of SARS-CoV-2 predicted interaction of Nsp12 with RIPK1, suggesting that this viral protein may also implicate in regulating host cell apoptotic and necroptotic cell death (Gordon et al., 2020). However, a study on 25 cell lines in culture showed SARS-CoV-2 exhibiting cytopathic effect on only two cells, indicating that the differences could exist between these two related viruses in their property to interfere with host cell death pathways (Chu et al., 2020). Thus, more comprehensive studies are needed to provide better molecular insights by which SARS-CoV-2 modulates host cell death pathways, which may also open new opportunities for treatment.

Based on these early observations, it is becoming evident that SARS-CoV-2 interferes with host NAS, IFN, biosynthetic, and cell death pathways to prevent early immune response and thus contribute to the underlying immunopathogenesis, as will be discussed subsequently. To make these details simple, here we compiled the role of various SARS-CoV and SARS-CoV-2 proteins and their host cell interacting proteins and presented in the Table form (Supplementary Table 1).



INNATE IMMUNE RESPONSE IN COVID-19


Functional Innate Immune Response

A balance between successful evasion of the virus from host cell sensing pathways and the counter mechanisms developed by the host cells to overcome these inhibitory effects determines whether an early immune response could be generated or not (Liang et al., 2020). Though most of the studies point towards the successful evasion mechanisms employed by CoVs, emerging evidence suggests that an adequate early antiviral response could be mounted (Park and Iwasaki, 2020). That early response may hold the key for limiting the viral propagation in the majority of the COVID-19 patients (approx 80%) who are asymptomatic or develop mild symptoms and successfully clear the virus. Considered the recent work on COVID-19, here we provide a detailed molecular and clinical understanding of the innate immune response. We specifically discuss how these immune responses dictate the recovery from disease or development of the immunopathological state.


Interferon Response

By initiating an early antiviral response, signaling via IFNs and ISGs is critical for the viral clearance and an impediment for the development of the pathological state. Several in vitro and animal studies have established the central role of these signaling pathways in SARS-CoV infection. STAT1 knockout mice infected with SARS-CoV exhibited severe disease symptoms, conferred by increased viral replication and propagation and was further associated with reduced survival rate (Hogan et al., 2004; Frieman et al., 2010). Similarly, SARS-CoV propagation increases in IFNR1-/- and ILFNLR1/- double knockout mice, suggesting an essential role of these signaling pathways in mitigating antiviral response (Mahlakõiv et al., 2012).

Recent in vitro studies point to a more robust IFN response generated by SARS-CoV-2 compared to its predecessor. Epithelial cells infected with SARS-CoV-2 displayed better IFN response than cells infected with SARS-CoV. This IFN response was STAT1 phosphorylation-dependent with subsequent expression of antiviral ISGs (Lokugamage et al., 2020). In line with these in vitro findings, transcriptome data from bronchial alveolar lavage fluid (BALF) taken from 8 COVID-19 patients revealed extensive upregulation of about 83 ISGs, suggesting robust IFN response generated against SARS-CoV-2 (Zhou Z. et al., 2020). Further, a study by Ziegler et al. (2020) suggested that ACE2 may also act as a type of ISG in some respiratory epithelial cells; this may point towards using ACE2 modulators as viable therapeutic options for SARS-CoV-2.

Based on the recent clinical data on COVID-19 patients, we can infer that mild/moderate patients should possess optimal early IFN response. Whereas, weak or delayed IFN response may be the tipping point in eliciting hyperinflammatory state, allowing extensive viral propagation. Previous studies in animal models have shown that early IFN response was the determining factor in inhibiting viral propagation and attenuating disease condition (Channappanavar et al., 2016). In line with this, a recent study has shown that COVID-19 patients with mild/moderate conditions possess functional type I and type III IFN response. Specifically, patients with mild/moderate symptoms have adequate levels of IFNA transcript and protein in the plasma. The presence of detectable IFN levels in these subsets of patients was also associated with the expression of downstream signaling receptors and molecules like IFNAR1, JAK1, and TYK2, suggesting functional IFN response. However, no IFNB mRNA or protein was detected, while optimal levels of IFN-λ were detected both at the mRNA and protein levels. Expectedly, the levels of type I and type III IFNs positively correlated with the viral load and severity of the disease (Hadjadj et al., 2020).

In agreement with the critical role of early IFN response in attenuating infectious state, another study finds that cells pre-treated with IFN-β or IFN-λ exhibit resistance to SARS-CoV-2 infection by significantly decreasing the virus copy number. Similarly, 3D culture organoids pre-treated with either IFN-β or IFN-λ led to reduced viral infection. Cells depleted for either IFNAR1 or IFNLR1 had an overall increase in the number of SARS-CoV-2 infected cells, suggesting the integral role of IFN signaling in attenuating viral propagation (Stanifer et al., 2020). Further, IFN response was adequate in younger patients compared to older ones, which may partly explain the higher risk of infection in older people (Wei et al., 2020). Additionally, people with comorbid conditions like diabetes – a condition associated with impaired IFN response, are more susceptible to SARS-CoV-2 infection, which further points toward the critical role of IFN signaling in the early clearance of the virus (Erener, 2020). However, a comprehensive and longitudinal analysis of the IFN response in mild/moderate patients is warranted to understand the functional consequence of this immune response throughout the disease and recovery. Overall, considering the relatively better IFN response and ISG expression induced by SARS-CoV-2, one can argue that this functional immune response is a probable reason for the relatively lower mortality rate seen in COVID-19, compared to previous SARS-CoV and MERS infections (Meo et al., 2020). However, these early findings warrant further proof.



Early Immune Response by Alveolar Epithelial Cells (ATII)

Activated alveolar macrophages (AM) and recruited inflammatory monocytes/macrophages are majorly responsible for the secretion of cytokines and chemokines in early phases of infection, with a substantial contribution from infected ATII cells as well. This early response is necessary to recruit and activate the adaptive immune system and hence drive the clearance of the virus without inflicting immunopathological state. While the levels of cytokines and chemokines are well-regulated during this phase of infection, a check on the activation profile and recruitment of these innate immune to the sites of infection is critical. Thus, a regulated and controlled release of cytokines and chemokines in the early phase of infection is not necessarily proinflammatory but drives the successful viral clearance and the probable reason behind the limited propagation of infection as seen in the majority of the COVID-19 cases exhibiting mild symptoms (Song et al., 2020; Tay et al., 2020).

Among the cytokines secreted by virus-infected airway epithelial cells, IL-6 plays a prominent role in the early recruitment and differentiation of monocytes, neutrophils, and lymphocytes which express the corresponding IL-6 receptor (IL-6R). Though IL-6 is chiefly secreted by macrophages (activated AMs and inflammatory macrophages) in the lungs, secretion of IL-6 by ATII is also significant. In vitro studies on SARS-CoV have shown the release of IL-6 by ATII in response to RIG-I and TLR signaling via activation of NF κB pathway (Ndlovu et al., 2009; Tanaka et al., 2012). Additionally, proinflammatory cytokines TNF-α and IL-1β secreted by macrophages act on ATII cells to cause the release of IL-6 (Crestani et al., 1994; Schwingshackl et al., 2013).

Transcriptional profiling in normal human bronchial epithelial (NHBE) infected with SARS-CoV-2 shows upregulation of IL-6, suggesting that these lung epithelial cells may contribute to early IL-6 response seen in non-severe COVID-19 patients (Blanco-Melo et al., 2020). However, more conclusive studies like tissue immunohistochemistry or single-cell immuno-profiling of the lung epithelial cells will clarify their contribution in IL-6 secretion in vivo.



Early Immune Response by Alveolar Macrophages

Lung resident macrophages like AM are generally present in the terminal airways where they serve a regulatory function to maintain normal cellular homeostasis. Previous studies have defined a critical role of these cells in successful viral clearance (Hartwig et al., 2014). Depletion of these cells in animals infected with mouse hepatitis virus type 1 (MHV-1) resulted in a marked reduction of antiviral response. AMs have also been shown indispensable during SARS-CoV infection. The depletion of these cells was associated with worsened disease outcomes in a mouse model of SARS-CoV (Page et al., 2012).

Further, BALF fluid analysis of SARS-CoV infected patients revealed an increase in AM population, which persisted over two months and significantly correlated with viral clearance (Wang et al., 2005). In addition to their activation by the secondary response during viral infection, few in vitro studies have shown that these cells can also be directly targeted by SARS-CoV (Mossel et al., 2008; Joel Funk et al., 2012), though contradictory reports are available (Yip et al., 2014). Overall, the data supporting the antiviral response by AMs cells is largely based on other respiratory infections like influenza virus and MERS, with a few reports on SARS-CoV (Mossel et al., 2008; Joel Funk et al., 2012).

Studying these responses in COVID-19 patients may be challenging due to technical limitations (like difficulty in obtaining the optimal number of these cells from the lungs and their rapid functional and phenotypic changes during cell culture). However, we can draw inferences from other cell types and correlate specific markers from cells directly obtained from the lung tissue. One such recent elegant study using scRNA-seq and cluster analysis revealed the activation status of AMs in BALF fluid derived from COVID-19 patients. The analysis is based on the signature genes expressed by these cells, which are markedly different from recruited inflammatory macrophages (Liao et al., 2020). Surprisingly, the number of these cells declined in patients with severe disease symptoms, and the presence of proinflammatory macrophages can take their place (Liao et al., 2020).

A recent study (pre-print, not yet peer-reviewed) has shown infection and propagation of SARS-CoV-2 in macrophages present in lymph nodes and spleen (Chen Y. et al., 2020). However, direct infection and replication of the virus was not explored in detail, specifically under in vitro settings. Previous studies on SARS-CoV suggest low replication in these cells, probably due to phagocytosis (Yilla et al., 2005). Thus, these results suggest that AMs’ response to SARS-CoV-2 may be complicated but necessary for the activation and recruitment of other innate cells like monocytes, dendritic cells, neutrophils, natural killer (NK) cells, and essential in the regulation of the adaptive immune system (Soroosh et al., 2013; Hartwig et al., 2014; Meischel et al., 2020).



Dysfunctional Innate Immune Response

On average, about 15% of the COVID-19 patients exhibit severe disease symptoms whereas 5% become critical, but the figures are subject to change owing to the ongoing increase in the number of cases (Berlin et al., 2020). By looking at the immunological trajectories of these patients, it has become evident that impaired early IFN response followed by hyperactivated innate and a dysfunctional adaptive immune response is the vital pathological factors contributing to disease severity in COVID-19 patients (Blanco-Melo et al., 2020; Mathew et al., 2020). However, there are also reports, suggesting a more complex interplay in these immune responses, which needs a thorough understanding of developing effective immunotherapy-based interventions and for successful vaccine development.



Impaired Interferon Response

Based on previous molecular and clinical studies on SARS-CoV and the recent data on SARS-CoV-2, it is becoming evident that the delay in primary IFN response may be due to multiple factors such as (1) poor overall immune function of a patient with a compromised adaptive response as in older people, (2) patients with comorbidity, (3) genetic factors or epigenetic changes associated with crucial genes and transcriptional factors involved in IFN signaling, and (4) age and sex of the patient, probably making the older individuals and males more susceptible to COVID-19 (Bastard et al., 2020; Li M.Y. et al., 2020; Nguyen et al., 2020; Verdecchia et al., 2020; Zhou F. et al., 2020). Thus, overall these factors may compromise the host cell immune system and delay the early antiviral response. Especially in the case of RNA viruses, evasion of host immune response is managed by interfering with PRRs, PLRs, TLRs, and IFN signaling (Kikkert, 2020). Additionally, inhibition is also conferred by hijacking host cell biosynthetic machinery and eventually inducing host cell apoptosis as discussed above.

Previous studies have unequivocally demonstrated poor IFN response to SARS-CoV during severe infection, which is also apparently the case with SARS-CoV-2, reviewed recently by Park and Iwasaki (2020). In vitro culture of the primary lung, epithelial cells infected with the SARS-CoV-2 generated inadequate IFN response (Blanco-Melo et al., 2020). By looking at the clinical samples, a large body of data suggests impaired IFN signaling in severe and critically ill COVID-19 patients. Blood analysis from across the studies reveals low or undetectable levels of IFN-β and IFN-λ levels in patients exhibiting severe disease symptoms or patients admitted to the ICU with in a critical condition (Hadjadj et al., 2020). Of note, an elegant study was conducted to explore the functional role of IFN signaling during various stages of COVID-19 disease severity. The study found robust impairment of IFN signaling in critically ill and severe patients in comparison to mild/moderate and healthy individuals. IFN-β mRNA and protein were undetectable in all patients, whereas IFN-α2 protein was highly reduced in the plasma of severe and critically ill patients, corroborated with reduced IFN activity. In line with the impaired IFN signaling, robust downregulation of some of the ISGs (MX1, IFITM1, IFIT2) observed in severe and critically ill patients suggest an overall reduced IFN response (Hadjadj et al., 2020).

Consistent with the low circulating levels of IFNs, transcriptional analysis of post-mortem lung samples further confirmed these observations and revealed no detectable type I or Type III IFNs. Among the SARS-CoV-2 proteins which directly interfere with IFN response, ORF6, ORF8, and N protein inhibit IFN-β and NF-κB signaling (Li J.Y. et al., 2020). Further, Konno et al. (2020) have identified a more extended variant of ORF3b with presumably more vigorous anti-IFN activity. Thus, these early observations may point towards an impaired early IFN response by the host cells against SARS-CoV-2

Adding to the essential role of IFN in early antiviral response, two recent studies have shown that genetic changes are associated with inadequate IFN response. In the first study, the presence of IFN neutralizing auto-antibodies found in patients who exhibited more severe disease condition (Bastard et al., 2020). These auto-antibodies were more prevalent in men than women, that partly explains the susceptibility of men to COVID-19. None of the asymptomatic or mild cases had detectable auto-antibodies. In the other study, mutations in 13 key genes implicated in TLR3- and IRF7-dependent exhibit loss-of-function (Zhang Q. et al., 2020). Patients or the cells derived from these patients with loss-of-function in these genes had inadequate IFN response and vulnerable to SARS-CoV-2 infection. In a similar study on four patients with severe disease symptoms, the whole exome-sequencing revealed loss-of-function of TLR7, which is essentially involved in IFN signaling. These patients exhibited decreased expression of IRF7, IFNB1, and ISG15, along with reduced production of IFN-γ (Van Der Made et al., 2020). Thus, impaired IFN signaling, mediated either directly by the virus by interfering at various steps in the IFN signaling, or genetic predisposition of some individuals to inadequate IFN response and presence of IFN neutralizing auto-antibodies are some of the significant factors which determine the COVID-19 disease severity. The dysfunctional IFN response in conjunction with other innate and adaptive immune responses may thus decide the path to recovery or progression to more severe form of the disease (Hadjadj et al., 2020). Impaired type I interferon activity and exacerbated inflammatory responses in severe COVID-19 patients (Hadjadj et al., 2020; Park and Iwasaki, 2020). A comprehensive understanding of the molecular mechanisms by which SARS-CoV-2 causes impaired IFN response is still lacking, and future studies may help us to understand this.

Nevertheless, these initial reports, along with the previous findings on SARS-CoV, are the basis behind exploring the therapeutic efficacy of IFN treatment for COVID-19 patients. Currently, there are ongoing clinical trials with IFN-β1a (NCT04350671), which is in phase II, and IFN-l (NCT04388709) for the treatment of COVID-19. The preliminary results with these drugs have been encouraging as of now (Davoudi-Monfared et al., 2020).



Release of Damage-Associated Molecular Patterns and Proinflammatory Molecules

The impaired early IFN response results in high viral propagation that subsequently leads to the induction of a robust proinflammatory response (Davidson et al., 2015). The cytopathic nature of these viruses induces substantial death in infected ATII cells (apoptotic as well as necrotic) which leads to the release of a wide range of damage-associated molecular patterns (DAMPs) and cytotoxic molecules. Similarly, activated AMs also respond to the released DAMPs and act concurrently with PAMPs to amplify the proinflammatory response. A list and role of potential PAMPs, DAMPs, and their respective PRRs have been reviewed previously (Leiva-Juárez et al., 2018).

Circulating nuclear and mitochondrial DNA, and histones serve as potential DAMPs during viral infections. These molecules signal via the TLR pathway and induce robust expression of proinflammatory molecules. Among the DAMPs secreted by virus-infected and damaged epithelial cells, the role of high-mobility group box one protein (HMGB1) and S100 are well known (Leiva-Juárez et al., 2018; Gong et al., 2020). HMGB1 after binding to TLR4 induces activation of NF-κB signaling and release of proinflammatory molecules. Additionally, HMGB1 also activates receptors like TREM1/2, and receptors for advanced glycation end products (RAGE) which are also involved in NF-κB activation (Yang and Tracey, 2010). S100 initiates similar downstream signaling after binding with TLR4 and RAGE receptors (Ma et al., 2017), these studies were recently reviewed by Gong et al. (2020). Previous animal studies with other respiratory viruses have shown a close correlation of increased serum HMGB1 levels with lung injury and disease severity (Patel et al., 2018). Similarly, elevated expression of S100A9 was present in patients during acute lung injury mediated by the respiratory syncytial viral (RSV; Foronjy et al., 2016). Although as of now, presence of HMGB1 has no report in COVID-19 patients, the damage in the lung parenchyma in post-mortem biopsies suggests that it is highly likely that this protein may implicate in disease pathogenesis and hyperinflammation (Andersson et al., 2020; Zhang Q. et al., 2020).

Increased expressions of S100A8, S100A9, and S100A12 calgranulins found in the BALF fluid from COVID-19 patients indicate their potential role in generating the proinflammatory response (Zhou Z. et al., 2020). Further, Zou et al. (2020) showed increased presence of cell-free DNA and citrullinated histones in blood samples obtained from 50 COVID-19 patients. Studies on other inflammatory diseases have shown a close correlation between the presence of these molecules with disease severity (Resman Rus et al., 2016). However, their functional role is yet unexplored, but the increased expression of some of these DAMPs in COVID-19 patients suggests their potential implication in disease pathogenesis. Future studies will clarify the involvement of various other DAMPs in perpetuating the proinflammatory state, and specifically the role of HMGB1.

In addition to the secretion of DAMPs, AM and virus infected ATII cells secrete a range of pro-inflammatory molecules (Hussell and Bell, 2014; Glaser et al., 2019). Among these, increased IL-6 levels are consistently detected in cultured cells infected with SARS-CoV and SARS-CoV-2 (Ye et al., 2018; Herold et al., 2020; Liu J. et al., 2020; Liu T. et al., 2020). Notably, levels of TNF-α, IL-8, IL-10, GM-CSF, CXCL10, and CCL5 secreted by infected ATII and activated AMs were also consistently shown to increase during SARS-CoV and SARS-CoV-2 infections (Ward et al., 2005; Huang C. et al., 2020; Patterson et al., 2020). Transcriptional profiling of cytokines and chemokines in normal human lung epithelial cells (NHBE) infected with SARS-CoV-2 revealed increased levels of CCL20, CXCL1, IL-1B, IL-6, CXCL3, CXCL5, CXCL6, CXCL2, CXCL16, and TNF-α by primary lung epithelial cells in response to SARS-CoV-2 infection (Blanco-Melo et al., 2020). Thus, lung resident ATII and AM cells besides being integral to the antiviral response also participate in generating a profound proinflammatory state.



Proinflammatory Molecules Released by Infiltrating Myeloid Cells


Circulating inflammatory monocytes/macrophages

A detailed account of the role of inflammatory macrophages in the pathogenesis of SARS-CoV is reported by He et al. (2007). Animal studies have demonstrated extensive recruitment and accumulation of these cells in the lungs, which correlated with the release of TNF-α, IL-1β, and IL-6 and the development of ARDS, reviewed by Gralinski and Baric (2015). Interestingly, depletion of these inflammatory macrophages in animals infected with SARS-CoV was associated with a high recovery rate, thus suggesting their critical role in disease pathogenesis (Channappanavar et al., 2016). Similarly, SARS-CoV infection in animals with STAT1 knockout in alternatively activated macrophages displayed attenuated lung damage and protection from disease (Page et al., 2012). Besides, a large number of clinical studies support an integral role of IMMs in SARS-CoV infected patients (Wong et al., 2004; Tisoncik et al., 2012; Liu et al., 2019). Recent studies from BALF from COVID-19 patients have also demonstrated the critical role of circulating monocyte-derived macrophages in the induction of robust proinflammatory reaction (Liao et al., 2020). Blood cell analysis of 18 COVID-19 patients revealed an activated status of inflammatory macrophages (Zhang D. et al., 2020). In line with these findings, scRNA-seq followed by immune cell profiling of blood cells revealed an increased number of CD14++ monocytes (Wen et al., 2020). Severe and critically ill patients also exhibit macrophage activation syndrome (MAS) in some cases (Giamarellos-Bourboulis et al., 2020). Thus, all the evidence directs towards a critical role of inflammatory macrophages in disease severity during COVID-19 and a potential therapeutic target. Intervention which reduces the impetus to induce MAS like antibodies directed against IL-6 and IL-1β has shown promising clinical outcomes, reviewed by Otsuka and Seino (2020).



Proinflammatory neutrophils

Like other innate immune cells, neutrophils are protective in the early phases of infection by neutralizing the viral particles and release of protective molecules to interfere with the viral propagation (Drescher and Bai, 2013). However, in severe cases, the number of these cells increases at the sites of infection and they become the leading damage-causing cells. Excessive infiltration of these cells in the lungs is associated with secretion of TNF-α, IL-6, IL-1β, IL-7, IL-23, and IL-36, along with a broad range of other cytokines and damage-causing neutrophil extracellular traps (NETs; Tecchio et al., 2014). Additionally, these neutrophils also secrete a range of chemokines like CCL2/3/4, CXCL1-13 to attract more neutrophils and monocytes from the circulation (Sokol and Luster, 2015).

Emerging evidence suggests a pivotal role of neutrophils in the pathogenesis of COVID-19. Immune cell profiling revealed activated status of these cells which was associated with increased levels of NETs and correlated with acute-phase reaction (Chen G. et al., 2020; Qin et al., 2020; Zuo et al., 2020). Similarly, an increase in the number of activated neutrophils was present in the BALF of COVID-19 patients (Liao et al., 2020; Xiong et al., 2020). Thus, based on these recently published studies, the neutrophil number in the blood can be used as a predictive marker for disease severity (Zhang et al., 2020a).



Natural killer cells

Natural killer cells are essential in the early phase of viral infection to assist in the clearance of the virus by interacting with death receptors expressed on the infected cells (Vidal et al., 2011). Previous clinical studies have shown decreased NK cell number in SARS-CoV patients, which was more pronounced in severe cases (Wang and Xia, 2004). A recent blood profile of COVID-19 patients suggested a similar decline in the number of NK cells in severe cases, along with an increased expression of exhaustion markers (Chen X. et al., 2020; Tan L. et al., 2020b; Zheng H.Y. et al., 2020). On the contrary, no significant difference was found in the number of total NK cells, in non-ICU vs 10 ICU admitted patients (Zhou et al., 2020a). This discrepancy in number could probably be due to differential temporal immune response and the underlying prevailing disease conditions in some patients. Immune cell profiling data from early recovery stage (ERS) and late recovery stage (LRS) COVID-19 patients revealed a biphasic effect, with fewer NK cells during early recovery ERS, which recovered during LRS (Wen et al., 2020). Thus, besides the underlying disease state, the NK cell number may also be sensitive to the time of sample collection and hence may not serve as a potential disease marker. Further, these studies could also suffer from the limitation of the variation in the age of the patients studied which may make it difficult to provide a definite role of these cells concerning COVID-19 disease severity (Nikolich-Zugich et al., 2020), necessitating more conclusive studies.



Lung resident and monocyte-derived dendritic cells

Lung resident dendritic cells majorly have a protective role during the early onset of the disease by activating the adaptive immune cell response. Under the influence of PAMPs, DAMPs, and inflammatory cytokine signaling, lung resident dendritic cells are conditioned and migrate to the draining lymph node under the influence of CCR7 where they prime naïve CD4+ and CD8+ T cells (Braun et al., 2011; Thaiss et al., 2011). In contrast, monocyte-derived dendritic cells generate under the influence of GM-CSF, IFN-γ, and IL-4, along with other proinflammatory signals (Qu et al., 2014). Previous studies have shown elevated secretions of CCL3, CCL5, MCP-1, IP-10, TNF-α, and IL-6 by activated inflammatory dendritic cells (DCs) in response to SARS-CoV (Law et al., 2005). Recent reports also suggest the presence of activated dendritic cells in COVID-19 patients. Notably, meta-transcriptomic sequencing of BALF obtained from 8 COVID-19 patients revealed an activated status of these cells along with neutrophils, as compared to other innate and adaptive immune cells (Yang A.P. et al., 2020; Zhou Z. et al., 2020). Thus, based on previous clinical studies on SARS-CoV infection and recent emerging studies on SARS-CoV-2, it is evident that hyperinflammatory immune response in severe and critically ill COVID-19 patients is mainly mounted by infiltrated innate immune cells at the site of infection with a substantial contribution by the adaptive immune cells as discussed below in the section on the dysfunctional adaptive immune response.



ADAPTIVE IMMUNE RESPONSE IN COVID-19


Functional Adaptive Immune Response

The functional but well-regulated adaptive immune response is necessary to overcome the viral infection. Specifically, T cells when recruited to the site of infection engage in eliminating the infected cells and act in concordance with virus-specific neutralization antibodies to provide sustained immunity (Hor et al., 2015; De Biasi et al., 2020). Considering the recent extensive work in understanding the functional early immune response during COVID-19, it appears that a complex interplay between T and B cell immune response along with patient-specific underlying health condition and genetic factors determines the recovery, as will be discussed in following sections.


T Cell Response

Generation of early adaptive immune response is critical for the selective elimination of virus-infected cells and neutralization of viral antigens, thereby preventing the damage to the underlying lung parenchyma. Cytokines, chemokines, PAMPs, and DAMPs released by infected ATII and activated AMs in the lung are adequate to mount a well-coordinated and regulated adaptive immune response by priming lung resident DCs. After encountering the antigen-presenting DCs, naive CD4+ T cells differentiate into effector and memory CD4+ T cells. At least five different CD4+ T cell lineages are known (TH1, TH2, TH17, TFH, and TREG cells) with prominent roles of TH1 and TFH cells in mounting antiviral response during SARS-CoV infection (Channappanavar et al., 2014). Additionally, some studies have also shown a functional TH2 response in PBMCs derived from COVID-19 patients. Release of TH2 specific cytokines like IL-4 and IL-5 was observed in vitro after these cells were stimulated (Weiskopf et al., 2020). Similarly, these patients show enhanced production of IL-17 along with other TH17 cell-specific cytokines (Liu J. et al., 2020; Wu and Yang, 2020). These findings suggest that the TH cell response in COVID-19 patients is complex concerning other infections, and this complexity may partly depend upon the prevailing pathophysiological state of a patient.

During viral infections like SARS-CoV, TH1 differentiation is influenced by IL-12 and IFN-γ secreted by DCs along with co-stimulatory signaling via B7-1/2 and CD28. Whereas IL-6 secreted by DCs influence TFH differentiation to aid in antibody secretion by B cells (Tang et al., 2008; Lau et al., 2012). Under the influence of chemokines (CCL3, CCL4, CCL5, CCL8), TH1 cells are recruited to the site of infection and are distinguished by the secretion of IL-2, IFN-γ, IL-12, and TNF-α as the main effector cytokines during SARS-CoV infections (Li et al., 2008). Similarly, naive CD8+ T cells are activated by DCs by engaging MHC-I and TCR receptors, along with CD28-B7 co-stimulatory signaling and cytokines released by CD4+ T cells. IL-2 secreted chiefly by CD4+ T cells is also implicated in their long-term maintenance and proliferation (Eickhoff et al., 2015; Hor et al., 2015). Notably, CD8+ T cells could also be activated independently of help from CD4+ T cells under conditions where a robust IFN Type I response is present (Wiesel and Oxenius, 2012). These activated CD8+ T cells [also referred to as cytotoxic T lymphocytes (CTLs)] get subsequently recruited to the effector organ under the influence of chemokines (CCL3, CCL4, CCL5, CXCL9, and CXCL10) (Nolz, 2015). At the infected site, CTLs mount an antiviral response by directly killing the infected cells via secretion of cytotoxic molecules like granzymes, perforins, granulysin, and other cytotoxic granules. Very recently, a study shows that CTLs secrete the granzymes and perforins as supramolecular attack particles (SMAPs) in a glycoprotein complex along with over 283 other proteins (including cytokines such as IFN-γ and TNF-α) (Bálint et al., 2020). It will be interesting to know whether infection by CoVs also influences the release of SMAP by CTLs.

Animal studies have revealed the critical molecular insights of CD4+ cells in SARS-CoV clearance and attenuation of a pathological condition. The depletion of CD4+ cells was associated with reduced virus clearance and interstitial pneumonitis (Jin et al., 2005; Wang et al., 2006). In comparison, the adoptive transfer of virus-specific CD4+ and CD8+ T cells resulted in viral clearance (Zhao et al., 2010). Similarly, clinical data has consistently shown the presence of antigen-specific CD4+ and CD8+ T cells in the recovered patients, akin to what was found in immunized animals, reviewed in Channappanavar et al. (2014). On the other hand, severe cases of SARS-CoV infection were associated with a decline in T cells, as will be discussed in later sections. Thus, based on these animal and clinical data, CD4+ T and CD8+ T cells were central to the antiviral response during SARS-CoV infection (Peng et al., 2006; Oh et al., 2012).

A subset of primed CD4+ and CD8+ T cells differentiates into long-acting memory cells after the infection subsides. TCR-p: MHCII signaling helps in CD4+ T memory cell formation along with presence of cytokines like IL-2, IL-21 and interaction via CD40R-CD40L (Jaigirdar and MacLeod, 2015). Similarly, This CD8+ T cell transition to memory cells take place under the influence of CD8+ TREG cells via secreted IL-10 (Laidlaw et al., 2015). Long lasting CD4+ and CD8+ T memory cells were detected in the recovered SARS-CoV infected patients (Peng et al., 2006; Li et al., 2008).

Besides, other T cells subsets which are involved in antiviral response include unconventional NKT cells (CD56+) and MAIT (mucosa-associated invariant T) cells. NKT cells act at the interface between innate and adaptive immune response and traffic to the site of infection under the influence of cytokines (Tsay and Zouali, 2018). MAIT cells reside in the mucosal lining, such as in the lungs where they serve an immunoregulatory function. Both these cell types play an essential role in the early clearance of the SARS-CoV-2, along with other T cell subsets (Grifoni et al., 2020). Strategies to enhance their function are proposed to enhance the virial clearance during COVID-19 (Cao, 2020). Role of these cells will be further discussed under the dysfunctional immune response in section “T and B Cell Response in Mild/Moderate and Recovered COVID-19 Patients.”



B Cell Response

B cells, along with T cells, form the central adaptive response during viral infections. B cell response is highly specific, mounted by the virus-specific antibodies and other effector cytokines secreted by these cells. B cell activation can be follicular helper T (TFH) cell-dependent, or in some instances, independent of helper cells; both instances are prevalent in COVID-19 (Mathew et al., 2020). Under the influence of antigen-presenting dendritic cells, naïve CD4+ T cells differentiate into TFH cells, which are marked by high expressions of CXCR5 and IL-21, and low expressions of CCR7, IFN-γ, IL-4, and IL-17 (Rasheed et al., 2006; Nurieva et al., 2008; Morita et al., 2011). The activated TFH cells interact with B cells via CD40R-CD40L and other associated receptors to induce the production of antigen-specific antibodies in a well-coordinated and regulated process. This CD40R-CD40L interaction along with the secretion of IL-21 also allows the formation of long-lived memory B cells, while B cell-derived IL-6 and IL-27 help in reciprocal maintenance of TFH cells (Nurieva et al., 2008, 2009). A previous animal study has shown the essential role of these helper cells in mounting an adequate antibody response against SARS-CoV infection (Chen et al., 2010). The depletion of these cells was associated with a decline in antibody response and reduced viral clearance. Thus, virus-specific antibodies produced by B cells are critical for an effective immune response mounted by the host. These antibodies facilitate the clearance of the virus by either directly activating phagocytosis, opsonization, or activation of the antibody-dependent cellular cytotoxicity (ADCC) via effector NK cells. Cytokines released by the activation of innate and adaptive immune systems also activate the complement system. Viruses coated with the secreted antibodies from plasma cells eventually get eliminated by the complement system, reviewed by Risitano et al. (2020).



T and B Cell Response in Mild/Moderate and Recovered COVID-19 Patients

T cell response is an emerging critical determinant in keeping the SARS-CoV-2 infection under check (Huang C. et al., 2020; Liu J. et al., 2020). Across studies, a decline in the number of these cells positively correlates with poor clinical outcome and immuno-pathogenesis, whereas adequate T cell number and proper effector function are prevalent in patients who develop mild disease symptoms or those who successfully recovered (Chen G. et al., 2020; Li H. et al., 2020; Sekine et al., 2020; Tan L. et al., 2020b). Following a single patient (47-year-old woman) throughout the disease, Thevarajan et al. (2020) showed a concomitant increase in CD4+, CD8+, TFH cells, and antibody-secreting B cells from day seven after infection, which persisted for a week as the symptoms resolved. Other studies revealed a similar trend of revival in T cell response in patients who have successfully cleared the virus (Anft et al., 2020; Braun et al., 2020; Chen X. et al., 2020; Chen N. et al., 2020).

SARS-CoV-2 specific reactive CD4+ and CD8+ T cells were found in 100 and 80% patients who needed mechanical ventilation (n = 10). PBMCs derived from these patients showed reactivity against the S protein of SARS-CoV-2. Further, in vitro stimulation of CD4+ T cells led to their differentiation into TH1, TH2, and TH17 subsets, as revealed by the expression of their corresponding cytokines (Weiskopf et al., 2020). Interestingly, 20% of non-infected healthy controls also displayed reactive T cells. The main limitation with this study was that the T response was studied only in critically ill patients and the small sample size was small to provide.

By studying a cohort of 18 COVID-19 patients and 64 healthy donors, Braun et al. (2020) found reactive CD4+ (83%) cells in blood-derived from the convalescing COVID-19 patients. These reactive T cells were found specifically against the S protein. Interestingly about 35% of SARS-CoV-2 seronegative healthy donors also showed the presence of S protein reactive CD4+ T cells indicating previous exposure to the related coronavirus infections. Simultaneously, another study has found SARS-CoV-2 specific CD4+ T (100%) and CD8+ T (70%) cells in convalescent patients (n = 20) (Grifoni et al., 2020). In addition to being majorly reactive against S protein, the study found additional targets of these T cells in the form of M, N, and ORF8 proteins and other non-structural proteins like NSP3, NSP4, ORF3a. Further, in line with the study by Braun et al. (2020), T cells were found reactive against 40–60% of the SARS-CoV-2 uninfected patients, suggesting the presence of these reactive cells in response to previous viral infections.

In a yet to be a peer-reviewed article, Schulien et al. (2020) has extensively studied the SARS-CoV-2 epitope-specific role of CD8+ T cells in COVID-19 (Schulien et al., 2020). The study found the presence of newly generated and pre-existing SARS-CoV-2 specific cells with the positive response seen in 88.4% of patients who had mild disease symptoms (n = 26). The most substantial response was found against N protein and ORF3a. Further, CD8+ T cells response was shown persistent even in the individuals who became seronegative. In a patient studied longitudinally (70 days), CD8+ T cell response prolonged but antibody did not persist. All these three studies taken together point toward the presence of functional and long-lasting reactive T cells in convalescent individuals, while others also suggest the presence of reactive T cells in critically ill patients (Weiskopf et al., 2020). Thus, based on these studies, it appears that COVID-19 patients who exhibit mild disease symptoms and successfully recover, display functional and long-lasting T cell response. However, these findings may not be definitive to provide a coherent functional view of these cells during recovery, as none of these studies compared the T cell response to disease severity. A further difference in the time of sample collection may also complicate the findings. In the study by Grifoni et al. (2020) samples were collected throughout 20–35 days after symptom onset, whereas Weiskopf et al. (2020), used samples collected after 14 days of ICU admission. Thus, more studies under controlled clinical settings and large cohort size are warranted.

While addressing some of these concerns, a recent study explored T cell response in convalescent COVID-19 patients concerning disease severity (Peng et al., 2020). The study found robust CD4+ and CD8+ memory T cell response in severe cases (n = 14) than mild (n = 28), suggesting long-lasting memory of these cells to keep the infection in check. The limitation again here is the small sample size. Therefore, more such studies with large sample size are needed to fully understand the impact of T cell response and its long-term sustainability.

B cell response has a temporal dynamic to human infecting CoVs, with a median time of detection for SARS-CoV as 14 days, reviewed by Huang A.T. et al. (2020). The peak antibody titer for IgG and IgM, and detection time of neutralizing antibody varied across studies with a lower time point of seroconversion for IgG, IgM, and IgA as 15 days (Hsueh et al., 2004; Mo et al., 2006; Cao et al., 2007; Yang et al., 2009). A more dynamic range of seroconversion was observed in sera from the COVID-19 patients. A study by Liu X. et al. (2020) on 32 patients with varying disease severity has shown detectable IgM antibodies from day four and peaked at day 20, since the onset of the symptoms. At the same time, IgG antibodies appeared after day 7 with a peak on day 25. When compared to the disease severity, mild cases had peak IgM response earlier than in severe cases (day 17 vs day 21). Further, severe cases exhibited more robust IgG antibody response than mild cases, as will be discussed in the subsequent section C. In terms of the antibody response seen after symptom onset, a similar trend was shown by Liu X. et al. (2020) who detected IgM antibodies in SARS-CoV-2 infected patients between 3 and 6 days and IgG antibodies after day 8 of symptom onset, irrespective of the disease severity.

A study by Zhou P. et al. (2020) also found mean times of IgM, IgG, and neutralizing antibodies at 12, 14, and 11 days, respectively. These reports were consistent with the reports from Wu et al. (2020) in which neutralizing antibodies were detected starting from day 10. An elaborate antibody profile of 285 COVID-19 patients revealed 100% IgG and 94.1% IgM antibody response with a peak around the 3rd and 4th week after symptom onset, respectively (Long et al., 2020a). Thus, for a successful viral clearance, an adequate adaptive immune response is generated around 2nd week after symptom onset and peaks around the 3rd week for IgM and at the beginning of 4th week for IgG (Ni et al., 2020; Thevarajan et al., 2020; Wu et al., 2020; Zhao et al., 2020). Based on these and several other studies, it is evident that the antibody response is very dynamic in COVID-19 which may be dependent on the age, sex, genetic factors, underlying disease condition and most importantly, the type of assay used for serological testing (Guan et al., 2020; Hou et al., 2020). Overall, these initial reports unequivocally suggest an integral role of the regulated adaptive immune response in the early clearance of virus and thereby attenuation of the disease condition in almost 80% of the patients who show mild/moderate symptoms. On the other hand, in the rest, 20% severe and critically ill patients, disease symptoms positively correlate with the degree of lymphocytopenia, as will be discussed later in section C. A schematic representation of the functional immune response during COVID-19 is depicted in Figure 3.
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FIGURE 3. Clearance of virus infected cells by engaging adaptive immune cells. Virus infected ATII cells activate the neighboring lung resident AMs by minimizing the CD200-200L interaction. Additional requisite activation signals are provided by DAMPs, viral derived PAMPs, and cytokines like IFN-γ. Activated AMs along with infected ATII derived molecules activate and recruit other innate immune cells, like circulating monocytes, dendritic cells, NK cells, and neutrophils which act in a coordinated manner to eventually recruit the adaptive effector immune cells like CTLs and CD4+T cells. These adaptive immune cells then specifically eliminate virus infected cells while minimizing the damage to the nearby uninfected cells. Thus, a well-coordinated and regulated adaptive immune response with help from innate immune cells is critical for initial antiviral response to limit the further spread of the virus. Green arrows indicate the cytokines released by the respective activated immune cells which activate other immune cells as well as mount an antiviral response by acting on lung epithelial cells.


An immunological enigma still eluding researchers worldwide is how the majority of COVID-19 patients remain asymptomatic, and even some with high viral load (Lee S. et al., 2020). This dilemma can be partly explained based on the effective functional early immune response generated by the T and B cells. Mathew et al. (2020) used a multidimensional immunoprobing study and functionally characterized clinical features with immunological features. This study defined three immunotypes based on 50 clinical and 200 immune parameters. The immunotype 1 was positively associated with disease severity and had hyperactivated CD4+ and CD8+ T cells, with concomitant expression of exhaustion markers, indicating robust activation followed by the exhaustion of these cells. This immunotype may thus be vulnerable to cytokine storm, as discussed later in section “Cytokine Storm in COVID-19 Patients.” Immunotype 2 was associated with the presence of proliferating memory B cells with the optimal activation status of CD4+ and CD8+ T cells. This immunotype did not associate with disease severity. The immunotype 3 had no activation status of CD4+ and CD8+ T cells, and thus exhibited an inverse correlation with the disease severity. Overall, this study addressed some of the above questions that suggested that the presence of a regulated and functional adaptive immune response is key to preventing immunopathology. In a similar study, the activation status of T cells associated with disease severity (acute, moderate, and severe) (Sekine et al., 2020). The activation status of these T cells correlated with the presence of SARS-CoV-2 specific IgG antibodies in these patients.

Interestingly, T cells derived from convalescent mild and asymptomatic patients exhibited functional status when stimulated in vitro with SARS-CoV-2 specific antigens, suggesting the presence of well-regulated and functional T cell response in mild and asymptomatic convalescent patients. Thus, in patients with high viral load, an immunopathological state can be prevented if the adequate and regulated adaptive immune response is present in association with the proper interferon response. While in patients with compromised immune response, like in comorbid conditions, even a low viral load is sufficient to induce immunopathological changes, due to either ineffective immune response or uncontrolled hyper-activated response, as will be discussed in the subsequent sections.



Dysfunctional Adaptive Immune Response

A subset of COVID-19 patients displays robust activation of T and B cells. These exaggerated T cell responses are specifically present in patients who manifest severe disease conditions and need mechanical ventilation (Herold et al., 2020). Further, analysis of peripheral blood, BALF, and post-mortem lung samples of deceased patients reveal robust activation of T and B cells with a concomitant decline in the number of these cells (Kaneko et al., 2020; Liao et al., 2020). Thus, it is becoming apparent that a subset of COVID-19 patients displays activated adaptive immune response, which augments hyper-inflammation, thereby leading to disease worsening. In the subsequent section, we will specifically discuss the intricate role of T and B cells concerning their contribution to the development of the immunopathological state and how this critical antiviral immune response becomes awry during COVID-19.


Proinflammatory Cytokines Secreted by T Cells During COVID-19

Hyperinflammatory condition mediated by cytokines, chemokines and associated proinflammatory molecules which are secreted by both innate and adaptive immune cells. However, during COVID-19, the relative contribution of adaptive immune cells towards proinflammatory molecules is still emerging, while the published studies suggest a complex interplay. Profiling of 21 cytokines and chemokines in 39 patients and 24 healthy controls revealed increased levels of TH1 specific cytokines like IFN-γ, IL-2, and IL-12, and TH17 specific IL-17 in peripheral blood. In comparison to the mild cases (n = 19), patients with severe disease (n = 10) condition had increased levels of these cytokines. The limitation of this study was that the median age of severe cases was higher than in mild cases (Song et al., 2020).

Similarly, Zhou et al. (2020b) reported hyperactivated TH1 cell response with increased secretion of IFN-γ, GM-CSF, and IL-6 and with more robust expression in ICU cases than non-ICU. Considering the age, gender and other associated factors, a large number of other studies have now confirmed that COVID-19 patients have increased levels of TH1 specific cytokines, with more robust levels seen in severe than mild cases (Huang C. et al., 2020; Xu Z. et al., 2020; Zhou et al., 2020b). Similarly, CD8+ T cell-specific cytokines increased in COVID-19 patients, more pronounced in severe than mild condition (Zhou et al., 2020b). Increased expression of GM-CSF was found in CD8+ T cells from ICU patients than non-ICU, while no difference was observed in IL-6 and TNF-α levels. PBMCs derived from COVID-19 patients and stimulated in vitro showed an increase in expression of CCL2, CXCL10, Eotaxin, and IL-1RA, and stimulation of CD8+ T cells were associated with an increase in IFN-γ levels, which indicates the functional responsiveness of these cells (Mathew et al., 2020). These studies thus suggest a robust activation of TH1 specific and CD8+ T cells in COVID-19 patients.

On the contrary, there are studies which show decreased cytokine expression by T cells in severe COVID-19 cases. A study by Zheng H.Y. et al. (2020) showed a lower expression of IFN-γ, IL-2, and TNF-α in CD4+ T cells derived from severe cases. Similarly, a decrease in IL-2+ CD8+ and IFN-γ+ CD8+ cells was also observed (Diao et al., 2020). Although most studies point toward the robust activation and release of proinflammatory cytokines by CD4+ and CD8+ T cells, the discrepancy in latter studies could attribute to the functional exhaustion of these cells, which will we will discuss in section “Lymphocytopenia During COVID-19.”

Besides the presence of TH1 cytokines, TH2 cytokines like IL-4 and IL-5 and TH17 specific IL-17 were reported in some studies (Han et al., 2020; Huang C. et al., 2020; Song et al., 2020; Tan L. et al., 2020b; Xu Z. et al., 2020). The presence of TH2 cytokines usually seen in mild cases may be accounted for by the presence of other respiratory conditions with TH2 specific response (Laing et al., 2020). Overall, all these studies point toward the increased secretion of proinflammatory molecules by T lymphocytes in COVID-19, albeit with a heterogeneous response, which may be due to the variation in the age of the patients studied, different sampling times and presence of the comorbid condition, which needs further investigation.



Activation and Exhaustion Status of T Cells During COVID-19 Infection

The activation, exhaustion, and proliferation response of T and B cells are considered an integral determinant of the disease severity. Unequivocally, studies have shown lymphocytopenia as a predictive marker which may also determine the disease severity in COVID-19 patients (Liu J. et al., 2020; Tan L. et al., 2020b; Wang et al., 2020b; Yang A.P. et al., 2020; Yang X. et al., 2020; Zhang et al., 2020a). However, contradictory reports exist regarding the functional and exhaustion status of these cells during COVID-19. Further, understanding these changes throughout the disease has remained a challenge, considering the complexity in the underlying immune response, comorbid condition, and previous exposure to the infections.

Peripheral blood study of a single patient (50-year male) revealed robust activation of CD4+ and CD8+ T cells marked by HLA-DR expression (Xu Z. et al., 2020). However, the major limitation of this study was that only a single patient was studied. Using multiparameter flow cytometry approach Kuri-Cervantes et al. (2020) studied 35 COVID-19 patients (n = 7 moderate and n = 28 severe). The study revealed that a subset of severe cases displayed T cell activation as revealed by CD38 and HLA-DR expression in both CD4+ and CD8+ T cells (Kuri-Cervantes et al., 2020). By analyzing, PBMCs derived from healthy (n = 5) and severe cases (n = 16), the authors found an increase in the percentage of cytotoxic CD8+ memory cells as revealed by perforin and granzyme B.

Similarly, a subset of severe cases had increased Ki-67 expressing CD4+ and CD8+ T cells, displaying proliferation. At the same time, these findings revealed heterogeneous T cell response but overall suggested a skew towards the activation and proliferation status of these cells in a subset of severe cases. The limitation of this finding is again the small sample size which may be the reason for the inconclusive findings of the T cell status concerning the disease severity.

Similar multiparameter flow cytometry approach was used by De Biasi et al. (2020) to study T cell response in healthy (n = 12) and COVID-19 patients (n = 21). The study found activated status of CD4+ and CD8+ T cells as revealed by an increase in CD38+HLA-D population. Activated status of the CD4+ T and CD8+ T cells was further confirmed by production of IFN-γ, TNF-α, IL-17, and IL-2 when stimulated in vitro. The major limitation of this study was that the sample size was small, which restricted the comparison between the T cell responses across patients with various disease severity. In another study, Song et al. (2020) showed the activated status of CD8+ T but not CD4+ T cells in severe (n = 9) than mild (n = 20) patients. The activated status of CD8+ T cells reflected by the increased population of CD38+HLA-DR+, HLA-DR+, and CD38+HLA-DR+ marker expression (Song et al., 2020). Further, CD8+ T cells were associated with increased cytolytic markers like granzyme B, perforin, and granulysin with more pronounced activation in severe than mild.

While across studies, it has become apparent that T cells show robust activation status in severe cases than mild and moderate. These cells also exhibit exhaustion status, which may occur concomitantly with their activation status. Deep immune profiling of 125 patients by Mathew et al. (2020) demonstrated that both CD4+ and CD8+ T cells exhibit activation status as revealed by coexpression of CD38 and HLA-DR which corresponded to the disease severity. Further, these cells were also associated with concomitant expression of proliferation (Ki-67) and exhaustion (PD-1) markers. This study thus suggests that hyperactivated status of T cells may eventually lead to their exhaustion, and thus these functional and exhaustion features of T cells may reflect the disease severity.

A study by Zheng M. et al. (2020) in a cohort of 68 COVID-19 patients revealed extensive CD8+ T cell exhaustion as shown by increased expression of NKG2A. Intracellular cytokine staining (IFN-γ, IL-2, and granzyme B) further confirmed a decrease in the activation profile of these cells, which was more pronounced in severe (n = 55) than mild (n = 13) cases (Zheng M. et al., 2020). As mentioned earlier in the study by Song et al. (2020) and De Biasi et al. (2020) T cells showed activation status that was also concomitantly seen with express of exhaustion markers PD-1 and TIM-3 on CD8+ T cells and TIM-3 on CD4+ cells. The exhaustion was more pronounced in severe cases (n = 9) than mild (n = 20). However, both these studies did not consider the age of the patients when comparing the disease severity. Further, the study did not consider the temporal dynamics of these cells while measuring their functional properties.

In agreement, Zheng H.Y. et al. (2020) showed reduced functional activation of CD4+ T cells in severe (n = 6) than mild (n = 10) group as revealed by a lower proportion of IFN-γ and IL-2 expressing CD4+ T cells. While IL-2 expressing CD4+ T cell population was also significantly lower in healthy vs mild group. Further, CD8+ T cells displayed exhaustion as revealed by an increase in CTLA-4 in severe cases than mild and TGIT in severe than healthy, while PD-1 was more in mild than healthy. Exhaustive states of both CD4+ and CD8+ T cells were also present in patients requiring ICU (Diao et al., 2020). The exhaustive state was apparent by an increase in PD-1 and Tim-3 expression, which was more pronounced in CD8+ than CD4+ T cells. These studies along with others thus suggest that robust activation followed by the exhaustion of CD4+ and CD8+ T cells may be responsible for the disease progression, while therapies like checkpoint inhibitors (anti-PD-1 antibody; NCT04268537) which may prevent T cell exhaustion and restore their functional state may benefit some patients. More studies are necessary before using such an approach can be used for therapeutic intervention.

A post-mortem study of deceased COVID-19 patients conducted to find the status of these cells at the site of infection. T cell profiling and their activation status in the lungs revealed an increase in the presence of CD4+ and CD8+ T cells exhibiting activation status (Song et al., 2020). This increase in infiltration of these cells was concomitantly associated with their decline in peripheral blood. Others presented a similar activation profile of CD8+ T cells (Kuri-Cervantes et al., 2020; Mathew et al., 2020). This activated state of CD8+ T cells was consistently present across studies, with reports of immune profiling in BALF samples from COVID-19 patients, which showed increased CD4+ and CD8+ T cells in the lungs in both mild and severe cases along with the increased expression of CD8+ T cell cytolytic genes like GZMA and GZMK (Liao et al., 2020). Thus, these studies point towards heterogeneous activation and exhaustion status of T cells in peripheral blood, while a more consistent activated status at the site of infection (lungs) (Figure 4).
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FIGURE 4. T and B cell immune response during SARS-CoV-2 infection. (A) The activation status of CD4+ and CD8+ T in the circulation is indicated by CD38+ HLA-DR+. These activated T cells are further recruited at the sites of infection (initially lungs) in the presence of their respective chemokines. The activated CD4+ T cells are marked by the presence of cytokines like IFN-γ, IL-2, IL-12, IL-6, and GM-CSF, whereas activated CD8+T (cytotoxic T cells) are marked by the secretion of granzymes, perforins, and IFN-γ. During SARS-CoV-2 infection, activated CD8+T cells exhibiting increased expression of granzyme A, B, and K (GZM-B, GZM-A, and GZM-K) were found in the lungs (Liao et al., 2020; Song et al., 2020; Zheng M. et al., 2020). (B) T cells were also found to exhibit exhausted state as marked by the expression of PD-1, Tim3, and NKG2A. However, most studies showing exhausted T cells were confined to the peripheral blood, while lungs were mostly shown to have activated T cells but with concomitant expression of some exhaustive markers, suggesting that the activation state is followed by exhaustion. The exhaustive T cells are marked by the reduced expression of respective chemokines and cytolytic granules. (C) Similarly, antibody-producing B cells (plasmablasts; PB) were shown to exhibit activation status as reflected by the expression of IL4R, TNFSF13B, and XBP1, while at the same time, the exhausted status of these cells was also reported in the peripheral blood. Exhaustive state of B cells is reflected by a decrease in antibody production.


Further, it appears that unlike CD4+ T cells, the activation status of CD8+ T cells is more pronounced, which may account for their relatively faster exhaustion state (Wherry et al., 2007). Interestingly, by studying the CD8+T cell response in convalescent patients, Habel et al. (2020) found that these cells skewed toward naïve, stem cell and central memory phenotypes, with low effector T cells. While comparing the response with Influenza A viruses, SARS-CoV-2 directed CD8+ T exhibit relatively lower response. Others have also shown a significant decline in CD8+ T cell subsets (naïve, effector, and memory) in COVID-19 patients, with a more pronounced decline in critical (n = 3) than severe (n = 5), and mild (n = 4), suggesting their robust activation during early disease followed by exhaustion during the critical condition (Wang W. et al., 2020). On the contrary, CD4+ T cells were higher in the mild and critical cases than severe cases and healthy control (n = 12). These results imply that the overall T cell response is heterogenous, while CD8+ response, though robust during infection and correlates with the disease severity; but the response may not be long-lasting, at least in some cases.

Both CD4+ and CD8+ T cells also exhibit dysregulated response (Qin et al., 2020). Decreased levels of CD4+ regulatory cells as marked by CD3+ CD4+ CD25+ CD127low+ population was found in severe cases. Similarly, the study found decreased CD8+ suppressor T cells (CD3+, CD8+, CD28+) in severe cases. Overall, more comprehensive studies are warranted with larger cohort size, to profile local vs systemic T cell response and persistence simultaneously, and correlate these responses with disease severity in age-matched patients.



Impaired B Cell Response During COVID-19

Regulated and controlled B cell response is critical for the effective immune response against the CoVs, as discussed above. However, under certain conditions, B cell response may be detrimental and aggravate the underlying disease condition. A notion has emerged, which suggests that in COVID-19 patients, B cell number though reduced, but these cells display robust activation in some cases that correlate with disease severity.

Deep immune profiling integrated with computational approach revealed intricate relations of B cell response with clinical parameters at various stages of the COVID-19 disease severity. These cells express proliferation (Ki67+), differentiation (CD27+ CD38+), as well as exhaustion markers (PD-1+). More robust expression of these markers was observed in severe cases compared to mild-moderate, with an overall decrease in memory B cell number (Mathew et al., 2020). Further, 70% of the patients reported have IgG and IgM S protein-specific antibodies, suggesting activation status of the antibody-secreting plasmablasts. Thus, this study shows that B cells, in severe cases, display concomitant activation and exhaustion markers, while mild cases or healthy controls showed a normal response. However, how this activated status of B cells had an impact on disease severity was not studied. By looking at the alleged relationship of activated B cells with disease severity, Woodruff et al. (2020) showed robust activation status of extrafollicular B cells which resembled their behavior in autoimmune condition. The activation status of these cells was found more pronounced in critically ill patients (n = 10) than non-critical (n = 7) and healthy control (n = 17), which correlated with SARS-CoV-2-specific antibody production and disease progression. Further, an increase in antibody-secreting cells (ASCs) was found in critically ill cases compared to non-severe cases along with an increase in S protein-specific antibodies, probably with a non-neutralizing property. This study shows that in some patients with a critical disease condition, robust B cell response and presence of SARS-CoV-2 antigen-specific antibodies may be associated with worsening of the disease condition. The ASCs were identified as the population of cells with CD138+ and CD21low expression. However, no comparison was drawn between various age groups concerning disease severity. While across studies, B cell activation is apparent in severe cases, it is subsequently associated with a sharp decline in their number. Various mechanisms may be responsible for this decline, among which B cell exhaustion is one, but still poorly understood (Yi et al., 2010).

A recent study has provided mechanistic insights into how some cases of COVID-19 exhibit low B cell number. Kaneko et al. (2020) studied the post-mortem samples (n = 11) of thoracic lymph nodes and spleens and found that Bcl-6+ germinal center (GC) B cells highly reduced in these patients in comparison to non-COVID-19 control (n = 6). This decline in GC was also associated with a decrease in TFH cell differentiation and an increase in the number of TH1 cells (Kaneko et al., 2020). Further, an increase in expression of TNF-α levels was found in the follicles. Based on previous studies that TNF-α inhibits the lymphoid follicular development, and high levels of this pleiotropic cytokine is the hallmark of COVID-19, the authors attributed the reduction in GC to high levels of this cytokine. In addition to the study in post-mortem samples, the authors conducted B cell analysis in peripheral blood samples from COVID-19 patients at different stages of the disease. In line with the post-mortem data, patients with severe disease condition (n = 25) had a significant decrease in the number of naïve B cells, CD19+ B cells, and follicular B cell subsets in comparison to the healthy controls (n = 4), convalescent patients (n = 39), and moderate patients (n = 4). Thus, this study provides a probable cause for the B cell decline in severe cases of Covid-19. However, there was a significant difference in the mean age of severe patients (higher between 58 and 60) than the control, convalescent, and moderate group (30–45 years). Thus, the effect of age on the decline in B cells cannot be undermined in this study. More studies are needed to specifically look into the B cell number and activation status in COVID-19 patients concerning the disease severity to get a clear understanding of the role of these cells.



Antibody Dynamics in COVID-19

Antibody-based therapy is being considered as a potential intervention for COVID-19, owing to the successful preliminary results with CPT. However, this treatment approach may be associated with the risk of exacerbating COVID-19 severity, based on the experience from previous viral infections (Salazar et al., 2017). Further, like previous SARS-CoV infections, antibody response may not always favor viral clearance, instead of contributing to the underlying immunopathology in some instances (Zhang et al., 2006; Newton et al., 2016). This immunopathological state may thus attribute to factors such as robust and unregulated activation of B cells, ADE, presence of cross-reactive but non-neutralizing antibodies, and failure to mount a controlled B cell response. Across studies, higher antibody titers detected in patients with severe and critical condition in comparison to non-severe cases (Long et al., 2020a; Gudbjartsson et al., 2020; Zhao et al., 2020). One can argue that higher antibody titer should be beneficial to provide an adequate antiviral response but can be countered by the finding that higher antibody titers found in a large number of severe cases and patients requiring ventilation (Kaneko et al., 2020). This contradiction is yet to resolve, and the emerging data suggest that higher antibody response may reflect the over-activation and uncontrolled B cell response. Zheng M. et al. (2020) showed the presence of RBD-specific IgG and IgA antibodies in patients with severe disease condition. The study included 13 severe and 41 non-severe cases of various age groups.

Along with increased IgG and IgA levels, severe cases also had an increased number of antibody-secreting cells and TFH cells, which aid in antibody production. Further, a close correlation of proinflammatory cytokines and chemokines like IL-6, CXCL10 and complement activation marker C5a found with the severe disease condition. This study provided a direct relation of inflammatory response with humoral immune response in context to the disease severity. However, the antigen-neutralizing property of these SARS-CoV-2 specific antibodies was not determined. Further, a low sample size of severe cases was another limiting factor to provide a definitive conclusion that robust antibody response may positively correlate with disease severity.

Similarly, Zhao et al. (2020) studied antibody response in 173 clinically diagnosed COVID-19 patients with a median age of 48 years. Among these, nine patients (three critical and six non-critical) studied longitudinally for the relation of antibody response with the disease severity. Antibody titer was higher in the critical patients as compared to non-critical. This higher titer of antibodies was not reflected by the clearance of the virus, thus suggesting that antibody response in critical cases may be associated with worse disease outcome rather than protective effect. However, like other studies, this study also suffers from the same limitation of low sample size. In line with the notion that antibody response is higher in severe patients, a large population study (n = 30,576 persons from Iceland) (Gudbjartsson et al., 2020) conducted in Iceland revealed similar observation. The study provided a comprehensive account of the relation of antibody response concerning age, sex, body-mass index, drugs habits like smoking and the use of anti-inflammatory medication. Results show that patients with smoking habit and who were on anti-inflammatory medication, had lower antibody levels, while body mass index had a positive association. The data thus suggest that antibody response may not always favor clearance of the virus, but in some instances, higher antibody levels may make the patients more vulnerable to the disease.

This detrimental relation of antibody response with poor disease outcome was also prevalent in the previous SARS-CoV infection (Zhang et al., 2006). In a study on the sera samples obtained from SARS-CoV infected patients, a faster S protein-specific antibody response was found in patients who did not survive (14.7 days), as compared with the patients who recovered from the disease (20 days). Further, the antibody titer was significantly higher in the deceased patients with faster production than in the recovered patients. To mechanistically understand why antibody response has a more detrimental effect than protective, Liu et al. (2019) studied viral antibody response in animal models (Chinese rhesus monkeys). When animals infected with the SARS-CoV and adoptively transferred with anti-S protein IgG could not prevent the infection but instead displayed severe disease symptoms. Presence of the S protein antibody abrogated wound healing, induced macrophage/monocyte infiltration into the lungs and caused the release of proinflammatory cytokine followed by acute lung injury. This study thus demonstrated that the presence of S protein-specific antibody might have a deleterious effect in inducing lung injury, irrespective of the viral load. However, since mechanistic details are difficult to discern in clinical samples, more studies in animal models need to be explored. Further, owing to the dynamics of antibody response in clinical samples concerning underlying disease condition, age, and genetic factors; animal models will provide a cleaner system to delineate the antibody dynamics with respect to disease severity (Guan et al., 2020; Hou et al., 2020).

Contrary to B cell activation, some studies have shown lower antibody durability in both mild and severe cases (Yu et al., 2020). In a longitudinal study on a 26-year-old woman with a moderate disease condition, antibody response disappeared within three months (Liu A. et al., 2020). In a sizable cohort of samples, asymptomatic patients (n = 37 with median age 41 years) had relatively lower durability of the IgG and IgM antibodies in comparison to the symptomatic patients (n = 37). Further, the viral shedding in the asymptomatic group was higher than the symptomatic group (Long et al., 2020b). Similarly, Ibarrondo et al. has shown the same antibody durability in 34 COVID-19 patients with a mean age of 43 years when studied longitudinally for a period of upto 4 months (Ibarrondo et al., 2020). The authors found a significant decline in IgG antibodies in the sera of convalescent patients with mostly mild symptoms. A declining trend was seen for multiple SARS-CoV-2 antibodies like IgG N, IgM, IgG S1, and IgA S1 in the longitudinal analysis (n = 487) (Gudbjartsson et al., 2020). In another longitudinal study, the disappearance of S and N protein-specific antibodies was observed within 3 months of recovery (Liu A. et al., 2020). Based on these reports, we can infer that the antibody response in some COVID-19 patients may not be long-lasting, which poses a challenge for antibody-based therapy and vaccine research—further, these data caution towards chances of reinfection, as shown to be the case with other seasonal coronaviruses (Edridge et al., 2020). However, larger cohort size and longer time frame longitudinal studies are needed to find the durability of antibody response in COVID-19.

Further, a comparison of various disease states with corresponding antibody response will provide clearer insight as to how this response is regulated. It appears that in patients with severe disease symptoms, TNF-α may influence the GC and hence B cell number (Kaneko et al., 2020), whether the same holds for asymptomatic patients with compromised antibody durability remains elusive. This dynamic antibody response is critical while considering convalescent plasma therapy (CPT) for severe or critically ill patients. If a patient already has sufficient antibodies, CPT may not be a viable treatment option (Anderson et al., 2020; Duan et al., 2020). While many studies have reported success with CPT, some studies have shown no added beneficial effects with this approach (Li L. et al., 2020). Thus, pre-caution should be taken while using this approach, i.e., if a patient already has adequate virus-specific antibodies or presence of cross-reactive and auto-antibodies, plasma therapy may do more harm than good, which may be the reason with non-responsiveness of CPT in some patients (Nagoba et al., 2020).



SARS-CoV-2 Antibody Cross-Reactivity and Neutralization Property

A range of SARS-CoV specific antibodies have shown cross-reactivity with SARS-CoV-2. These antibodies target S protein and mostly the RBD region (Hoffmann et al., 2020). Monoclonal antibodies against SARS-CoV such as CR3022 and S309 have shown cross-reactivity with SARS-CoV-2 (Pinto et al., 2020; Wang et al., 2020a). Similarly, in a study of 285 patients, S protein-specific antibodies from SARS-CoV showed cross-reactivity with CoV-2 N protein in a subset of patients (n = 5), whereas no-cross reactivity was detected against S1 subunit of SARS-CoV-2 (Long et al., 2020a). Thus, the cross-reactive nature of some of these antibodies may ensure their efficacy against multiple coronaviruses.

However, at the same time, these cross-reactive antibodies should also have neutralizing property; otherwise, they will have a harmful effect. A recent study explored the cross-reactive and neutralization property of these antibodies simultaneously (Lv et al., 2020). This study used plasma from 15 SARS-CoV-2 and 7 SARS-CoV patients and found a high degree of cross-reactivity between the antibody response from these samples, but a very low antibody neutralizing property. These results were further confirmed in animal models of SARS-CoV-2 and SARS-CoV. While S309 antibody showed better neutralization property against SARS-CoV-2, the neutralization properties for CR3022 are not yet known (Pinto et al., 2020; Wang et al., 2020a). Thus, although a high degree of cross-reactivity of the antibody response from SARS-CoV-2 can be found with other related CoVs, the neutralizing property of these antibodies may be epitope specific. The weak neutralizing property of such cross-reactive antibodies should thoroughly be tested before usage as a therapeutic intervention, to prevent the complications which may arise due to antibody-dependent enhancement (ADE). These factors also become essential while considering convalescent plasma therapy.

In an elegant recent study, Cao et al. (2020) performed sc-RNA-seq of B cells from 60 convalescent COVID-19 patients. The study led to the identification of 14 neutralizing antibodies, among which one (BD-368-2) showed the most potent effect. BD-368-2 was further explored for its efficacy in animal models and showed therapeutic potential in SARS-CoV-2 transgenic animals. Further, the study suggested the use of two different monoclonal antibodies targeting different epitopes as a more viable therapeutic intervention than a single antibody, which is impressive considering the emerging mutations in SARS-CoV-2. Thus, more research in this direction is needed to find antibodies with potent neutralization property for targeted therapy to alleviate the disease burden.



Antibody Dependent Enhancement in COVID-19

Non-neutralizing but cross-reactive antibodies may lead to ADE and hence enhance the immunopathological state. ADE can occur through various pathways, the most important among which include endocytosis of antibody conjugated virus by the phagocytic cells (via Fc gamma receptor IIa (FcγRIIa) and enhanced antibody immune complex formation (Kulkarni, 2020). Virus uptake by the phagocytic cells induces robust propagation and hence may further aggravate the disease condition, while antibody immune complex formation may generate a high pro-inflammatory response. Experience from previous viral infections has shown that ADE may lead to worse disease outcome in some patients with the presence of non-neutralizing antibodies, reviewed by Lee W.S. et al. (2020). In vitro studies on monocytes and macrophages have shown ADE in SARS-CoV (Flipse et al., 2016). However, no definitive clinical data is available that indicates the occurrence of ADE during SARS-CoV or SARS-CoV-2 infection. Nevertheless, based on the substantial cross-reactivity between various epitope regions of CoVs, some patients may exhibit ADE due to the presence of cross-reactive but non-neutralizing antibodies from previous infections.



Unconventional T Cells in COVID-19

Bronchial alveolar lavage fluid analysis of 3 COVID-19 patients reveals a high number of NKT cells during the acute phase of infection (Kim et al., 2020). This increase in NKT cells was similarly reflected in the peripheral blood. Conversely, a decline in the number of these cells was found during the recovery phase. These results thus suggest a close correlation of the NKT cell activity in COVID-19 and the presence of these cells may be required for the clearance of virus during the initial phase of infection. Concomitantly, increased infiltration and activity of these cells may lead to a more severe outcome associated with eosinophilic pneumonia, as shown in one study. However, no direct correlation of these cells types with disease severity was found, probably due to meagre sample size (n = 3). Further, the samples used in this study were collected at different time points after the onset of symptoms, which may have complicated the interpretation of the results.

In another study on 30 COVID-19 patients with a varied range of disease severity from mild, moderate to severe, a reduction in the total peripheral blood NKT cells was seen across groups, with no difference in the overall number between ICU (n = 10) and non-ICU patients (n = 11) (Mazzoni et al., 2020). Similarly, a study by Jouan et al. (2020) found a decrease in NKT and MAIT cells in the peripheral blood of COVID-19 patients (n = 30, with varied disease severity) as compared to healthy controls (n = 20). This decline in circulating MAIT cells was concomitantly associated with an increase in these cells in the endotracheal aspirates (ETA) obtained from critically ill patients who needed mechanical ventilation (n = 12), while no changes in NKT cell number in ETA were detected. The presence of circulating IL-18 reflected the activation of these cells, and the expression of PD-1 suggested subsequent exhaustion throughout the infection. This study thus indicates that the presence of the activated status of these unconventional T cells may serve as a predictive assessment of disease severity. More research about the activation, proliferation and differentiation status of these cells to the disease severity and local vs systemic effect is needed to fully understand their contribution in COVID-19 (Chen and John Wherry, 2020).



Lymphocytopenia During COVID-19

A drastic decrease in the number of circulating lymphocytes (lymphocytopenia) in severe and critically ill COVID-19 patients is now well appreciated (Huang C. et al., 2020; Liao et al., 2020; Liu et al., 2020a; Mathew et al., 2020; Zhou F. et al., 2020; Zhou P. et al., 2020). Interestingly, restoration in the lymphocyte count is also consistently seen during the recovery phase (Chen Y. et al., 2020). Based on these early findings, lymphocytopenia is considered a predictive indicator of COVID-19 disease severity (Tan L. et al., 2020b). Although the molecular mechanisms associated with lymphocytopenia during SARS-CoV-2 are not known, emerging evidence suggests the role of multiple factors based on the correlations drawn from previous viral infections. The decline in lymphocyte numbers in circulation can be attributed to altered chemokine and cytokine signaling responsible for the recruitment and activation/inhibition of these cells, increased infiltration to the site of infection, and cell death by apoptosis and/or necrosis (Wherry and Kurachi, 2015; Walling and Kim, 2018).

Immune profiles of COVID-19 patients show adequate levels of chemokines and cytokines involved in the maintenance of T and B cell phenotypes (Yang X. et al., 2020; Yang Y. et al., 2020). Chemokines and cytokines responsible for CD8+ T cells priming and chemotaxis were also detected in the patients. Similarly, cytokines responsible for B cell activation and proliferation signals were sufficiently present, thus excluding the possibility that lymphocytopenia may be a result of impaired activation signals or chemokine signaling. Interestingly, a recent study suggests that severely ill COVID-19 patients had lower levels of activated (CD11a+) and terminally differentiated (CD57+) peripheral blood CD4+ and CD8+ T cells (which are also S-protein reactive). The decline in the number of these cells can attribute to their concomitant migration to the infected regions under inflammatory response.

Similarly, another study has shown lymphocytopenia in peripheral blood along with a concomitant increase in the activation profile and the number of these cells in the lungs (Song et al., 2020). Homing of these activated T cells to the site of infection may thus be associated with the worsening of the disease by amplifying the proinflammatory state. A single patient analysis revealed increased CD4+ and CD8+ T cells in the BALF (Voiriot et al., 2020). ScRNA-seq in BALF followed by cluster analysis revealed the presence of CD8+ T cells with proliferative phenotype in severe cases, whereas moderate cases exhibited clonal expansion phenotype (Liao et al., 2020). From these accounts, it is indicative that increased migration of activated T cells to the site of infection may be one of the reasons for lymphocytopenia (in the blood) and the remaining T cells in the blood may eventually become dysfunctional (exhausted) as discussed below.

The decline in circulating lymphocyte number in COVID-19 patients can also attribute to the ‘exhausted’ state of these cells (Chen and John Wherry, 2020). The heightened viral load and presence of specific inhibitory signals bring about changes in the transcriptional and effector profile of T cells in a coordinated manner. Initially, they lose their property to secrete effector cytokines and gradually proceed to reduced expression of essential maintenance and activation surface receptors (Wherry and Kurachi, 2015). A subsequent increase in the expression of inhibitory receptors and associated morphological changes result in the elimination of these cells from the circulation (Wherry and Kurachi, 2015). CD4+ T cell exhaustion determines their insufficient secretion of effector molecules like IL-2, IL-10, IL-21, IFN-γ and TNF-α with a concomitant increase in inhibitory molecular signaling by PD-1, CTLA-4, LAG-3, CD244 (2B4), and TIM-3 (Blank et al., 2019; Dong et al., 2019). Similarly, CD8+ T cell exhaustion is determined by reduced expression of IL-2, IFN-γ, TNF-α, and cytolytic granules. Besides, decreased expression of T cell maintenance receptors CD122 and CD127, and increase in inhibitory receptor signaling via PD-1, CTLA-4, NKG2A, TIGIT, LAG-3, CD244 (2B4), and CD160 also mark their exhaustion (Wherry and Kurachi, 2015; Blank et al., 2019). B cell exhaustion is also demonstrated similar to T cell exhaustion with an expression of inhibitory receptors PD-1, CD22, and LAIR-1 but the exhaustion profile of these cells is relatively unexplored (Moir and Fauci, 2014).

A large body of evidence suggests functional exhaustion of CD8+ T and CD4+ T cells in the peripheral blood of COVID-19 patients. In some instances, exhaustion markers are concomitantly expressed along with activation and proliferation markers, as discussed above (Diao et al., 2020; Mathew et al., 2020; Mazzoni et al., 2020). Moreover, increased expression of exhaustion-related genes like BATF, IRF4, and CD274 also correlated with disease severity (Hadjadj et al., 2020). Interestingly, increased apoptosis of T cells became evident in severe cases as compared to mild/moderate conditions. Thus, one way to explain lymphocytopenia in COVID-19 patients is that after the onset of symptoms, T cells are primed to overcome the infection. However, in cases where viral infection persists, these cells attain robust activation, which may do more harm than good, as seen in severe and critically ill patients reviewed by Chen and John Wherry (2020). Thus, the exhaustion of these cells precedes robust activation response, and eventually, they get eliminated from the circulation, as has been seen with previous viral infections (Wherry, 2011; Blank et al., 2019). For example, during acute infection by lymphocytic choriomeningitis virus (LCMV), CD8+ T cells were shown to exhibit functional activation status and develop into memory T cells.

In contrast, during chronic infection, CD8+ T cells had impaired effector function and displayed profound exhaustion followed by apoptosis (Barber et al., 2006; Wherry et al., 2007). Similarly, CD8+ T cell exhaustion is well known during persistent human immunodeficiency virus (HIV) infection, marked by robust expression of exhaustion markers like PD-1 (Day et al., 2006; Petrovas et al., 2006). Following exhaustion, these cells are eliminated from the circulation, which is responsible for the decline in their number with long-term infection (Petrovas et al., 2009). In addition to transcriptional changes that lead to exhaustion during chronic viral infection, the presence of secretory inhibitory molecules has been implicated in lymphocyte exhaustion with a prominent role of IL-10 and TGF-β in CD8+ T cell exhaustion (Wherry, 2011; Blank et al., 2019). Increased levels of these cytokines in COVID-19 patients may also suggest their potential role in CD8+ T cell exhaustion (Chen, 2020; Liu A. et al., 2020). Furthermore, severe COVID-19 patients had elevated lactic acid levels which is a known inhibitor of T cell function (Fischer et al., 2007; Tan L. et al., 2020b).

Another vital aspect of lymphocytopenia is direct cell death by the virus during infections. HIV is a well-known example wherein CD4+ T cells undergo activation-induced cell death by the virus (Day et al., 2006; Petrovas et al., 2009). Though respiratory viruses are not known to induce T cell apoptosis directly, virus-activated secondary factors may be responsible. For example, T cell apoptosis was seen by the enhanced expression of death receptors during the infection of influenza virus (H5N1) (Boonnak et al., 2014). MERS infection was also associated with T cell apoptosis by the virus-mediated activation of intrinsic and extrinsic pathways of cell death, resulting in their depletion from circulation (Chu et al., 2014). The MERS infection was abortive in these cells, suggesting indirect activation of cell death pathways. A few in vitro studies have shown low replication of SARS-CoV in T cells and the absence of any significant cell death (Chan and Chen, 2008; Wang X. et al., 2020). Whether SARS-CoV-2 infects, T cells are currently unknown, but it appears that T cell decline during COVID-19 cannot be attributed to direct cell death by the virus but to the exhaustion mechanism.

In addition to the mechanism mentioned above associated with lymphocytopenia, secondary signaling mediated via engagement of death receptors, increased ROS, HMGB1 and other death-inducing agents released by the infected and damaged ATII cells may also be implicated in T cell decline (Kaminskyy and Zhivotovsky, 2010; Juno et al., 2017; Zhan et al., 2017). Thus, based on these early findings, lymphocyte exhaustion may be driven by multiple factors that actively engage in rendering these cells ineffective, followed by their subsequent elimination (lymphocytopenia). Overall, a clear picture is emerging, which strongly indicates lymphocytopenia as a predictive marker for COVID-19 disease severity. Along with increased neutrophil number, the blood lymphocyte count serves as a better prognostic marker and reflects the immunopathological state of the patients (Giamarellos-Bourboulis et al., 2020; Liu et al., 2020b). Further, based on these emerging studies, it is becoming evident that T cell response is heterogeneous during COVID-19 infection. While peripheral blood may exhibit lymphocytopenia, and mostly exhausted status of these cells, the site of infection is associated with an activated profile of the cells and hence determines the severity of the disease. Thus, caution should be exercised while designing therapeutic interventions for COVID-19. The underlying immunological state should be borne in mind while considering the treatment. Patients with lymphocytopenia and elevated functional and activation status of T cells may benefit from immunomodulatory approaches like mesenchymal stem cells, which are currently under clinical trials (NCT04377334). Patients with imperfect T cell and B cell responses may benefit from convalescent plasma therapy, whereas patients with impaired interferon response may respond better to interferon therapies (NCT04350671; NCT04388709). Thus, before a vaccine is available, a rational way to recommend therapy for severe cases of COVID-19 should be based on the patient’s underlying immunological state. However, the treatment options become challenging when the patients exhibit cytokine storm and associated ARDS.

Moreover, it is imperative to analyze the T and B cell response by considering the age of the patient, comorbid condition, severity score, time of sample collection, and the method used for the analysis. Because, the adaptive immune response is highly sensitive to these factors, and undermining them may thus further complicate our understanding of the development of the immunopathological state during COVID-19.



CYTOKINE STORM IN COVID-19 PATIENTS

Severe and critically ill COVID-19 patients exhibit cytokine storm (CS) as a reflection of the hyperimmune activation mediated by lung resident and infiltrated inflammatory immune cells, as mentioned above. CS is manifested by the release of potent inflammatory cytokines, chemokines, and in some instances, interferons (as a late response) into the circulation that serves as an indicator of early lung damage. Though the term CS is generally used with cytokine release syndrome (CRS) during CAR-T cell immunotherapy, it can reflect different pathological conditions. While IL-6, TNF-α, and IL1-β predominantly represent CRS, CS is a much more complex response mounted by a range of inflammatory cells. Further, differences are also apparent in the kinetics, and the concentration of the cytokines released, as discussed in a recent review (Vardhana and Wolchok, 2020). Data from moderate, severe, critically ill, and recovered patients reveal a close correlation between the presence of proinflammatory cytokines with disease severity (Huang C. et al., 2020; Liao et al., 2020; Liu J. et al., 2020; Zhao et al., 2020).

Clinical evaluation of 41 COVID-19 patients (Non-ICU: 28 and ICU: 13) for over 26 chemokines and cytokines revealed increased levels of 16 of them such as IL-1β, IL-1RA, IL-17, IL-8, IL-9, IL-10, basic FGF, G-CSF, GM-CSF, IFN-γ, CXCL10, CCL2, CCL3, CCL4, PDGF, TNF-α. In comparison to non-ICU cases, patients admitted to ICU exhibited increased levels of IL1-β, IFN-γ, and IL-6, suggesting TH1 immune cell response as reported previously for SARS-CoV (Huang C. et al., 2020). Further, higher levels of G-CSF, CXCL10, CCL2, CCL3, and TNF-α indicated activation of monocytes and macrophages and damage to lung epithelial cells that were strongly correlated with ICU cases. The strength of this study is that this is the first comprehensive cytokine profiling study of the COVID-19 patients, where disease severity was compared with the cytokine response. The major limitation with this study is the small sample size for comparison between groups, and the use of lower respiratory specimen for testing rather nasopharyngeal swab sample – which is a sensitive specimen and commonly used for COVID-19 testing.

Working on relatively similar sample size (n = 40), Liu J. et al. (2020) found increased serum levels of IL-2, IL-6, IL-10 and IFN-γ corresponding with disease severity. By performing longitudinal analysis, IL-6, IL-10 levels were consistently increased in severe cases (n = 13). Besides small sample size, the major limitation with this study was that most of the patients had a comorbid condition like diabetes, hypertension, fungal infection and other chronic ailments, which may complicate the data interpretation and comparison between groups. By working on a relatively larger cohort (n = 799), Chen T. et al. (2020) found that increased levels of IL-2R, IL-6, IL-8, IL-10, TNF-α in patients who had to succumb to the disease (n = 113) as compared to those who recovered (n = 161). However, unlike the study by Huang et al. IL-1β was not found to be significantly increased in deceased patients. This discrepancy could be because the samples used by Huang C. et al. (2020) were from critically ill (5 deceased out of 13) patients, whereas Chen et al. analyzed deceased patients. Thus, observed differences in levels of cytokines may reflect the disease severity and underlying comorbid condition.

In addition to the peripheral blood profiles, transcription profiling of BALF revealed higher expression of IL-10, CCL2, CXCL10, CCL3, and CCL4, a representation of lung immunopathology. (Xiong et al., 2020). Similarly, in another study measurement of IL-1β, IL-2, IL-4, IL-5, IL-6, IL-8, IL-10, IL-12p70, IL-17, IFN-α, IFN-γ, and TNF-α were performed in the BALF, and the results revealed a significant increase in IL-1β, IL-6, and IL-8 levels in critically ill patients as compared to moderate condition (Liao et al., 2020). BALF fluid analysis of 8 COVID-19 patients by Zhou Z. et al. (2020) also showed upregulation of key chemokine transcripts that are involved in the recruitment of inflammatory cells (IL1RN, IL1β, CXCL17, CXCL8, CXCL1, CXCL2, CCL2, and CCL7) (Zhou Z. et al., 2020).

ScRNA-seq analysis of BALF also revealed increased expression of CXCL9, CXCL10, CXCL11, and CXCL16 in all tested COVID-19 patients (Liao et al., 2020). Lung macrophages displayed increased transcripts of IL-1β, IL-6, TNF-α along with chemokines like CCL2, CCL3, CCL4, and CCL7 in severe cases. In terms of the contribution by the lung resident cells, tissue immunohistochemistry data revealed increased levels of IL-6, TNF-a and IL-10 in the AMs of biopsy samples obtained from deceased patients (Wang et al., 2020b). Together, these studies unequivocally show heightened proinflammatory cytokine and chemokine response in circulation as well as at the site of infection in severe and critical cases. Since these initial reports, all the subsequent studies revealed a consistent increase in IL-6, and to some extent TNF-α (Chen G. et al., 2020; Diao et al., 2020; Luo et al., 2020; Qin et al., 2020; Tan M. et al., 2020c; Zheng M. et al., 2020). Based on the clinical cytokine profile across the studies in critical/deceased patients, serum IL-6 level is well established as a reliable predictive marker for COVID-19 severity and a potential marker of ARDS along with increased neutrophil/lymphocyte ratio. Thus, considering a robust increase in IL-6 levels in the majority of the severe COVID-19 patients, currently, treatments are underway to lower the levels of this pleiotropic cytokine. For example, antibodies directed against IL-6R (such as tocilizumab) have shown promising clinical outcomes (Capra et al., 2020; Luo et al., 2020; Xu X. et al., 2020). Similarly, antibodies directed against GM-CSF (NCT04351243) and IL-β (NCT04348448) are also being explored for their efficacy to attenuate CS in COVID-19 patients. A detailed list of the recent papers which reported clinical profiles of these inflammatory molecules in COVID-19 patients is provided in Table 1.


TABLE 1. List of some research articles from December 2019 to May 2020 establishing lymphocytopenia and cytokine storm in COVID-19 patients.
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ACUTE RESPIRATORY DISTRESS SYNDROME

The consequences of the dysfunctional immune response as characterized by increased inflammatory cell infiltration, cytokine storm, and lymphocytopenia are the underlying concerns in COVID-19 patients. This immunopathological state may eventually lead to the development of ARDS, which is associated with between 67 and 85% of ICU deaths (Ji et al., 2020; Liu et al., 2020b). With a median time range from 8 to 12 days after symptom onset, ARDS progresses hierarchically during COVID-19 (Fan E. et al., 2020).

The late robust immune response generated by excessive infiltration of innate immune cells, proinflammatory cytokines, along with activated lymphocytes causes extensive damage to the lungs. By this time, the injury incurred by the hyperactivated innate immune system far bypasses the damage by the virus, eventually leading to respiratory collapse and multi-organ failure. Taking cues from animal models and post-mortem samples of deceased SARS-CoV infected patients, a comprehensive picture of the clinical and molecular pattern of lung damage has emerged (Leung et al., 2005) as shown in Figure 5. These events proceed in a sequential and well-coordinated manner. Excessive alveolar epithelial cell death, loss of extracellular matrix, deposition of cellular debris, and formation of hyaline membrane starts early along with bronchiolar and alveolar epithelial cell denudation, referred to as diffuse alveolar damage (DAD). These events are proceeded by desquamation of the alveolar and bronchial epithelial lining, altered permeability of the alveolar-vascular barrier, interstitial pulmonary edema, thrombosis, coagulation, and fibrin deposition (Gralinski et al., 2013). Finally, the SARS-CoV disease progresses to a more severe fibrotic stage with increased fibroblast cell proliferation, interstitial fibrosis, collagen deposition, and complete collapse of the airways. The contents are released to the secondary tissues along with the proinflammatory cytokines, which may result in multi-organ failure. These changes are orchestrated by a coordinated action of molecular events that are ever-expanding (Chong et al., 2004; Jih, 2005; Yen et al., 2006).
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FIGURE 5. Immunopathological changes during different stages of COVID-19. (A) Immunological response in mild/moderate COVID-19 patients are overtly conferred by the adaptive immune cells with assistance from the innate immune system. Infected ATII cells and activated AMs produce a repertoire of cytokines and chemokines to recruit innate and adaptive immune cells and limit the viral propagation. The functional immune system thus acts in a well-coordinated manner to eliminate the virus specific ATII cells. Due to the relatively stem cell-like property of ATII cells, the eliminated cells are subsequently regenerated, thus ensuring recovery of the damaged lung tissue. (B) However, in severe/critically ill patients, an exaggerated inflammatory response is mounted by hyperactivated innate immune cells, and to a lower degree by adaptive immune cells. A hyperinflammatory state is created in the lungs which is characterized by the robust accumulation of inflammatory cells like monocytes/macrophages, dendritic cells, and neutrophils. This leads to the excessive release of cytokines and chemokines by these cells, thus inducing a vicious hyperinflammatory cycle. Damage to the lung parenchyma is inflicted by this hyperinflammatory state, along with other cytotoxic molecules like MMPs, NETs, ROS and NO. The latter two combine to form more cytotoxic peroxynitrite ions. The combined action of these events results in epithelial denudation, vascular leak, platelet and RBC infiltration, vascular edema, and hyaline membrane formation, resulting in ARDS.


Recovery from ARDS is possible but only before the disease progresses to a critical stage. However, a mortality rate between 35 and 40% in ARDS patients demonstrates irreversible tissue damage manifested by tissue fibrosis (Bellani et al., 2016). TGF-β plays a central role in the late onset of fibrotic changes during ARDS. Acting with other proinflammatory molecules, TGF-β induces fibroblast cell proliferation and activation, collagen synthesis and deposition, synthesis of fibronectin, and alpha-smooth muscle actin, which all together contribute to fibrosis (Fan E. et al., 2020). Emerging histological studies from deceased COVID-19 patients reveal robust structural changes in the lungs and associated organs like the liver, kidneys, and heart (George et al., 2020). Lung biopsy samples from a 50-year-old patient who had succumbed to COVID-19 revealed hyaline membrane formation, desquamation of epithelial and endothelial cells, mononuclear infiltration, and robust ATII cell damage, indicating ARDS (Xu Z. et al., 2020).

Further, microvesicular steatosis was observed in liver biopsy samples suggesting multi-organ damage (Xu Z. et al., 2020).

Similarly, histopathological examination of a 72-year old patient who died due to SARS-CoV-2 infection revealed inflammatory infiltrates and fibrosis in the lungs along with intra-alveolar organizing fibrin suggesting ARDS (Zhang H. et al., 2020). In another study, lung samples from 38 deceased COVID-19 patients were evaluated for histopathological changes. Necrosis of alveolar epithelial cells and DAD was observed in all patients. While, most of the patients exhibited interstitial and intra-alveolar edema, ATII cell hyperplasia, thrombosis, fibrin deposition, infiltration of macrophages and lymphocytes, hyaline membrane formation and other fibrotic changes (Carsana et al., 2020; Polak et al., 2020). Similar histopathological findings were revealed by other studies (Menter et al., 2020).

Clinical evaluation of 113 deceased patients revealed ARDS and multi-organ dysfunction (Chen T. et al., 2020). Increased serum concentration of molecular markers such as D-dimer, cardiac troponin creatinine, creatine kinase, alanine aminotransferase, aspartate aminotransferase, total bilirubin, alkaline phosphatase, and γ-glutamyl transpeptidase was observed. Presence of these molecules indicates damage to the liver, kidneys, and heart. Further, thrombosis and fibrinolysis were seen across the studies as revealed by elevated serum D-dimers. Besides, clinical evaluation of critically ill and deceased patients demonstrated elevated levels of biomolecules associated with damage to lungs, liver, kidneys, and heart, pointing to multi-organ dysfunction during COVID-19 (Chen T. et al., 2020; Huang C. et al., 2020; Zhu et al., 2020). It is emerging that ARDS in COVID-19 patients have a consistent presence of hyaline membrane, DAD, thrombosis and fibrotic changes, which may be the primary cause of ARDS-induced death (Fan E. et al., 2020; Price et al., 2020). Prospective longitudinal studies on clinical, molecular, and associated histopathological parameters will further delineate the molecular basis of ARDS in COVID-19. A list of studies that have detected D-dimers and associated clotting factors in COVID-19 patients is presented in Table 1.



FUTURE PERSPECTIVES

Over the last several months, a large number of clinical and histological studies have illustrated the underlying pathophysiological changes and tissue damage in COVID-19. However, we are just beginning to understand the fundamental molecular and signaling pathways implicated in this disease pathogenesis. Close sequence similarity with SARS-CoV does help us understand some co-existing pathological features but owing to reasonable genomic and structural variations, and it is essential to decoding the molecular mechanisms specific to SARS-CoV-2 infection. Differences in S protein, ORF3b, ORF6 and ORF8 between SARS-CoV and SARS-CoV-2 are functionally relevant (Chan et al., 2020; Mantlo et al., 2020). Similarly, the differential immune responses generated by the two viruses needs to be delineated well to develop targeted therapies to modulate these specific molecular networks (Moreno-Eutimio et al., 2020; Yao et al., 2020). Importantly, heterogeneous T cell response in COVID-19 patients has remained an enigma, with lymphocytopenia and activated T cell state in some patients versus an increased presence of exhausted T cells in others.

Further, the increased activation status of these cells at the site of infection (lungs) in severe cases adds more complexity to the T cell immune response in COVID-19 patients and hence may pose difficulty in devising a universal therapeutic intervention. Similarly, the presence of reactive T cells in healthy individuals is another area that needs a comprehensive understanding, mainly while designing a vaccine. Keeping these challenges in mind and till the time an effective vaccine becomes available, existing immunomodulatory approaches like mesenchymal stem cell-based therapies (currently under clinical trials), anti-IL6 and anti-GMCSF drugs to counter cytokine storm, as well as antiviral drugs remain the standard therapeutic interventions. While the antiviral drug remdesivir has shown promise in some patients, severe side effects were also reported in others (Wang Y. et al., 2020). Considering the number of factors that affect the complexity of immune response during COVID-19, it is crucial to understand that a single type of intervention may not work for all patients. Thus, it appears that exploring a combination therapy may be more compelling at present. However, determination of the optimal combination, dose, and time of treatment needs thorough investigation. These targeted therapies become critical, considering the chance of reinfection. A recent study on ten healthy individuals throughout 35-years revealed short-lasting immunity against four common seasonal coronaviruses, with chances of reinfection in a year after infection (Edridge et al., 2020). It is plausible that SARS-CoV-2 may exhibit the same tendency of reinfection, which may be a growing concern for vaccine research. Thus, a more comprehensive understanding of the immunopathological changes and sustainability of protective immunity is needed. In this review, we highlight some of these immunological responses, which are central to the progression and outcome of COVID-19 patients. Ongoing research in this direction should lead to effective therapies sooner rather than later, alongside with the vaccines.
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ABBREVIATIONS

ALP, alkaline phosphatase; ALT, alanine aminotransferase; AREG, amphiregulin; AST, aspartate aminotransferase; BALF, bronchoalveolar Lavage Fluid; CCL, Chemokine (C-C motif) ligand; CD, cluster of differentiation; CRP, C-reactive protein; CTACK, (cutaneous T-cell -attracting chemokine); CXCL, chemokine (C-X-C motif) ligand; G-CSF, Granulocyte colony-stimulating factor; GGT, γ -glutamyl transpeptidase; GM-CSF, Granulocyte-macrophage colony-stimulating factor; IFN, Interferons; IL, Interleukins; ISG, Interferon stimulating gene; LD, lactate dehydrogenase; LDH, Lactate dehydrogenase; LMR, lymphocyte-to-monocyte ratio; MCP, Monocyte Chemoattractant Protein; MIP, Macrophage Inflammatory Protein; NK, Natural killer; NLR, neutrophil/lymphocyte ratio; NRG, Neuregulin; PBMC, peripheral blood mononuclear cell; PD1, Programmed cell death protein 1; PLR, platelet-to-lymphocyte ratio; SP, Surfactant protein; SSA, Serum Amyloid A; TIM3, T-cell immunoglobulin and mucin-domain containing-3; TIMP1, Tissue inhibitor of metalloproteinases; TNF, Tumor necrosis factor; TNFSF10, (tumor necrosis factor (ligand) superfamily, member 10).
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Enteroviruses are a group of RNA viruses belonging to the family Picornaviridae. They include human enterovirus groups A, B, C, and D as well as non-human enteroviruses. Enterovirus infections can lead to hand, foot, and mouth disease and herpangina, whose clinical manifestations are often mild, although some strains can result in severe neurological complications such as encephalitis, myocarditis, meningitis, and poliomyelitis. To date, research on enterovirus non-structural proteins has mainly focused on the 2A and 3C proteases and 3D polymerase. However, another non-structural protein, 2C, is the most highly conserved protein, and plays a vital role in the enterovirus life cycle. There are relatively few studies on this protein. Previous studies have demonstrated that enterovirus 2C is involved in virus uncoating, host cell membrane rearrangements, RNA replication, encapsidation, morphogenesis, ATPase, helicase, and chaperoning activities. Despite ongoing research, little is known about the pathogenesis of enterovirus 2C proteins in viral replication or in the host innate immune system. In this review, we discuss and summarize the current understanding of the structure, function, and mechanism of the enterovirus 2C proteins, focusing on the key mutations and motifs involved in viral infection, replication, and immune regulation. We also focus on recent progress in research into the role of 2C proteins in regulating the pattern recognition receptors and type I interferon signaling pathway to facilitate viral replication. Given these functions and mechanisms, the potential application of the 2C proteins as a target for anti-viral drug development is also discussed. Future studies will focus on the determination of more crystal structures of enterovirus 2C proteins, which might provide more potential targets for anti-viral drug development against enterovirus infections.

Keywords: enterovirus, 2C protein, structure, function, host immune response, type I IFNs, anti-viral drug


INTRODUCTION

The Enterovirus (EV) genus consists of a large number of RNA viruses belonging to the family Picornaviridae, including human enterovirus groups A, B, C, and D as well as non-human enteroviruses (Zoll et al., 2009). Of these pathogens, enterovirus A71 (EV-A71) and coxsackievirus A16 (CV-A16) are the most common causative pathogens of hand, foot, and mouth disease (HFMD), which affect millions of people each year, especially infants and children under of 5 years age, in the Asian and Pacific regions (Wang et al., 2018). Although usually self-limiting, HFMD can lead to severe complications such as aseptic meningitis, acute flaccid paralysis, and neurological respiratory syndrome or fatal respiratory disease (Chang et al., 1998; Zell et al., 2017). However, other non-EV-A71 and non-CV-A16 human EV-A group pathogens, such as CV-A6, CV-A10, and CV-A4, are predominant co-circulated serotypes which have been causing HFMD in China since 2013 (He et al., 2013; Li et al., 2018a; Ji et al., 2019; Xie et al., 2020).

Enteroviruses are non-enveloped, spherical viruses with a diameter ranging from 28 to 30 nm, and single positive-stranded RNA. The genome of these enteroviruses is approximately 7.5–8.0 kb in length and contains one open reading frame (ORF), flanked by a highly structured 5'-untranslated region (5' UTR) and a 3' UTR with a poly(A) tail. The 5' UTR is composed of an RNA cloverleaf structure followed by an internal ribosomal entry site (IRES). The IRES is a highly structured RNA that directly recruits ribosomes for viral protein translation in a cap-independent manner (Fitzgerald and Semler, 2009). As shown in Figure 1, the genome is initially translated into a single large polyprotein of approximately 2,200 amino acid residues. This polyprotein is proteolyzed into P1, P2, and P3 precursor proteins, and is further cleaved co- and post-translationally by viral 2A, 3C, and 3CD proteases (Cameron et al., 2010; Lyoo et al., 2017). The P1 precursor protein is cleaved into the capsid proteins VP3, VP1, and VP0. VP0 is then further divided into VP4 and VP2. The P2 precursor protein is processed to form the viral protease 2A and the 2BC polyprotein, and the 2BC polyprotein is further cleaved into two non-structural proteins, 2B and 2C. The P3 precursor protein is initially proteolyzed into 3AB and 3CD, and then further proteolyzed to form proteins 3A, 3B, 3C, and 3D (McMinn, 2002).

[image: Figure 1]

FIGURE 1. A schematic representation of enterovirus A71 (EV-A71) genome and proteolytic processing of the polyprotein. The polyprotein was cleaved into four viral proteins, VP1–VP4, and seven non-structural proteins including 2A–2C and 3A–3D.


Most published studies have focused on enterovirus structural proteins or the non-structural 2A and 3C proteases, and 3D polymerase, whereas the importance of the non-structural protein 2C has been relatively neglected. In this article, we summarize the structure, function, and mechanism of regulation of the host innate immune system and anti-viral drugs of the enterovirus 2C protein.



COMMON FUNCTION OF ENTEROVIRUS 2C PROTEINS

Enterovirus 2C protein is the most conserved and complex non-structural protein, but its functions are not well understood (Norder et al., 2011). Numerous biological functions of the 2C protein have been reported as part of the virus life cycle (Table 1), including virus uncoating (Li and Baltimore, 1990), host cell membrane rearrangements (Cho et al., 1994; Aldabe and Carrasco, 1995; Teterina et al., 1997; Suhy et al., 2000), RNA binding (Rodriguez and Carrasco, 1995; Banerjee et al., 1997, 2001; Banerjee and Dasgupta, 2001), RNA replication (Li and Baltimore, 1988; Rieder et al., 2000; Paul et al., 2003; Teterina et al., 2006; Tang et al., 2007), encapsidation and morphogenesis (Vance et al., 1997; Verlinden et al., 2000; Liu et al., 2010; Wang et al., 2012a, 2014), and ATPase activity (Rodriguez and Carrasco, 1993; Mirzayan and Wimmer, 1994).



TABLE 1. The function of enterovirus non-structural 2C proteins.
[image: Table1]

The 2C protein was predicted to be an SF3 helicase, based on its AAA+ ATPase activity and conserved SF3 motifs (Gorbalenya and Koonin, 1989; Rodriguez and Carrasco, 1993; Pfister and Wimmer, 1999). In 2015, it was first demonstrated that the 2C protein of EV-A71 and CV-A16 possesses ATP-dependent RNA helicase and ATP-independent chaperoning activities, which are critical for viral RNA replication (Xia et al., 2015). These results indicate that the RNA helicase and RNA chaperoning activities, two different RNA remodeling activities, can be integrated in the 2C protein, suggesting a vital role for the 2C protein in the remodeling of proteins by viral RNA (Xia et al., 2015).



THE RELATIONSHIP BETWEEN STRUCTURE AND FUNCTION OF 2C PROTEINS IN THE ENTEROVIRUS LIFE CYCLE

The 2C protein typically has 330 amino acid residues. It contains an N-terminal membrane-binding domain, a central ATPase domain, a cysteine-rich domain, and a C-terminal helical domain (Figure 2A; Banerjee et al., 2004). The ATPase domain of 2C exhibits the structural characteristics of the SF3 helicases of the AAA+ ATPase superfamily, which consists of Walker A and Walker B motifs, and motif C (Figure 2B; Singleton et al., 2007). Recently, the crystal structure of a soluble part (116–329 aa) of EV-A71 2C helicase was reported by Guan et al. (2017), the first high-resolution 2C structure in the Picornaviridae family. EV-A71 2C has an unusual zinc finger with three cysteine ligands. However, unlike other ATPases, the C-terminus of EV-A71 2C forms an amphipathic helix that mediates self-oligomerization through a specific interaction between 2C-2C, and self-oligomerization is fundamental to 2C ATPase activity and EV-A71 virus replication.
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FIGURE 2. Functional motifs and sequence alignment of enterovirus 2C protein. (A) Functional motifs in 2CATPase protein are shown in detail, including membrane binding-, RNA binding-, zinc binding-, oligomerization-, and amphipathic-motifs. The locations of the known mutations corresponding to morphogenesis, encapsidation, uncoating, capsid interacting, ATPase activity, homo-oligomerization, and temperature sensitivity are shown in different symbols. The precise positions of R finger and zinc-binding sites are indicated according to the crystal structural of EV-A71 2C protein. Amino acid positions in each motif are numbered and illustrated, and the exact species of each mutation is shown behind the amino acid position. (B) Sequence alignment of enterovirus 2C protein. The amino acid positions mentioned in (A) are highlighted on top of the sequences in different colors, with PV 2C in red, EV-A71 2C in green, and positions shared by both in blue. Dashes stand for amino acid residues identical to those of PV 2C protein.


Poliovirus (PV) 2C protein is the most intensively studied 2C protein in the Picornaviridae family. Recently, Guan et al. (2018) reported a high-resolution structure of part of the PV 2C protein (116–329 aa). Their results indicated that the self-oligomerization mediated by the C-terminal helix of the PV 2C protein also occurred via a specific interaction between 2C-2C, like that of EV-A71 2C. This interaction is vital to the protein’s ATPase activity, and is a common feature in enterovirus 2C proteins. PV 2C and EV-A71 2C possess almost identical geometry, and catalytic residues of the ATPase active site, which forms between these 2C subunits, and should have similar functions (Mirzayan and Wimmer, 1994; Pfister and Wimmer, 1999). However, the part of the protein which is most structurally different between PV 2C and EV-A71 2C is the zinc finger. PV 2C has four potential zinc coordination sites (PCS1–4) in the cysteine-rich motif, suggesting a canonical CCCC type zinc finger, while EV-A71 2C and many other enterovirus 2C proteins have only a CCC type zinc finger, which lacks the PCS2 cysteine residue (Figure 2B). It has been reported that the PCS2 of PV 2C is associated with temperature-sensitive phenotypes and encapsidation defects (Klein et al., 2000; Wang et al., 2014), but the zinc finger of EV-A71 2C, to which the PCS2 has been added by mutation, failed to improve its infectivity. Further studies indicated that PCS2 and PCS4 might interact with other proteins during encapsidation, while PCS1 and PCS3 are essential for maintaining the folding of the zinc finger and the entire hexamer (Guan et al., 2018). Therefore, the sequence and structure distinction of the 2C protein may be the basis for the specificity of the enterovirus 2C protein and may determine the processes in which it may be involved.

Numerous residues, drug-resistant sites, and functional motifs have been identified in the enterovirus non-structural 2C proteins, which are critical to differences in the corresponding 2C function (Figure 2A). The ATPase and helicase activities of the 2C protein are mainly affected by mutations in the Walker A motif (positions 129–136; Wang et al., 2014), Walker B motif (positions 172–177; Wang et al., 2014), Motif C (positions 217–223; Xia et al., 2015), and the R finger (R240 and R241; Guan et al., 2017). The residues buried in the hydrophobic core of the 2C protein were found to be essential for overall folding (Guan et al., 2018). It has been reported that mutations of the 2C protein at positions Q65, L125, and V218 are important to encapsidation and morphogenesis (Vance et al., 1997; Wang et al., 2014; Asare et al., 2016), while mutations at V218, M246, and I248 accounted for temperature sensitivity (Li and Baltimore, 1988; Dove and Racaniello, 1997). The mutations at L327 and F328, which are both located in the pocket-binding domain (PBD), can abolish the ATPase activity and homo-oligomerization of both PV 2CATPase and EV-A71 2C helicases, and could suppress EV-A71 infection, indicating their essential role in the activity of 2C (Guan et al., 2017, 2018). Residues between 21–45 and 312–319 in the PV 2C protein are critical for RNA binding (Tolskaya et al., 1994), while residues 21–54 are important for membrane binding (Echeverri and Dasgupta, 1995), and positions 269–286 are essential for zinc binding (Klein et al., 2000). In addition, 2CATPase contains two amphipathic helixes at the N- and C-terminals, which could help anchor the protein to membranes and bind to zinc (Figure 2; Paul et al., 1994; Teterina et al., 1997; Wang et al., 2014).

Liu et al. (2010) found that the interaction site was between residue N252 of PV 2C and E180 of the capsid VP3 protein of CV-A20, using a PV/CV-A20 chimera, indicating the essential role of N252 in encapsidation. The K259A mutant of PV 2C was found to play a vital role in encapsidation and the subsequent uncoating step during the next cycle of infection (Asare et al., 2016). Wang et al. (2012a) identified the K279 and R280 residues, which are located at the C-terminus of the PV 2C protein, as being involved in RNA replication and encapsidation. C270, C281, and C286 of the zinc finger were shown to be essential for correct folding of the EV-A71 2C protein (Guan et al., 2017). Previous studies have shown that both 2C and its precursor 2BC possess ATPase activity and can assist in the formation of an RNA replication complex with which to attach to membranes (Pfister et al., 2000). EV-A71 virus production was completely suppressed by key mutations in K135A and D176N, which are located in the Walker A and B motifs, indicating an important role for the ATPase activity of 2C in virus replication. The ATPase activity of 2C could also be inhibited by mutations at R240 and R241, regardless of whether the amino acid was mutated to A or K, suggesting that the “R finger” may play an essential role in ATP hydrolysis (Guan et al., 2017).

RNA remodelers consist of two different types: RNA helicases and RNA chaperons. It has been reported that these highly structured RNA elements of viruses, especially RNA viruses, utilize RNA helicases or chaperons to ensure proper folding and re-folding (Xia et al., 2015). RNA helicases can unwind RNA duplexes using energy from ATP hydrolysis. However, RNA chaperones are a group of proteins that possess the ability to destabilize RNA duplexes, and could transform them to more stable RNA structures without RNA binding, or using energy from ATP hydrolysis (Musier-Forsyth, 2010; Yang et al., 2015). As with PV 2CATPase, the ATPase and helicase activity of EV-A71 2C could be inhibited by the GK134AA mutation, which abolishes the RNA replication and virus production of EV-A71, suggesting that the RNA remodeling activities introduced by 2CATPase are essential for enteroviral RNA replication and the life cycle. These RNA remodeling activities are also conserved in CV-A16 2CATPase (Xia et al., 2015). Further studies revealed that the C-terminal is critical for helicase activity, and the domains that account for RNA binding are required for the RNA chaperoning function of 2CATPase (Xia et al., 2015).

Internal ribosomal entry site, which is a highly structured element in the RNA genome, has been found within all picornaviruses and plays essential roles in the viral replication and translation process (Shih et al., 2011; Cheng et al., 2013). First, the IRES might need RNA chaperoning activity of 2CATPase to facilitate RNA strand annealing for proper folding and re-folding during viral replication. In addition, during RNA replication of the viral life cycle, the unwinding of the intermediate dsRNA is essential for efficient recycling of viral RNA template and subsequent progeny viral RNA production. In terms of the RNA replication of enterovirus, it is likely that the unwinding of dsRNA is performed by the RNA helicase activity of the 2C protein, as it was reported that the ATPase activity of EV-A71 2C can facilitate 3D-mediated enteroviral RNA synthesis in vitro by promoting the recycling of viral RNA template (Xia et al., 2015). Meanwhile, the defective ATPase and helicase activities of EV-A71 2C could almost abolish RNA replication and virus viability in an infectious clone experiment.

It has been reported that the AAA+ ATPase superfamily usually assembles into hexameric ring structure to perform proper functions (Gai et al., 2004; Enemark and Joshua-Tor, 2006). As EV-A71 2C and PV 2C both belong to this superfamily, they are known to form a hexamer ring, which will facilitate further understanding of 2C functions and provide important sites for the development of 2C inhibitors (Guan et al., 2017, 2018).

Enteroviruses 2C proteins participate in diverse processes and play multiple functions in the viral life cycle, based on the conserved 2C structures. The N-terminal of the 2C protein possesses several essential motifs, which are associated with RNA binding, membrane binding, amphipathic, and oligomerization activities. Future studies will focus on the expression of more soluble full-length 2C proteins and the determination of the crystal structure of enterovirus 2C proteins. Crystallographic data would help us to better understand the relationship between the function and structure of 2C proteins, and to elucidate the detailed mechanism of the role of 2C proteins in virus replication and packaging.



ENTEROVIRUS 2C PROTEIN BINDING TO VARIOUS HOST FACTORS

Host factors play essential roles in the enterovirus life cycle, from viral entry to lytic release processes (Wu et al., 2016). To date, several host factors associated with the non-structural 2C protein have been reported to regulate viral replication (Figure 3). In 2007, Tang et al. (2007), using a two-hybrid experiment, reported the identification of reticulon 3 (RTN3), a member of the reticulon family of proteins, as a binding partner of the EV-A71 2C protein in regulating the formation of the viral replication complex, a common cellular factor among CV-A16 and PV 2C proteins. These results indicate that the N-terminal of the 2C protein could interact with RTN3. The I25 amino acid residue of EV-A71 2C was found to play a key role in the interaction between 2C and the reticulon homology domain (RHD) of RTN3. A similar function can also be observed in the PV 2C protein, in which the I25K mutation of 2C can regulate viral protein processing and RNA replication (Paul et al., 1994). Specific interactions between the C-terminal RHDs of all four RTN family proteins and EV-A71 2C were also demonstrated (Tang et al., 2007).
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FIGURE 3. An overview of the functions of enterovirus 2C proteins, which interact with several host factors and regulate viral replication and infection.


In 2016, Wu et al. (2016) used a genome-wide RNAi screen in human RD cells and identified 256 host factors involved in EV-A71 replication. Among these factors, the cell cycle regulators aurora kinase B (AURKB) and cyclin-dependent kinase 6 (CDK6) were shown to be resistance factors restricting EV-A71 infection, with the nuclear egress of CDK6 regulated by EV-A71. However, the endoplasmic reticulum (ER)-associated degradation (ERAD) components, N-glycanase 1 (NGLY1), and valosin-containing protein (VCP) were identified as host-supportive factors that facilitate EV-A71 infection and replication. Further studies revealed the colocalization of NGLY1 and EV-A71 replication complexes at the ER to support EV-A71 replication (Wu et al., 2016). Previous studies have shown that p97 is a host factor for PV (Arita et al., 2012) and is essential for hepatitis C virus (HCV) replication (Yi et al., 2016). Wang et al. reported p97 to be a new host factor, which was an ERAD component and is involved in EV-A71 replication. The mechanism of action involves RTN3 colocalizing with 2C and p97 in EV-A71 infected cells, and thus being redistributed and concentrated in the perinuclear region. RTN3 is, therefore, redistributed from the ER membrane to the viral organelles during EV-A71 infection (Wang et al., 2017). In 2020, Su et al. (2020) revealed that multiple heat shock proteins 70 (HSP70s) were exploited by EV-A71 to participate in all phases of the viral life cycle, therein HSPA9 helped fold and stabilize the 2C protein, and subsequently facilitated the formation of the replication complex.

In addition, coat protein complex I (COPI) and COPII have been reported to be involved in the formation of picornavirus-induced vesicles. Wang et al. (2012b) reported that COPI, but not COPII, is required for EV-A71 replication and production, with the regulation mechanism relying upon the fact that only the 2C protein can interact with the coatomer subunit of COPI. More recently, TRIM4, exportin2, and ARFGAP1 have been identified as novel host factors by a GST pull-down assay using proteomic analysis. These three proteins were validated as 2C binding partners and were demonstrated to be novel host dependency factors for EV-A71 (Li et al., 2019b). In particular, the interactions between 2C-exportin2 and 2C-ARFGAP1 were conserved among other enteroviruses. An understanding of viral-host interactions is important for elucidation of viral pathogenesis, and might provide broad-spectrum anti-viral drug targets for enterovirus infection, so future studies will focus on the discovery of more novel host factors that interact with the 2C proteins. Further studies should also investigate whether these host factors are specifically or generally involved in enteroviruses infections. It is necessary to explore the extent of conservation of these host factors among other enteroviruses and even picornaviruses.



EFFECTS ON THE HOST IMMUNE RESPONSE

The innate immune system is the first line of human defense against foreign and dangerous materials or pathogens, and is linked to the activation and programming of adaptive immune responses (Takeuchi and Akira, 2009). The innate immune system is equipped with pattern recognition receptors (PRRs) to detect invading pathogens (Jin et al., 2018). There are three pathways by which the innate immune system detects and recognizes invading microorganisms (Turvey and Broide, 2010). First, the PRRs recognize foreign pathogens as “microbial non-self” by the detection of pathogen-associated molecular patterns (PAMPs). Second, PRRs can recognize and respond to common metabolic consequences of infection and inflammation with danger-associated molecular patterns (DAMPs; Bianchi, 2007). Lastly, the “missing self” molecules derived from normal healthy cells but not infected cells or microbes can also be recognized by innate immune receptors (Jin et al., 2018). Retinoic acid-inducible gene I (RIG-I)-like receptors (RLRs), Toll-like receptors (TLRs), and NOD-like receptors (NLRs) are the three main PRRs responsible for inducing the production of type I IFNs and inflammatory cytokines, which are important innate immune regulators during viral infections (Akira et al., 2006). To date, the RLRs family has been shown to consist of three members: RIG-I, melanoma differentiation-associated protein 5 (MDA5), and laboratory of genetics and physiology 2 (LGP2; Chen and Ling, 2019). Both RIG-I and MDA5 are intracellular dsRNA sensors. The differences between them are that RIG-I recognizes short double-stranded RNA (dsRNA) or 5′-triphosphate single-stranded RNA (ssRNA) with poly(U/A) motifs during RNA virus infection, whereas MDA5 senses long dsRNA >2 kb or viral RNA lacking 2-O-methylation (Hornung et al., 2006; Kato et al., 2008; Zust et al., 2011; Goubau et al., 2014). RIG-I and MDA5 both contain two N-terminal caspase recruitment domains (CARDs), a central DExD/H box ATPase/helicase domain, and a C-terminal regulatory/repression domain (Li et al., 2016a). After recognizing viral infection, the activated RIG-I and MDA5 release their CARD domain to interact with the same domain of the mitochondrial anti-viral signaling (MAVS, also known as IPS-1, VISA, or CARDIF) protein. The transcription factors IFN regulatory factor 3 (IRF3) and NF-κB are activated by interaction with activated MAVS (Kang et al., 2002; Yoneyama and Fujita, 2008; Fitzgerald et al., 2014). Activated IRF3 and NF-κB subsequently translocate to the nucleus and stimulate the expression of type I IFNs, interferon-stimulated genes (ISG), and inflammatory cytokines (Sato et al., 1998; Yoneyama et al., 1998). Thus, RIG-I and MDA5 play important roles in the activation of the IFN signaling pathway.

Many viruses have evolved mechanisms to regulate the NF-κB pathway for viral replication and cell survival to evade host immune responses. As shown in Figure 4, Zheng et al. (2011) found that the phosphorylation of IKKβ is inhibited by EV-A71 2C protein, thereby blocking TNF-α-mediated NF-κB activation. Specifically, 2C can directly bind to the KD domain of IKKβ through the 1–125 aa of the N-terminal to inhibit IKKβ phosphorylation (Zheng et al., 2011). Further research by Zheng et al. indicated that EV-A71 2C interacts with protein phosphatase 1 (PP1), recruits PP1 to IKKβ, and finally forms a 2C-PP1-IKKβ complex to inhibit IKKβ phosphorylation and the subsequent NF-κB signaling pathway. CV-A16 2C, CV-B3 2C, and PV 2C also possess the ability to suppress IKKβ phosphorylation in the same way as EV-A71 2C (Li et al., 2016b). The 2C protein is associated with both virus replication and innate immune evasion. Du et al. (2015) reported two different pathways by which NF-κB activation is suppressed by EV-A71 2C protein. One was RelA (p65)/p50, the predominant form of NF-κB; its dimerization is inhibited by the 105–125 and 126–203 aa of EV-A71 2C, competing to interact with the IPT domain of p65, thus releasing the association between p65 and p50. Another mechanism is the suppression of NF-κB activation by the 1–104 and 105–121 aa of 2C through association with IKKβ (Figure 4; Table 2).
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FIGURE 4. Interactions between picornavirus 2C protein and the NF-κB and retinoic acid-inducible gene I (RIG-I)-like receptor (RLR) pathways. Enterovirus 2C proteins are mainly involved in downregulation of pro-inflammatory cytokines by targeting the NF-κB pathway, while foot-and-mouth disease virus (FMDV) 2C regulates the corresponding pathway by suppressing the expression of NOD-2. Two picornavirus 2C proteins, including encephalomyocarditis virus (EMCV) and seneca valley virus (SVV), are shown to target the MDA5 and RIG-I of the RLR pathway which may cause downstream mediators to counteract antiviral innate immunity.




TABLE 2. Mechanism in suppressing the production of IFNs, inhibiting virus replication, and inducing autophagy by picornavirus 2C proteins.
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To date, there have been relatively few studies on enterovirus 2C proteins in the RLR and NLR pathways. However, the non-structural 2C proteins of other RNA viruses in the Picornaviridae family have been reported to be associated with the RLR pathway. As shown in Figure 4, the encephalomyocarditis virus (EMCV, Cardiovirus genus) 2C protein was reported to interact with MDA5 to suppress the induction of IFN-β expression (Li et al., 2019a). The suppression of IFN-β promoter activity and the ability to interact with MDA5 were reduced or lost by the V26 mutation of the EMCV 2C protein. In addition, V26A and K25-3A mutants of EMCV 2C abolished the effect of reducing the phosphorylation of IRF3. Wen et al. (2019) revealed that the 2C and 3C proteins of the seneca valley virus (SVV, Senecavirus genus) could weaken the host innate immune system by the degradation of RIG-I through the caspase signaling pathway. Recently, NLRs have been demonstrated to play vital roles in the host immune response during viral infection (Lupfer and Kanneganti, 2013). Liu et al. demonstrated that as well as 2B and 3C, the foot-and-mouth disease virus (FMDV, Aphthovirus genus) 2C protein can also reduce the expression of the protein levels of NOD2, a novel cytoplasmic viral pattern recognition receptor identified in 2009 (Liu et al., 2019). However, the mechanism of reduction of NOD2 by FMDV 2C does not involve proteasomes, lysosomes, caspases, cellular apoptosis, or cleavage of eIF4G. The 116–260 truncation of FMDV 2C was demonstrated to play a vital role in interactions with NOD2, but a reduction of NOD2 expression was not induced by truncated 2C mutants (Figure 4; Table 2). In conclusion, host cells have developed multiple strategies against viral infections; however, viruses have evolved many antagonistic mechanisms to escape the host innate immune response. These studies have led to the identification of the critical roles of 2C proteins as immunomodulatory property regulators. Further studies will not only investigate the host immune response activation suppression by 2C proteins of the main circulating enteroviruses but also provide a general understanding of picornavirus 2C proteins, as vital mechanisms that are likely to be conserved in most of the picornaviruses.



REGULATION OF HOST CELL AUTOPHAGY

Autophagy is a conserved intracellular process which acts to remove unnecessary or dysfunctional cytoplasmic proteins and damaged or obsolete organelles by delivering them to lysosomes for degradation and recycling (Klionsky, 2005; Esclatine et al., 2009). Our previous study was the first to report that viral protein 2C of CV-A6 contributed to the pathogenicity of CV-A6 by inducing cell death through the autophagy pathway (Wang et al., 2018), but the mechanism underlying this phenomenon needs to be further elucidated (Table 2).

In 2009, Huang et al. (2009) reported that EV-A71 infection can induce autophagy and increase viral replication both in vitro and in vivo. EV-A71 2C was identified to colocalize with microtubule-associated protein 1 light chain 3 (LC3) and mannose-6-phosphate receptor (MPR), indicating the potential for amphisome formation and autophagy induction (Lee et al., 2014). Recently, Li et al. (2018c) reported that the EV-A71 2C protein could overcome host restriction factor APOBEC3G (A3G) suppression through the autophagy-lysosome pathway, whose functions are conserved among EV-D68, CV-A6, and CV-A16. The autophagosome-lysosome fusion process is regulated by a family of N-ethylmaleimide-sensitive factor attachment receptor (SNARE) proteins (Wang et al., 2016). SNARE fusion bundles require four α helices to function, including Qa, Qb, Qc, and R (Rizo, 2003). Syntaxin-17 (STX17) is the Qa SNARE on the completed autophagosome, which can coordinate its fusion with other vesicles (Itakura et al., 2012). Synaptosome-associated protein 29 (SNAP29) is a cytosolic Qbc SNARE that can donate its helices to the formation of a fusion bundle by interaction with STX17 (Morelli et al., 2014). The non-structural protein 2BC of EV-A71, which is a precursor protein of 2B and 2C, has been reported to trigger the formation of autolysosomes, which facilitate virus replication by interacting with both SNARE proteins STX17 and SNAP29 (Table 2; Lai et al., 2017). Recently, Shi et al. (2015) found that the 2C protein of CV-A16 is sufficient to induce incomplete autophagy. The immunity-related GTPase family M (IRGM) promoter activity and the protein expression levels are enhanced by the expression of CV-A16 2C, and subsequently induce autophagy. Non-structural protein 2C of EMCV is involved in triggering autophagy induced by EMCV infection in BHK-21 cells (Hou et al., 2014). Autophagy is induced by EMCV 2C through activation of the ER stress pathway by regulating the expression of PERK and ATF6α, which are involved in the UPR pathway. The 2C protein of FMDV is co-localized with LC3, an autophagosome marker, in FMDV-infected cells, indicating the potential for induction of autophagy by FMDV 2C (O’Donnell et al., 2011). The 2C protein of FMDV binds to Beclin1, a central regulator of the autophagy pathway, thereby repressing the fusion of lysosomes to autophagosomes and subsequent viral survival (Table 2; Gladue et al., 2012). The relationship between the viral 2C protein and host cell autophagy-related proteins needs to be further studied to better evaluate the role of the 2C protein in virus infection.



EFFECT OF ANTI-VIRAL DRUGS ON THE 2C PROTEIN

Within the Enterovirus genus, there are two effective vaccines for two human pathogens, PV and EV-A71. However, the current total of human enteroviruses exceeds several hundred serotypes, and the development of vaccines against all enteroviruses is unlikely to be achieved. Severe, life-threatening illness can occur, especially in young children, due to enterovirus infection. Thus, there is an urgent need for the development of new anti-viral drugs against different types of enteroviruses (Ulferts et al., 2016).

As 2C is a highly conserved viral non-structural protein, possesses ATPase activity and is functionally indispensable, it is a promising target for drug development involving broad-spectrum enterovirus inhibitors (Bauer et al., 2017). To date, several anti-viral inhibitors which target the 2C protein have been identified, including guanidine hydrochloride (GuHCl; Pfister and Wimmer, 1999; Sadeghipour et al., 2012), HBB (Hadaschik et al., 1999), MRL-1237 (Shimizu et al., 2000), and TBZE-029 (De Palma et al., 2008a). In addition, several other compounds, such as metrifudil (Arita et al., 2008), N6-benzyladenosine (Arita et al., 2008), quinoline analogues (Musharrafieh et al., 2019), dibucaine derivatives (Tang et al., 2020), fluoxetine analogues (Manganaro et al., 2020), R523062 (Ma et al., 2020), and viperin (Wei et al., 2018), which also target the enterovirus 2C protein, are summarized in Table 3.



TABLE 3. Literature reported anti-viral drugs targeting enterovirus 2C proteins.
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Guanidine Hydrochloride

Of these drugs, GuHCl is the most extensively studied (Rightsel et al., 1961; Loddo et al., 1962). GuHCl is an FDA-approved small compound drug that has been used for the treatment of the autoimmune disorder disease Lambert-Eaton myasthenic syndrome (Lambert, 1966). GuHCl can inhibit the replication of several picornaviruses, including PV, coxsackieviruses, echoviruses, and FMDV, but not HAV (De Palma et al., 2008b). Early in vitro studies have shown that the initiation of viral RNA synthesis is inhibited by GuHCl (Tershak, 1982). It has been shown that GuHCl suppresses 2C function, which is required for the initiation of negative- but not positive-strand RNA synthesis, and RNA chain elongation of PV (Barton and Flanegan, 1997). Several studies into the resistance and/or dependence of PV and FMDV to GuHCl attributed this resistance to the 2C protein (Saunders et al., 1985; Pincus et al., 1986, 1987; Baltera and Tershak, 1989; Tolskaya et al., 1994). The resistance of PV to GuHCl was attributed primarily to mutations at positions 179 and 187 of 2C (Pincus et al., 1986; Tolskaya et al., 1994). Pfister et al. (2000) found that ATP hydrolysis activity can be inhibited by GuHCl at millimolar concentrations, and the resistance and dependence of GuHCl were also attributed to 2C (Pfister and Wimmer, 1999).

It has long been considered that the helicase of viruses is a potential target for anti-viral drug development due to its importance in viral RNA replication (Kwong et al., 2005). Previous studies have demonstrated that the ATPase activity of PV 2C could be inhibited by GuHCl (Pfister and Wimmer, 1999). Similarly, serial studies have reported that GuHCl can inhibit the NTPase and helicase activities of several helicases, including the 2C protein of EV-A71, NS3 protein of human norovirus, and VP35 protein of Ebola virus (EBOV), as well as inhibit the RNA replication of enterovirus, norovirus, and EBOV (Xia et al., 2015; Li et al., 2018b; Shu et al., 2019). Guanidines are universally present in the environment and may bind to the surface of viral RNA remodeling proteins to change their conformations, electrostatic states, and protein-protein or protein-RNA interactions, ultimately inhibiting the corresponding RNA remodeling activities (Shu et al., 2019). Because toxicity concerns of GuHCl may prevent its clinical use, recent drug development for guanidine derivatives have identified several potential anti-viral drugs against HCV, human immunodeficiency virus (HIV), and flaviviruses (Frick, 2007; Saczewski and Balewski, 2009, 2013; Lindquist and Stangel, 2011).



Drug Repurposing

Recently, drug repurposing has become of increasing interest, as the pharmacological and toxicological information related to many drugs are already available, and when a repurposed drug is used at a similar dosage as it was in its original application, it may directly enter phase II clinical trials, thereby saving development cost and time. To date, fluoxetine, pirlindole, dibucaine, and zuclopenthixol, all FDA-approved drugs, have been identified using drug repurposing screens, as targeting 2C proteins and inhibiting the replication of enterovirus species B and D members (Ulferts et al., 2013, 2016).

Fluoxetine, which is a selective serotonin reuptake inhibitor, selectively suppresses the replication of EV-B and EV-D, but not EV-A, EV-C, or rhinovirus A or B (RV-A or -B; Ulferts et al., 2013). TBZE-029, which is also a 2C targeting compound, could inhibit the growth of EV-B and EV-D, but not EV-A or EV-C (Ulferts et al., 2013). In 2019, Bauer et al. (2019) reported that the S-enantiomer of fluoxetine inhibits enterovirus replication by directly binding to the 2C protein of CV-B3. A substitution at positions A224, I227, and A229 of the 2C protein, which are located in the short stretch of amino acids 224AGSINA229 and the C-terminal of ATPase motif C, could confer resistance to fluoxetine (Ulferts et al., 2013). This 224AGSINA229 motif is conserved between EV-B (CV-B3) and EV-D (EV-D68) but not in other species of enteroviruses (Bauer et al., 2019). The differences mean that some of these mutations can confer resistance to fluoxetine, indicating the vital role of the substitution sensitivity of these viruses to this inhibitor (Ulferts et al., 2013). A mutation in the 224AGSINA229 loop not only confers resistance to fluoxetine but also to several other compounds, including TBZE-029, HBB, MRL-1237, and GuHCl (De Palma et al., 2008a; Ulferts et al., 2013). The authors built a homology model of CV-B3 2C based on the crystal structure of the published EV-A71 2C (Guan et al., 2017) to investigate the mechanism by which fluoxetine binds to CV-B3 2C (Bauer et al., 2019). Unfortunately, the 2C mutations at the bottom (positions I227V, C179F, and F190L) and on the borders (positions V187M and D245N) of the predicted pocket against (S)-fluoxetine binding activities were completely opposite, so the entrance sites that fluoxetine used to the hydrophobic cavity of 2C could not be confirmed (Bauer et al., 2019).

Recently, Ulferts et al. (2016) identified pirlindole as a novel inhibitor by screening FDA-approved drugs against CV-B3. They found that EV-B and EV-D could both be suppressed by pirlindole and dibucaine, and dibucaine could also inhibit EV-A, but none of these compounds could inhibit EV-C or RVs. All of these compounds exert an inhibitory effect by acting at the stage of genome replication. Further studies revealed that A224V, I227V, and A229V mutations of 2C provide resistance to pirlindole, dibucaine, and zuclopenthixol, a finding which was consistent with the effects of GuHCl and fluoxetine in anti-enteroviral treatment. However, formoterol, which could inhibit all tested enteroviruses and RVs, does not target 2C, and its mechanism of action needs to be further elucidated (Ulferts et al., 2016).



Outlook

Collectively, future anti-viral drug development against enterovirus infection will focus on the RNA remodeling activity of 2C protein, to modify and screen various guanidine derivatives with better inhibitory effects and lower toxicity. Fluoxetine, which was once used to treat major depression and anxiety disorders, has more recently been used as an effective inhibitor for immunocompromised children with chronic enterovirus encephalitis (Gofshteyn et al., 2016), demonstrating its potential for clinical use as an enterovirus 2C inhibitor. So far, these 2C inhibitors have not been approved for clinical application in the treatment of enteroviral infections. Hence, we need more crystallographic data on the types of enterovirus 2C proteins, to clarify the underlying mechanisms of the inhibitors’ efficacy, drug resistance, and exact binding style, and to facilitate the rational design of fluoxetine-derived and developing novel broad-spectrum enterovirus drugs.




CONCLUSION AND FUTURE PERSPECTIVES

Enteroviruses are the main causes of HFMD, with EV-A71, CV-A16, CV-A6, and CV-A10 being the main circulating pathogens of HFMD, especially in the Asia-Pacific region. The non-structural 2C protein is the most highly conserved of the enteroviral proteins but is still poorly understood. In this review, we focused on the current understanding of the structure and multi-functionality of the 2C proteins of enteroviruses, and the different roles of 2C proteins and host innate immunity. In the past two decades, PV 2C has been the most-studied non-structural 2C protein. Previous studies have demonstrated that the PV 2C protein possesses multiple activities in the viral life cycle (Table 1). The 2C proteins of EV-A71 and CV-A16 were first revealed to have ATP-dependent RNA helicase and ATP-independent chaperoning activities, which are critical for viral RNA replication (Xia et al., 2015). In the present review, we summarized and discussed the current understanding of the relationships between structure and function of the enterovirus 2C proteins, especially the key mutations and motifs involved in viral infection and replication (Figure 2). Future studies will focus on the determination of additional crystal structures of enterovirus 2C proteins, data which will help us to elucidate the detailed mechanism of 2C protein involvement in virus replication and packaging.

In this review, we summarized novel host factors such as RTN3, COPI, TRIM4, exportin2, and ARFGAP1, which have been demonstrated to interact with enterovirus 2C proteins to contribute to viral replication (Figure 3; Table 2). Further studies will identify additional host factors that interact with 2C, help us to better understand enterovirus biology, and provide new targets for the development of anti-viral therapy. It is important to investigate the conservation of these host factors among other enteroviruses and even picornaviruses.

The innate immune system is the first line of defense against viral infections, and thus triggers adaptive immunity, which plays vital roles in the fight against viral infections, especially the induction of type I IFN response. Several studies have reported that picornavirus 2C proteins participate in host innate immunity by associating with the NF-κB, MDA5, RIG-I, NOD2, and IFN signaling pathways (Figure 4; Table 2), which provide the mechanisms for evasion of the innate immune response during viral infection. Further studies will focus on the detailed mechanisms by which 2C proteins target and regulate the NF-κB pathway and the three major classes of PRRs, which will ultimately lead to clarification of the interplay between PRRs and the innate immune system.

Currently, although there has been successful use of a vaccine against EV-A71, a novel vaccine against all enteroviruses or multiple circulating causative pathogens is unavailable. Thus, there is an urgent need for novel anti-viral drugs, especially broad-spectrum anti-viral drugs, to treat multiple enterovirus infections. The broad-spectrum anti-enteroviral fluoxetine is considered as the most promising 2C inhibitor, but detailed mode-of-action studies are still missing, as the crystal structure of the 2C protein, which is derived from fluoxetine-sensitive enteroviruses, has still not been solved (Table 3). Recently, the crystal structures of EV-A71 2C and PV 2C have been resolved (Guan et al., 2017, 2018). However, the crystal structures of other enterovirus 2C proteins, especially the main circulating pathogens such as CV-A16, CV-A6, and CV-A10, have not been determined. Future studies will focus on the determination of the crystal structure of different types of enterovirus 2C proteins and screening of broader anti-viral drugs, which will help us to elucidate the pathogenesis of enteroviral infections, and facilitate the development and application of 2C inhibitors for clinical treatment for enteroviral infections.
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Viral myocarditis is caused by a viral infection and characterized by the inflammation of the myocardium. Coxsackievirus B3 (CVB3) infection is one of the most common among the infections caused by this virus. The host’s early innate immune response to CVB3 infection particularly depends on the functions of type I interferons (IFNs). In this study, we report that a host microRNA, miR-30a, was upregulated by CVB3 to facilitate its replication. We demonstrated that miR-30a was a potent negative regulator of IFN-I signaling by targeting tripartite motif protein 25 (TRIM25). In addition, we found that TRIM25 overexpression significantly suppressed CVB3 replication, whereas TRIM25 knockdown increased viral titer and VP1 protein expression. MiR-30a inhibits the expression of TRIM25 and TRIM25-mediated retinoic acid-inducible gene (RIG)-I ubiquitination to suppress IFN-β activation and production, thereby resulting in the enhancement of CVB3 replication. These results indicate the proviral role of miR-30a in modulating CVB3 infection for the first time. This not only provides a new strategy followed by CVB3 in order to modulate IFN-I–mediated antiviral immune responses by engaging host miR-30a but also improves our understanding of its pathogenesis.
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Introduction

Viral myocarditis (VMC) is an inflammatory disease, which appears to be a major cause of sudden cardiac death in children and young adults (1). Coxsackievirus B3 (CVB3) has been considered as the commonest pathogen for VMC (2). Acute VMC is the consequence of myocyte damage induced by early direct virus via apoptosis and necrosis, followed by host inflammatory and immune responses (3). Although excessive activation of immune response triggered by virus infection may be a significant cause of tissue injuries, the virus itself is vital to VMC progression via direct attack on cardiomyocytes (4, 5). To date, no effective therapies or vaccines for VMC are available currently, although type I interferon (IFN) may show certain efficacy (2, 6). Therefore, studying of the fundamental mechanisms involved in CVB3 infection may provide new clues for researching and developing new therapeutic options against CVB3-induced diseases.

MicroRNAs (miRNAs) are noncoding RNAs that function as gene regulators by repressing translation or degrading target mRNAs (7). The seed region (2–8 nucleotides at the 5′ end) of an miRNA is identified as the key to exerting its silencing function, most commonly by targeting the 5′ or 3′ untranslated region (5′- or 3′-UTR) (8, 9). There is a growing body of evidence that host miRNA-mediated RNA interference is critical in numerous viral infections as negative or positive factors of antiviral immune response (10–12). For example, hepatitis C virus–induced miR-93-5p up-regulation inhibits IFN signaling pathway by targeting interferon alpha receptor 1 (13). MiR-194 facilitated influenza A virus replication by negatively regulating type I IFN production (14). MiR-3570 negatively regulates the retinoic acid-inducible gene (RIG)-I–dependent innate immune response to rhabdovirus by targeting mitochondrial antiviral signaling protein (15). Previous studies suggested that miR-30c regulated macrophage-mediated inflammation and pro-atherosclerosis pathways (16), and miR-30b was identified to be a negative regulator of immune responses by binding Notch1 (17). However, the ability of miR-30 family to modulate CVB3 infection has not been reported.

As an E3 ubiquitin ligase, the tripartite motif protein 25 (TRIM25) is involved in regulating the antiviral immune response (18). Pathogen-associated molecular patterns are immediately recognized by host pattern recognition receptors (PRRs) after virus infection (19). RIG-I is the main cytoplasmic PRR of RNA viruses (20). Then, the caspase recruitment domains (CARDs) of RIG-I are modified by ubiquitin. TRIM25 mediates this progress, which is essential for the activation of type I and III IFNs, mediating viral clearance, and inhibiting viral replication and spread (21, 22). TRIM25 inhibits various viruses, e.g., herpesvirus and influenza virus (23, 24).

We show that host miR-30a could be upregulated upon CVB3 infection. Overexpression of miR-30a exhibits an important role in facilitating CVB3 replication through targeting TRIM25. Mir-30a suppresses TRIM25 expression and TRIM25-mediated RIG-I ubiquitination to inhibit IFN-β activation and production. Together, these findings suggest a novel mechanism through which CVB3 infection suppresses host antiviral immunity by utilizing cellular miRNA and provide insight into the regulatory mechanism between CVB3 and the host.



Materials and Methods


Cells and Viruses

HeLa cells and 293T cells were cultured in Dulbecco’s modified Eagle’s medium (DMEM) supplemented with 10% fetal bovine serum (FBS; Gibco, Thermo Fisher Scientific, Waltham, MA). Cells were maintained at 37°C with 5% CO2. Primary cardiomyocytes were isolated from one-day-old BALB/c mice (Slac Animal Inc., Shanghai, China) and cultured as described previously (25). The CVB3 (Nancy strain) was stored in our laboratory. CVB3 was maintained by passage through HeLa cells, and cultured in DMEM containing 10% FBS. Virus titer was measured by a 50% tissue culture infectious dose (TCID50) assay in HeLa cells.



miRNA Mimics

miR-30 family mimics (30a, 30b, 30c, 30d, and 30e) were synthesized by GenePharma (Shanghai, China). The sense sequences are listed in Table 1. The negative-control (NC) mimic sequence was 5′-uucuccgaacgugucacgutt-3′. The sequences of NC inhibitor (NC-inhi) and miR-30a inhibitor (30a-inhi) are also listed in Table 1.


Table 1 | Sequences of microRNA (miRNA) mimics and inhibitors used in this study.





Quantitative Real-Time PCR

RNAs were extracted using the miRNeasy MiniKit or RNeasy MiniKit (Qiagen, Hilden, Germany) according to the manufacturer’s instructions. For detection of endogenous miRNAs, an miRcute miRNA First-Strand cDNA Synthesis (TIANGEN BIOTECH, Beijing, China) was used for polyadenylation and reverse transcription. A commercial miRcute miRNA qPCR detection kit was used for measuring miRNA abundance. The U6 small nuclear RNA (TIANGEN BIOTECH) was used for normalization. To detect the relative mRNA levels, a PrimeScript RT Master Mix kit (Takara, Dalian, China) was used for reverse transcription. SYBR Premix Ex Taq (Takara) was used to quantify levels of IFN-α, IFN-β, interferon-stimulated gene 15 (ISG15), and MX1 mRNA. The relative expression levels of these genes were analyzed using the ΔΔCt method (26), and glyceraldehyde-3-phosphate dehydrogenase (GAPDH) mRNA was used as a control. Primers are listed in Table 2. All PCR experiments were performed in triplicate.


Table 2 | Sequence of oligonucleotide primers used in this study.





Dual Luciferase Assays

The pGL3 luciferase reporter plasmids containing the 3′UTR sequence of TRIM25 were cloned downstream of the luciferase open reading frame to test the binding regions in TRIM25. To verify the target gene of miR-30a, 293T cells were co-transfected with 100 ng/well of pRL-TK and 500 ng/well of the indicated reporter plasmid along with the indicated amount of miR-30a or NC mimics. Cells were lysed 24 h post-transfection (hpt) to determine the luciferase activities using a dual-luciferase reporter assay kit (Promega). Data are presented as the relative luciferase activities. To generate the miR-30a target-mutated reporter plasmid (pGL3-TRIM25-mut), mutations at positions corresponding to the miR-30a seed region were introduced. DNA sequencing confirmed mutant plasmid (pGL3-TRIM25-mut) and the primer sequences are available upon request. Luciferase activity in 293T cells were determined. Human IFN-β promoter, NF-κB promoter, and primary miR-30a promoter [a fragment ∼3 kb upstream from the primary miR-30a (pri-miR-30a) coding sequences] plasmids were generated by cloning sequences into the upstream of firefly luciferase gene in the pGL3-Basic vector. To test the promoter activities, HeLa or 293T cells seeded in 24-well plates were co-transfected with the indicated expression plasmids or miRNA mimics along with 100 ng/well of the indicated luciferase reporter plasmid and 20 ng/well of pRL-TK. Twenty-four hpt, luciferase activities were measured and the results are expressed as means ± standard deviation (SD) from three independent experiments.



Construction of Plasmids

Full-length TRIM25- and RIG-I-encoding sequences were cloned into pCAGGS vector to generate pCAGGS-TRIM25-Myc, pCAGGS-RIG-I-HA, pCAGGS-RIG-I-Flag, or pCAGGS-2CARD-Flag. All plasmids were constructed by homologous recombination using the NEBuilder® HiFi DNA assembly master mix (New England Biolabs; Ipswich, MA). Sequences of all primers will be made available upon request.



Transfection and Virus Challenge

MiRNA or NC mimics were transfected into HeLa cells at a concentration of 80 nM (except for dosage experiments) using X-tremeGENE siRNA Transfection Reagent (Roche). To investigate the effect of TRIM25 on CVB3 replication, HeLa cells were transfected with 2 μg of pCAGGS-TRIM25-Myc using X-treme GENE HP DNA reagent (Roche). Next, 24 hpt, cells were infected with CVB3 (multiplicity of infection, MOI = 0.1). The supernatants were harvested at 12, 24, and 36 h post-infection (hpi), and the cells were lysed using RIPA lysis buffer (Thermo Fisher Scientific). Viral titers were determined and the amount of viral VP1 was detected by western blotting (WB). WB assays were performed as described previously (27), except using an anti-VP1 antibody (1:1,000) purchased from Leica Biosystems Newcastle Ltd.



RNA Interference

Small interfering RNAs (siRNAs) against TRIM25 were synthesized by GenePharma (Shanghai, China). The siRNA molecule sequence was CCU GGA GUA UUA CGU UAA ATT (si-TRIM25). The control siRNA (si-con) sequence was UUC UCC GAA CGU GUC ACG UTT. HeLa cells were transfected with 50 nM si-TRIM25 or si-con using X-tremeGENE siRNA Transfection Reagent (Roche). The cells were lysed 24 hpt, and WB detected the effects of siRNAs using an anti-TRIM25 monoclonal antibody (cat. no. 13773; Cell Signaling Technology; Danvers, MA; 1:1,000). Twenty-four hpt, the cells were infected with CVB3 at an MOI of 0.1. The supernatant and cells were harvested 12 and 24 hpi, and were later analyzed based on virus titers and by WB.



RISC Immunoprecipitation Assay

An RISC immunoprecipitation assay was performed as previously described (28). 293T cells were transfected with NC or miR-30a mimics using X-tremeGENE siRNA Transfection Reagent (Roche). Cells were harvested 24 hpt. The anti-Ago2 antibody (cat. no. 2897; Cell Signaling Technology) was used for the immunoprecipitation of RISC and the detection of Ago2.



Statistical Analysis

Statistical analysis was conducted using GraphPad Prism 6 (GraphPad, La Jolla, CA). The statistical significance was analyzed using Student’s t-test, with p < 0.05 considered statistically significant.




Results


miR-30a Is Up-Regulated in Response to CVB3 Infection In Vitro

To investigate whether miR-30 family can be regulated by CVB3, we performed a time-course assay to analyze the expression of the miR-30 family members in HeLa cells infected with CVB3 (MOI = 1) or mock infected. The miR-30 family contains five members (miR-30a–e). Results indicated that miR-30a was significantly increased at 12 hpi and peaked at 24 hpi (∼6.6-fold induction) and the expression of other miR-30 family members showed slight alteration (Figure 1A). To confirm that the target cells of CVB3 function equivalently, primary cardiomyocytes were cultured from newborn mice and infected with CVB3 (MOI = 1). Results showed that CVB3 infection enhanced the relative expression of miR-30a at 12 and 24 hpi, thereby demonstrating that miR-30a expression is upregulated by CVB3 infection, which may be involved in regulating CVB3 infection (Figure 1B). Then, Hela cells were infected with CVB3 or heat-inactivated CVB3 (HI-CVB3; 70°C for 60 min) at MOI of 0.1. The expression of miR-30a in the cells inoculated with HI-CVB3 was not altered (Figure 1C), suggesting that the increased miR-30a depends on CVB3 replication.




Figure 1 | miR-30a is up-regulated in response to CVB3 infection in vitro. (A) qRT-PCR analysis of miR-30 family was performed in HeLa cells inoculated with CVB3 at an MOI of 1 for the indicated times. (B) Primary cardiomyocytes of mice were mock infected or infected by CVB3 (MOI = 1) for 12 and 24 h. The relative level of miR-30a was analyzed by qRT-PCR analysis. (C) qRT-PCR analysis of miR-30a was performed in HeLa cells inoculated with HI-CVB3 (MOI = 1) at 0, 6, 12, and 24 hpi. (D) qRT-PCR analysis of pri-miR-30 was performed in HeLa cells inoculated with CVB3 (MOI = 1) at 24 hpi. (E) After co-transfection of 100 ng pGL3-basic or pGL3-miR-30a promoter along with pRL-TK (20 ng) into HeLa cells for 12 h, cells were infected with CVB3 at an MOI of 0.01, 0.1, or 1. At 24 hpi, luciferase activities were analyzed. Data represent the mean ± SD of three independent experiments. Statistical significance was analyzed using t tests. *P < 0.05; **P < 0.01; ***P < 0.001.



To verify the induction of miR-30a by CVB3 infection, the expression of its primary transcript pri-miR-30a was analyzed. We demonstrated that pri-miR-30a was significantly upregulated and reached a significant increment to ∼7.2-fold at 24 hpi (Figure 1D). To corroborate the findings further, pri-miR-30a promoter was transfected into HeLa cells, followed by CVB3 infection. CVB3 infection enhanced the activity of the miR-30a promoter with increasing MOIs, and it increased ∼4.7- and ∼6.8-fold at MOIs of 0.1 and 1, respectively (Figure 1E).



miR-30a Significantly Facilitates CVB3 Replication

To verify whether miR-30a can affect CVB3 replication, the expression of CVB3 capsid protein VP1 and viral titers in HeLa cells at 24 hpi were detected. Both CVB3 growth and the amount of VP1 mRNA level were upregulated as a function of the dose of miR-30a mimics (Figures 2A, B). Consistent with this, transfecting the miR-30a mimics induced the accumulation of VP1 (Figure 2C). Results above suggest that viral replication and progeny release in HeLa cells were significantly increased by miR-30a. To illustrate the proviral effect of miR-30a on CVB3 replication, we analyzed viral infection in the presence of the miR-30a inhibitor. MiR-30a inhibitor significantly reduced virus titer to that of NC inhibitor at 12, and 24 hpi, respectively (Figure 2D). This indicated that miR-30a promoted CVB3 replication in HeLa cells.




Figure 2 | miR-30a significantly facilitates CVB3 replication. (A) HeLa cells were transfected with miR-30a or NC mimics at the indicated doses (20–80 nM), followed by CVB3 infection (MOI = 0.1). The supernatants were collected at the indicated times for viral titer determination. (B) qRT-PCR analysis of VP1 mRNA levels in HeLa cells transfected with miR-30a or NC mimics at the indicated doses (20–80 nM), followed by CVB3 infection (MOI = 0.1). (C) The experiments were performed as described for panel (B). Cells were collected at 24 hpi for WB analysis of VP1 expression. β-actin expression was analyzed as a loading control. (D) HeLa cells were transfected with miR-30a inhibitor or NC inhibitor (80 nM), followed by CVB3 infection (MOI = 0.1). Supernatants were collected at 12 and 24 hpi for viral titer determination. (E) HeLa cells were with miR-30a or NC mimics, followed by CVB3 infection (MOI = 0.1). The caspase-3 activity was detected at 12 and 24 hpi. (F) Cell viability assay was performed at 12 and 24 hpi with the indicated dose of miR-30a or NC mimics. The viability was tested by MTT assay. Data represent the mean ± SD of three independent experiments. Statistical significance was analyzed using t tests. *P < 0.05; **P < 0.01; ***P < 0.001.



We next sought to investigate the effect of miR-30a on apoptosis post CVB3 infection. As shown in Figure 2E, CVB3 infection caused a dramatic increase in the caspase-3 activity in miR-30a-transfected cells than that in NC-transfected cells, suggesting a potential promoting role of miR-30a for CVB3-induced apoptosis in infected cells. Indeed, miR-30a significantly promoted the proliferation in CVB3-infected cells in a dose- and time-dependent manner (Figure 2F), indicating that miR-30a also aggravated CVB3‐induced apoptosis. Taken together, these results suggest that miR-30a promoted CVB3 replication and aggravated CVB3‐induced apoptosis in HeLa cells.



miR-30a Represses Type I IFN Activation and Production

Next, to investigate the potential mechanisms for miR-30a to enhance CVB3 infection, we tested whether miR-30a can alter NF-κB and IFN-I activation. We performed a series of assays to monitor the activation of NF-κB promoter and IFN-β promoter after stimulating with poly(I:C). Our data indicated that miR-30a significantly repressed the activation of IFN-β under poly(I:C) stimulation (Figure 3A), whereas it had no effect on the activation of NF-κB promoter (Figure 3B). However, miR-30a mutant with mutated seed sequences (GUAAACA to GAUUUGA) lost its ability to inhibit the activation of IFN-β (Figure 3C). Results above suggest that miR-30a regulates type I IFN activation. The inhibition of IFN-β activation by miR-30a occurred in a dose-dependent manner (Figure 3D), whereas miR-30a inhibitor enhanced IFN-β activation (Figure 3E). To confirm these results, we found that the relative mRNA levels of IFN-α/β expression decreased in miR-30a-transfected cells, whereas miR-30a inhibitors had the opposite effect (Figure 3F). These results demonstrated the role of miR-30a as a negative regulator of type I IFN activation and production.




Figure 3 | miR-30a represses IFN-α/β activation and production. (A) IFN-β or (B) NF-κB promoter vector along with pRL-TK were co-transfected with 80 nM of the miR-30a or NC mimics into 293T cells for 24 h, followed by stimulation with poly(I:C) (10 μg/ml) for 12 h. Then, 293T cells were harvested for luciferase assay. (C–E) The experiments were performed as described for panel (A), except that miR-30a mutant, the indicated doses (20–120 nM) of miR-30a mimics, or miR-30a inhibitor were used. (F) qRT-PCR analysis of type I IFN α/β mRNA expression in HeLa cells transfected with NC mimics, miR-30a mimics, NC inhibitor, or miR-30a inhibitor for 24 h, followed by stimulation with poly(I:C) (10 μg/ml) for 12 h. Data were normalized to GAPDH expression and are the mean ± SD of three independent experiments. Statistical significance was analyzed using t tests. *P < 0.05; **P < 0.01; ***P < 0.001.





miR-30a Inhibits the Expression of TRIM25 Through Targeting the 3′UTR of TRIM25

To investigate the major target of miR-30a that is involved in modulating IFN-I responses, we used TargetScan program (http://www.targetscan.org) to predict the target genes. Analysis showed that miR-30a could target TRIM25 through a site in the 3′UTR region (Figure 4A). To validate whether TRIM25 is a direct target of miR-30a, the cDNA fragments containing the predicted target site were constructed into a firefly luciferase reporter vector pGL3-Control; meanwhile, a mutant vector was constructed to eliminate the recognition by replacing five seed nucleotides (UGUUUAC to UCAAAUC). In the presence of miR-30a, the luciferase activity of TRIM25 3′UTR was reduced to ∼29% relative to NC. However, the effects produced by miR-30a were eliminated in the vector bearing the mutant target site (Figure 4B). These results confirmed that the miR-30a target site is harbored in the 3′UTR of TRIM25. To clarify that miR-30a targets TRIM25 mRNA directly by binding to its 3′UTR region, the cells were transfected with miR-30a for 24 h and then lysed and harvested for the pull-down of miR-30a and TRIM25 mRNA by anti-Ago2 monoclonal antibody. Quantitative real-time PCR (qRT-PCR) data showed that the transfection of miR-30a increased the fraction of TRIM25 mRNA bound by Ago2, and the enrichment efficiency was about 1.8-fold (Figure 4C). At the same time, miR-30a associated with Ago2 was significantly enriched by about 7.6-fold in the miR-30a–overexpressed sample compared to NC (Figure 4D). As Ago2 had a similar input among different treatments (Figure 4E), we concluded that miR-30a physically bound TRIM25 mRNA along with Ago2 in RISC. The results suggest that miR-30a physically binds to the 3′UTR region of TRIM25 mRNA. To further verify TRIM25 as a target of miR-30a, its expression was tested in 293T cells transfected with miR-30a mimics or inhibitors. The mRNA levels of TRIM25 were decreased when miR-30a was overexpressed but were increased when the miR-30a inhibitor was applied (Figure 4F). MiR-30a mimics significantly inhibited the level of TRIM25 protein in a dose-dependent manner (Figure 4G). Taken together, results above demonstrate that TRIM25 is a target of miR-30a.




Figure 4 | miR-30a inhibits the expression of TRIM25 by targeting the 3′UTR of TRIM25. (A) Computational prediction of potential miR-30a target sites in the 3′UTR of TRIM25. The predicted target sites of miR-30a are underlined and were mutated as indicated. The fragments were inserted in XbaI site. (B) Luciferase activity in lysates of 293T cells co-transfected with TRIM25-3′UTR or TRIM25-3′UTR-mutant luciferase reporter vector and miR-30a mimics or NC mimics. (C–E) 293T cells were transfected with miR-30a or NC mimics (80 nM) for 24 h. Cells were analyzed by RISC-IP followed by qRT-PCR to analyze TRIM25 (normalized to GADPH) (C), or miR-30a compared to RNAs extracted from total samples of lysates from 293T cells (normalized to U6) (D) or WB to analyze Ago2 expression from input (E). (F) qRT-PCR analysis of TRIM25 mRNA levels in 293T cells transfected with miR-30a mimics or miR-30a inhibitor (80 nM). Data are presented as mean ± SD. Statistical significance was analyzed using t-tests. **P < 0.01; ***P < 0.001. (G) WB analysis of TRIM25 expression levels in cells transfected with miR-30a mimics at the indicated doses (20–80 nM). β-actin expression was analyzed as a loading control.





TRIM25 Restricts CVB3 Replication by Upregulating IFN-β Activation and Production

To investigate the role of TRIM25 on CVB3 replication, HeLa cells were transfected with a plasmid expressing TRIM25 or vector alone and then infected with CVB3 at MOI of 0.1. The efficiency of overexpression of TRIM25 was confirmed by WB (Figure 5A). The supernatants were subjected to TCID50 assay to determine the role of TRIM25 on viral progeny release. As shown in Figure 5B, TRIM25 overexpression significantly reduced the virus particle release. Furthermore, the protein level of VP1 was significantly inhibited by TRIM25 overexpression (Figure 5C). To verify the antiviral effect of TRIM25, we designed and screened a specific siRNA targeting the open reading frame of TRIM25, which led to a 70% reduction in the overall levels of the TRIM25 protein (Figure 5D). Knockdown of TRIM25 significantly increased CVB3 progeny production (Figure 5E) and viral capsid protein VP1 expression (Figure 5F), compared to the effect of control siRNA. Collectively, the results confirmed that TRIM25 significantly restricted CVB3 replication in vitro. To confirm IFN-β promoting role of TRIM25, HeLa cells were co-transfected with TRIM25 vector and IFN-β promoter-luciferase plasmid. As demonstrated in Figure 5G, overexpression of TRIM25 enhanced the activity of IFN-β promoter in a dose-dependent manner after CVB3 infection. Furthermore, TRIM25 significantly increased the IFN-β, ISG15, and MX1 mRNA levels upon CVB3 infection (Figure 5H). Thus, our data suggested that TRIM25 suppresses CVB3 replication by upregulating the activation of IFN signaling pathway.




Figure 5 | TRIM25 restricts CVB3 replication by upregulating IFN-β activation and production. (A) HeLa cells were transiently transfected with pCAGGS-TRIM25-Myc or pCAGGS. 24 hpt, cells were subjected to WB for detecting TRIM25 expression levels. (B, C) HeLa cells were transiently transfected with pCAGGS-TRIM25-Myc or pCAGGS. 24 hpt, cells were infected with CVB3 at an MOI of 0.1. Supernatants were collected and subjected to TCID50 (B) and WB analyzed VP1 levels (C). (D) HeLa cells were transfected with control siRNA (si-con) or TRIM25 siRNA (si-TRIM25) and the knockdown efficiency was analyzed by WB at 24 hpt. (E, F) Cells were transfected with si-con or si-TRIM25 (50 nM) for 24 h and infected with CVB3 (MOI = 0.1). Cells and supernatants were harvested at the indicated times. (E) TCID50 assay and (F) WB analysis evaluated CVB3 replication. (G) IFN-β promoter vector along with pRL-TK were co-transfected with pCAGGS-TRIM25-Myc or pCAGGS into cells for 24 h, followed by stimulation with poly(I:C) (10 μg/ml) for 12 h. Then, cells were harvested for luciferase assay. (H) qRT-PCR analysis of IFN-α, IFN-β, MX1, and ISG15 expression in cells transfected with pCAGGS-TRIM25-Myc or pCAGGS for 24 h and then infected with CVB3 for 24 h at an MOI of 0.1. Data were normalized to GAPDH expression and are the mean ± SD of three independent experiments. Statistical significance was analyzed using t tests. *P < 0.05; **P < 0.01; ***P < 0.001.





mir-30a Suppresses TRIM25-Mediated RIG-I Ubiquitination to Suppress IFN-β Activation and Production

TRIM25-mediated RIG-I ubiquitination is essential for the activation of type I and III IFNs. In the current study, we demonstrated that miR-30a significantly suppressed the expression of TRIM25. Whether miR-30a can suppress TRIM25-mediated RIG-I activation was unknown. We first verified the effect of miR-30a overexpression on the interaction between RIG-I and TRIM25. When RIG-I-HA and TRIM25-Myc were co-transfected with miR-30a mimics, the interaction between TRIM25 and RIG-I was markedly diminished. Meanwhile, when TRIM25-Myc and RIG-I-HA were co-transfected with NC mimics, the interaction between TRIM25 and RIG-I was not affected (Figure 6A). To investigate whether TRIM25-mediated RIG-I ubiquitination is regulated by miR-30a, 293T cells were co-transfected with pCAGGS-Flag-RIG-I (0.5 μg per well) and HA-ubiquitin (0.5 μg per well), and the indicated dose of miR-30a mimics. The experiment revealed that TRIM25-mediated RIG-I ubiquitination was potentiated under poly(I:C) stimulation but was substantially suppressed by increasing miR-30a in a dose-dependent manner (Figure 6B). To examine regulation of RIG-I activity by miR-30a, a luciferase reporter under the control of the IFN-β promoter was used to quantify promoter activation. Consistent with the inhibition of RIG-I ubiquitination by miR-30a, IFN-β promoter activation induced by RIG-I or RIG-I CARD domain overexpression was significantly inhibited by miR-30a in a dose-dependent manner (Figures 6C, D). However, co-expression of TRIM25 with miR-30a counteracted this inhibitory effect mediated by miR-30a (Figure 6E). In addition, suppression of RIG-I ubiquitination by miR-30a was partially rescued by TRIM25 overexpression (Figure 6F). These observations indicated that the miR-30a inhibits TRIM25-mediated RIG-I ubiquitination to suppress IFN-β activation and production.




Figure 6 | miR-30a suppresses TRIM25-mediated RIG-I activation and IFN production. (A) pCAGGS-RIG-I-HA and pCAGGS-TRIM25-Myc were co-transfected with or without miR-30a. The interaction was probed by immunoprecipitation. (B) 293T cells were co-transfected with the indicated plasmids and miR-30a or NC mimics for 36 h, and were treated with or without poly(I:C) (10 μg/ml) for 12 h. Anti-Flag immunoprecipitates prepared from the cell extracts were analyzed by WB using the indicated antibodies. (C, D) 293T cells seeded in 24-well plates were co-transfected using the IFN-β-Luc firefly luciferase reporter plasmid and the Renilla luciferase control reporter plasmid pRL-TK. For the experiment, pCAGGS-RIG-I-Flag or pCAGGS-2CARD-Flag were co-transfected with or without miR-30a. (E) pCAGGS-2CARD-Flag (0.25 μg) and pCAGGS-TRIM25-Myc (0.5 μg) plasmids with or without miR-30a were co-transfected. The luciferase activity in cell lysates was measured. The data are presented as the mean ± SD from three experiments. Statistical significance was analyzed using t tests. *P < 0.05; **P < 0.01. (F) Ubiquitin-HA (0.5 μg), pCAGGS-2CARD-Flag (0.5 μg), or pCAGGS-TRIM25-Myc (1.0 μg) were co-transfected with or without miR-30a. 24 hpt, cells were treated with poly(I:C) (10 μg/ml) for 12 h, cell lysates were analyzed by immunoprecipitation using the indicated antibodies to detect the ubiquitination of RIG-I-2CARD.






Discussion

Recently, host miRNAs emerged as key regulators and potential drug targets in CVB3 infection. miR‐221 and miR‐155 have been reported to participate in a CVB3‐induced inflammatory response (29, 30). miR‐34a aggravates CVB3‐induced apoptosis of cardiomyocytes through the SIRT1‐p53 pathway (31). MiR-223/Pknox1 axis protects mice from CVB3-induced VMC by modulating macrophage polarization (32). miRNA-21 shows protective role against CVB3 infection by targeting the MAP2K3/P38 MAPK signaling pathway (33). In this study, we demonstrated for the first time that miR‐30a participates in the pathogenesis during CVB3 infection in vitro.

Previous studies report that miR-30c facilitated porcine reproductive and respiratory syndrome virus infection by targeting JAK1 and IFN-alpha/beta receptor beta chain (34, 35). However, influenza A virus restrained host type I IFN-mediated antiviral immune responses by decreasing the expression of miR-30 family members via targeting SOCS1 and SOCS3 expression (36).

In this study, we showed that miR-30a functions by facilitating CVB3 replication, and that it could act as a host-derived promoter of the virus (Figure 2). Furthermore, miR-30a facilitates CVB3 infection by repressing IFN-I signaling and by targeting TRIM25 (Figures 3 and 4). As an E3 ubiquitin ligase, TRIM25 can regulate the antiviral immune response (22). TRIM25-mediated ubiquitination of the cytosolic PRR RIG-I is an essential step for the initiation of an intracellular antiviral response (37). Data presented (Figure 5) revealed that upon TRIM25 overexpression, CVB3 replication was significantly suppressed by upregulating type I IFNs and interferon-stimulated genes (ISGs) production. However, in the course of natural infection, CVB3 can complete the replication cycle and efficiently spread. Hence, CVB3 has evolved several general strategies to suppress host innate immunity therefore does not cause robust IFN responses and ISG expressions. In the current study, miR-30a was significantly up-regulated in response to CVB3 infection in HeLa cells and cardiomyocytes, thereby suggesting that miR-30a may be involved in regulating of CVB3 infection and the progression of VMC or other CVB3-induced diseases (Figure 1). Mir-30a suppressed TRIM25 expression and TRIM25-mediated RIG-I ubiquitination to suppress IFN-β activation and production (Figure 6). This might be the mechanism adopted by CVB3 to antagonize the antiviral response of host.

In the present study, we confirmed that miR-30a modulates type I IFN responses to facilitate CVB3 replication via targeting TRIM25. Furthermore, CVB3 can antagonize the antiviral activity of TRIM25 by increasing miR-30a level in vitro. These results improve the understanding of the effect of miR-30a on CVB3 replication and the mechanism by which CVB3 evades the TRIM25-mediated innate immune response. Hence, the current study not only offers a novel mechanism through which miR-30a inhibits host innate immunity but also provides improved understanding of the mutual regulatory mechanism between CVB3 and the host innate immune responses.
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Background: HIV infection results in immune homeostasis perturbations, which is characterized by CD4+ T-cell depletion, immune activation, and inflammation. Effective antiretroviral therapy (ART) does not fully restore immunologic and clinical health in people living with HIV (PLWH). Various drugs have been used to improve their immune status and CD4+ T-cell counts, but no measures have been tested effective. Here we conduct a systematic review and meta-analysis of existing clinical studies on improving CD4+ T-cell count while decreasing inflammation and immune activation.

Methods: We retrieved possible relevant publications from a total of five electronic databases and selected eligible studies, which dealt with outcomes of medical therapy for CD4+ T-cell count recovery, inflammation, and immune activation with or without ART. We paid particular attention to immunologic non-responders with a favorable treatment regimen.

Results: Thirty-three articles were included in the systematic review and meta-analysis. However, there were no safe and effective medications specific for improving CD4+ T-cell reconstitution. The immunological benefits or adverse events mainly depend on the safety, dosage, and duration of the candidate medication use, as well as whether it is combined with ART.

Conclusion: Under the “safe, combined, adequate and long (SCAL)” principles, alternative approaches are needed to accelerate the recovery of CD4+ T-cells, and to prevent adverse long-term outcomes in PLWH with standard ART treatment.

Keywords: CD4+ T-cell, immune activation, inflammation, immunologic non-responder, people living with HIV, adjunct therapy


INTRODUCTION

Since 1996, the morbidity and mortality of HIV-related diseases were dramatically declined by the wide use of antiretroviral therapy (ART) (1). ART is a standardized combination of several anti-HIV drugs (1), being classified as etiological therapy. Theoretically, treatment-experienced people living with HIV (PLWH) persistently suppress the HIV viral load, and their CD4+ T-cell counts increase gradually. However, PLWH fail to achieve normalization of CD4+ T-cell counts despite persistent blood virological suppression, especially in immunological non-responder (INR, usually defined as PLWH under ART with viremia and CD4+ T-cell counts < 350/μl in the blood) showing severe immunological dysfunction (2). This immunological dysfunction involves chronic immune activation and systemic inflammation (3), and is thought to contribute not only to HIV disease progression, but also to mortality and emerging non-AIDS morbidity (4, 5). To date, there is still a lack of effective adjunct medical therapy to further enhance CD4+ T-cell counts for PLWH, including INRs.

For over two decades, researchers have tested multiple medication candidates to recover CD4+ T-cell count. Montaner et al. have assessed the effect of hydroxyurea in PLWH in 1997; However, the CD4+ T-cell counts did not change significantly; or even significantly decreased during the washout phase (6). Because the level of immune activation and inflammation were independently associated with the subsequent rate of CD4+ T-cell losses (7, 8), the immunomodulators or immunosuppressants such as glucocorticoid (9) and cyclosporine (10), may be beneficial to PLWH or INRs. In recent years, PLWH may have more benefits by “early treatment” (11), and they will not go through the process from immunological destruction to reconstruction, which means that INRs may be fewer and fewer. However, although their CD4+ T-cell count was high, it did not reach normalization (1). Besides, ART does not eliminate inflammation and immune activation (4, 5), so researchers have paid more attention to other traditionally non-AIDS-related morbidities (12, 13). In other words, hypertension, hyperglycemia, and hyperlipidemia may be similar to the low CD4+ T-cell count, which may be the adverse consequences of inflammation and immune activation. Besides, some candidate drugs also show anti-inflammatory and inhibitory effects on excessive immune activation in the general population. Take rosuvastatin (14) and sitagliptin (15) as examples, scientists hypothesized that the CD4+ T-cell recovery over time could be explained by the improved use of non-HIV-specific preventive interventions. Unfortunately, even though some candidates could reduce immune activation or chronic inflammation to varying degrees, they cannot directly increase CD4+ T-cell count recovery, and the mechanisms underlying these candidates are far from known.

Therefore, we searched and summarized the literature on the case-control study of medication-assisted treatment of CD4+ T-cell count recovery. The second aim was to summarize biomarkers of inflammation and immune activation in PLWH. An intervention that decreased immune activation or inflammation or both in PLWH might therefore be beneficial. Besides, for CD4+ T-cell count recovery in INRs, we separately analyzed articles related to incomplete immune reconstitution in PLWHs. We hope to put forward the therapeutic principle of adjunct therapy for CD4+ T-cell recovery, and provide a basis for further searching for an inexpensive, safe, and well-tolerated candidate intervention.



METHODS

The protocol in this study has been deposited and registered in the PROSPERO database (CRD42020210393).


Participants

Adult PLWH with or without ART.



Interventions

Any auxiliary medicine treatment in junction with or without ART, but not including inaccurate dose or non-drug treatment studies (e.g., immunotherapy and cell therapy).



Comparators

PLWH with or without ART + adjunct treatment vs. PLWH with or without ART (placebo or blank control).



Search Strategy

Searches were limited to data published before February 29, 2020 using a combination of population-related terms (HIV OR AIDS), immunology-related terms (“immune reconstitution” OR “CD4+ T-cell recovery”), and treatment-related terms (treatment OR therapy). All searches were limited to peer-reviewed journal articles in English.



Data Sources

Comprehensive searches were conducted in PubMed, Web of Science, and Cochrane library. Besides, Google Scholar and GeenMedical were used as supplementary sources.



Studies Sections and Data Extraction

We included [1] studies conducted in PLWH; [2] any auxiliary medicine treatment in junction with or without ART treatment; [3] studies with at least two groups (adjunct therapy group vs. control group) including randomized controlled trials (RCT) and non-RCTs; (4) the results of the research which should include the CD4+ T-cell count; and (5) articles were written in English and excluded those studies without peer-review process, case reports, theoretic studies, conference abstracts and samples overlapped with the other included studies. We also excluded studies that did not include accurate doses (e.g., probiotics/prebiotics, fish oil, and chocolate) and non-drug treatment studies (e.g., immunotherapy and cell therapy). Two authors (Yang Zhang and Taiyi Jiang) used an Excel spreadsheet to independently screen for eligibility.

Two authors (Yang Zhang and Jianhua Hou) used an Excel spreadsheet to independently extract data from each study. The opinions on the included data were resolved by consensus after consulting a 3rd reviewer (Aixin Li). The summary statistics of each outcome were means, standard deviations (SD), and the number of participants. We also coded the mean change and SD of mean change if necessary. Related information from other studies was coded for use as well.



Data Analysis

We considered using meta-analytical methods when three or more studies with the same treatment, or systematic review was used to summarize the results.

For the meta-analysis, random-effect models were adopted to estimate the pooled estimation of effect sizes. The variation in effect sizes across studies was assessed by the Cochrane Q with a threshold of P < 0.1. The I2 statistic was calculated to estimate the proportion of true heterogeneity in observed variance. The funnel plot and Egger's regression intercept test were used to estimate publication bias. If the P-value for Egger's test is larger than 0.1, publication bias exists, and we should draw cautious conclusions. Besides, we calculated Egger's test only if three or more comparisons are included in specific outcomes.

For the systematic review, we grouped our results classified by types of treatment. The outcomes of interest were changes in CD4+ T-cell count, viral load, other immune system biomarkers such as inflammation or immune activation, and medical side effects.




RESULTS


Study Selection and Characteristics

Our literature searches returned 29,556 records, including 11,263 in the web of science, 7,293 in Pubmed, and 11,000 in Embase. After duplicates removal, 15,521 studies were remained. Of these, 14,447 were excluded during the title and abstract screening, leaving 174 publications for full-text evaluation. Of these, 141 were excluded for various reasons after full-text review, as detailed in the flow chart. Thirty-three studies were included in the final review (Figure 1, Table 1).
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FIGURE 1. A flow diagram of the studies retrieved for the review.



Table 1. Characteristic of included articles.
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Among 33 studies, one study was a non-randomized intervention study, two were observational studies, and others were RCTs. Regarding ART, 30 studies used ART in combination with these auxiliary treatments. In addition, the visit period for all studies ranged from 3 to 48 weeks. The reported outcomes included CD4+ T-cell count, viral load, inflammation biomarkers, and medical side effects. The detailed information of each treatment was reviewed and summarized below.



Synthesized Findings
 
Maraviroc

The CC chemokine receptor type 5 inhibitor maraviroc has been hypothesized to decrease T-cell activation in PLWH (16), and associated with an enhanced CD4+ T-cell response independent of virological suppression (17). Two RCTs (16, 18) and one observational study (17) reported the effects of maraviroc on CD4+ T-cell counts. The pooled estimate of effects on CD4+ T-cell count was 0.184, 95% CI 0.13 ~ 0.499, p = 0.254, Figure 2. The heterogeneity across studies was not significant and small [Q(2) = 2.153, p = 0.341, I2 = 7.122%]. The publication bias was not significant (Intercept = 2.177, p = 0.57).
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FIGURE 2. The forest plot for the effects of maraviroc on CD4+ T-cell counts.


Unexpectedly, Hunt et al. found that compared with the placebo group, maraviroc-treated patients with ART experienced a tremendous median increase in CD38+HLA-DR+CD8+ T cells (16). Furthermore, Rusconi et al. also reported that PLWH accepted maraviroc showed higher levels of HLA-DR+CD38+CD8+ T cells as compared to those without maraviroc (18). These studies suggest that maraviroc does not effectively reduce immune activation, at least in INRs.



Glucocorticoid

McComsey et al. reported a double-blinded RCT of prednisone in 41 patients (40 with ART) with HIV-1 infection (9). They found that 8 weeks of prednisone administration is reasonably safe in advanced HIV-1 disease, and decreases immune activation (tumor necrosis factor α levels and percentages of CD38+CD8+ T cells). However, there was no effect on HIV-1 RNA levels or CD4+ T-cell count.

An observational study demonstrates that although PLWH without ART-treated with low-dose prednisolone display significantly lower general immune activation, prednisolone was not beneficial to CD4+ T-cell recovery and viral load controls (19). In double-blinded RCT, prednisolone could increase the odds of CD4+ T-cell count recovery as well as decrease immune activation and increase HIV viral load (20). These studies have shown that, without the escort of ART, the benefits of glucocorticoids on CD4+ T-cell reconstitution and the risk of viral activation may coexist.



Cyclosporine

An RCT evaluating the immune-modulating effects of combining cyclosporine treatment with ART during primary HIV-1 infection has shown that the net increase over baseline values in both CD4+ T-cell count and CD4/CD8 ratio was significantly greater in PLWH receiving cyclosporine in combination with ART than those receiving ART alone (10). However, two other cyclosporine RCTs have shown no significant differences between treatment arms in levels of CD4+ T-cell counts (21, 22). Interestingly, treatment with cyclosporin A (4 mg/kg, bid) for 2 weeks provided only a transient enhancement in circulating CD4+ T-cell restoration (21). However, adjunctive therapy with cyclosporine (0.3 mg/kg, qd) even for 4 weeks did not provide apparent virologic or immunologic benefits (22), suggesting that adequate doses of cyclosporine are needed to suppress immune activation.



Chloroquine and Hydroxychloroquine

Three RCTs have tested the effects of chloroquine and its derivatives on CD4+ T-cell counts in PLWH. One double-blind RCT indicated that treatment with chloroquine could reduce the systemic T-cell immune activation in participants without ART, but they did not report CD4+ T-cell counts and viral load (23). Another double-blind RCT in PLWH off and on ART demonstrated no significant differences in the changes of CD4+ T-cell counts between the chloroquine arm and the placebo arm in either cohort (24). However, chloroquine modestly reduced the proportions of CD8+T cells co-expressing CD38 and HLA-DR in ART-treated HIV-infected participants. In contrast, this effect on immune activation was not found in the off-ART group during chloroquine use. This study showed that even if chloroquine could not increase CD4+ T-cell count, it should be combined with ART to reduce immune activation in PLWH.

Moreover, a double-blind RCT performed in the United Kingdom indicated that among HIV-infected patients not taking ART, hydroxychloroquine compared with placebo did not reduce CD8+ T cell activation, but did significantly decrease CD4+ T-cell count and increase HIV-RNA replication (7). These studies indicated that adjuvant treatments with immune modulators to increase CD4+ T-cell count should consider the combination with ART. Otherwise, it would bring about the risk of increased HIV replication and even further the decline of CD4+ T-cell counts.



Rosuvastatin and Atorvastatin

Statins, or 3-hydroxy-3-methylglutaryl coenzyme A reductase inhibitors, have anti-inflammatory effects, licensed and widely marketed for the treatment of dyslipidemia (14). There are two RCTs on rosuvastatin and one RCT on atorvastatin involving statins in PLWH, which indicated that statins could not increase CD4+ T-cell counts in PLWH on ART. However, rosuvastatin may significantly reduce several inflammatory markers, and lymphocyte and monocyte activation in ART-treated subjects in a 48-week follow up (14) rather than 8-weeks (25). Besides, atorvastatin could also reduce the T-cell immune activation among ART-experienced adults in a 24-week study (26). These studies have shown that statins are needed for a long period to reduce immune activation and inflammation among PLWH.



Sitagliptin

Dipeptidyl peptidase-4 inhibitors (e.g., sitagliptin) are a relatively new class of oral antidiabetes medications. In animal models and clinical studies of type 2 diabetes, dipeptidyl peptidase-4 inhibitors appear to have many cardiometabolic, anti-inflammatory, and immunoregulatory benefits in addition to their glucoregulatory actions (15). Both 8 (27) and 16 weeks (15) of sitagliptin had pleiotropic anti-inflammatory and immune regulatory effects in PLWH during ART. However, there were no significant between-arm differences in CD4+ T-cell counts.



Valganciclovir and Valacyclovir

Herpes simplex virus type 2 is a common HIV coinfection, contributing to the increased systematic inflammation and immune activation despite suppressive ART (28). Either RCTs of anti-herpes simplex virus medication valganciclovir (29) or valacyclovir (28) could not increase CD4+ T-cell counts in PLWH. Still, valganciclovir-treated participants had a significantly greater reduction in CD8+ T-cell activation than those from the placebo group, which was not observed in the study of valacyclovir.



Vitamin D3 and Phenylbutyrate

Poor nutritional status is common among PLWH (30, 31). Vitamin D3 and phenylbutyrate possess pleiotropic immunomodulatory functions that could simultaneously prevent chronic immune activation and dysregulation (30, 31). Two double-blinded RCTs in treatment-naive HIV patients indicated that daily nutritional supplementation with Vitamin D3 and phenylbutyrate could not change the viral load, CD4+ T-cell counts, and levels of inflammation (30, 31).



Other Drug Candidates

Some candidates were conducted in one RCT, which was demonstrated the anti-inflammatory and immunomodulatory effects by rifaximin (32), recombinant human growth hormone (33), eplerenone (34), cotrimoxazole (35), and dipyridamole (36) decreased immune activation significantly among persons with HIV-1 infection receiving ART. Further studies are necessary to uncover the clinical potential of these candidates on CD4+ T-cell count recovery in PLWH.

However, HIV-associated changes of CD4+ T-cell counts and immune activation are not impacted by alendronate (37), mesalamine (38), and aspirin (39). More frustratingly, the pentoxifylline (40), thalidomide (41), methotrexate (42), and vorapaxar (43) had no benefits on immune activation, inflammation, and CD4+ T-cell count recovery in PLWH receiving ART but at risk of poor outcomes.



Adjuvant Therapy for Poor Immune Reconstitution

There are eight studies on INRs in the above research. For maraviroc, only one study proved that maraviroc could increase the CD4+ T-cell counts (17). One study reported that maraviroc could reduce inflammation (18), but another study showed that maraviroc increased immune activation (16). However, two studies showed that maraviroc has serious adverse events (17, 18).

For the other five candidates, which were only conducted in one study, prednisone (9), valganciclovir (29), atorvastatin (26), and rifaximin (32) have all been reported to reduce inflammation and immune activation to varying degrees, except for mesalamine (38). As expected, prednisone has been reported more adverse events (9).





DISCUSSION


Summary of Main Findings

HIV is associated with increased systematic inflammation and immune activation that persist despite suppressive ART (44). The elevated immune activation and inflammation are associated with an increased risk of non-AIDS diseases and mortality among PLWH (12, 13). While ART reduces the level of inflammatory biomarkers, it does not result in normalization of CD4+ T-cell counts and host immunity (45). Interventions reducing immune activation request a deep understanding of pathogenesis and a balance thought of therapeutic benefit or side effects. In this systematic review, only maraviroc can be used for meta-analysis. However, maraviroc does not significantly increase the CD4+ T-cell counts of INR. Moreover, most of the included studies have shown that the maraviroc and other target drugs could reduce inflammation or immune activation based on different biomarkers. Besides, we have also evaluated the safety of candidates, especially in HIV load and CD4+ T-cell counts. In general, there is no well-established adjunct therapy to increase CD4+ T-cell counts.

In this systematic review and meta-analysis, the use of research drugs that bring immunological benefits in PLWH usually has the following characteristics, which may also be the principle of searching for ideal candidates in the future. First, this clinical study design should be based on the combined ART (i.e., principle “combined”). Hydroxychloroquine (7) and thalidomide (41) did not reduce inflammation and immune activation without ART, but led to a greater decline in CD4+ T-cell counts and an increase in viral replication. In contrast, even if other studies did not bring immunological or virological benefits, or even showed the adverse effects of the candidate drug, the candidates combined with ART would not lead to the poor outcomes such as a decrease in CD4+ T-cell counts or an increase in HIV RNA load.

Second, the preexisting immune system abnormalities in the setting of HIV infection may overpower the immunomodulatory effects of the overwhelming majority of candidates (3). Moreover, ART, low-level HIV replication, microbial translocation across damaged mucosal surfaces, and chronic coinfections may contribute to persistent inflammation during influential virologic ART (4, 5). Accordingly, an adequate dose for an extended period of candidate interventions is needed to moderate them (i.e., principle “adequate” and “long”). Two cyclosporine studies indicated that adequate cyclosporine doses (21) could suppress immune activation rather than fewer doses (22). Besides, insufficient use of a loading vorapaxar dose in PLWH may not achieve the general effect, as some cardiovascular studies have shown (43). Similarly, the 48-week treatment of rosuvastatin (13) may significantly reduce immune activation and inflammation among PLWH in the 8-week study (7).

Finally, immune activation and inflammation persist in most ART-suppressed PLWH (5). Therefore, reducing persistent immune activation has emerged as a major priority (4). Considering the principles of “combined, adequate and long,” as well as drug interaction with ART, evidently and most importantly, a “safe” intervention that suppresses immune activation and increases CD4+ T-cell counts would be attractive. Our review indicated that the vast majority of candidates above might not be studied further as a treatment to increase the CD4+ T-cell counts in PLWH. Therefore, we propose the four principles of adjunct therapy for CD4+ T-cell recovery in PLWH, namely the “SCAL” principles of safe, combined, adequate, and long. Maybe existing proven interventions in HIV-negative populations to modify inflammation and immune activation risks remain the best available methods to reduce non-AIDS disease in PLWH.

So how do we screen drug candidates to increase CD4+ T-cell counts of PLWH? Much has been learnt about candidates since assessing the effect on hydroxyurea in PLWH in 1997 (6). Although the exact proinflammatory mechanisms are unclear, interventions that reduce inflammation and immune activation are believed to reduce non-AIDS disease risk in PLWH (4, 5). Bioinformatics technology should be used to explore the potential differences in the immune system between PLWH and healthy controllers, especially in INRs. Next, chemoinformatics could be further used to match candidates that meet the “SCAL” principles, just like scientists' outstanding performance during the SARS-CoV-2 epidemic (46). Given the potential for complex and unpredictable effects, interventions for immune activation and CD4+ T-cell recovery must be evaluated rigorously and comprehensively in adequately powered randomized controlled trials. Also, in the context of fully suppressive ART, multifarious immunotherapeutic approaches such as vaccines or cytokines (47), dietary supplements (48), might further reduce immune activation, and improve CD4+ T-cell count in PLWH. However, because the intervention was difficult to standardize or the number of subjects was small, the safety and effectiveness of these methods need to be further verified.




LIMITATIONS

The use of different biomarkers in this included literature above might miss biological effects with the potential for clinical importance. Still, it is much more efficient than devoting the resources for CD4+ T-cell count recovery as a clinical endpoint study. Besides, we focused on individuals with incomplete CD4+ T-cell count recovery. They tend to have the higher persistent immune activation levels and are at the highest risk for morbidity and mortality. However, despite a large number of candidates, few studies adopt the control group, so we didn't include these studies, which also excluded the effect of the slow increase in CD4+ T-cell count among PLWH or INR.



CONCLUSIONS

To date, there are no safe and effective medications specific to improving CD4+ T-cell reconstitution. There are still considerable challenges in the adjuvant treatment of CD4+ T-cell count recovery, as well as the interventions of inflammation and immune activation. The immunological benefits or adverse events mainly depend on the safety, dosage, and duration of the candidate medication use, and whether it is combined with ART. Therefore, we propose the four principles of the “SCAL” principles. Under the guidance of “SCAL” principles, it is necessary to develop effective drugs and design rigorous clinical trials to verify in PLWH treated with standard ART in the future.
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Rabies virus (RABV) is able to reach the central nervous system (CNS) without triggering a strong immune response, using multiple mechanisms to evade and suppress the host immune system. After infection via a bite or scratch from a rabid animal, RABV comes into contact with macrophages, which are the first antigen-presenting cells (APCs) that are recruited to the area and play an essential role in the onset of a specific immune response. It is poorly understood how RABV affects macrophages, and if the interaction contributes to the observed immune suppression. This study was undertaken to characterize the interactions between RABV and human monocyte-derived macrophages (MDMs). We showed that street RABV does not replicate in human MDMs. Using a recombinant trimeric RABV glycoprotein (rRABV-tG) we showed binding to the nicotinic acetylcholine receptor alpha 7 (nAChr α7) on MDMs, and confirmed the specificity using the nAChr α7 antagonist alpha-bungarotoxin (α-BTX). We found that this binding induced the cholinergic anti-inflammatory pathway (CAP), characterized by a significant decrease in tumor necrosis factor α (TNF-α) upon LPS challenge. Using confocal microscopy we found that induction of the CAP is associated with significant cytoplasmic retention of nuclear factor κB (NF-κB). Co-cultures of human MDMs exposed to street RABV and autologous T cells further revealed that the observed suppression of MDMs might affect their function as T cell activators as well, as we found a significant decrease in proliferation of CD8+ T cells and an increased production of the anti-inflammatory cytokine IL-10. Lastly, using flow cytometric analysis we observed a significant increase in expression of the M2-c surface marker CD163, hinting that street RABV might be able to affect macrophage polarization. Taken together, these results show that street RABV is capable of inducing an anti-inflammatory state in human macrophages, possibly affecting T cell functioning.
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INTRODUCTION

Rabies is a zoonotic viral encephalitis responsible for 60,000 reported human deaths annually, although the true burden is suspected to be much higher (1). The disease is caused by members of the genus Lyssavirus, -ssRNA viruses of the Rhabdoviridae family. While multiple lyssaviruses have been reported to cause rabies in humans, over 99 percent of all reported human cases are caused by dogs infected with rabies virus (RABV) (2). Nevertheless, in North and South America bats are the main source of human infections, mostly caused by silver-haired bat rabies virus (SHBRV) (3).

While effective pre- and post-exposure prophylaxis is available, no treatment options are currently available once clinical symptoms occur. This makes rabies the deadliest zoonosis with a case-fatality rate approaching 100%. The virus is able to reach the CNS without triggering a strong local immune response (4, 5); neither is a systemic immune response induced, as indicated by the low or absent neutralizing antibodies at the end-stage of disease of most patients (6, 7). This lack of immune activation is caused by limited viral replication at the inoculation site (8, 9), as well as by active immune evasion and suppression, as extensively reviewed (10, 11). Previous research identified major immune evasive mechanisms, including the blocking of RIG-I activation by the nucleoprotein (N) (12–14) and the IFN signal transduction pathway by the phosphoprotein (P) (15–17).

To date, the majority of research on immunosuppressive mechanisms focused on the response in neurons and the CNS. While the absence of an effective local immune response after infection with RABV has been described (4), it is not clear how exactly RABV affects local immune cells at the site of infection. Suppression of local immune cells may be responsible for the lack of immune response in later stages of diseases, hence increasing the knowledge on interactions between RABV and local immune cells is indispensable in the development of effective and targeted treatment strategies. Given this importance, we aimed to investigate the functional effects of street RABV on macrophages. Macrophages are versatile innate immune cells and play an essential role in the uptake and clearance of pathogens, and initiation of a strong local response by producing pro-inflammatory cytokines, chemokines and nitric oxide (NO) (18, 19). After being bitten or scratched by a rabid animal, RABV first encounters resident macrophages in skin and muscle tissue, after which the inflicted physical damage and the presence of bacteria and other microbes in the wound area induce a strong influx of immune cells (20, 21). Large numbers of infiltrated macrophages have been found in peripheral sites after inoculation with RABV as well (22); however, the interactions between RABV and macrophages have been studied incompletely. The few studies focusing on the direct effects of RABV on macrophages showed that various RABV strains were able to induce NO production and CXCL10 expression in RAW264 murine macrophages (23), and induced macrophage apoptosis through involvement of various caspases (24). In the aforementioned papers, lab-adapted or attenuated RABV strains and murine macrophage-like cell lines were used, therefore the effects of street RABV strains on primary macrophages remain unstudied.

Macrophages have a high functional plasticity. Upon encountering pathogens, and in combination with cytokines produced by resident cells, macrophages polarize toward diverse and distinct functional phenotypes, as are normally grouped into classically activated or inflammatory M1 phenotypes, and alternatively activated or anti-inflammatory M2 phenotypes (25). A typical type 1/Th1 immune response, associated with M1 macrophages, aids the elimination of intracellular pathogens while a typical type 2/Th2 response, associated with M2 macrophages, will reduce viral clearance. Shifting macrophage polarization toward a phenotype beneficial for the virus is a strategy known for many viruses, as extensively reviewed (26). Studies on the effects of street RABV strains on macrophage polarization are lacking.

Nicotinic acetylcholine receptors (nAChr) are a family of ligand-gated pentameric ion channels with a variety of pharmacological functions. The nAChr α7 is a homopentameric nAChr that consists of five α7 subunits and is involved in the cholinergic anti-inflammatory pathway (CAP), characterized by a decreased inflammatory response of macrophages upon binding of a typical ligand (nicotine, acetylcholine) to nAChr α7 (27). RABV glycoprotein (RABV-G) can potentially bind to many nAChrs including nAChr α7, but functional effects of this binding have not yet been studied (28). We hypothesize that binding to the nAChr α7 leads to suppression of the inflammatory response of macrophages.

In the present study we showed that a street RABV strain does not replicate in human monocyte-derived macrophages (MDMs). We confirmed specific binding of RABV-G to nAChr α7 on human MDMs and, for the first time, showed that a viral protein (RABV-G) was able to induce the cholinergic anti-inflammatory pathway (CAP) in MDMs. We found that the induction of the CAP was related to cytoplasmic retention of NF-κB in RABV-exposed MDMs, and that exposure of MDMs with RABV decreased proliferation of autologous T cells and increased IL-10 production in vitro. In parallel, exposure of MDMs to RABV did not induce typical M1 phenotypic markers, but instead upregulated the M2-c phenotypic marker CD163, hinting at the possibility that RABV is able to shift macrophage polarization toward an anti-inflammatory M2-like phenotype.



METHODS


Virus

A street rabies virus (RABV) strain known for its capability to cause human infections in North America, the silver-haired bat rabies virus (SHBRV), was used. The virus was propagated in the human neuroblastoma cell line SK-N-SH in Eagle's Minimum Essential Medium (EMEM) with Earle's Balanced Salt Solution (EBSS) (Lonza), supplemented with 10% (v/v) Fetal Calf Serum (FCS), 100 U penicillin (Gibco), 100 mg/mL streptomycin (Gibco), 2 mM L-glutamine (Gibco), 1% non-essential amino acids (Lonza), 1 mM sodium pyruvate (Gibco) and 1.5 mg/mL sodium bicarbonate (Gibco). Virus titrations were performed by the median tissue culture infective dose (TCID50) endpoint dilution method of Reed and Muench (29) using the mouse neuroblastoma cell line MNA. MNA cells were cultured in Dulbecco's Modified Eagle Medium (DMEM, Gibco) supplemented with 10% FCS, 100 U penicillin, 100 mg/mL streptomycin, 2 mM L-glutamine and 1 mM sodium pyruvate (Gibco). SK-N-SH and MNA Cells were maintained at 37°C with 5% CO2.



Primary Cell Isolation and Macrophage Maturation

Peripheral blood mononuclear cells (PBMCs) were isolated from buffy coats obtained from healthy, non-smoking and non-rabies vaccinated blood donors (Sanquin). Written informed consent for research use of donated blood was obtained by the Sanquin blood bank. Peripheral blood mononuclear cells were obtained by density centrifugation using Ficoll Paque PLUS (GE Healthcare). Monocytes and T cells were obtained from PBMC fractions by magnetic associated cell sorting using CD14+ and CD3+ beads, respectively, following manufacturers guidelines (Miltenyi Biotec). Purity of the sortings was confirmed by flow cytometry using a BD Lyric flow cytometer (BD Biosciences).

Monocytes were seeded at a density of 100,000 cells per well in 96-well plates and were maturated for 6 days in Roswel Park Memorial Institute-1640 (RPMI-1640) medium containing 10% pooled human serum (Sanquin), 1% (v/v) GlutaMAX (Gibco), and 20 ng/mL monocyte colony-stimulating factor (M-CSF, R&D Systems). Cells were maintained at 37°C with 5% CO2 and the medium was replaced on day 2 and day 4.



Infection of Human Monocyte-Derived Macrophages

Mature human monocyte-derived macrophages from n = 6 individual donors, obtained on day 6 of culture, were exposed to RABV for 1 h in serum-free medium using a MOI of 0.1, 1, 10, or 50, after which the cells were washed once and were incubated in complete medium. At 8, 24, 48, and 72 h post-infection, cell culture supernatants were harvested for virus titration. Additionally, mature macrophages from n = 2 individual donors were exposed to RABV using a MOI of 10 and 50, as described above, and supernatant was collected at 72 h post-infection. Cells were fixed in 80% acetone for immunofluorescent detection of the nucleoprotein using a mouse FITC-labeled RABV-N antibody (Fujirebio). Nuclear counterstaining with Hoechst 33342 (Sigma Aldrich) was included before image acquisition using a Zeiss LSM700 confocal laser scanning microscope.

Virus titrations were performed by the TCID50 endpoint dilutions method of Reed and Muench using the mouse neuroblastoma cell line MNA, as described before. A total of six donors were included for the MOIs 0.1 and 1, and two donors for the MOIs of 10 and 50. Two wells were infected for every condition and all supernatants were titrated in triplicate. Infection of the highly susceptible neuroblastoma cell lines SK-N-SH and MNA cells were included as positive controls for virus infectiousness.



rRABV-tG Binding Assay

The ability of the RABV glycoprotein to bind to human monocyte-derived macrophages was investigated using a recombinantly expressed trimeric form of RABV-G, based on the sequence of the Pasteur strain RABV [rRABV-tG, described in (30)]. rRABV-tG was labeled with a 0.1 mg/mL solution of FITC (Sigma Aldrich) in 0.5 M bicarbonate buffer (pH 9.5) for 1 h under constant stirring, after which unbound FITC was removed by overnight dialysis in PBS. Mature macrophages were incubated with 50 μg/mL FITC-labeled rRABV-tG for 30 min at 4°C. In parallel, macrophages were incubated with ATTO-633 conjugated alpha-bungarotoxin (α-BTX; Alomone labs) or with an antibody against the nicotinic acetylcholine receptor α7 (nAChr α7; Alomone Labs) followed by an Alexa594 goat-anti-rabbit conjugate (Invitrogen). Nuclear counterstain with Hoechst 33342 (Sigma) was included before cells were imaged using a Zeiss LSM700 confocal laser scanning microscope.

For quantification of rRABV-tG binding, mature macrophages (n = 6 individual donors) were detached using Accutase (Merck Millipore), blocked with 10% pooled human serum in PBS for 30 min and incubated with various concentrations of rRABV-tG (0–100 μg/mL) for 30 min at 4°C. To verify the binding of rRABV-tG to the nAChr-α7, macrophages were incubated with various concentrations of the nAChr α7 antagonist alpha-bungarotoxin (α-BTX, 0-50 ug/mL) for 15 min before addition of rRABV-tG. After two washes in FACS buffer, binding of rRABV-tG, as well as the expression of nAChr α7 was quantified using a BD Lyric flow cytometer (BD Biosciences). Data were analyzed using FlowJo V10.6.2.



Macrophage Stimulation and TNF-α Cytokine Assay

The anti-inflammatory effect of RABV on macrophages was studied using a lipopolysaccharide (LPS) stimulation. LPS is an outer membrane component of Gram-negative bacteria and is known to induce a strong inflammatory response. Briefly, mature macrophages were exposed to RABV (MOI of 10, 25, or 50) for 1 h and subsequently with LPS (100 ng/mL) for 6 h. Treatment with acetylcholine (1 μg/mL) was used as a positive control for induction of the cholinergic anti-inflammatory pathway. Wells without LPS challenge, or LPS challenge without pre-exposure to infectious RABV or acetylcholine, were included as negative and positive control, respectively. To confirm the binding of RABV to nAChr α7, the specific antagonist alpha-bungarotoxin (α-BTX, 2 μg/mL) was used as a pre-treatment before cells were exposed to RABV or acetylcholine, and subsequently to LPS (Figure 3A). All conditions were tested in mature macrophages from six individual donors, except the highest dose of RABV (MOI of 50, with and without pre-treatment of α-BTX or acetylcholine) which were tested in mature macrophages from a total of nine donors. All conditions were tested in triplicate wells.

Supernatants were collected after 6 h of stimulation with LPS and TNF-α concentrations were determined using the Legendplex TNF-α cytometric bead assay (BioLegend). Bead analysis was performed by a BD FACS Lyric flow cytometer and the data was analyzed using FlowJo V10.6.2. Relative TNF-α reduction per individual donor was obtained by normalizing MFI's against the TNF-α production of the corresponding wells stimulated with LPS only.



Quantification of NF-κB Nuclear Translocation and Retention

Macrophages (n = 6 donors) were exposed to RABV (MOI of 50) or acetylcholine (1 μg/mL) and afterwards challenged for 6 h with LPS (100 ng/mL) as described above. Wells were washed twice with PBS, fixed with 4% paraformaldehyde (PFA) in PBS for 15 min and permeabilized using PBS 0.1% Triton X-100 for 15 min. After blocking for 30 min with 2% FCS in PBS, wells were stained with a monoclonal antibody against the NF-κB the p65 subunit (Santa Cruz) and goat-anti-mouse Alexa488 (Invitrogen). Nuclei were counterstained with Hoechst 33342 (Sigma Aldrich) and wells were imaged using a Zeiss LSM700 confocal laser scanning microscope.

An ImageJ macro was designed to perform automatic and user-independent quantification of nuclear and cytoplasmic NF-κB. Briefly, z-stacks were projected into single images by summing the intensity of all slices. Nuclear regions were defined by the Hoechst 33342 staining and a binary mask was created using an intensity threshold. Total NF-κB was detected by applying the Li intensity threshold on the Alexa488 channel, after which the signal was converted into a binary mask. In order to obtain the cytoplasmic NF-κB, the binary mask containing the nuclei was subtracted from the total NF-κB channel. The area and mean NF-κB intensity were measured in the original z-projection. Lastly, total NF-κB expression was determined by area * intensity of both the nuclear and cytoplasmic region and the average nuclear/cytoplasmic ratios were determined for each image. At least three high-magnification fields were imaged per well, and nuclear/cytoplasmic ratios were determined for six donors in total.



T Cell Co-culture

Macrophages (n = 7 donors) treated with RABV (MOI of 50) for 1 h were washed twice with medium (RPMI supplemented with 10% FCS, 100 U penicillin, 100 mg/mL streptomycin and 2 mM L-glutamine) before autologous T cells were added. CD3+ T cells were stained with 2 μM carboxyfluorescein succinimidyl ester (CFSE) as described before (31), were activated with 2.5 μg/mL α-CD3 (Invitrogen) and α-CD28 (Invitrogen) and were co-cultured with macrophages in a 1:1 ratio. Non-stimulated T cells, as well as stimulated T cells cultured without macrophages, were taken along as controls for each donor. Cells were cultured in 3.5 days after which proliferation was determined by flow cytometry. To this end, T cells were washed twice with PBS, stained with the fixable viability dye ZombieViolet (Biolegend), fixed with 4% PFA for 15 min and subsequently stained for 30 min with anti-CD4-APC and anti-CD8-BV605 (Biolegend) in FACS buffer. Flow cytometry analysis was performed using a BD FACS Lyric flow cytometer and the data were analyzed using FlowJo V10.6.2. Cell culture supernatant at the moment of T cell harvest (n = 6) was stored at −80°C and was used for quantification of cytokines using the Legendplex cytometric bead assay (Biolegend) as described above.



Macrophage Maturation and Polarization

Mature macrophages (n = 6 donors) were stimulated for 48 h with complete medium containing IFN-γ (20 ng/mL, R&D Systems) and LPS (100 ng/mL, Sigma Aldrich), with IL-4 (20 ng/mL, R&D Systems), or with IL-10 (20 ng/mL R&D Systems), to induce the M1, M2a, or M2c phenotype, respectively. To investigate the effect of rabies virus on macrophage polarization, macrophages were stimulated with complete medium containing RABV (MOI of 10). Expression of macrophage phenotypical markers was investigated by flow cytometry. Non-polarized macrophages, cultured for 48 h with complete medium without additional cytokines, were taken along as controls for each donor.

Macrophages were dissociated from the wells using Accutase (Merck Millipore) and were washed twice with PBS before staining for 30 min with the fixable viability dye ZombieViolet (Biolegend). Cells were fixed with 4% PFA for 15 min, and after Fc receptor blocking with Human TruStain FcX (Biolegend), cells were stained with the following antibodies in FACS buffer (PBS with 2% fetal calf serum, 0.2 mM EDTA, 0.01% sodium azide): anti-CD80-FITC, anti-HLA-DR-APC-Cy7, anti-PD-L1-APC, anti-CD163-PE, anti-CD200R-PE-Cy7, and anti-CD206 (BV786) (All Biolegend). Mean fluorescent intensities were quantified by flow cytometry using a BD Lyric flow cytometer (BD Biosciences) and the data were analyzed using FlowJo V10.6.2. Cell culture supernatant at 48 h post-stimulation (n = 4) was stored at −80°C and was used for quantification of cytokines using the Legendplex cytometric bead assay (Biolegend) as described above.



Statistical Analysis

All statistical analyses were performed using SPSS Statistics 25 (IBM). For the rRABV-tG binding assay, the cytokine assays and the polarization study, One-Way ANOVAs were performed followed by Tukey's post-hoc-tests to test significant differences between treatments. For the NF-κB assay and the proliferation assay, paired sample T-tests were performed to determine significant differences. P-values < 0.05 were considered significant and all results were expressed as mean ± SEM.




RESULTS


Street RABV Does Not Replicate in Human Monocyte-Derived Macrophages

To determine the immunomodulatory effects of RABV-macrophage interactions, we first investigated if exposure to street RABV leads to a productive infection in human MDMs, measured by an increase in virus over time. To this end, mature MDMs were exposed to street RABV in a MOI of 0.1, 1, 10 or 50, and at 8, 24, 48, and 72 h post-infection (hpi) the presence of virus was examined by fluorescent microscopy and virus titration. The highly susceptible human neuroblastoma cell lines MNA and SK-N-SH were taken along as positive controls. RABV-N staining was detected from 24 hpi onwards in the MNA and SK-N-SH cells, but remained absent throughout all time-points in the human MDMs (Figure 1A). MNA and SK-N-SH cells exposed to a MOI of 1 reached a plateau phase around 48 hpi, with titers between 106.17 and 106.50 TCID50/mL, and cells inoculated with a MOI of 0.1 reached this phase around 72 hpi (Figure 1B). While a low positive signal (101 TCID50/mL) was detected at 24 hpi in human MDMs that were exposed to a MOI of 1, no increase was observed at 48 and 72 hpi, or in MDMs infected with a higher MOI. This lack of increase of present virus, as well as the absence of RABV-N protein at all tested time points, shows that inoculation with a street strain of RABV does not lead to a productive infection of mature human MDMs.


[image: Figure 1]
FIGURE 1. Qualitative and quantitative assessment of the ability of RABV to infect mature human monocyte-derived macrophages. Human monocyte-derived macrophages (MDMs) were exposed to street RABV at a MOI of 0.1, 1, 10 or 50, and at 72 h post-infection (hpi) cells were fixed and stained with an antibody against the RABV-N protein (A). The white scalebar represents 500 μM and all images were acquired at the same magnification. In parallel, supernatants of 8, 24, 48, and 72 hpi (MOI 0.1 and 1; n = 6) or 72 hpi (MOI 10 and 50; n = 2) were titrated on MNA cells (B). Bars represent the mean ± SEM of two-six donors; for each condition, two wells were infected per condition and all supernatants were titrated in triplicate. Highly susceptible MNA and SK-N-SH cells were taken along as positive controls.




RABV Glycoprotein Binds to nAChr α7 on Human Monocyte-Derived Macrophages

As a first step in testing if RABV is able to induce the cholinergic anti-inflammatory pathway (CAP) in human macrophages, we investigated the ability of RABV-G to bind to nicotine acetylcholine receptor alpha-7 subunit (nAChr α7) on human MDMs. Binding was examined by both flow cytometry and confocal microscopy, using FITC-labeled recombinant trimeric RABV-G (rRABV-G). First, expression of nAChr α7 was examined on mature MDMs by confocal microscopy (Figure 2A) and flow cytometry (Figure 2B), confirming a strong expression of this receptor. In parallel, investigation on the binding of nAChr α7 antagonist alpha-bungarotoxin (α-BTX) and the FITC-labeled rRABV-tG by confocal microscopy, showed that both α-BTX and rRABV-tG could efficiently bind to human MDMs (Figure 2A). Next, macrophages were incubated with various concentrations of rRABV-tG, and flow cytometric analysis revealed a concentration-dependent binding to the MDM surface (Figure 2C). In order to confirm that rRABV-tG binds to nAChr α7, a pre-treatment with α-BTX was used. Although no significant inhibition of rRABV-tG binding was observed at any of the tested α-BTX concentrations (0–50 μg/mL), binding showed a decreasing trend with increasing concentrations of α-BTX (Figure 2C). This confirms that α-BTX and rRABV-tG compete for the same receptor and that indeed rRABV-tG binds to nAChr α7 on human MDMs.
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FIGURE 2. Presence of nAChr α7 on mature human monocyte-derived macrophages and binding of recombinant trimeric RABV glycoprotein to this receptor. (A) The presence of nAChr α7 on mature human MDMs, as well as the binding of α-BTX and FITC-labeled rRABV-tG was visualized by confocal laser scanning microscopy. Nuclei were stained with Hoechst 33342. The white scalebar represents 500 μM. The lower right plot shows an overlaid image of the nAChr α7 staining and α-BTX and rRABV-tG binding. Presence of nAChr α7 was confirmed by flow cytometry (B) and this technique was also used to quantify binding of FITC-labeled rRABV-tG, shown by the mean-fluorescent intensity (MFI) of the FITC channel representing rRABV-tG binding, as well as the blocking of binding by pre-incubation with the nAChr α7 specific antagonist α-BTX (C). Bars represent the mean ± SEM for a total of six donors. P-values < 0.05 were considered significant and are indicated with an asterisk (*). Non-significant comparisons were indicated with n.s.




Binding of RABV to nAChr α7 Induces the Cholinergic Anti-inflammatory Pathway in Human Macrophages Through Cytoplasmic Retention of NF-κB

After confirming that rRABV-tG binds to nAChr α7 on human macrophages we set out to investigate whether this binding could result in induction of the cholinergic anti-inflammatory pathway (CAP). Mature MDMs were exposed to various doses of RABV (MOI = 10, 25, 50), after which they were stimulated with LPS for 6 h. Quantification of TNF-α by cytometric bead assays showed that exposure to high concentrations of RABV (MOI of 50) resulted in a significant decrease in TNF-α upon stimulation with LPS (Figure 3A). The decrease in TNF-α production (30.1% on average) was similar to the decrease observed with wells pre-treated with acetylcholine, a prototypical ligand of nAChr α7. The lower concentrations of RABV (MOI of 10 and 25) did not induce this decrease, indicating that higher viral concentrations were required to induce the CAP. Importantly, by pre-treating macrophages with α-BTX we were able to inhibit the induction of the CAP, as TNF-α production was similar to the controls treated with LPS only. This confirms that observed induction of the CAP is caused by specific binding of RABV-G to nAChr α7.
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FIGURE 3. Quantification of the anti-inflammatory effect induced of RABV on human macrophages and the role of cytoplasmic retention of NF-κB. (A) TNF-α production in human macrophages after 6 h stimulation with LPS (100 ng/mL), with (“+”) or without (“–”) pre-treatment of α-BTX (2 μg/mL), RABV or acetylcholine (Ach; 1 μM), or a combination. Bars represent the mean ± SEM of TNF-α normalized to cells stimulated with LPS only (positive control, dotted horizontal line) for each individual donor (n = 6–9). Horizontal lines represent paired comparisons, whereas asterisks without horizontal lines indicate comparisons with the positive control (LPS only). (B) Nuclear and cytoplasmic NF-κB was quantified by image analysis in ImageJ using a batch image analysis. Bars represent the mean ± SEM of six donors, for which three high-magnification fields were analyzed per treatment. P-values < 0.05 were considered significant and are indicated with an asterisk (*). Representative pictures of NF-κB staining are depicted in panel (C). Pictures where the NF-κB staining (green) completely overlaps with the nuclei (blue) show full nuclear translocation, whereas pictures with non-complete overlap of NF-κB and nuclei indicate cytoplasmic retention of NF-κB. The white scalebar represents 500 μM and all images were acquired at the same magnification.


Next, we aimed at investigating whether induction of the CAP by RABV also involves cytoplasmic retention of NF-κB, as is described for the prototypical ligands nicotine and acetylcholine. Macrophages were either treated with RABV (MOI of 50) or acetylcholine before challenge with LPS, after which the cells were fixed and stained with an antibody against the NF-κB p65 subunit. Nuclear and cytoplasmic NF-κB were quantified in confocal microscopy images using ImageJ batch image processing. Exposure of human MDMs to LPS led to nuclear translocation of NF-κB, hereby significantly increasing the nuclear/cytoplasmic ratio (Figures 3B,C). This translocation could be blocked almost completely by pre-treating macrophages with RABV or acetylcholine, causing cytoplasmic retention of NF-κB. Notably, the cytoplasmic retention caused by both RABV and acetylcholine could be blocked by pre-treating the cells with the nAChr α7 specific antagonist α-BTX, confirming that binding of RABV to the nAChr α7 is essential for the observed NF-κB cytoplasmic retention.



RABV-Exposed Macrophages Suppress T Cell Proliferation and Increase IL-10 Production

Macrophages play an important role in initiating adaptive immune responses by presenting antigens and producing various cytokines that either inhibit or activate T proliferation upon interaction with these cells. We investigated if the observed anti-inflammatory response of RABV on human MDMs could also affect T cells in vitro, be decreasing proliferation or by changing the cytokine profile. To study this, we performed co-cultures of macrophages exposed to RABV (MOI of 50), and autologous T cells that had been activated with soluble α-CD3 and α-CD28. T cells were stained with CFSE, and after 3.5 days T cell proliferation was analyzed by flow cytometry. Proliferation of CD8+ T cells was significantly decreased upon co-culture with RABV-exposed macrophages (average decrease of 8.6%) when compared to T cells cultured with control macrophages not exposed to RABV (Figures 4A,B). Although not significant, CD4+ T cells showed a similar trend (average decrease of 7.8%). This shows that exposure of human MDMs to RABV is able to suppress T cell proliferation in vitro. In addition, quantification of cytokines revealed a significant increase in IL-10 in the supernatant of the co-culture with RABV-exposed macrophages (253.59 pg/mL on average), compared to the control co-culture (118.49 pg/mL on average) (Figure 4C). The other cytokines did not differ significantly. However, the increase in IL-10 shows that besides decreasing proliferation, RABV-exposed macrophages are able to affect T cell functioning by altering cytokine production.
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FIGURE 4. Proliferation and cytokine production of autologous T cells during in vitro co-culture with human monocyte-derived macrophages exposed to RABV. Proliferation of CFSE-stained T cells was quantified by flow cytometry after 3.5 days of co-culture with autologous MDMs previously exposed to RABV (MOI = 50). T cells cultured in the presence of macrophages that were not exposed to RABV were taken along as controls. Individual donors (n = 7) are shown in (A) and representative CFSE plots showing the fluorescent intensity and percentages of proliferation are shown in (B). Cytokine concentrations were determined in the supernatant (n = 6) using a cytometric bead assay and are shown in (C). The left panel shows mean absolute values in pg/mL, the right panel shows the percentage of increase or decrease in cytokine production in the RABV-exposed co-culture when compared to the control co-culture. P-values < 0.05 were considered significant and are indicated with an asterisk (*).




RABV Does Not Polarize Human Macrophages Toward a Typical M1 or M2 Phenotype

After showing that exposure to RABV induces an anti-inflammatory pathway in human MDMs, we investigated whether longer exposure (48 h) to RABV (MOI of 10) was able to induce polarization of human MDMs. A panel of M1, M2-a, and M2-c phenotypical markers was used to investigate the macrophages' phenotype by flow cytometry; polarizing cytokine cocktails known to induce M1, M2-a and M2-c phenotypes were taken along as controls. Additionally, the production of prototypical M1 (TNF-α, IL-1β, IL-6, and IP-10) and M2 (IL-10 and TGF-β) was quantified in the cell culture supernatant of the polarized macrophages. Polarization with IFN-γ and LPS induced a typical M1 phenotype, characterized by significant upregulation of the surface markers CD80, HLA-DR, and PD-L1 (Figure 5A) and an increased production of the M1-cytokines TNF-α, IL-1β, IL-6, and IP-10 (Figure 5B). IL-β and IP-10 were also produced by RABV-stimulated macrophages, however, the levels were not significantly different from the medium controls. The production of the M2-cytokine TGF-β was significantly induced, but levels were significantly lower when compared to macrophages stimulated with IL-4. In contrast, the typical M2-a markers CD200R and CD206 were upregulated after polarization with IL-4. CD163, a typical M2-c marker, was not only upregulated after polarization with IL-10, but also after exposure to RABV. Although PD-L1 was also upregulated in macrophages polarized in the presence of RABV, the upregulation was lower than observed in macrophages polarized with IL-4 or with IFN- γ and LPS. The M2-cytokine IL-10 was only detected in the supernatant of IL-10-stimulated macrophages. While the detected level most likely reflects the input cytokines used for stimulation, it does show that no IL-10 is produced in macrophages polarized with different stimuli. All together these findings demonstrate that while RABV does not induce a typical M1 or M2 phenotype, it does affect the macrophage polarization phenotype.
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FIGURE 5. Expression levels of macrophage phenotypical markers and produced cytokines after 48 hours of polarization with various cytokines or RABV. Panels represent typical M1 markers (CD80, HLA-DR and PD-L1), M2-a markers (CD200R and CD206) and the M2-c marker CD163 (A) or M1 (TNF-α, IL-1β, IL-6, and IP-10) or M2 cytokines (IL-10 and TGF-β) (B). Mean fluorescent intensities (MFI) were measured by flow cytometry after 48 h of polarization with LPS and IFN-γ (M1), IL-4 (M2a), IL-10 (M2c), or RABV (MOI = 10), cytokines were quantified in the same samples using a cytometric bead assy. Bars represent the mean ± SEM of n = 6 (phenotypical markers) or n = 4 (cytokines) individual donors. Values were considered significant when P < 0.05. P < 0.005 are indicated with (**).





DISCUSSION

In this study we investigated if street RABV can induce anti-inflammatory pathways in human MDMs and if interaction between RABV and macrophages can affect T cell proliferation. Knowledge on the early interactions between RABV and local immune cells are of utmost importance in order to develop and improve efficient post-exposure treatments. We demonstrate that a street RABV strain (SHBRV) has an anti-inflammatory effect on human MDMs by inducing the CAP through binding of RABV-G to nAChr α7, characterized by cytoplasmic retention of NF-κB and a decreased TNF-α response upon LPS stimulation. We further show that exposure of macrophages to RABV decreases T cell proliferation in vitro, while at the same time increasing production of the anti-inflammatory cytokine IL-10. Lastly, extended exposure of 48 h upregulates surface expression of CD163, a marker of the anti-inflammatory M2-c phenotype.

Before studying the immunomodulatory effects of street RABV on human MDMs, we investigated if street RABV is able to replicate in human MDMs and concluded that this is not the case (Figure 1). This lack of replication was also reported in murine bone marrow- or peritoneal-derived macrophages infected with various street RABV strains (32), indicating that primary macrophages are non-permissive to infection with street RABV strains. In contrast, primary murine macrophages did show replication of the lab-adapted CVS-11 and attenuated HEP Flury strains (33) and the recombinant matrix gene-deleted vaccine strain rRABV-ΔM (34). This indicates that in contrast to street RABV strains, some attenuated strains are able to productively infect primary macrophages.

We next confirmed that RABV-G specifically binds to the nAChr α7 on human MDMs, as binding of the recombinant trimeric rRABV-tG was decreased when cells were pre-treated with the receptor-specific antagonist α-BTX. However, pre-treatment did not block binding of rRABV-tG significantly, showing that RABV-G binds to other receptors on human MDMs as well. Alternative receptors may include additional nAChr, given that the expression of a wide array of nAChr (including α1, α-3-6, α9-10, β1-β4) have been described for human macrophages and macrophage-like cell lines (35, 36).

While major immune evasive mechanisms have been identified for the RABV nucleoprotein (N) and phosphoprotein (P), affecting RIG-I activation (12–14) and the IFN signal transduction pathway (15–17) or cytokine signaling (37) respectively, related mechanisms for the surface protein RABV-G have not yet been identified. Our results show that exposure of human MDMs to RABV leads to a decreased TNF-α response upon LPS challenge, caused by cytoplasmic retention of NF-κB. TNF-α levels and NF-κB nuclear translocation was completely restored when MDMs were pre-treated with the nAChr α7-specific antagonist α-BTX, showing that the observed anti-inflammatory effects of RABV were caused by binding of the RABV-G to nAChr α7. While multiple molecules have been found to induce the CAP in macrophages, including GTS-21 (38), CAP55 (39) and PNU-282987 (40), to our knowledge this is the first study showing that a viral protein is able to induce this pathway. The CAP might have additional effects on RABV pathogenesis and disease development, as was shown that the nAChr α7 antagonist GTS-21 attenuates the cytokine response in monocytes after stimulation with ligands for Toll-Like Receptor 2 (TLR2), TLR3, TLR4, TLR9, and RAGE. Furthermore, downregulating the inflammatory response was also observed in microglia (41), which are resident CNS macrophages that also express nAChr-α7 (42).

Given the importance of the NF-κB signaling pathway in the initiation of an immune response, multiple viruses [including Borna disease virus, Epstein-Barr virus, Hantaan virus, Hepatitis C virus, Poliovirus, Varicella-zoster virus and West Nile virus, as extensively reviewed (43)] have acquired mechanisms to inhibit NF-κB activation. We showed that RABV induced cytoplasmic retention of NF-κB in vitro, which is described as an essential step in activation of the CAP (44). For RABV it is known that the matrix (M) protein is able to inhibit RelAP43 activation, a splice variant of the NF-κB subunit RelA, leading to decreased expression of various innate immune genes (45–47). Similar effects have not yet been described for the other RABV proteins and our study is the first to show that RABV-G is able to specifically inhibit activation of the NF-κB signaling pathway. Contrary to our findings, microglia-like cell lines infected with the attenuated strain CVS-11 showed a strong activation of NF-κB (48). However, productive infection was observed in the cell lines used in that study.

Macrophages are APCs and potent cytokine producing cells, and therefore suppressed macrophage functioning can lead to decreased T cell activation. T cell activation requires three signals: T cell receptor (TCR) binding to antigens presented on major histocompatibility complexes (MHC) of APCs (signal 1), binding of costimulatory molecules (signal 2), and activation by cytokines. It has been proposed that IL-1 can provide the third signal for CD4+ cells (49, 50), resulting in T cell activation. Given that the inhibition of IL-1 had been described after induction of the CAP in macrophages (51, 52) the observed decrease in T cell proliferation might be caused by a decreased activation of CD4+ T cells. As a consequence, decreased cytokine production by CD4+ cells, and especially IL-2, can be a probable explanation for the significant decrease in CD8+ T cell proliferation. In our experiments we found a slight but non-significant decrease of 25% decrease in IL-2 production when T cells were co-cultured with RABV. Increased IL-10 production is associated with suppressive/anti-inflammatory or regulatory Th2 or Treg biased immune responses, and are known to decrease T cell proliferation and overall cytokine production (53–55). Induction of IL-10 is a known immunosuppressive strategy for viruses, and multiple viruses including human, equine and koi herpesviruses and poxvirus orf virus have functional IL-10 paralogs (56–59). Although RABV does not have an IL-10 paralog, it might affect IL-10 production through mechanisms that are yet to be revealed. While our results hint at macrophage-mediated T-cell suppression by RABV, more research is required to gain fuller insight into the functioning of these T cells.

Viral antigens can be sensed by macrophages and are capable of steering macrophage polarization in a certain direction (20, 21); the classically activated M1, or pro-inflammatory macrophage, and the M2 macrophage, also known as alternatively activated or anti-inflammatory macrophages (18, 19). Generally, macrophages polarize toward an M1 phenotype after recognition of intracellular pathogens, including viruses. We showed that exposure of human MDMs to a street RABV strain for 2 days significantly upregulated the M2-c marker CD163, while the typical M1-markers CD80 and HLA-DR remained unchanged. While more in-depth investigation on surface marker expression and macrophage functioning is necessary, the results hint at the ability of street RABV to shift macrophage polarization toward an M2-c phenotype. Studies on the effects of street RABV strains on polarization of primary macrophages are lacking, but studies using attenuated viruses CVS-11 and HEP show an opposite effect. Upregulated gene expression of iNOS and nitric oxide (NO) expression, a key characteristic of M1 macrophages, in the murine macrophage-like cell like RAW264 (23), and the attenuated SPBN-GAS was able to shift the polarization pattern of tumor-associated macrophages (TAMs), that normally resemble a M2-phenotype, toward an M1-phenotype in glioma-bearing mice (60).

CD163 is a scavenger receptor within the cysteine-rich family and is a marker of M2-c anti-inflammatory macrophages. Increased CD163 expression on macrophages has been reported during viral hepatitis (61), and infection of pigs with porcine reproductive and respiratory syndrome virus (62) and African swine fever virus (63). Furthermore, an increase in CD163+ macrophages was found in individuals infected with human immunodeficiency virus type 1 (64), as well as in rhesus macaques infected with simian immunodeficiency virus (65). Interestingly, the latter study showed a negative correlation between CD163+ macrophages and inflammatory infiltration in areas infected, indicating that CD163+ macrophages serve an anti-inflammatory or immunosuppressive role. In addition, CD163+ TAMs were found to suppress T cell proliferation in several disease models (66–69). Analysis of cytokines did not show a significant production of typical M1 or M2 cytokines by the RABV-stimulated macrophages, indicating that additional functional assays are required to fully investigate the effect of wildtype RABV on macrophage polarization.

In summary, our results show for the first time that a viral protein, the RABV-G of a street RABV strain, is able to induce the CAP in human MDMs. We show that this anti-inflammatory pathway is induced by binding of RABV-G to nAChr α7, using the specific antagonist α-BTX, leading to cytoplasmic retention of NF-κB. Besides the decreased inflammatory response upon challenge with LPS we found that exposing human MDMs to RABV leads to suppression of T cell proliferation in vitro, as well as an increase in the IL-10 production. We also show that exposure of human MDMs to RABV does not induce a typical M1 or M2 phenotype, based on surface marker expression and cytokine production. However, a significant upregulation of CD163, marker of a M2-c anti-inflammatory phenotype was observed. Given that the absence of a strong local innate immune response is beneficial for the virus, polarizing resident and infiltrating immune cells toward an anti-inflammatory state might be another mechanism of RABV to evade the immune system.

Future studies should focus on further understanding of the observed lack of adaptive immune response. Additional in vitro experiments in which the effects of “RABV-polarized” macrophages on T and B cells are investigated will allow evaluation of the role of macrophage suppression on the lack of neutralizing antibodies in RABV patients. In vivo experiments using targeted transgenic mice will allow reveal the role of macrophage suppression on the complete course of disease. Altogether, thorough insights into the different mechanisms that RABV uses to suppress the immune system are essential for the development of new and improved PEP and treatment options in RABV infection.
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Newcastle disease virus (NDV) infects poultry and antagonizes host immunity via several mechanisms. Dendritic cells (DCs) are characterized as specialized antigen presenting cells, bridging innate and adaptive immunity and regulating host resistance to viral invasion. However, there is little specific knowledge of the role of DCs in NDV infection. In this study, the representative NDV lentogenic strain LaSota was used to explore whether murine bone marrow derived DCs mature following infection. We examined surface molecule expression and cytokine release from DCs as well as proliferation and activation of T cells in vivo and in vitro in the context of NDV. The results demonstrated that infection with lentogenic strain LaSota induced a phenotypic maturation of immature DCs (imDCs), which actually led to curtailed T cell responses. Upon infection, the phenotypic maturation of DCs was reflected by markedly enhanced MHC and costimulatory molecule expression and secretion of proinflammatory cytokines. Nevertheless, NDV-infected DCs produced the anti-inflammatory cytokine IL-10 and attenuated T cell proliferation, inducing Th2-biased responses. Therefore, our study reveals a novel understanding that DCs are phenotypically mature but dysfunctional in priming T cell responses during NDV infection.
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Introduction

Newcastle disease (ND) is a highly contagious disease transmitted via the respiratory tract. The spread of ND results in great economic losses to the poultry industry worldwide. The causative agent of ND is Newcastle disease virus (NDV), a member of the family Paramyxoviridae, genus Avulavirus. The virus has a negative-sensed, single stranded and non-segmented RNA genome which encodes six structural proteins. NDV strains are classified as velogenic, mesogenic, or lentogenic strains. It has been reported that NDV suppresses the innate immune response through V protein-mediated MDA5, phospho-STAT1 and MAVS degradation (1, 2). NDV is reported to have distinct influences on dendritic cells (DCs) during the early stage of NDV infection, including activation of the DCs and cross-priming of naïve T cells into tumor-specific T cells (3, 4). However, another study indicated that infection with a velogenic NDV strain could stimulate an extrinsic apoptosis pathway in DCs, resulting in inhibition of CD4+ T cell proliferation (5). Hence, the full impact of viral infection, particularly on induction of adaptive immunity, has not been extensively evaluated.

DCs are professional antigen presenting cells (APCs) and function as messengers between innate and adaptive responses (APC to T cells) (6). Immature DCs capture antigens such as invading microbes or injured host cells from the peripheral tissue and activate other DCs  to be matured, resulting in up-regulation of costimulatory molecules including CD80, CD86, CD40, and MHC, as well as several DC associated cytokines (7). Conversely, mature DCs (mDCs) display reduced antigen uptake ability, downregulated surface receptors such as DC-SIGN and CCR5, and present antigen efficiently to T cells (8, 9). Furthermore, mDCs upregulate the expression of CCR7, which mediates direct DC migration to draining lymph nodes through the CCR7-CCL19/CCL21 axis (10).

Paramyxoviruses suppress antigen presentation by DCs via multiple mechanisms to enhance viral proliferation. For example, measles virus (MV) and respiratory syncytial virus (RSV) alter the expression of costimulatory molecules, contributing to immune dysfunction (11–13). Furthermore, enhanced apoptosis triggered by MV and higher expression of IL-10 in DC/T-cell co-cultures also result in impeded T cell responses (14, 15). IL-10, induced by cytomegalovirus (MCMV), is an anti-inflammatory cytokine which exerts suppressive effects that regulate the virus-host balance to the benefit of the virus (16). Although infection with NDV triggers a strong innate immune response from DCs (17), the immunostimulatory properties of infected DCs which prime naïve T cells remain ill-defined. To clarify how NDV regulates antigen presentation of DCs, we investigated the maturation of DCs upon infection and its capacity to prime T cells both in vitro and in vivo. This provided a novel understanding of the role of NDV infected DCs in regulating the nature of innate-adaptive crosstalk.



Materials and Methods


Virus and Cells

The NDV lentogenic LaSota strain was rescued via reverse genetics (18) and propagated in 9-day-old specific pathogen free (SPF) embryonated chicken eggs. Virus was then titrated using BSR T7/5 cells and the concentration calculated using the method described by Reed and Muench (19).

Six-week-old female C57BL/6 mice were purchased from Beijing Vital River Lab Animal Technology Co., Ltd. Murine bone marrow derived DCs (BMDCs) were isolated from bone marrow and cultured in RPMI 1640 medium with 10% fetal bovine serum (Gibco, Carlsbad, CA, USA), 20 ng/ml rmGM-CSF, and 20 ng/ml rmIL-4 (R&D Systems, Minneapolis, MN, USA) at 37°C for 7 days. In subsequent experiments, 7-day cultured DCs were divided and sub-cultured at 106 cells per well in 6-well plates. These imDCs were then treated with PBS (mock), NDV, or heat-inactivated NDV (HI) for 48 h.



Flow Cytometry

To determine mature molecular marker expression on the surface after infection with NDV, cells were harvested at 48 hpi and stained with FITC or APC-labeled CD11c, PE-labeled CD80, MHC-I, MHC-II, CCR5, or CCR7, PE or PE-Cy5-labeled CD86 and PE or FITC-labeled CD40 antibodies (eBioscience, San Diego, CA, USA). After staining, maturity of infected DCs was determined by proportions of cells expressing markers (%) using flow cytometry.

Detection of apoptosis was performed using the Annexin V Assay Kit (Thermo Fisher Scientific, Waltham, MA, USA) according to the manufacturer’s protocol. Following infection with NDV, DCs or T cells were collected and incubated with CD11c-APC or CD3-PE-Cy5 antibodies, and then labeled with Alexa Fluor® 488 annexin V and PI working solution. Thereafter, apoptosis of cells induced by NDV was analyzed by flow cytometry.

For intracellular cytokine staining, lymphocytes or DCs were pretreated with 2 mM Brefeldin A (to inhibit intracellular protein transport) for 4 h. After harvesting, cells were stained with CD11c-APC or CD3-PE-Cy5 and CD4-FITC/CD8-FITC antibodies. Next, cells underwent intracellular fixation and permeabilization and were subsequently stained with IL-10-PE, IFN-γ-PE, or IL-4-PE antibodies.



Cytokine Production Measured by ELISA

Cell-free supernatants of infected DCs or co-cultures were collected at 48 h to measure secretion of IFN-α (Thermo Fisher Scientific, Waltham, MA, USA), IFN-β, IFN-γ, TNF-α, IL-10, and IL-12p70 (R&D Systems, Minneapolis, MN, USA) using ELISA kits according to the manufacturers’ instructions.



Antigen Uptake Assays

Detection of antigen uptake by DCs was performed as described (20). 106 DCs were treated with 1 mg/ml FITC-dextran (MW 40,000, Sigma-Aldrich, St. Louis, MO, USA) at 37°C or at 4°C (negative control) for 2 h. Antigen uptake was determined by flow cytometry from the mean difference in mean fluorescence intensity (ΔMFI), where ΔMFI = MFI (37 °C) – MFI (4°C).



T Cell Proliferation

Mixed leukocyte reactions (MLR) were carried out to evaluate the relationship between DCs and proliferation of T cells as described (21). DCs were co-cultured with autologous naïve T cells from spleens at a ratio of 1:10 in 96-well plates—all experiments were repeated thrice. All co-cultures in study were performed using PBS, HI and NDV stimulated DCs to further stimulate T cells. After 48 h, T cell proliferation was measured by viability assay using CCK-8 (Dojindo, Kumamoto, Japan) at 37°C for 4 h and stimulation index (SI) was calculated as: SI = (ODsample well-ODblank well)/(ODnegative well-ODblank well).



Transwell Migration Assay

A transwell system (6.5 mm Transwell® with 8.0 µm Pore Polycarbonate Membrane, Corning) was employed to perform a CCR7-dependent migration assay of infected DCs. DCs were grown in the upper chamber of the Transwell® and the lower chamber was filled with 600 µl complete medium plus CCL19 and CCL21. Migratory cells in the bottom chamber were counted.



Analysis of Antigen Presentation In Vivo

To determine antigen presentation in vivo, 6–9-week-old female C57BL/6 mice (6 mice per group) were injected intramuscularly with 100 µl of 107.3 TCID50 of NDV. Spleen samples were isolated at 4, 12, 24, 48, and 72 h, and analyzed by flow cytometry.



Statistical Analysis

All experiments were performed independently at least thrice and results were presented as means ± standard deviation (SD). Student’s t tests were applied to compare the differences between two groups. One-way analysis of variance (ANOVA) was employed to determine significance of differences among multiple groups. Significance levels were defined as *p < 0.05, **p < 0.01, ***p < 0.001, and ****p < 0.0001.



Ethical Statement

All animal experiments were performed according to the guidelines of the Animal Welfare and Research Ethics Committee of Jilin University (Approval ID: 2016024315-2).




Results


Maturation Characteristics of NDV Infected Murine DCs

Since DCs are essential to the initiation of adaptive immunity, the effect of NDV on DCs was evaluated to investigate potential immunomodulatory activity of NDV. imDCs derived from murine BMDCs cultured for 7 days were identified by microscopy and flow cytometry using CD11c-APC or FITC antibodies. The results indicated that the cells were approximately 75% CD11c positive (data not shown) and were morphologically altered (Figure S1A)—these were used in subsequent experiments. Compared to PBS or HI treated imDCs, NDV infection significantly enhanced the expression of cell surface molecules including CD40, CD80, CD86, MHC-I, and MHC-II (Figures 1A–E). In addition, changes in proinflammatory cytokine secretion (IFN-γ, IL-12p70, TNF-α, IFN-α, and IFN-β) were also demonstrated by ELISA. These cytokines have critical roles in maturation of DCs and differentiation of T cells. The results showed that infection with NDV dramatically upregulated all types of cytokines except IL-12p70 (Figures 1F–H, Figures S1B, C). To investigate whether NDV could influence the migratory capacity of DC, we assessed CCR5 and CCR7 expressing DCs and exploited the Transwell® system to test migration of DCs via the CCR7-CCL19/CCL21 axis. We found that NDV infection elevated expression of CCR5 and CCR7 (Figure S2A, B) and infected DCs migrated in a chemokine (CCL19/CCL21) dose-dependent manner (Figure S2C), indicating intact migratory capacity.




Figure 1 | Maturity of DCs mediated by NDV. DCs isolated from murine bone marrow were cultured for 7 days and treated with PBS (mock), HI or NDV at 3 MOI for 48 h respectively. Then flow cytometry was performed to analyze the proportions of CD80 (A), CD86 (B), MHC-I (C), MHC-II (D), and CD40 (E) expressing DCs. Supernatants of treated DCs were harvested to measure secretion of IFN-γ (F). IL-12p70 (G) TNF-α (H). All experiments were performed independently at least thrice and results were presented as means ± standard deviation. Significance levels were defined as **p < 0.01, ***p < 0.001 and ****p < 0.0001.



In summary, upon NDV infection DCs upregulate costimulatory molecule expression, release multiple cytokines and maintain migratory ability, suggesting they are phenotypically mature.



NDV Suppresses DC-Dependent T Cell Proliferation

As mature DCs are reported to display reduced antigen uptake capacity and efficient antigen presentation capability (8), FITC-dextran was used in an experiment to assess antigen capture. The ΔMFI value of NDV infected DCs (ΔMFI= 6545) was dramatically lower compared to PBS treated DCs (ΔMFI= 10472), indicating that antigen uptake capability was markedly reduced upon infection (Figure 2B). As phenotypic maturation with decreased antigen uptake capacity after NDV infection was confirmed, the question was raised whether infected DCs could effectively activate T cells. DCs were pretreated with PBS, HI or NDV and then collected to further stimulate fresh T cells for 48 h (Figure 2A). As shown in Figure 2C, NDV treated DCs were weaker in priming T cells than PBS treated DCs. Suppression of T cell proliferation was exacerbated as the viral titer (MOI value) increased (Figures 2D, E). We further investigated the DCs’ ability to polarize T cells after infection. In co-cultures, the percentage of CD3+CD4+ and CD3+CD8+ T cells in the NDV treated group profoundly decreased after NDV infection (Figures 2F, G). However, intracellular IFN-γ and IL-4 in CD4+ T cells were elevated—T cells of the CD4+ IL-4+ (Figure 2H) or CD4+ IFN-γ+ (Figure 2I) phenotypes could be activated by NDV treated DCs, especially the CD3+CD4+IL-4+ T cells. Whereas, there were no significant differences in intracellular IFN-γ and IL-4 in CD8+ T cells (Figures S3A, B).




Figure 2 | Antigen uptake and presentation of infected DCs. Schematic representation of DC/T-cell co-cultures (A). Treated DCs were incubated with FITC-Dextran at 37°C or 4°C (negative control) respectively and the antigen capture were analyzed by flow cytometry as mean fluorescence intensity value (B). Proliferation of T cells in co-cultures was measured using MLR assay (C). DCs were infected with NDV at 0.1, 1, 10 MOI and co-cultured with T cells. Proliferation of T cells in co-cultures were measured at 24 h (D) or 48 h (E). Proportions of CD3+CD4+ T cells (F) and CD3+CD8+ T cells (G) in co-cultures were evaluated by flow cytometry. CD3+CD4+ T cells secreting IL-4 (H) or IFN-γ (I) in co-cultures were evaluated by flow cytometry. All experiments were performed independently at least thrice and results were presented as means ± standard deviation. Significance levels were defined as *p < 0.05, **p < 0.01 and ***p < 0.001.



Taken together, our data revealed that NDV infection induced a dysfunctional state of DCs, associated with inefficient antigen presentation in DC-T-cell co-cultures.



NDV Induces Low Levels of Apoptosis in DCs and T Cells

Since we observed a suppressive effect of NDV on DCs with respect to T cell responses, we were interested to determine whether apoptosis was induced directly in T cells or indirectly through modulation of the quality and phenotype of APCs. Upon infection, cell viability decreased by less than 20% compared to PBS at 48 h (Figure 3A). Besides this, FITC-annexin V assays revealed that NDV induced only 21% and 15.12% apoptosis in DCs and T cells, respectively, which was slightly higher than the PBS or HI controls (Figures 3B, D). Even at 10 MOI, NDV infection-induced apoptosis was no more than 20% higher than in PBS treated DCs (Figure 3C). In parallel, we noted that the presence of apoptotic cells within co-cultures was similar to the above results (Figures 3E, F). Our observations suggested that the limited apoptosis induced by NDV might not be the critical factor in immunosuppression of T cell proliferation.




Figure 3 | Flow cytometry analysis of apoptosis of DCs and T cells. Cell viability of treated DCs were measured using CCK-8 (A). Treated cells were stained with FITC-annexin V and PI, and then apoptosis rates of infected DCs (B) and T cells (D) at 3 MOI or indicated MOIs (C) were analyzed by flow cytometry. Treated DCs were co-cultured with T cells and then apoptosis rates of DCs (E) or T cells (F) in co-cultures were measured. All experiments were performed independently at least thrice and results were presented as means ± standard deviation. Significance level was defined as **p < 0.01.





NDV Upregulates Expression of IL-10

Differentiation of T cells is influenced by several cytokines. To dissect the polarization of T cells co-cultured with DCs, we measured cytokines including the Th1 proinflammatory cytokine IL-2 and the Th2 immunosuppressive cytokine IL-10, using ELISA. When incubated with NDV, the secretion of IL-2 and IL-10 in co-cultures was higher than with PBS (Figures 4A, B). In addition, IL-10 levels in supernatants of NDV-infected DCs were significantly higher than PBS treated DCs at 48 h (Figure 4C). In order to evaluate proportions of cells expressing IL-10, DCs and T cells in co-culture were intracellularly stained with IL-10-PE antibody. The results demonstrated that IL-10-expressing cells increased in both NDV-infected DCs and co-cultured cells (Figures 4D–F). Generally, IL-10 acts through multiple immunosuppressive mechanisms, mainly affecting the expression of proinflammatory cytokines and chemokines and inhibiting the function of antigen presenting cells (15). Taken together, our results suggested that induction of IL-10 during NDV infection might suppress functional maturation of DCs, resulting in poor T cell priming.




Figure 4 | Effect of NDV infection on differentiation of T cells. Supernatants of co-cultures were harvested to measure the secretion of IL-2 (A) and IL-10 (B) by ELISA. Supernatants of pretreated DCs were collected to measure the secretion of IL-10 (C). Populations of IL-10 expressing DCs were detected using flow cytometry (D). Proportions of IL-10+ DCs (E) and T cells (F) in co-cultures were measured. All experiments were performed independently at least thrice and results were presented as means ± standard deviation. Significance levels were defined as **p < 0.01 and ***p < 0.001.





NDV Facilitates Maturation and Migration of DCs but Inhibits Proliferation of T Cells In Vivo

Having shown that NDV suppresses functional maturation of DCs and their CD4+ T cell priming capacity in vitro, we sought to determine the immune stimulatory effect of NDV in vivo. C57BL/6 mice were injected with NDV in the thigh muscle of the hind leg, and spleen samples were collected at indicated time points for DC and T cell analysis. We took advantage of CD11c and MHC-II coexpression as a specific marker of DCs to monitor the dynamics of DCs in the spleen. Analysis of splenic populations showed that CD11c+ MHC-II+ DCs were depleted to a nadir (6.55%) early after infection, increased and reached a peak (10.17%) at 12 h, but stabilized thereafter to 7.7% at 48 h (Figure 5A). Additionally, NDV recruited subsets of CD11c+ CD86+ and CD11c+ CD80+ DCs into the spleen (Figures 5C, D). However, CD11c+ CD40+ DCs were decreased (Figure 5B). Consistent with the in vitro data, CD3+ CD4+, and CD3+ CD8+ T cell populations decreased when NDV was injected (Figures 5G, H) and the proportions of CD3+ CD4+ IFN-γ+ and CD3+ CD4+ IL-4+ T cells increased (Figures 5I, J), especially the latter which were significantly elevated compared to PBS (P< 0.001). Compared to this marked diminution of T cells (Figure 5E), the proportion of B cells (CD19+) in spleens rose strikingly (Figure 5F), indicating a predominant activation of Th2 cells and B cells upon NDV infection in vivo. Taken together, the in vivo data reveal that antigen presentation of NDV antigens occurs mainly from 4 h to 72 h and the response to NDV results in B cell biased proliferation and predominant Th2 differentiation.




Figure 5 | In vivo analysis of maturation of DCs and activation of T cells driven by NDV. Mice were inoculated with 100 µl of 107.3 TCID50 NDV and the spleen samples were isolated at indicated times. The ratios of DCs from spleens were measured by the specific marker (CD3-CD11c+ and MHC-II+) through flow cytometry analysis (A). The proportions of CD11c+CD40+ cells (B), CD11c+CD80+ cells (C), CD11c+CD86+ cells (D) were analyzed by flow cytometry. The portions of CD3+ T cells (E), CD19+ B cells (F), CD3+CD4+ cells (G), CD3+CD8+ cells (H), CD3+CD4+ cells secreting IFN-γ (I), and CD3+CD4+ cells secreting IL-4 (J) in the spleen were shown. All experiments were performed independently at least thrice and results were presented as means ± standard deviation. Significance levels were defined as *p < 0.05, **p < 0.01 and ***p < 0.001.






Discussion

DCs are professional antigen presenting cells which are of vital importance in concatenating innate and adaptive immune responses. Functional maturation of DCs is characterized by decreased antigen capture and efficient antigen presentation (22). Previous studies in the context of NDV have shown that although the expression of surface markers and cytokines is efficiently enhanced (3, 4), DCs may remain non-functional as a consequence of apoptosis (5). In this study, in vitro results indicated that infective NDV acted as a potent inducer of DC maturation, accompanied by increased expression of MHC-I, MHC-II, CD40, CD80, and CD86 on the cell surface (Figures 1A–E), as well as the production of pro-inflammatory cytokines (Figures 1F–H). Additionally, infected DCs displayed decreased antigen uptake (Figure 2B) and unchanged migratory capacity (Figure S2C) providing sufficient evidence for phenotypic maturation. However, despite this maturity, DCs were not capable of stimulating T cells (Figures 2C–E). When co-cultured with pretreated DCs, T cell populations exhibited decreased numbers of CD3+CD4+ and CD3+CD8+ cells with a predominant activation of Th2 cells. These data are consistent with the work of Sousa revealing expression of costimulatory molecules on DCs may not correlate with functional maturation (22). Generally, the ability of DCs to present viral antigens to T cells is critical in generating an effective adaptive immune response. Therefore, attenuation of DC antigen presentation might be a strategy exploited by NDV to compromise the adaptive immune response of the host in order to prolong viral persistence and hence increase the chances of horizontal transmission. DCs appeared to mature phenotypically in response to NDV infection - nevertheless, the ability of infected cells to active naïve T cells was compromised.

To suppress DC/T cell crosstalk during infection, viruses exert pleiotropic suppressive effects towards diverse cells involved in innate and adaptive immune responses. Increased apoptosis of both DCs and T cells influences their functionality, leading to decreased stimulatory capability of virus-infected DCs (8). For example, MV infection results in upregulation of Fas and TRAIL-mediated apoptosis in DC/T-cell co-cultures, which contributes to T cell lysis (23, 24). Surprisingly therefore, the proportion of apoptotic infected cells we observed seemed low, even with a high viral input (10 MOI) or long duration of infection (Figures 3B–F), which might not be sufficient to constrain NDV-specific T cell responses. Grosjean et al. argued that the 25% apoptotic cells they observed in co-cultures could not be responsible for the extent of immunosuppression (25). In contrast to our results, high levels of apoptosis in DCs in the context of infection with the Herts/33 strain of NDV has been reported (5). However, Herts/33 is a velogenic strain associated with higher pathogenicity than the LaSota lentogenic strain.

An IL-10-dominated immunosuppressive environment would negatively affect the size and quality of the adaptive immune response. MCMV can induce IL-10 to dampen innate immune responses and attenuate DC function, eventually resulting in impaired CD4+ T cell priming (16). Viruses associated with chronic infection often exploit the IL-10 pathway to modulate host antiviral immunity to viral replication. In our study, infected DCs and co-cultures appeared to express higher concentrations of IL-10 than PBS-treated DCs (Figures 4B–F), which might shape the potency of DCs, subsequently affecting T cells priming. Moreover, IL-10-expressing Th2 CD4+ cells suppress the ability of DCs to prime Th1-polarized CD4+ T cells (26).

Maturation shifts the function of DCs from a primary role of patrolling the periphery to migration towards secondary lymphoid organs and processing and presentation of antigens via MHC to T cells (20). To assess antigen presentation of NDV by DCs in vivo, we performed analysis and surveillance of activation of DCs and T cells in the spleen. The observation that merits attention is that DCs migrated to the infection site early upon injection (4 h), then decreased in the subsequent 24 h to 72 h, which might be attributed to priming of B cells (Figures 5A, E, F). Therefore, antigen presentation of NDV in vivo mainly occurred from 4 h to 72 h. The type of Th cell differentiation is typically determined by strength of stimulation. Specifically, weak stimulation drives uncommitted cells, moderate stimulation leads to Th2 differentiation, while strong stimulation induces Th1 differentiation (27). We also assessed whether intramuscular injection of NDV could lead to T cell suppression. As expected, the results showed decreased rather than increased proportions of virus-specific CD3+CD4+ and CD3+CD8+ T cells in vivo (Figures 5G, H). Conversely, compared to the restrained T cell populations, proportions of B cells in spleen were markedly augmented after infection with NDV. Moreover, in the presence of NDV, T cells secreted more IFN-γ and IL-4 (especially IL-4), which is involved in promoting the proliferation of Th2 cells (Figure 5J). Increased Th2 cells inhibit Th1 cell proliferation and are crucial for the priming of B cells (28).

In conclusion, we have investigated the effect of NDV on DCs during antigen presentation, and found it has a suppressive impact on priming of DC-mediated T cell responses. Infection of DCs was associated with enhanced expression of surface markers and proinflammatory cytokines, while inhibiting proliferation of T cells through IL-10. Furthermore, antigen presentation by DCs during the early phase of infection in vivo depleted populations of T cells and promoted Th2 immune responses, consequently leading to B cell proliferation. Our data illustrate that NDV has devised a strategy to dampen the proliferation of T cells via IL-10-associated Th2 immune responses, mediated through DCs. This represents a novel pathway used by NDV to suppress adaptive immunity to its own advantage.
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A systematic and flexible immunoregulatory network is required to ensure the proper outcome of antiviral immune signaling and maintain homeostasis during viral infection. Tumor necrosis factor-α-induced protein 8-like 2 (TIPE2), a novel immunoregulatory protein, has been extensively studied in inflammatory response, apoptosis, and cancer. However, the function of TIPE2 in antiviral innate immunity is poorly clarified. In this study, we reported that the expression of TIPE2 declined at the early period and then climbed up in macrophages under RNA virus stimulation. Knockout of TIPE2 in the macrophages enhanced the antiviral capacity and facilitated type I interferon (IFN) signaling after RNA viral infection both in vitro and in vivo. Consistently, overexpression of TIPE2 inhibited the production of type I IFNs and pro-inflammatory cytokines, and thus promoted the viral infection. Moreover, TIPE2 restrained the activation of TBK1 and IRF3 in the retinoic acid inducible gene-I (RIG-I)-like receptors (RLR) signaling pathway by directly interacting with retinoic acid inducible gene-I (RIG-I). Taken together, our results suggested that TIPE2 suppresses the type I IFN response induced by RNA virus by targeting RIG-I and blocking the activation of downstream signaling. These findings will provide new insights to reveal the immunological function of TIPE2 and may help to develop new strategies for the clinical treatment of RNA viral infections.

Keywords: TIPE2, type I interferon, RIG-I, VSV, macrophage


INTRODUCTION

Innate immunity constitutes the front line of host immune defense against invading exogenous pathogens by detecting diverse pathogen-associated molecular patterns (PAMPs) through multiple pattern recognition receptors (PRRs) such as retinoic acid inducible gene-I (RIG-I)-like receptors (RLRs) (1–3). To induce the antiviral products to jointly elicit antiviral response against invading virus-derived RNA, activated RLR receptors trigger downstream signal transduction to induce the activation of interferon regulatory factor 3/7 (IRF3/7) and result in the production of type I IFNs (4–8). The magnitude and strength of the antiviral innate immune response are modulated by both stimulatory and inhibitory signals, where dysfunctional and uncontrolled responses may be detrimental, even fatal to the host. Insufficient production of IFNs may dampen efficient viral clearance, whereas excessive IFNs production may cause tissue damage and spontaneous autoimmunity. Thus, an appropriate outcome of type I IFN signaling is required to efficiently eliminate viral invasion while avoiding harmful immunopathology (9, 10).

Tumor necrosis factor (TNF)-α-induced protein 8-like 2 (TIPE2, also known as TNFAIP8L2), one of the four members of the TIPE family, was originally identified as a novel immunoregulatory molecule that negatively regulates T-cell receptor (TCR) and Toll-like receptor (TLR) signal transduction to maintain immune homeostasis (11–13). TIPE2 is preferentially expressed in immunocytes, including lymphoid and myeloid cells in mice, while human TIPE2 is widely detected in various hematopoietic and non-hematopoietic cell types (14, 15). TIPE2 deficiency in mice spontaneously develops fatal systemic inflammation and premature death, and loss of TIPE2 augments the production of pro-inflammatory cytokines upon stimulated with various inflammatory insults (16). Accelerating evidence indicates that TIPE2 inhibits the development of a variety of malignant tumors by suppressing cell proliferation (17, 18), inducing cancer cell apoptosis (19), inhibiting tumor migration (20, 21), and promoting antitumor immune responses mediated by CD8+ T and natural killer (NK) cells (22). TIPE2 has been recently shown to regulate the functional polarization of myeloid-derived suppressor cells (MDSCs) and maybe a potential therapeutic target for cancer immunotherapy (23). In addition, TIPE2 has been revealed to play a role in disrupting autophagy flux via RAC1-MTORC1 axis and impairing autophagic lysosome reformation (24). Moreover, cells and mice lacking TIPE2 have stronger anti-bacterial ability (25). TIPE2 negatively regulates Poly (I:C) (a double-stranded RNA receptor ligand)-induced anti-RNA immune response by targeting the PI3K-Rac pathway (26). However, the physiological role and the underlying mechanism of TIPE2 in antiviral innate immunity are still obscure; rarely reports can be found in this field so far, indicating that better understanding is essential and indispensable.

In the present study, we found that vesicular stomatitis virus (VSV) infection downregulated the expression of TIPE2 in macrophages, which implied that TIPE2 may play a role in antiviral innate immunity. Significant downregulation of TIPE2 mRNA expression was detected in the peripheral blood mononuclear cells (PBMCs) from 154 cases of respiratory syncytial virus (RSV)-infected children compared with PBMCs from control healthy children. Lyz2+ TIPE2f/f mice showed less sensitivity to VSV infection and produced more IFN-β. TIPE2 participated and interrupted TBK1-IRF3-IFN signaling pathway by directly interacting with RIG-I. Taken together, our data demonstrated that TIPE2 plays a crucial braking role in maintaining the homeostasis of the anti-RNA virus immune response by targeting RIG-I, which is conducive to the proper regulation of the innate immune defense of the host.



MATERIALS AND METHODS


Mice and Reagents

Tumor necrosis factor-α-induced protein 8-like 2f/f mice on a C57BL/6J background were generated through the CRISPR-Cas9 system to delete Tnfaip8l2 exon 2 by Beijing Biocytogen Co. Ltd. (sgRNA sequence, sgRNA1: GCTTGTCACCCATATGAAGTTGG; sgRNA2: ACCAATGCTTCTCGATCCCCTGG). Lyz2-Cre mice on a C57BL/6J background were kindly provided by Prof. Ximei Wu, Zhejiang University School of Medicine. All mice were housed in the University Laboratory Animal Center in an environment free of specific pathogens. All animal experiments were conducted in accordance with the protocol approved by the Animal Ethics Committee from Zhejiang University School of Medicine and were in compliance with institutional guidelines.

Antibodies specific to the Myc tag (sc-40; sc-789), Flag tag (sc-807), and GAPDH (sc-130619) were from Santa Cruz Biotechnology (Delaware Ave Santa Cruz, CA, United States). Antibodies specific for TBK1 (D1B4; 3504), TBK1 phosphorylated at Ser 172 (5483), IRF3 (4962), IRF3 phosphorylated at Ser396 (4D4G; 4947), p-JNK (9251), JNK (9252), p-p65 (3033), p65 (8242), p-p38 (9215), p38 (9212), p-ERK (4370), and ERK (4695) were from Cell Signaling Technology (Danvers, MA, United States). Antibodies specific to RIG-I were from Cell Signaling Technology (D14G6), Proteintech (20566-1-AP, Proteintech Group, Inc Rosement, IL 60018, USA), and ABclonal (A0550, Wuhan, China). Antibody specific to MAVS was from Cell Signaling Technology (4983S). Antibody specific to TIPE2 was from Proteintech (15940-1-AP). TIPE2 small interfering RNA (siRNA) and control siRNA were from GenePharma (Shanghai, China). Flag-M2 Magnetic Beads (M8823) were from Sigma-Aldrich (St. Louis, MO, United States).



Primary Cell Culture

Four days after intraperitoneal injection of thioglycollate (BD, Sparks, MD), the mouse peritoneal macrophages were collected by peritoneal lavage from mice and cultured in RPMI 1640 medium with 10% (vol/vol) fetal bovine serum (FBS) and 1% penicillin–streptomycin (P–S). Bone marrow derived macrophages (BMDMs) were generated from the bone marrow in the femurs and tibiae of 6–8 weeks old mice and differentiated in RPMI-1640 medium with 10% FBS and 20 ng/ml recombinant mouse macrophage colony-stimulating factor (R&D, 416-ML) (27, 28). Peritoneal macrophages and BMDMs were seeded in 12-well-plates at a density of 1 × 106 cells/well.



Cell Lines

RAW264.7 macrophages, HEK293T, and HeLa cells were obtained from American Type Culture Collection (ATCC) and cultured in DMEM containing 10% FBS under 5% CO2 at 37°C in a humidified incubator. THP-1 cell line was obtained from ATCC and maintained in RPMI-1640 medium with 10% FBS.



Plasmid Constructs and Transfection

To construct recombinant vector encoding mouse TIPE2, the full-length coding region was created by PCR-based amplification of RAW264.7 complementary DNA and subcloned into the pcDNA3.1 eukaryotic expression vector (Invitrogen; Carlsbad, CA, United States). Primers for plasmid construction were: 5′-AGCTCGAGATGGAGACGTTCAGCTCCAAGGAC-3′ (forward) and 5′-TTGGTACCGATAATGTCCCGTTCTCCAGCAGTTTG-3′ (reverse). All constructs were confirmed by DNA sequencing. The Flag- RIG-I was provided by Dr Jianli Wang, Institute of Immunology, Zhejiang University. Flag-MAVS, Flag-TBK1, Flag-2CARDs, Flag-Heli, and Flag-CTD plasmids were kindly provided by Dr Xiaojian Wang, Institute of Immunology, Zhejiang University. The plasmids were transfected into cells with JetPRIME transfection reagents (Polyplus-transfection, Illkirch, France) according to the manufacturer's instructions. Primary macrophages, RAW264.7 macrophages, and THP-1 cell line were transfected with siRNA using INTERFERin reagent (Polyplus) according to the standard protocol. The sequences for TIPE2-specific siRNA are listed in Supplementary Table 1. siRNA duplexes were transfected into cells at a final concentration of 30 nM.



Viral Infection

Respiratory syncytial virus (subtype A, strain Long) was kindly provided by Dr. Jing Qian, Zhejiang University School of Medicine. VSV-GFP was kindly provided by Dr. Zongping Xia, Life Science Institute, Zhejiang University. VSV, Sendai virus (SeV), and Herpes simplex virus type 1 (HSV-1) were gifts kindly provided by Prof. Xiaojian Wang, Zhejiang University School of Medicine. Primary macrophages were infected with RSV [multiplicity of infection (MOI) = 1] or VSV (MOI = 1) or VSV-GFP for the indicated time, and infected with VSV of indicated MOI for 9 h. BMDMs were infected with VSV (MOI = 1) for the indicated hours. THP-1 cells were infected with VSV (MOI = 1) for indicated times or VSV of indicated MOI for 9 h. Raw264.7 cells were infected with VSV (MOI 0.1) or VSV-GFP (MOI = 0.01, 0.1) for the indicated times, and infected with VSV of indicated MOI for 9 h. 293T cells were infected with VSV (MOI 0.1) or VSV-GFP (MOI = 0.01, 0.1) for indicated times, and infected with VSV of indicated MOI for 12 h. For in vivo studies, mice were intraperitoneally infected with VSV (108 pfu per mouse) and killed 24 h after infection. For mice survival assays, 7 weeks old mice were infected with VSV (108 pfu/g) via intraperitoneal injection.



Quantitative Reverse Transcriptase PCR

Total RNA was extracted from cells using TRIzol reagent (Takara; Kyoto, Japan) according to the directions of the manufacturer. Single-strand cDNA was generated from total RNA using reverse transcriptase (Toyobo; Osaka, Japan). Real-time quantitative PCR analysis, using SYBR Green Master Rox (Roche), was performed as we previously described. The sequences for primers are shown in Supplementary Table 2. Data were normalized by the level of β-actin expression in each sample.



Lung Histology

Lungs from control or virus-infected mice were dissected, fixed in 10% phosphate-buffered formalin, embedded into paraffin, sectioned, stained with hematoxylin and eosin solution, and examined by light microscopy for histological changes.



Cytokine Release Assay

The peripheral blood of mice was collected 12 h after infection with VSV. IL-6 and IFN-β levels were detected with ELISA kits according to the protocols of the manufacturer. IL-6 ELISA kit was purchased from Invitrogen (Thermo Fisher Scientific) and IFN-β ELISA kit was purchased from InvivoGen (San Diego, CA, United States).



Flow Cytometry

Primary macrophages were infected with GFP-VSV for the indicated time and analyzed by flow cytometry (FACS). Raw264.7 cells or HEK293T cells were seeded and incubated overnight, and then transfected as described above. After 48 h, the cells were infected with GFP-VSV for indicated time periods and subjected to flow cytometric analysis. The mean fluorescence intensity and positive percentage rate of green-fluorescent cells were determined.



Immunofluorescence Confocal Microscopy

HeLa cells plated on glass coverslips in six-well-plates were infected or uninfected with VSV at the indicated time. Cells were fixed with 4% paraformaldehyde for 30 min, permeabilized using 0.1% Triton X-100, blocked with 1% bovine serum albumin (BSA) in phosphate-buffered saline (PBS) for 1 h, and stained with primary antibodies of rabbit anti-Myc and mouse anti-Flag, followed by stained fluorescent-dye-conjugated secondary antibodies. The nuclei were stained with DAPI (4, 6-diamidino-2- phenylindole; Sigma-Aldrich). The colocalization of Flag-RIG-I and Myc-TIPE2 was finally detected using the ZEISS LSM 880 with a fast Airy Scan microscope under a × 63 oil objective.



Immunoprecipitation and Immunoblot Analysis

For immunoprecipitation, whole-cell extracts were lysed using IP Lysis Buffer (Pierce, 87785) supplemented with a protease inhibitor “cocktail” (Sigma, P8340). Cell lysates were centrifuged for 15 min at 12,000 g under 4°C, supernatants were collected and incubated with protein A/G magnetic beads (MedChemExpress, MCE, HY-K0202) together with specific antibodies. After overnight incubation, protein A/G magnetic beads were washed three times with IP wash buffer. Immunoprecipitates were eluted by SDS–PAGE loading buffer or Elution buffer (Pierce, 88848). For immunoblot analysis, cells were washed two times with cold PBS and lysed with cell lysis buffer (Cell Signaling Technology, 9803) supplemented with a protease inhibitor “cocktail” (Sigma, P8340). Protein concentrations of the extracts were measured by BCA assay (Pierce, 23235). Equal amounts of the extracts were loaded and subjected to SDS-PAGE, transferred onto polyvinylidene fluoride membrane (Millipore, IPVH00010), and then blotted as described previously (28). The specific protein bands were visualized by using a Pierce chemiluminescence ECL kit (Thermo Fisher Scientific, Waltham, MA, United States).



Human Subjects and Specimens

We collected the peripheral blood samples from 154 cases of pediatric patients infected with the respiratory syncytial virus (RSV, one type of RNA virus) who admitted to Children's hospital, Zhejiang University School of Medicine, and 66 healthy children as a control group. The diagnosis of RSV infection was based on the positive results for RSV through immunofluorescence assay. Furthermore, in order to exclude other pathogens co-infections, all children were performed other microbiologic tests, including protein purified derivative (PPD), blood culture, pleural effusion and nasopharyngeal aspirate/swab cultures, nasopharyngeal aspirate/swab for virus antigens detection (respiratory syncytial viruses, influenza viruses, metapneumovirus, adenovirus, and parainfluenza virus), and serology for Chlamydia pneumoniae (CP), Chlamydia trachomatis (CT), and Legionella pneumophila (LG). No other pathogens were found by these tests. Peripheral blood samples were obtained from the patients on admission. All procedures were pre-approved by the ethics committee of the Children's Hospital, Zhejiang University School of Medicine. Written informed consent was obtained from at least one guardian of each patient before enrollment. The data from patients were analyzed anonymously.



Statistical Analysis

Statistical analysis was carried out with GraphPad Prism 8 and all data are shown as the mean ± SEM. Statistical significance between groups was determined by two-tailed Student's t-test. For the mouse survival study, Kaplan–Meier survival curves were generated and analyzed for statistical significance. Values of p < 0.05 were considered statistically significant.




RESULTS


Tumor Necrosis Factor-α-Induced Protein 8-like 2 Expression Level Decreases During RNA Viral Infection

To investigate whether TIPE2 is possibly involved in antiviral innate immunity, we collected the peripheral blood samples from 154 RSV infection pediatric cases and 66 healthy children as the control group. We detected the TIPE2 mRNA expression in PBMCs and found that the level in patients with RSV infection was significantly lower than that in healthy controls (Figure 1A), indicating that TIPE2 in PBMCs might correlate intimately to the antiviral immune response of the host. VSV is a prototypic RNA-enveloped virus that has been extensively used in anti-RNA virus innate immunity research due to its wide host range and highly genetic tractability (29, 30). To further confirm the downregulation of TIPE2 during the antiviral immune response, we selected macrophages including primary peritoneal macrophages, RAW264.7, and THP-1 cell lines to investigate the expression and function of TIPE2 after VSV infection. The expression of TIPE2 mRNA was downregulated after VSV infection and continued to decrease within the infection time of 0–9 h, then increased after 9 h in RAW264.7, THP-1 cell line, and primary peritoneal macrophages (Figures 1B–D). Next, we detected the expression alteration of TIPE2 protein level in peritoneal macrophages and BMDMs during VSV infection. Consistent with the above trend of results at the mRNA level, the protein level of TIPE2 gradually diminished in the time range of 0–12 h post-infection, then increased since 18 h time point (Figure 1E). These results confirmed the dynamic expression changes of TIPE2 during the early stage of viral infections, indicating that TIPE2 might function as a modulator of antiviral immune response in macrophages.
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FIGURE 1. Tumor necrosis factor-α-induced protein 8-like 2 expression level decreases during RNA viral infection. (A) Quantitative PCR (Q-PCR) analysis of TIPE2 mRNA expression in peripheral blood mononuclear cells (PBMCs) of peripheral blood samples from 154 cases of pediatric patients infected with respiratory syncytial virus (RSV) and 66 healthy children. Q-PCR analysis of TIPE2 mRNA expression in RAW264.7 cell lines (B), THP-1 cells lines (C), and primary peritoneal macrophages (D) infected with vesicular stomatitis virus (VSV) for the indicated hours. (E) Immunoblot analysis of TIPE2 protein level in peritoneal macrophages and bone-marrow-derived macrophage (BMDMs) infected with VSV for the indicated hours. Data are presented as the mean ± SEM. and are representative of three independent experiments. The groups at time 3, 6, 9, and 12h are compared with time 0 group respectively in (B–D). Student's t-test was used for statistical calculation. *p < 0.05, **p < 0.01, and ***p < 0.001.




Tumor Necrosis Factor-α-Induced Protein 8-Like 2-Deficient Mice Are More Resistant to RNA Viral Infection

To investigate the potential role of TIPE2 in virus-triggered immune response in macrophages, we silenced TIPE2 with small interfering RNA (siRNA) in peritoneal macrophages, RAW264.7, and THP-1 cell lines. After RSV infection with TIPE2 knockdown peritoneal macrophages, the expression levels of IFN-α, IFN-β, TNF-α, and IL-6 mRNA were elevated (Supplementary Figure 1A). Upon VSV challenge, TIPE2 silenced macrophages expressed higher levels of the listed cytokines and significantly decreased replication of VSV than control macrophages (Figures 2A–C, Supplementary Figures 1B–D). Based on the above data, we considered that TIPE2 negatively regulates RNA virus-triggered type I IFN and inflammatory cytokine production in macrophages.
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FIGURE 2. Tumor necrosis factor-α-induced protein 8-like 2-deficient mice are more resistant to RNA viral infection. (A–C) Q-PCR analysis of IFN-α4, IFN-β, TNF-α, IL-6, and VSV-G mRNA expression in primary peritoneal macrophages infected with VSV for the indicated hours. (D) Survival assay of ~8-week-old TIPE2f/f and Lyz2+ TIPE2f/f mice given intraperitoneal injection of VSV (108 pfu/g) (n = 9 per group); *p < 0.05 (by log-rank test). (E) Hematoxylin and eosin staining of fractional lung tissues from TIPE2f/f and Lyz2+ TIPE2f/f mice treated with VSV (108 pfu per mouse) by intraperitoneal injection. Scale bar, 100 mm. (F) Q-PCR analysis of IFN-β mRNA expression in the spleen, liver, and lung from mice treated as in (E). (G) Q-PCR analysis of VSV-G expression in organs from mice treated as in (E). (H) ELISA assay detected the production of IL-6 and IFN-β in serum from mice treated as in (E). Data are presented as the mean ± SEM and are representative of three independent experiments. Student's t-test was used for statistical calculation. *p < 0.05, **p < 0.01, and ***p < 0.001.


To further confirm the immunosuppressive function of TIPE2 in antiviral innate immunity, we utilized TIPE2 conditional KO mice which were specifically targeted deletion in the myelomonocytic lineages by crossing TIPE2f/f mice with Lyz2-Cre transgenic mice. Next, we investigated the physiological function of TIPE2 in host anti-RNA virus response in vivo. The overall survival assay suggested that knockout of TIPE2 enhanced the ability to resist VSV infection and achieved a higher survival rate compared with TIPE2f/f mice (Figure 2D). Milder lung tissue damage, together with less inflammatory cell infiltration was observed in the lung tissues of Lyz2+ TIPE2f/f mice after VSV infection (Figure 2E). Consistent with the physical condition, a marked increase of the IFN-β mRNA level was detected in the spleen, liver, and lung of Lyz2+ TIPE2f/f mice compared to TIPE2f/f mice upon VSV infection (Figure 2F). As expected, the replication of VSV was diminished in indicated organs from TIPE2 KO mice (Figure 2G). Furthermore, the levels of IFN-β and IL-6 were significantly higher in the serum of Lyz2+ TIPE2f/f mice than TIPE2f/f mice upon VSV infection (Figure 2H). These results suggested the negative regulatory function of TIPE2 in response to antiviral innate immunity in vivo, as individuals lacking TIPE2 demonstrating superior resistance toward VSV infection.



Tumor Necrosis Factor-α-Induced Protein 8-Like 2 Promotes VSV Infection and Suppresses Type I IFN Production in vitro

Type I IFNs induced by viral infection have extremely vital significance in antiviral innate immunity, for further validation, feasibility assessment regarding the inhibition of TIPE2 against virus-induced type I IFN response was implemented in vitro. Compared with the control peritoneal macrophages, the TIPE2-deficient peritoneal macrophages expressed significantly elevated IFN-α4 and IFN-β mRNA upon stimulation with VSV and SeV, yet failed to do so in HSV-1 infected group (Figure 3A). Consistently, there were similarly obvious increases of type I IFNs induced by VSV in BMDMs (Figure 3B). The production of pro-inflammatory cytokines, such as IL-6 and TNF-α, was also elevated in the antiviral immune response induced by VSV and SeV, instead of HSV-1 in TIPE2-deficient peritoneal macrophages and BMDMs (Figures 3C,D). The transcript level of VSV-G was markedly downregulated in TIPE2-deficient peritoneal macrophages as well as BMDMs after VSV infection (Figure 3E). By performing flow cytometry, we found that peritoneal macrophages lacking TIPE2 showed a decrease in GFP+ cells when infected with GFP-tagged VSV. The qualitative and quantitative analysis of VSV replication reflects the degree of viral infection across the population (Figure 3F). Correspondingly, TIPE2 silenced Raw264.7 cells showed decreased GFP+ cells when infected with VSV-GFP compared with control cells (Figures 3G,H). The data above further confirmed that TIPE2 negatively regulates type I IFN response and promotes viral infection in macrophages.
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FIGURE 3. Tumor necrosis factor-α-induced protein 8-like 2 promotes VSV infection and suppresses type I IFN production in vitro. (A,B) Q-PCR analysis of IFN-α4 and IFN-β mRNA expression in TIPE2f/f and Lyz2+ TIPE2f/f peritoneal macrophages (A) and BMDMs (B) infected with VSV, SeV, or HSV-1 for 12 h. (C,D) Q-PCR analysis of TNF-α and IL-6 mRNA expression in TIPE2f/f and Lyz2+ TIPE2f/f peritoneal macrophages (C) and BMDMs (D) infected with VSV, SeV, or HSV-1 for 12 h. (E) Q-PCR analysis of VSV-G transcript in TIPE2f/f and Lyz2+TIPE2f/f peritoneal macrophages and BMDMs stimulated by VSV for 6 or 12 h. (F) Flow cytometry analysis of GFP fluorescence intensity and the percentage of GFP+ cells in peritoneal macrophages challenged with VSV-GFP (MOI = 0.1) for 12 h. (G) Immunofluorescence assay of VSV-GFP in RAW264.7 cells transfected with negative control mimics (nc) or TIPE2 siRNA followed by infection with VSV-GFP (MOI = 0.01 or 0.1) for 12 h. (H) Flow cytometry analysis of GFP fluorescence intensity and the percentage of GFP+ cells in RAW264.7 cells treated as in G. Data are presented as the mean ± SEM. and are representative of three independent experiments. Student's t-test was used for statistical calculation. *p < 0.05, **p < 0.01, and ***p < 0.001.




Tumor Necrosis Factor-α-Induced Protein 8-Like 2 Overexpression Promotes Viral Replication by Downregulating Type I IFN Expression

Next, we further examined the effect of TIPE2 on VSV replication and antiviral immune response in TIPE2 overexpressing cell lines. RAW264.7 macrophages which stably expressed TIPE2 showed significantly lower IFN-α4, IFN-β, TNF-α, and IL-6 mRNA in response to VSV infection compared to the control group (Figures 4A,B). In addition, the level of VSV-G transcript in TIPE2 overexpressing RAW264.7 and HEK293T cells was dramatically higher than that in the control group (Figures 4C,D). By applying fluorescence microscopy, the visible presence of GFP cells was more abundant in RAW264.7 cells and HEK293T cells which overexpressed Flag-tagged TIPE2 compared to control cells (Figures 4E,F). Meanwhile, flow cytometry analysis showed that the percentage of GFP-positive cells in the overexpressed group was also higher than that in the control group (Figures 4G,H). The results above elucidated that an excessive amount of TIPE2 substantially promotes the expansion of VSV virus and suppresses the type I IFN response of the host.
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FIGURE 4. TIPE2 overexpression promotes viral replication by downregulating type I IFN expression. (A–C) Q-PCR analysis of IFN-α4, IFN-β, TNF-α, IL-6, and VSV-G mRNA expression in RAW264.7 cells overexpressing Flag-TIPE2 infected with VSV (MOI = 0.1) for the indicated time. (D) Q-PCR analysis of VSV-G transcript in HEK293T cells overexpressing TIPE2 infected with VSV (MOI = 0.01) for the indicated time or infected with VSV (MOI = 0.001, 0.01, 0.1) for 12 h. (E,F) Immunofluorescence assay of VSV-GFP in RAW264.7 cells (E) or HEK293T cells (F) transfected with empty vector or Flag-TIPE2, followed by infection with VSV-GFP for 12 h. (G,H) Flow cytometry analysis of GFP fluorescence intensity and the percentage of GFP+ cells in RAW264.7 cells (G) or HEK293T cells (H) transfected with empty vector or Flag-TIPE2 challenged with VSV-GFP for 12 h. Data are presented as the mean ± SEM and are representative of three independent experiments.




Tumor Necrosis Factor-α-Induced Protein 8-Like 2 Negatively Regulates the RIG-I Signaling Pathway

Retinoic acid inducible gene-I-like receptors (RLRs) are major PRRs that mediate the antiviral response triggered by RNA viruses. The production of type I IFNs, which play a significant role in the anti-RNA virus immune response, largely depends on the signal transmission of the downstream signaling pathway of RLRs (5–7). We, therefore, investigated the potential impact of TIPE2 on important molecular events in the RLR signaling pathway.

As detected by immunoblot assay, the phosphorylation levels of TBK1 and IRF3 were significantly upregulated in TIPE2 knockdown peritoneal macrophages challenged with VSV (Figures 5A,B). Likewise, Lyz2+ TIPE2f/f peritoneal macrophages manifested as the enhanced levels of phosphorylated TBK1 and IRF3 relative to TIPE2f/f peritoneal macrophages infected with VSV (Figure 5C). Meanwhile, the phosphorylation levels of p38, ERK, and JNK were also increased in TIPE2-deficient peritoneal macrophages (Figure 5C). Similar results were also observed in Lyz2+ TIPE2f/f BMDMs infected with VSV (Figure 5D), which together indicated an interrupted signal transduction mediated by TIPE2 upon RIG-I activation induced by RNA virus in macrophages. Taken together, our results indicated that TIPE2 possibly regulates antiviral innate immune activation by participating in the RIG-I signaling pathway and being upstream of the TBK1 signaling event.
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FIGURE 5. TIPE2 negatively regulates the RIG-I signaling pathway. (A,B) Immunoblot analysis of phosphorylated (p-) or total proteins in lysates of peritoneal macrophages transfected with nc or TIPE2 siRNA followed by infection with VSV for the indicated hours. (C,D) Immunoblot analysis of phosphorylated or total proteins in lysates of TIPE2f/f and Lyz2+ TIPE2f/f peritoneal macrophages (C) or BMDMs (D) infected for indicated hours with VSV.




Tumor Necrosis Factor-α-Induced Protein 8-Like 2 Directly Interacts With RIG-I

To further identify the effect of TIPE2 in the RLR signaling pathway, we explored whether TIPE2 interacts with several key signaling molecules. In coimmunoprecipitation (co-IP) and immunoblotting detection, three experimental groups for exogenous transfection were recruited simultaneously, with the purpose of determining the possible association between Myc-TIPE2 and Flag-RIG-I, Flag-MAVS, or Flag-TBK1. The specific band of Myc-TIPE2 was detected in the protein complex precipitated by Flag-RIG-I, which elucidated the direct binding between TIPE2 and RIG-I rather than MAVS or TBK1 (Figure 6A).
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FIGURE 6. TIPE2 directly interacts with RIG-I. (A) Coimmunoprecipitation and immunoblot of HEK293T cells transfected with Myc-TIPE2 plasmid and empty vector (EV) or Myc-TIPE2 together with Flag-RIG-I, Flag-MAVS, or Flag-TBK1 for 24 h. (B) Immunoblot analysis of RAW264.7 cells infected with VSV for the indicate hours, followed by immunoprecipitation with RIG-I-conjugated agarose or immunoglobulin G (IgG)-conjugated agarose. (C) Confocal microscopy imaging of HeLa cells transfected with Flag-RIG-I and Myc-TIPE2 for 24 h and infected with VSV for the indicated hours. Then, the cells were labeled with antibodies against the appropriate protein and stained with DAPI for cellular nuclei. Scale bar, 5 μm. (D) Schematic functional structure of RIG-I and the derivatives. (E) Myc-TIPE2 was co-expressed with Flag-tagged full-length RIG-I (1–926), 2CARDs (1–233), Heli (234–734), or CTD (735–926) truncation structure mutants in HEK293T cells, and WCL were immunoprecipitated with anti-Flag M2 beads, followed by immunoblotting with anti-Flag or anti-Myc antibodies. (F) Immunoblot analysis of BMDMs from TIPE2f/f and Lyz2+TIPE2f/f mice, followed by immunoprecipitation with RIG-I-conjugated agarose or IgG-conjugated agarose. Data shown are at time 0 and 8 h. IB, immunoblot; IP, immunoprecipitation; WCL, whole cell lysate.


In order to further confirm the combination of TIPE2 and RIG-I, we tried to detect their endogenous binding relationship through co-IP and immunoblotting. RIG-I was enriched and immunoprecipitated from lysates of Raw264.7 cells challenged with VSV by RIG-I-conjugated agarose and immunoblot analysis was used to identify the existence of TIPE2. The result corroborated the endogenous interaction between TIPE2 and RIG-I in RAW264.7 cells (Figure 6B). Additionally, the specific binding bands of TIPE2 and RIG-I gradually faded with the prolongation of VSV infection time (Figure 6B), which is consistent with the result that TIPE2 was downregulated in response to RNA viral infection (Figure 1). The co-localization of Myc-TIPE2 and Flag-RIG-I was also observed in HeLa cells during a response to VSV infection by immunofluorescence assay, which also confirmed their connection (Figure 6C). To determine which domain of RIG-I was required for its association with TIPE2, we constructed the different deletion mutants of RIG-I, and the domain-mapping experiment showed that the caspase activation and recruitment domains (CARDs) and C-terminal domain (CTD) of RIG-I is necessary for its interaction with TIPE2 (Figures 6D,E). Collectively, the data above indicated that RIG-I interacts with TIPE2 via its CARDs and CTD domains.

To confirm that TIPE2 targets RIG-I to inhibit signaling molecular events downstream of the RLR pathway, we explored whether the virus-induced association between endogenous RIG-I and MAVS is enhanced in TIPE2-deficient BMDMs. The constitutive association of RIG-I-MAVS was enhanced after VSV infection, and this binding relationship was strengthened when TIPE2 was knocked out (Figure 6F). Together, these data suggested that TIPE2 functions as a negative regulator of type I IFN response by binding with RIG-I.




DISCUSSION

In the current study, we clarified one of the pleiotropic functions of TIPE2, where, it participates in the RIG-I-mediated anti-RNA virus innate immune response, which reveals a new regulatory signaling that serves as a significant composition of host defense against RNA viral infection (Figure 7).
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FIGURE 7. Proposed model depicting the involvement of TIPE2 in the RIG-I signaling pathway. In the resting state, TIPE2 promotes the maintenance of the inactive state of RIG-I by binding to the CARD and CTD domains. Following RNA viral infection, the decreased expression of TIPE2 may promote the conformational changes of RIG-I, which allows CARD–CARD interactions between RIG-I and MAVS. These, in turn, activate downstream signaling and ultimately establish the antiviral state of the host.


Following the discovery of TIPE2 due to its elevated expression in the spinal cord tissue of mice with experimental autoimmune encephalomyelitis (EAE) (31), a growing body of evidence supports that the expression abnormality of TIPE2 plays a certain role in the pathogenesis of various inflammatory and allergic diseases and autoimmune disorders (32–34). It has been demonstrated that the TIPE2 level is reduced in the PBMCs of patients with systemic lupus erythematosus (SLE), and collagen-induced arthritis (CIA) mice with a negative correlation with the development of arthritis (35, 36). The significant increase in TIPE2 expression in patients with ankylosing spondylitis (AS) is accompanied by a negative correlation with the expression of inflammatory cytokines, which is also speculated to maintain immune homeostasis and inhibit a hyperinflammatory response (37). In chronic hepatitis infection, hepatitis B and C viruses attenuate the expression of TIPE2 and promote the occurrence of chronic hepatitis (38, 39). Stimulation of RNA such as Poly (I:C) has also been shown to provoke the paradoxically downregulation of TIPE2, which also concludes that TIPE2 functions as a negative regulatory factor in innate immunity (26). In addition, the aberrant presence of TIPE2 plays an important physiological role in the onset, development, and progression of diabetic nephropathy (40), atherosclerosis (41), stroke (42), and carcinoma (43, 44). In our present study, we determined that TIPE2 mRNA expression in PBMCs of patients with RSV infection was decreased obviously (Figure 1A). In several macrophages including primary peritoneal macrophages, RAW264.7, and THP-1 cell lines, it was further observed that TIPE2 mRNA level decreased initially and then increased during VSV infection (Figures 1B–D). At the protein expression level, the variation of TIPE2 is a similar dynamic trend (Figure 1E), which together represents that TIPE2 is also anomalous and likely performing certain functions in RNA viral infectious diseases. Based on functional verification, we speculate that the expression of TIPE2 is repressed during RNA viral infection, which is beneficial for inhibiting virus amplification by activating the RLR signaling pathway. However, there are still many doubts about the mechanism of downregulating TIPE2 expression during RNA viral infection. In our research, TIPE2 knockout macrophages in mice are more resistant to VSV stimulation, producing more type I IFNs and pro-inflammatory cytokines than the wild-type macrophages. Therefore, the expression of TIPE2 is closely associated with the production of type I IFNs and may be involved in the feedback regulation. In addition, whether the transcriptional inhibition of TIPE2 gene is related to transcription factors including IRF3 and NF-κB, and whether the downregulation of TIPE2 protein level has some connection with protein modification such as ubiquitination remain to be further studied.

Tumor necrosis factor-α-induced protein 8-like 2 is involved in the regulation of various physiological functions including inflammation, immunity, apoptosis, and cancer (11–13, 17–21). It has been reported that TIPE2 is a negative regulator required for maintaining immune homeostasis via inhibiting the activation of activator protein 1 (AP-1), NF-κB, and MAPK to negatively regulate the responses mediated by TCR and TLR (11, 45, 46). TIPE2 has served as a novel target for therapeutic prevention in multiple inflammatory diseases, and potential intervention to break immune tolerance may be necessary (12, 13). In innate immunity against infections, TIPE2 has been reported to reduce phagocytosis and oxidative burst and may be targeted to effectively resist bacterial infections (25). TIPE2 inhibits the expression of cytokines (including IFN-β and IL-6) mediated by Poly (I:C) in innate immune response in a PI3K-Rac pathway-dependent manner (26). However, the role of TIPE2 in anti-virus, especially RNA virus innate immune activation, has not been discussed. In our study, we have supplemented the new function of TIPE2 in anti-RNA virus innate immunity, which adds new insights to understand the immunoregulatory function of TIPE2.

Diverse physiological reactions are composed of complex functional networks, and the process of TIPE2 completing different instructions is often accompanied by cooperation with multiple partners. TIPE2 was originally proved to be a caspase-8 binding protein, which regulates caspase-8-dependent functions (11). The close connection between TIPE2 and caspase-8 promotes Fas-induced apoptosis, while inhibiting AP-1 and NF-κB signaling (11, 19). Simultaneously, the negative regulation of TCR and TLR signaling by TIPE2 also targets the caspase-8-containing complex (11). TIPE2 enhances the oxidative burst and phagocytosis strength of macrophages in innate immunity through binding with Rac GTPases and blocking Rac activation and downstream Rac-PAK signaling (25, 39). TIPE2 was also found to negatively control MTOR activity via binding to Rac1 competed with MTOR, thereby affecting autophagy flu and impairing autophagic lysosome reformation (24). Furthermore, the endogenous interaction between TIPE2 and TAK1 prevents the formation of the TAK1-TAB1-TAB2 signal complex, which blocks TAK1 kinase activity and TAK1-NF-κB mediated inflammatory response (47). Recent research also pointed out that TIPE2 can interact with β-catenin to suppress the migration and invasion of endometrial cells by reversing epithelial-mesenchymal transition (21). The results in our study verified RIG-I as a new binding chaperone of TIPE2 and indicated that TIPE2 participates in the antiviral innate immune response by targeting RIG-I. According to the domain-mapping experiment, we further speculated that TIPE2 promotes the maintenance of the inactive state of RIG-I by binding to the CARD and CTD domain.

In summary, we propose the following working model of TIPE2, that the reduction of TIPE2 in the early stage of the response boosts the activation of RLR signaling to limit RNA viral infections. During the subsequent recovery of the response, surged TIPE2 targets RIG-I to interfere with downstream cascade signaling, which ultimately moderates the immune response. The novel mechanism discovery of TIPE2 in antiviral immunity provides new insights to avoid the toxic side effects of IFNs and crippling autoimmune diseases.
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Despite the availability of effective vaccines, hepatitis B virus (HBV) is still a major health issue, and approximately 350 million people have been chronically infected with HBV throughout the world. Interferons (IFNs) are the key molecules in the innate immune response that restrict several kinds of viral infections via the induction of hundreds of IFN-stimulated genes (ISGs). The objective of this study was to confirm if interferon alpha-inducible protein 27 (IFI27) as an ISG could inhibit HBV gene expression and DNA replication both in cell culture and in a mouse model. In human hepatoma cells, IFI27 was highly induced by the stimulation of IFN-alpha (IFN-α), and it potentiated the anti-HBV activity. The overexpression of IFI27 inhibited, while its silencing enhanced the HBV replication in HepG2 cell. However, the knocking out of IFI27 in HepG2 cells robustly increases the formation of viral DNA, RNA, and proteins. Detailed mechanistic analysis of the HBV genome showed that a sequence [nucleotide (nt) 1715–1815] of the EnhII/Cp promoter was solely responsible for viral inhibition. Similarly, the hydrodynamic injection of IFI27 expression constructs along with the HBV genome into mice resulted in a significant reduction in viral gene expression and DNA replication. In summary, our studies suggested that IFI27 contributed a vital role in HBV gene expression and replication and IFI27 may be a potential antiviral agent for the treatment of HBV.
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INTRODUCTION

Hepatitis B virus (HBV) is the main cause of chronic hepatitis B, hepatocellular carcinoma (HCC), and liver cirrhosis, and globally, it is considered the second major cause of cancer mortality (El-Serag, 2012). About two billion individuals are estimated to be infected by HBV. More than 650,000 people die annually due to HBV-related liver failure (World Health Organization, 2015).

Hepatitis B virus is a small enveloped virus, which belongs to the prototype member of the Hepadnaviridae family, having partially double-stranded circular DNA with a 3.2-kb genome (Robinson and Lutwick, 1976). After infection, HBV binds to sodium taurocholate co-transporting polypeptide (NTCP) on hepatocytes eliciting HBV entry and the subsequent transfer of nucleocapsid into the cytoplasm (Yan et al., 2012; Ni et al., 2014). The HBV genome is uncoated in the host cells’ cytoplasm and then transported to the cell nucleus, where relaxed circular DNA (rcDNA) of the virus is transformed into covalently closed circular DNA (cccDNA) (Qi et al., 2016). The cccDNA serves as a template for virus transcripts, such as 3.5 [pregenomic RNA (pgRNA], 2.4, 2.1, and 0.7 kb messenger RNAs (mRNAs). The viral transcription process is controlled by four promoters (core, preS1, preS2/S, and X promoters) and two liver-specific enhancers (EnhI and EnhII). EnhI and EnhII endow liver-specific expression of viral gene products (Yee, 1989). HBV mRNAs are used for encoding seven types of proteins: 3.5 kb mRNA for the HBV polymerase (pol); secreted HBcAg and HBeAg; 2.4 and 2.1 kb mRNAs for large, middle, and small surface proteins (L, M, and S HBsAg); and 0.7 kb mRNA for the HBx protein (Liang, 2009). The core promoter is involved in the formation of pgRNA, so the regulation of this promoter is very important in the life cycle of HBV (Kramvis and Kew, 1999). Therefore, transcription silencing of the HBV core promoter may be a pretty good approach for HBV. It was reported previously that liver-enriched transcription factors (LETFs), such as hepatocyte nuclear factor-4 alpha (HNF4α), retinoid X receptor alpha (RXRα), peroxisome proliferator-activated receptor alpha (PPARα), and farnesoid X receptor alpha (FXRα), play a key role in regulating the activity of the core promoter and contribute to the regulation of HBV transcription and replication. Therefore, targeting LETFs can help control HBV infection (Schrem et al., 2002; Chen et al., 2012).

Interferon (IFN) is part of the initial response to invade infectious agents and to induce the expression of dozens of IFN-stimulated genes (ISGs) (Schoggins et al., 2015). Type I IFNs are key contributors that have long been recognized as an effective antiviral response (Murira and Lamarre, 2016). Type I IFN binds to the cell surface receptor (IFNARI/2) and initiates a signaling cascade through the Janus kinase signal transducer and activators of transcription (JAK-STAT) pathway, resulting in the induction of hundreds of ISGs (Ivashkiv and Donlin, 2014). According to the type of receptor to which IFNs bind, human IFNs are generally divided into type I, type II, and type III (Isaacs and Lindenmann, 1957; Sheppard et al., 2003; Vilcek, 2006). Interferon alpha (IFN-α) is a kind of type I IFN with antiviral activity: as a host cytokine, it was the first remedy approved for the treatment of HBV infection, which has antiviral effects (Baron et al., 1980). Type I IFNs (IFN-α, IFN-β, IFN-ε, IFN-κ, and IFN-ω) are presently approved for the treatment of chronic hepatitis B (CHB) (De Andrea et al., 2002), and IFN-α has been testified to restrict HBV gene expression and replication in other systems in vitro (Wieland et al., 2003; Pollicino et al., 2013). IFN-α and pegylated IFN-α have been approved for the treatment of CHB (De Andrea et al., 2002; Lee and Baldridge, 2017). Despite severe side effects, type I IFN treatment remains an antiviral option for treating CHB. Due to the limitations of IFN-α, it was slightly improved with combination therapy, such as with entecavir (ETV) or tenofovir (Zhuang, 2012).

Interferon alpha-inducible protein 27 (IFI27) or ISG12a belongs to the IFI6/IFI27 family, which comprises a conserved 80 amino acid motif called the ISG12 motif (Parker and Porter, 2004; Cheriyath et al., 2011). IFI27 or ISG12a was first named as interferon alpha-inducing protein 27 (p27) in estradiol-treated MCF7 human breast carcinoma cells. An additional study showed that the IFI27 gene was located in band q32 of human chromosome 14 and was greatly inducible by IFN-α in numerous human cell lines (Rasmussen et al., 1993). IFI27 or ISG12a (MW 11.5 kDa) and 6-16 (MW 12.9 kDa) are type I ISGs encoding small hydrophobic proteins. These proteins have 36% overall amino acid similarity and 49% identity over an ∼80 amino acid length. Both ISGs are regulated by type I IFNs in various types of cell lines (Kelly et al., 1986; Porter et al., 1988). Humans have four members of the IFI6/IFI27 family, including ISG12a, ISG12b, and ISG12c genes, while mice have only three family members, containing the ISG12a, ISG12b1, and ISG12b2 genes, and lack the IFI6 gene ortholog (Labrada et al., 2002; Parker and Porter, 2004). Interestingly, type I IFN highly induced the human ISG12a (IFI27), whereas the ISG12b and ISG12c are not inducible by IFN (Liu et al., 2007). In order to clarify the antiviral mechanism of cytokines, 36 ISGs along with IFI27, which are highly induced in liver cells, were tested for their ability to inhibit HBV replication when overexpressed in human hepatoma cells (Mao et al., 2011). The genomic microarray analyses showed that HepG2.2.15 cells transfected with siRNA expression vectors (siRNA-1 and siRNA-7) changed the expression of 18 genes, 10 of which were immune response-related genes and 9 of them (IFIT1, MDA5, STAT1, G1P2, IFI27, IFITM1, OAS1, G1P3, and ISGF3G) were ISGs. These genes may be involved in the interaction of HBV with the host cells and cellular genes in response to HBV (Guo et al., 2005). Only a few other studies have assessed the biological activity of the IFI27 protein. It was reported in a previous study that high basal IFI27 or ISG12a may inhibit Newcastle disease virus (NDV) replication and oncolysis, whereas low basal IFI27 may allow sufficient NDV replication for induction of IFI27 (Liu et al., 2014). IFI27, through its non-apoptotic antiviral activity, targets viral NS5A protein through a proteasome-dependent pathway in HCV-infected cells (Xue et al., 2016). Murine IFI27 exhibited antiviral activities on West Nile virus (WNV) and murine hepatitis virus (MHV) with unknown mechanisms (Cho et al., 2013; Lucas et al., 2016). This suggests that IFI27 may play a vital role in innate antiviral immunity that could provide a critical clue to explore the inhibitory mechanisms of innate immunity to HBV infection.

In this study, we investigated a detailed analysis and mechanism of the inhibitory effect of IFI27 on HBV replication and transcription in human hepatoma cells as well as in a mouse model system. The overexpression of IFI27 inhibits HBV replication and transcription, whereas knockdown and knocking out in HepG2 cells enhances HBV replication and transcription. Likewise, the introduction of IFI27 into mice showed a significant reduction in HBV DNA replication and gene expression. Importantly, it was revealed that IFI27 could inhibit HBV through inhibition of EnhII/Cp promoter activity, which plays a vital role in HBV replication. Notably, our data suggest that IFI27 may aid as an effective therapeutic option for the treatment of HBV in the future.



MATERIALS AND METHODS


Plasmids

The pHBV1.3 plasmid (genotype D, GenBank accession number V01460.1) was constructed as previously reported (He et al., 2016). The plasmid expressing N-terminally hemagglutinin (HA)-tagged-IFI27 fragment was PCR amplified and inserted into EcoRI and Xhol sites of the pCAGGS vector. The construction of the reporter plasmids pGL3-SP1-Luc, pGL3-SP2-Luc, pGL3-EnhII/Cp-Luc, and pGL3-EnhI/Xp-Luc was followed as reported previously (Hao et al., 2015). Two IFI27 short hairpin RNAs (shRNAs) and control or non-targeting shRNA (shControl) containing enhanced green fluorescence protein (eGFP) were inserted into pLKO-1-puro. The targets for the shRNAs are as follows: shControl: 5′-GCAGAAGAACGGC ATCAAG-3′, ShIFI27-4: 5′-CTCCGGATTGACCAAGTTCAT-3′, and ShIFI27-5: 5′-CCCTGCAGAGAAGAGAACCAT-3′.



Animal Work Ethical Approval

All animal experiments were performed following the Guide for the Care and Use of Laboratory Animals of the National Institutes of Health. Mice were housed under specific pathogen-free (SPF) conditions in individually ventilated cages. The protocol was approved by the Institutional Animal Care and Use Committee of Wuhan University (project license WDSKY0201302).



Cell Culture and Transfection

HepG2, Huh7 cells, HepG2.2.15, and human embryonic kidney 293T (HEK-293T) cells were cultivated in Dulbecco’s modified Eagle’s medium (complete DMEM) comprising 10% fetal bovine serum (FBS), 100 U/ml penicillin, and 100 mg/ml streptomycin. Transfection of cells was carried out with Lipofectamine 3000 (Invitrogen) according to the manufacturer’s instructions. The cells were retained at 37°C in a humidified 5% CO2 atmosphere.



CRISPR/Cas9 Gene-Editing Technique

For the generation of HepG2 cells in which IFI27 was knocked out (IFI27-KO), the gene-editing technology CRISPR/Cas9 was used. The gRNA targeting Cas9 to IFI27 gene was cloned. HEK-293T cells were co-transfected with Lenti-IFI27-gRNA-CRISPR-Cas9 plasmid together with the packaging vector pMD2.G and psPAX using Neofect reagent (Neofect Biotech, Beijing, China), and the lentiviruses were harvested after 48 and 72 h. These lentiviral particles were then transduced into HepG2 cells in the presence of polybrene (8 μg/ml), with the subsequent selection of puromycin (2 μg/ml). Cells were plated in a 96-well plate at ∼1 cell per well to get a single clone. Western blotting for individual clones was used to detect the expression of IFI27. KO cells were also confirmed by sequencing the targeted loci. The sequence of gRNA is as follows: 5′-CTCTGCCGTAGTTTTGCCCC-3′.



HBV DNA Extraction and Analysis

The extraction technique of HBV DNA from intracellular core particles was adopted from a previously described method with a few modifications (He et al., 2016). In brief, HepG2 cells were co-transfected with pHBV1.3 and pSV-β-gal along with pCAGGS-HA-IFI27 or its control vector (pCAGGS) in the quantities as shown in the related figures. The HepG2 cells were lysed in NP-40 lysis buffer [50 mM Tris–HCl (pH 7.0) and 0.5% NP-40] at 4°C after 96 h post-transfection and then centrifuged at 13,000 rpm. The supernatants were collected and digested with RNase A and DNase I (Thermo Fisher Scientific) in the presence of DNase I buffer at 37°C for 2 h, DNase I was inactivated subsequently at 65°C for 20 min in the presence of 10 mM EDTA, and then proteinase K was used to digest the protein along with 1% SDS overnight at 55°C. Finally, the digested samples were extracted with phenol:chloroform. After that, DNA samples were precipitated with ethanol and then resolved in 30 μl Tris-EDTA (TE) buffer. The viral DNA was then subjected to qPCR. The extracellular encapsidated DNA of HBV from supernatant or sera was extracted following a previously described protocol (Tian et al., 2011; Hao et al., 2015). The HBV replicative intermediate and extracellular HBV DNA were then analyzed by qPCR using primers as mentioned in Table 1.


TABLE 1. The sequence of primers used in this study.
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Western Blot

HepG2 cells were lysed in cold lysis buffer [50 mM Tris–HCl, 100 mM NaCl (pH 8.0), 5 mM EDTA, 1% SDS) and a cocktail (protease inhibitor) was added. The samples were separated on SDS polyacrylamide gel electrophoresis (PAGE) and then transferred to nitrocellulose membrane. The membrane was incubated for 1 h in 5% non-fat dried skim milk to block non-specific binding. Following the membrane incubation at 4°C with target-specific primary antibodies such as rabbit anti-IFI27 (Biorbyt, Catalog number: orb337785) or anti-Ha-IFI27 (Abcam Trading Company, Shanghai, China) overnight. The membrane was incubated with a secondary antibody for 1 h and the result was normalized to reference internal control β-actin (ABclonal, Woburn, MA, United States). The signal of the western blot was observed with an enhanced chemiluminescence (ECL) substrate (Millipore, Billerica, MA, United States).



Extraction and Analysis of RNA

The total RNA from HepG2 cells and tissue from mice liver was isolated using TRIzol reagent (Invitrogen, Carlsbad, CA, United States). The cDNA was synthesized using Reverse Transcription Kit (Takara Biomedical Technology). PCR reactions were prepared using SYBR Green Fast qPCR Master Mix Kit (Yeasen Biotechnology, Shanghai). The mRNA of the housekeeping glycolysis gene glyceraldehyde-3-phosphate dehydrogenase (GAPDH) functioned as an endogenous standard. The ΔΔCt method was used and all the primers used in qRT-PCR are mentioned in Table 1.

To perform the northern blot, 4 μg of RNA samples were taken and then resolved on MOPS-buffered 1.5% agarose gel comprising 2.2 M formaldehyde and transferred to a nylon membrane (GE Healthcare). The hybridization was done adopting the manufacturer’s instructions containing the DIG-labeled probe. The probe was generated with a DIG probe synthesis kit (Roche, Germany). The rRNAs (28S and 18S) act as an internal control to detect the quantity of total RNA.



Analysis of Secretory Hepatitis B Antigen

The levels of HBsAg and HBeAg antigen in culture supernatants of transfected HepG2 cells or mice serum were assessed using an enzyme-linked immunosorbent assay (ELISA) according to the manufacturer’s protocol (Kehua District, Shanghai). The activity of β-galactosidase was used to normalize the values in cell lysates and measured by a Beta-Glo kit (Promega).



Dual-Luciferase Assays (Reporter Assays)

HepG2 cells plated in a 24-well plate were transfected with HBV reporter plasmids (200 ng) along with an indicated amount of pCAGGS-HA-IFI27 plasmid (250 ng) or pCAGGS (control vector), and the pRL-TK plasmid (50 ng) was used for the control of transfection efficiency. At 48 h post-transfection, the cells were lysed and subjected to luciferase activity assay using the Dual-Glo system (Promega, Madison, WI, United States).



Chromatin Immunoprecipitation Assay

For HBV promoter analysis, chromatin immunoprecipitation (ChIP) assay was performed using the standard protocol of the ChIP Assay kit (Beyotime, Biotech, Catalog number: P2078). Briefly, HepG2 cells were grown to confluency in 10-cm dishes and transfected with HBV1.3 with IFI27 or control vector (pCAGGS). At 72 h post-transfection, the cells were cross-linked with formaldehyde for 10 min at 37°C, followed by neutralization using 125 mM glycine. The cells were then lysed with cold lysis buffer (50 mM Tris–HCl, 150 mM NaCl, pH 8.0, 10 mM EDTA, 1% SDS) in combination with a cocktail (protein inhibitor). Then, the lysates were sonicated by three pulses for 15 s on ice to break the genome into 200–1,000 bp in size. The antibodies used for immunoprecipitation were the anti-HA antibody (Abcam, Catalog number: ab9110) at 4°C overnight. Normal mouse IgG and anti-RNA polymerase II were used as negative and positive controls, respectively. The precipitate was then washed, and immunoprecipitated DNA fragments were extracted with phenol–chloroform extraction. The immunoprecipitated DNA fragments were amplified with PCR using EnhII/Cp (nt 1715–1815) primers shown in Table 1.



Hydrodynamics-Based Transfection in Mice

To test HBV replication in vivo, 6–8-week-old male mice (C57BL/6) were used. We randomly divided a total of 10 mice into two groups (five mice each). The replication-competent vector pHBV1.3 (10 μg) and pSV-β-gal (5 μg) were hydrodynamically co-delivered together with pCAGGS-HA-IFI27 expression constructs or empty vector pCAGGS (20 μg) into the tail vein of mice within 8 s in a volume of saline equivalent to 10% of the mouse body weight. These mice were sacrificed after 4 days post-injection and mice livers and blood were processed for analysis. The mice sera were collected and examined for analysis of HBsAg, HBeAg, and HBV DNA. Western blot was performed with a small slice of mice liver to detect IFI27 and HA-tag protein. For HBV RNA analysis, a small piece of liver tissue was homogenized in TRIzol reagent to purify and extract total RNA. Liver tissues were also collected to analyze HBV core antigen expression by using immunohistochemical staining.



Statistical Data

All experiments were repeated at least three times. The results are presented as means ± SD unless stated otherwise. The statistical significant differences were determined by using one-way ANOVA analysis with multiple comparison test and independent Student’s t-test. Statistical analyses were achieved using the Prism 8 software (GraphPad Software Inc., San Diego, CA, United States). A P ≤ 0.05 was considered statistically significant.



RESULTS


IFN-α Induces IFI27 Expression and the Role of IFI27 in IFN-Elicited Anti-HBV Response

IFI27 or ISG12a is one of the most highly induced genes following treatment of cells with type I IFNs (Rosebeck and Leaman, 2008). To confirm this speculation, we cultivated HepG2 and Huh7 cells separately in a 12-well plate for 24 h and then treated them with IFN-α (100 ng/ml) in a time-dependent manner (0, 6, and 12 h). The samples were collected at indicated time points. The protein levels of IFI27 in both types of cell lines were examined with western blotting (Figures 1A,B). The total RNA was extracted from the cells, and the levels of mRNA of IFI27 were determined by qRT-PCR (Figures 1C,D). As expected, IFI27 was significantly upregulated in HepG2 and Huh7 following IFN-α treatment. The results revealed that IFI27 is one of the endogenous IFN-α-inducible genes in liver cells and may be involved in the molecular mechanism of IFN-α-mediated restriction of HBV.
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FIGURE 1. Interferon alpha (IFN-α) induces interferon alpha-inducible protein 27 (IFI27) expression and the role of IFI27 in IFN-elicited anti-hepatitis B virus (HBV) response in human hepatoma cells. (A–D) HepG2 and Huh7 cells were treated with IFN-α (100 ng/ml) and incubated for 0, 6, and 12 h. (A,B) The treated HepG2 and Huh7 cells were subjected to western blotting or immunoblotting using an anti-IFI27 antibody, where β-actin was taken as a normal internal reference control (bottom panels). (C,D) The total HBV RNA was isolated from the treated cells, and the expression of IFI27 of mRNA was determined by using qRT-PCR. Glyceraldehyde-3-phosphate dehydrogenase (GAPDH) mRNA expression was used as a loading control to normalized the data. (E–G) pCAGGS-HA-IFI27 or pCAGGS (empty vector) plasmid was transfected into HepG2.2.15. After 24 h of incubation, the cells were treated with IFN-α (100 ng/ml). (E,F) The relative expression level of IFI27 mRNA and total HBV mRNA was examined by qRT-PCR. GAPDH was used as an internal control. (G) HBV intracellular DNA expression level was determined by qPCR. *P ≤ 0.05, **P ≤ 0.01, ***P ≤ 0.001, ****P ≤ 0.0001.


Next, to judge the physiological role of IFI27 in IFN-elicited anti-HBV response, we use HepG2.2.15 cells, which are derived from the human hepatoblastoma cell line HepG2 and are characterized by having stable HBV expression and replication in the culture system (Sells et al., 1987). As a cell source, HepG2.2.15 cells can stably express HBV and these cells have been frequently used in studies of HBV infection assays (Zhao et al., 2011). The HepG2.2.15 cells were transfected with pCAGGS-HA-IFI27 plasmid or empty vector. After 24 h of incubation, the cells were treated with 100 ng/ml IFN-α. The expression levels of IFI27 mRNA were analyzed by qRT-PCR (Figure 1E). The total HBV mRNAs were efficiently reduced by IFN-α-treated cells as revealed by qRT-PCR (Figure 1F). As a result of the upregulation of IFI27, HBV intracellular DNA expression levels were also reduced as determined by qPCR (Figure 1G). These results indicate that following successful transfection, IFI27 potentiated the anti-HBV activity upon IFN-α treatment in HepG2.2.15 cells.



Overexpression of IFI27 Inhibits HBV Gene Expression and Replication in HepG2 Cells

The inhibitory effect of IFI27 on HBV replication has not been described, and we initially examined the role of IFI27 in HBV gene expression and replication. HepG2 cells were co-transfected with an HBV plasmid (pHBV1.3) and pSV-β-gal along with different doses of IFI27 expression vector (pCAGGS-HA-IFI27). The expression levels of IFI27 mRNA and protein were analyzed by qRT-PCR and western blotting, respectively (Figures 2A,B). The HBV RNA transcripts (3.5, 2.4, and 2.1 kb) were subjected to northern blot. The 3.5-kb transcript containing the pgRNA and the longer precore mRNAs were decreased remarkably upon IFI27 overexpression (Figure 2C). Besides, with the reduction of HBV RNAs, qRT-PCR indicated that the overexpression of IFI27 decreases the levels of HBV 3.2 kb mRNA significantly (Figure 2D). We observe the inhibitory effect of IFI27 against HBV replication by further measuring HBsAg and HBeAg in cell culture supernatant using ELISA (Figures 2E,F). We also illustrate the suppressive role of IFI27 on HBV gene expression and replication, and the core-associated HBV DNA in transfected HepG2 cells and HBV DNA (secreted) in the culture medium were extracted and observe by qPCR (Figures 2G,H). Both HBV intracellular core-associated and extracellular DNAs were highly restricted upon overexpression. Hence, our data suggested that IFI27 plays an inhibitory role in HBV gene expression and replication.
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FIGURE 2. Overexpression of IFI27 inhibits HBV gene expression in HepG2 cells. (A–F) Human hepatoma cells (HepG2) were co-transfected with pHBV1.3 plasmid, pSV-β-gal, and pCAGGS-HA-IFI27 or pCAGGS (empty vector) at different concentrations for 48 h, as indicated in the artwork. (A) The IFI27 mRNA expression was detected by qRT-PCR. GAPDH was used as an internal control. (B) The expression levels of IFI27 protein were determined by western blotting using anti-IFI27 and anti-HA antibodies, respectively. β-Actin expression was used as a loading control. (C) The total HBV RNA was extracted and subjected to northern blot analysis. The rRNAs (28S and 18S) were used as the internal control. (D) Intercellular HBV 3.2 kb mRNA was detected by qRT-PCR. GAPDH mRNA expression was used to normalized the data. (E,F) Secreted HBsAg (E) and HBeAg (F) in the supernatants were determined by using ELISA. (G,H) HepG2 cells were transfected with pHBV1.3 plasmid vector together with pCAGGS-IFI27 or pCAGGS (empty vector) in a dose-dependent manner for 96 h. (G) The HBV intracellular core-associated and extracellular HBV DNA (H) from the supernatant were extracted and measured by qPCR. **P ≤ 0.01, ***P ≤ 0.001, ****P ≤ 0.0001.




Knockdown of IFI27 Enhances HBV Replication and Gene Expression in HepG2 Cells

To validate further the inhibition role of IFI27 on HBV gene expression, we performed gene knockdown or silencing in HepG2 cells. For knockdown, the IFI27 expression in HepG2 cells was downregulated by transducing with shRNA-lentiviral vectors such as shIFI27-4 and shIFI27-5 or scramble control (shControl), targeting IFI27. HepG2 cells were transfected with pHBV1.3 and pSV-β-gal plasmids and incubated for 24 h. After 24 h, the medium was discarded and the cells were transduced with shIFI27-4 and shIFI27-5 or scramble control (shGFP) and incubated for further 48 h. The two independent shRNAs, shIFI27-4 and shIFI27-5, showed strong IFI27 knockdown effects in the cells. The levels of IFI27 mRNA were examined by qRT-PCR (Figure 3A), and western blotting confirmed the expression of IFI27 protein (Figure 3B). Both mRNA and protein expression levels of IFI27 were significantly suppressed as compared with the scramble control, which indicates that shIFI27-4 and shIFI27-4 are effective. The HBV transcripts (3.5, 2.4, and 2.1 kb) in transduced HepG2 cells were evaluated through northern blot (Figure 3C). Here, we also investigated whether IFI27 affects the level of HBV 3.2 kb mRNA, and the qRT-PCR result revealed that the HBV 3.2-kb mRNA levels increased significantly upon silencing of IFI27 (Figure 3D). Concordantly, knockdown of IFI27 in HepG2 cells also enhanced the secretion of HBsAg and HBeAg proteins in the culture supernatant, as confirmed by ELISA (Figures 3E,F). As a result of the downregulation of IFI27, the levels of HBV intracellular core-associated and extracellular HBV DNA were also increased, as determined by qPCR (Figures 3G,H). Overall, these results suggested that the silencing of IFI27 significantly enhanced HBV gene expression in hepatocytes.
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FIGURE 3. Knockdown of IFI27 enhances HBV gene expression in HepG2 cells. (A–F) HepG2 cells in a 12-well plate were transfected with HBV1.3 (800 ng) and pSV-β-gal (200 ng), and 24 h later, the cells were transduced with lentivirus expressing IFI27-targeting shRNAs (shIFI27-4 and shIFI27-5) or scrambled control (shControl). The lentivirus-transduced cells were collected after 3 days post-transduction. (A) The levels of IFI27 mRNAs were determined by qRT-PCR. Data were normalized to GPADH mRNA expression. (B) Expression levels of IFI27 protein were analyzed by western blotting using an IFI27-specific antibody. β-Actin was used as a loading control. (C) HBV total RNA from transducing cells was extracted and HBV transcripts were analyzed by northern blot. The 28S and 18S rRNAs were used as an internal control. (D) The HBV 3.2-kb mRNA was subjected to qRT-PCR. GAPDH mRNA expression was used as a loading control. (E,F) Expression of secreted HBsAg (E) and HBeAg (F) was detected using ELISA. (G,H) The HBV intracellular core-associated (G) and extracellular HBV DNA (H) from the supernatant were extracted 4 days post-transduction and subjected to qPCR. *P ≤ 0.05, **P ≤ 0.01, ***P ≤ 0.001, ****P ≤ 0.0001.




IFI27 Knockout (IFI27-KO) in HepG2 Cells Promote HBV Replication

Based on the results of overexpression and silencing of IFI27 on replication of HBV, we further confirm our results by using CRISPR/Cas9 gene-editing technology to generate a stable HepG2 cell line in which the IFI27 gene was completely knocked out (HepG2 IFI27-KO). The HBV replication-competent plasmid (pHBV1.3) was transfected into HepG2 (wild-type) and HepG2 IFI27-KO cells. The suppression level of IFI27 protein was analyzed with western blotting (Figure 4A). These results suggested that the level of IFI27 protein expression was significantly reduced if we compare it with wild-type (parent cells), which determines the efficiency of knocking out of IFI27 in HepG2 cells. The northern blot result revealed that IFI27-KO HepG2 cells highly increased the level of HBV transcripts (2.5, 2.4, and 2.1 kb) (Figure 4B). In addition, the HBV 3.2-kb mRNA in HepG2 IFI27-KO cells more potently increased as revealed by qRT-PCR (Figure 4C). With the enhancement of HBV RNAs, as compared with WT cells, secreted HBsAg and HBeAg protein levels in the supernatant were efficiently enhanced in IFI27-KO HepG2 cells (Figures 4D,E). Our result showed that the level of HBV intracellular core-associated and extracellular DNA of HBV in supernatant was also increased in HepG2 IFI27-KO cells relative to parent cells as revealed by qPCR (Figures 4F,G). Collectively, these findings demonstrate that IFI27 knockout in hepatocytes increased HBV gene expression and replication.
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FIGURE 4. IFI27 knockout (IFI27-KO) in HepG2 cells promotes HBV replication. (A–F) IFI27-deficient HepG2 cell line (HepG2 IFI27-KO) was generated by the CRISPR/Cas9 system using a guide RNA; the sequence is already shown in the methodology. HepG2 parent cells (wild-type) and the IFI27 knockout HepG2 cell line were transfected with HBV1.3 (800 ng) and pSV-β-gal (200 ng) and harvested after 48 h. (A) Western blot analysis was used to confirm IFI27 protein expression using an anti-IFI27 antibody and β-actin was used as a loading control. (B) Total RNA from HepG2 parent cell and IFI27-KO cells was extracted and detected with northern blotting. The 28S and 18S rRNAs were used as the internal control. (C) The HBV 3.2-kb mRNA was separately subjected to qRT-PCR. GAPDH was used as a loading control. (D,E) The secreted HBsAg (E) and HBeAg (F) proteins were analyzed using ELISA. (F,G) HepG2 parent cells and the IFI27 knockout HepG2 cell line were transfected with pHBV1.3 and harvested after 96 h. The HBV intracellular core-associated (F) and extracellular HBV DNA (G) from the supernatant were purified and subjected to qPCR. **P ≤ 0.01, ***P ≤ 0.001, ****P ≤ 0.0001.




IFI27 Suppresses HBV Gene Expression by Inhibiting EnhII/Cp Promoter Activity

To examine the mechanism of IFI27-mediated HBV repression, the role of IFI27 in the regulation of HBV promoters were assessed. HepG2 cells were co-transfected with reporter plasmids pGL3-EnhI/Xp, pGL3-EnhII/Cp, pGL3-SP1, and pGL3-SP2 along with pCAGGS–IFI27 or pCAGGS. The results from the luciferase-based reporter assay revealed that EnhII/Cp activity was suppressed by IFI27, whereas IFI27 did not affect the activities of the EnhI/Xp, SP1, and SP2 promoters (Figure 5A). To confirm the suppressive effect of IFI27 in the inhibition of HBV EnhII/Cp promoter, HepG2 cells were co-transfected with pGL3-EnhII/Cp together with IFI27 expression plasmid or control plasmid at different concentrations. According to the reporter assay, the activity of EnhII/Cp was inhibited by IFI27 in a dose-dependent manner (Figure 5B). To further validate the specific inhibitory effect of IFI27 on HBV EnhII/Cp, we replaced EnhII/Cp with pCMV (cytomegalovirus promoter). HepG2 cells were co-transiently transfected with pGL3-pCMV plasmid along with IFI27 expression plasmid, or control plasmids were subjected to dual-luciferase activity. Importantly, IFI27 did not affect the activity of the pCMV promoter (Figure 5C). This result indicated that IFI27 is solely responsible for the inhibition of EnhII/Cp. We further examined the mechanisms of IFI27 inhibition on the HBV EnhII/Cp promoter and identified which region is targeted by IFI27. A series of EnhII/Cp deletion mutants were constructed and then these constructs were subcloned into the pGL3 basic vector to generate five reporters (Figure 5D). The deletion region (nt 1715–1815) of EnhII/Cp is reduced potently by IFI27. Hence, the region from nt 1715 to 1815 of HBV genome could be responsible for the suppressive effect of IFI27 (Figure 5E). Then, the study conducted a ChIP assay to investigate whether IFI27 could bind to the region from nt 1715 to 1815 in HBV EnhII/Cp promoter. Fragments of HBV EnhII/Cp promoter were detected in anti-HA-IFI27 antibody immunoprecipitated candidates in HepG2 cells transfected with pHBV1.3 plasmids, but were not detected in cells transfected with control vector (Figure 5F). Taken together, these data indicated that IFI27 binds to the EnhII/Cp region and displays an inhibitory effect on HBV replication and transcription.
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FIGURE 5. IFI27 represses HBV gene expression by inhibiting EnhII/Cp promoter activity. (A) HepG2 cells plated in a 24-well plate were co-transfected with reporter plasmids pGL3-EnhI/Xp, pGL3-EnhII/Cp, pGL3-SP1, and pGL3-SP2 (200 ng each) together with pCAGGS-HA-IFI27 or pCAGGS (250 ng). Luciferase activities of Firefly relative to Renilla were determined. pRL-TK (50 ng) was used as a control of transfection efficiency. (B) HepG2 cells were co-transfected with reporter plasmid pGL3-EnhII/Cp-Luc and/or pCAGGS-HA-IFI27 or pCAGGS at different concentrations for 2 days (48 h). Luciferase assay was measured and normalized with control (pRL-TK). (C) HepG2 cells were co-transfected with pGL3-pCMV-Luc (200 ng) along with pCAGGS-IFI27 or pCAGGS. Luciferase assay was measured and normalized with pRL-TK. (D) The schematic diagram of serial deletion mutants of the EnhII/Cp reporter. (E) IFI27 and their effect on serial deletion of HBV EnhII/Cp promoter. (F) HepG2 cells were seeded in 10 cm dish and then co-transfected with pHBV 1.3 (5 μg) and pCAGGS-HA-IFI27 or pCAGGS (5 μg) for 48 h. The CHIP assay was achieved using an anti-HA antibody to examine the binding capacity of IFI27 to EnhII/Cp. The amplification of extracted chromatin DNA was done by PCR and determined by agarose gel electrophoresis. Normal IgG is used as a negative control (IgG), while RNA polymerase II acts as a positive control (RNAPII) in this experiment. *P ≤ 0.05, **P ≤ 0.01, ***P ≤ 0.001 and ns (non-significant).




IFI27 Restricts HBV Gene Expression and Replication in vivo

Because IFI27 was shown to restrict HBV gene expression and replication in HepG2 cells, we also investigated the role of IFI27 expression on HBV replication in the mouse model system in vivo. C57BL/6 male mice were co-delivered with pHBV1.3 and pSV-β-gal, together with pCAGGS-HA-IFI27 plasmids or control vector (pCAGGS) through hydrodynamic injection and kept for 4 days. After scarifying all the mice, the effect of IFI27 on HBV replication was assessed. The IFI27 expression level was detected with western blot. The result showed a high expression of IFI27 protein level in mice liver (Figure 6A). In the sera of treated mice, HBsAg, HBeAg, and HBV DNA were tested. The levels of HBsAg and HBeAg were measured by ELISA (Figures 6B,C) and HBV DNA was evaluated through qPCR (Figure 6D). These data suggested that the expression of HBsAg and HBeAg and HBV DNA were remarkably diminished via IFI27 expression. To further validate HBV transcription in vivo, HBV 3.5 kb mRNA levels were determined by qRT-PCR (Figure 6E), which was significantly suppressed by IFI27. Moreover, the immunohistochemical (IHC) staining of the mice liver tissues reveals that the HBV core proteins (HBc) were reduced effectively in the presence of IFI27 (Figure 6F). Together, these data indicated that IFI27 has an inhibitory effect on HBV transcription and replication in vivo.
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FIGURE 6. IFI27 suppresses HBV replication and gene expression in vivo. (A–F) Two groups of C57BL/6 mice (n = 10) were co-injected with pHBV1.3 along with pCAGGS-HA-IFI27 or pCAGGS. After 4 days of hydrodynamic injection, the mice were sacrificed and the livers and blood were processed for analyses. (A) The expression level of IFI27 was determined by western blot using anti-HA antibodies, and the levels of β-actin serve as loading controls (lower panel). (B,C) The titer of secreted HBsAg (B) and HBeAg (C) proteins expressed in mice blood was measured using ELISA. (D) The level of HBV DNA from sera was also evaluated using qPCR. (E) Total HBV RNA was isolated from the liver tissues, and the levels of HBV pgRNA were measured by qRT-PCR. The level of mice GAPDH (mGAPDH) was used as an internal control. (F) Immunohistochemical staining was used to determine the HBcAg levels in the liver. **P ≤ 0.01, ****P ≤ 0.0001.




DISCUSSION

Interferons are a set of signaling proteins produced and released by host cells against a variety of pathogens (De Andrea et al., 2002; Lee and Baldridge, 2017). IFN-α, a type I IFN produced by lymphocytes, is one of the naturally occurring cytokines with immunomodulatory and antiviral mechanisms (Peters, 1996). In terms of mechanism, Kupffer cells of the liver identify HBV constituents by its Toll-like receptors (TLRs) and RIG-1-like receptors (RLRs) and induce the production of type I IFN, which directly restrict HBV or exert an immunoregulatory function, which is the key point of anti-HBV innate immunity (Seki et al., 2000). In addition, type I IFN can activate other important members of innate immunity (Kadowaki and Liu, 2002), such as natural killer (NK) cells and natural killer T (NKT) cells, recruit them to the infected tissue, and recognize infected hepatocytes. NK cells directly kill the infected hepatocytes through the killer-cell immunoglobulin-like receptor system (Chen et al., 2005). Antiviral activities include degradation of viral mRNA, inhibition of viral protein synthesis, and prevention of infection of cells (Rijckborst and Janssen, 2010). Though IFN is largely used in clinical settings for the treatment of chronic HBV, the underlying mechanism of its antiviral effects is still unclear (Tan et al., 2019). Due to non-oral, severe side effects and limited efficacy in the suppression of HBV DNA replication, IFN-α is not a first-line therapy drug suggested by the guidelines and has not been frequently used in the clinic (Zhuang, 2012). The pegylated IFN-α (peg-IFN-α-2a and α-2b) are existing treatments for HBV therapy (Tang et al., 2018). IFN-α induces more than 300 ISGs, which acts as an innate immune effector to take part in antiviral processes (Schoggins and Rice, 2011). As it is already mentioned in Figure 7, the antiviral processes of IFN-α is cascaded via Janus kinase (JAK)/signal transducer and activator of transcription (STAT) pathway, as a result of these ISGs. In a previous study, it was reported that TRIM22, which is an ISG expressed in response to IFNs, displayed anti-HBV activity both in vitro and in vivo (Gao et al., 2009). Type I IFNs induce TRIM25 through an IL-27-dependent manner to suppress HBV replication (Tan et al., 2018). APOBEC3A/B was shown to play a key role in the degradation of nuclear HBV cccDNA (Labrada et al., 2002; Lucifora et al., 2014). Other ISGs such as PVRL4, TRIM38, GBP2, TRIM5g, CBFb, and Gadd45g interact with HBx of HBV and inhibit their replication (Carter et al., 2005). In the analysis of intrahepatic ISGs and to assess the role of IFI27 concerning HBV immune response, we found that IF27 was upregulated in HepG2 and Huh7 cells in a time-dependent manner when treated with IFN-α. Furthermore, we also evaluated that IFN-α-induced IFI27 is responsible for IFNα-mediated suppression of HBV (Figures 1E–G). For this purpose, we used HepG2.2.15 cells, which were stably transduced with the HBV genome and the best source for HBV infection assays. It was reported that HepG2.2.15 cells are interesting tools for the screening of antiviral molecules (van de Klundert et al., 2016).
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FIGURE 7. Schematic representation of IFN-α and IFN-stimulated gene (ISG) induction pathway. The type I IFN (IFN-α) is cascaded via the Janus kinase (JAK)/signal transducer and activator of transcription (STAT) pathway, resulting in the expression of a large spectrum of activated transcriptional ISGs. IFI27 is an ISG that suppresses viral gene expression, prevents transcript production, and decreases the accumulation of viral replicative intermediates.


In a previous report, IFI27 was first proposed to have antiviral activity against Sindbis virus infection in mice (Labrada et al., 2002) that can also reduce infection of hepatitis C (Itsui et al., 2006), though the basic mechanisms remain unidentified. Also, ectopic expression of IFI27 inhibits hepatitis C virus replication in both HCV infectious culture systems and replicon cells (Xue et al., 2016). In contrast to a previous study that IFI27 has antiviral activity, we hypothesized the role and antiviral mechanism of the IFI27 gene against HBV. We found that IFI27 inhibits HBV replication and gene expression in vitro. The expression levels of HBV DNA, proteins, and RNA transcripts were reduced by the overexpression of IFI27 and increased by the downregulation of IFI27 (Figures 2, 3). Moreover, the knocking out of IFI27 vigorously enhanced the HBV replication in HepG2 cells (Figure 4). The inhibitory role of IFI27 in HBV gene expression and replication was also confirmed in vivo. C57BL/6 mice were used, which are the most suitable laboratory animal for such immunological research. The overexpression of IFI27 remarkably reduced the HBV proteins, DNA, and RNA in the mouse sera and liver tissues (Figure 6). The overexpression, knockdown, and knockout analysis clearly revealed the anti-HBV effect of IFI27, but the level of HBsAg was dramatically inhibited in the overexpression and enhanced in the knockdown and knockout of IFI27, respectively, indicating that some other factors or post-transcriptional mechanism might be involved as IFI27 has no effect on SP1 and SP2 activities.

Based on a previous report, it was discovered that an interferon-stimulated gene ISG20 has antiviral activity against HBV, binds to its EnhII/Cp region, and regulates HBV at the transcriptional level (Park et al., 2020). It was revealed that an ISG TRIM22 significantly inhibited the activity of HBV and EnhII/Cp promoter, which plays an essential role in HBV replication (Gao et al., 2009). Consistent with the previous report, we demonstrate that IFI27 suppressed the activity of EnhII/Cp promoter while there was no effect of IFI27 on other regulatory elements of HBV (SP1, SP2, and EnhI) as revealed by dual-luciferase reporter assays (Figure 5A). Further dual-luciferase reporter assay revealed that IFI27 does not affect the activity of pGL3-pCMV constructs, which proves the specificity of the IFI27-mediated HBV inhibition through the EnhII/Cp promoter (Figure 5C). A detailed analysis indicated that the region of the HBV genome from nt 1715 to 1815 played a role in IFI27-mediated EnhII/Cp promoter inhibition (Figures 5E,F). Thus, we proposed that IFI27 targeting the EnhII/Cp region leads to the restriction of HBV gene expression and replication.

We concluded from the above facts that IFI27 has an antiviral effect on HBV gene expression and replication in vitro and in vivo. We showed that IFI27 is highly expressed in human hepatoma cell lines by the induction of IFN-α. The overexpression of IFI27 inhibited HBV replication and gene expression, while the knockdown and knocking out of IFI27 in HepG2 cells enhanced HBV replication and gene expression. A further study reveals that IFI27 restricts HBV replication through directly binding to EnhII/Cp DNA and suppressing its activity. Taken together, our data further recommended understanding the antiviral activity of IFI27. The purpose of IFI27 combined with the cellular immune system needs to be further characterized in HBV infection.
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Tetraspanin family of proteins participates in numerous fundamental signaling pathways involved in viral transmission, virus-specific immunity, and virus-mediated vesicular trafficking. Studies in the identification of novel therapeutic candidates and strategies to target West Nile virus, dengue and Zika viruses are highly warranted due to the failure in development of vaccines. Recent evidences have shown that the widely distributed tetraspanin proteins may provide a platform for the development of novel therapeutic approaches. In this review, we discuss the diversified and important functions of tetraspanins in exosome/extracellular vesicle biology, virus-host interactions, virus-mediated vesicular trafficking, modulation of immune mechanism(s), and their possible role(s) in host antiviral defense mechanism(s) through interactions with noncoding RNAs. We also highlight the role of tetraspanins in the development of novel therapeutics to target arthropod-borne flaviviral diseases.
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Introduction

Membrane receptor proteins actively participate in order to control specific cellular functions due to their unique architecture, composition, stability and their ability to regulate the signaling from inside out (1, 2). Tetraspanin proteins containing transmembrane domains are responsible for characteristic functions in membrane compartmentalization and in biological processes including adhesion, viral infection/transmission, differentiation, cell signaling, and motility (2). Several studies have shown that tetraspanins play a significant role in modulation and in trafficking of other host membrane proteins (3–5). Tetraspanins have also been shown to play key role(s) in flaviviruses entry and exit process (2), transmission from arthropod to mammalian cells (6), and in cell-to-cell spreading (7). Arthropod-borne flaviviruses are emerging and re-emerging pathogens responsible for substantial morbidity and mortality with clinical conditions, such as congenital malformations, neurological complications, brain encephalitis, severe hemorrhagic syndromes and multiple organ failures (8, 9). Among viruses that belong to the family of Flaviviridae, the Flavivirus genus includes more than seventy small, positive-sense single-stranded RNA viruses transmitted by vectors, such as ticks and mosquitoes (10, 11). This genus comprises of broadly distributed and important human pathogens including dengue virus (DENV), yellow fever virus (YFV), West Nile virus (WNV), Japanese encephalitis virus (JEV), Zika virus (ZIKV), tick-borne: encephalitis virus (TBEV), Langat virus (LGTV), Powassan virus (POWV) and Murray Valley encephalitis virus (MVE) (8, 9, 12). Flaviviruses are assembled using a dense and organized array of three structural proteins (Envelope, E, Membrane, prM, and capsid, C), the viral genomic RNA and a host lipid envelope (13). Flaviviruses entry into a target cell is dependent on the glycoprotein E binding to a cellular receptor(s) (13). It has been shown that flaviviruses use a wide range of cell surface receptors for entry into host cells, that includes C-type Lectin, AXL and MER, TYRO3 and αVβ3 integrins (14). Flaviviruses enter host cells via clathrin-mediated endocytosis. During this process, a series of organizational and conformational changes in viral E glycoprotein occurs, that are triggered by low pH for consequent viral membrane fusion, and thus resulting in the release of nucleocapsid into the host cell cytoplasm (11, 13).

Recent research highlights have shown tetraspanins to play critical role(s) in immune response-based therapies towards flaviviruses (7). Although, the immunological mechanism is essential for the prevention, clearance and control of infection, but clinical challenges are usually linked with immunopathogenesis and virus-specific immunity (15). Therefore, there is an urgent demand for development of course effective and safe vaccine(s) and or novel approaches/methods requiring improved understanding of the immune response involved during viral infections. Currently, there are no therapies/specific drugs or vaccines available for many of the arthropod-borne flaviviral diseases. Despite substantial progress in understanding the role of tetraspanins in numerous diseases, the physiological and therapeutic importance of these family of proteins in arthropod-borne viral diseases remains largely unknown. In this review, we provide a broad overview on the role of tetraspanins in virus-host interactions, virus-mediated vesicular trafficking, crosstalk with extracellular vesicle (EVs) and exosome, in the regulation of immune response mechanism(s) and in their molecular interactions with RNA. We also discuss the prospects for considering tetraspanin(s) as novel therapeutic candidates to target arboviral diseases.



Tetraspanins Organization and Their Role as Regulators of Virus-Host Interactions

Tetraspanins are recognized to play significant role(s) in the pathology of infectious diseases caused by dengue, corona, hepatitis and influenza viruses (3). Tetraspanins are an evolutionarily conserved superfamily of transmembrane domain-containing proteins with 37 members in Drosophila melanogaster, and 33 members in humans with characteristic features and orthologs in other distantly related species, such as insects and arthropods (16). The evolution and origin of tetraspanins is largely known but most of these family member’s functions is less studied or remained unknown due to the difficulties to understand their subtle functions and/or to identify their functional redundancies (17). Overall, homology is highly conserved between isoforms in their primary amino acid sequence except at the small variable domain located within the large extracellular loop (LEL). These variations in the LEL region could explain the functional differences between isoforms, if they exist within the class of individual members (18). Structural analysis of different tetraspanins identified a common pattern of four transmembrane domains in all tetraspanins, but they vary in number of amino-acid residues, glycosylation pattern and myristoylation sites (19). Glycosylation and myristoylation sites in Aedes aegypti Tsp29Fb, human- CD9, CD63, CD81 and CD151 are predicted using NetNGlyc (http://www.cbs.dtu.dk/services/NetNGlyc) and PROSITE (ExPASy) and are shown in (Figure 1A). These small integral membrane proteins with four transmembrane segments (TM1-4), also have two extracellular loops of unequal sizes (SEL and LEL), one short intracellular turn/loop and the N- and C-terminal intracellular tails (Figure 1B) (4). Tetraspanins can be differentiated from other protein families based on their particular structure of second LEL. Tetraspanin proteins have 200–300 amino acids, and in addition they possess characteristic disulfide bonds, a cysteine–cysteine–glycine (CCG) motif in the large outer loop, membrane-proximal palmitoylation sites, and at least 2-4 hydrophilic cysteine residues within transmembrane domains (20, 21). Tetraspanin molecule has also been reported to possess one or more potential glycosylation, myristoylation, and lipid modification sites that participates in the regulation of signal transduction, proteolytic processing, budding, viral entry and replication, and in viral-host interactions (22). Viruses such as WNV do not have their own glycosylation machinery (23). However, it employs the host cell processes to glycosylate its proteins in order to invade and release from the host cell (23). Recent studies have shown the crystal structure of CD81 (24) and CD9 (25), which exposes a reversed cone-like architecture, suggesting the key mechanistic details for modulation of tetraspanin function. Tetraspanin enriched micro-domains (TEMS), also known as tetraspanin web, a distinct class of membrane domains, share the ability to associate with different transmembrane receptors (26). TEMs can contain specific clusters of lipids, transmembrane proteins, membrane associated proteins, and even signaling molecules (26). They have been implicated in regulation of tetraspanins function such as lymphocyte activation, as adhesion receptors involved in inflammation, pathogen infection and are proposed as potential candidates for development of novel therapeutic approaches (26, 27).




Figure 1 |   Tetraspanin structural organization and domain analysis from arthropod and vertebrate host. (A) Schematic diagram showing tetraspanin domain organization predicted at PROSITE (ExPASy) using primary amino acid sequence of mosquito A. aegypti Tsp29Fb (accession no: AAEL012532-RA), human- CD9 (accession no: NP_001760.1), CD63 (accession no: NP_001771.1), CD81 (accession no: NP_004347.1), and CD151 (accession no: NP_001034579.1). N-glycosylation sites are predicted using NetNGlycb (http://www.cbs.dtu.dk/services/NetNGlyc) and PROSITE (ExPASy). N-glycosylation sites, which were predicted in both web tools, are shown. Domain analysis demonstrates presence of conserved tetraspanin domain, 4 transmembrane regions, and variable number of glycosylation/myristoylation sites, and amino acid sequences. Different regions in tetraspanin proteins are indicated with different colors and labels. (B) Schematic representation of several characteristic features in tetraspanin protein is shown in the context of its transmembrane architecture. Tetraspanins have four highly conserved transmembrane domains (TM1-4), two extracellular portions known as small extracellular loop (EC1/SEL) and large extracellular loop (EC2/LEL), one intracellular loop (trans-passing from domain 2-3), and N- and C-terminal tails. EC2/LEL domain is conserved among several tetraspanins with 2–4 disulphide bonds (indicated with black lines) formed between cysteine residues in CCG-motif. These residues are binding sites for many interacting proteins and a strong epitope region for anti-tetraspanin antibodies. Numerous tetraspanins show glycosylation (shown in green lines) in the extracellular loops and palmitoylation sites (shown in blue line) at the intracellular border of the four transmembrane domains.




Role of Mammalian Tetraspanins in Virus-Host Interactions

Among all the cell surface proteins, Cluster of Differentiation (CDs such as CD9, CD63, CD81, CD151, CD82) and Tetraspanin (Tspan) types that includes Tspan7 and Tspan9 have been reported to be involved in viral infections (1). Studies investigating different viral structures have shown that specific tetraspanin proteins are selectively linked with particular virus and have functions in various stages of infectivity, ranging from attachment to syncytium formation and release from host cells (2, 3). Tetraspanins play multifunctional roles in viral entry and exit process (2). Viruses modulate and use a particular tetraspanin molecule as compartmentalizing host entry factor or as a receptor or co-receptor (1). Coronavirus and Influenza A-viruses are enveloped RNA viruses (28). TEMS, specially containing CD9 and CD81 molecules, are the best entry sites for both these viruses as they are functionally required for viral fusion (29). Several co-receptors have been identified that are used by these viruses for glycoprotein-catalyzed process (2, 30). CD9 facilitated condensation of proteases and receptor permitted rapid and efficient entry of MERS-CoV virus into host cells (30). CD81-positive endosomes are necessary for the membrane fusion and entry of influenza virus (29). Coronavirus membrane fusion is facilitated by the viral spike glycoprotein (S) and depends on numerous processes such as conformational changes of the S protein and proteolytic processing (28). Experiments with mice and cell lines lacking CD9 revealed that this molecule is critical for entry of human coronavirus strain 229E (28). Likewise, CD81 is involved in HCV entry through direct interaction with the viral glycoprotein E2 that acts as a virus receptor (31). Tetraspanins enhance HCV binding by activating EGFR signaling pathways, which allows tetraspanin/receptor complex-assembly formation and stimulates CD81-CLDN1 or CD81-EGFR complex formation (32). Numerous proteins that contribute in the early steps of HCV infection are recognized to be located in tetraspanin-interaction network or in those tight junctions. For example, CD81, a member of tetraspanin network, is shown as one of the important components in predicting proteins necessary for early steps in HCV infection (33). CD81 acts as receptor that directly bind with envelope glycoproteins E1 and E2, thus, facilitating entry of HCV and viral binding to host cells (33). Moreover, CD81 interaction with glycoprotein E2 has been shown to participate in viral binding and recognition (34). Several of the DNA viruses have been also shown to modulate the effects of mammalian tetraspanins. The human herpesvirus (HHV)-6A receptor CD46 is known to form complexes with the tetraspanin CD9. Using a genetic approach, knockouts of CD9 in SupT1 cells had reduced expression of immediate early transcripts but deficiency for CD46 showed abolished binding and reduced infection in SupT1 cells. This data indicated a negative role of CD9 for CD46-independent infection. These studies also suggested that HHV-6A is strictly dependent on CD46 for entry, although other proteins, like CD9, may enhance the infection in host cells (35). Benayas and colleagues showed that the loss of CD81 on herpes simplex virus (HSV) type-1 infected cells compromised replication of viral DNA and formation of new infectious particles (36). Overall, these evidences suggest that viruses use tetraspanin molecules, proteases, and clusters of receptors for their entry and trafficking in mammalian host cells.



Arthropod Tetraspanins in Virus-Host Interactions

Arthropods comprises the largest phylum on earth and have impacted human health significantly throughout the evolutionary history (37). As disease vectors, arthropods have substantial interactions with humanity (38). Arthropod vectors play significant role(s) in the transmission of numerous infectious agents in tropical and subtropical regions around the globe (39). Arthropods have established utmost strategies to oblige as successful vectors for pathogen transmission due to their ability in biting host, taking blood meal from hosts and allowing microbial replication and survival in vertebrate host for an extensive period of time (40). Mosquitoes are the primary medically important vectors that transmit several of the arboviruses including dengue. Dengue fever in humans is a painful, devastating mosquito-borne disease caused by DENV with more than 50 million cases per year, worldwide (41). DENV exists as four serotypes (DENV1-4) that causes dengue hemorrhagic fever (DHF), multiple organ failure, and death in humans (41). The relationship of arthropod tetraspanins with viruses seems to be predominantly complex. Our study has shown that arthropod tetraspanin domain containing glycoprotein, Tsp29Fb, mediates transmission of DENV2/3 from mosquito to mammalian cells (6). Immunoprecipitation analysis showed a direct co-association and interaction of Tsp29Fb with DENV2 E-protein, thus indicating an important function of tetraspanin in facilitating transmission and replication of DENV2 (6). Silencing of tsp29Fb expression resulted in a substantial reduction in DENV2 loads in cells and significantly decreased export of the viral E-protein and RNA genome in exosomes (6). These findings evidently demonstrated the importance of arthropod tetraspanins in facilitating DENV2 release, replication, and transmission (6). Overall, our study suggested that inhibition of arthropod tetraspanin Tsp29Fb or inhibition of EVs via GW4869 (a cell permeable, selective inhibitor for neutral sphingomyelinase (N-SMase)) are both potential therapeutics to block DENV2/3 and perhaps other mosquito-borne flaviviruses (6). A mosquito tetraspanin C189 has been found to be upregulated ~4-fold upon DENV2 infection (42). This tetraspanin was revealed to co-localize with viral proteins particularly in the plasma membrane of infected cells and in the intracellular membranes (Figure 2) (42). This study suggested that due to their involvement in intercellular adhesion, tetraspanins are presumably essential for the spread of DENV2 from cell-to-cell (42). In addition, tetraspanin C189 is crucially involved in cell-to-cell spreading of DENV particles in C6/36 cells (7). It has been shown that RNAi mediated knockdown of tetraspanin C189 in mosquito cells reduced virus transmission from cell-to-cell (7). However, complementation with C189 expression restored cell-to-cell transmission of DENV in mosquito cells. This study further observed increased cell-to-cell transmission of DENV at the site where the donor cell directly interacts with the recipient cell (7). A recent study has shown that tetraspanin C189 containing vacuoles mediate cell-to-cell spread of viral RNA within DENV2-infected C6/36 cells (See Table 1) (43). Magnetic immune isolation (MI) and sucrose gradient centrifugation showed that DENV2 RNA is transmitted by C189-VCs from donor to recipient cells. Viral RNA was only detected in recipient cells in transwell system, indicating that cell-cell contact is essential for DENV2 intercellular spread (43). C189-VCs served as carriers for transmission of viral RNA and virions to neighboring cells after established contact, suggesting persistent infection in mosquito cells and well-organized dissemination of DENV2-infection within mosquito vector (43). Delineating the role of arthropod tetraspanins is an interesting avenue to investigate the mechanisms of viral transmission.




Figure 2 | Proposed model for the role of tetraspanins in viral interactions. Mosquito tetraspanin Tsp29Fb is involved in DENV2/3 transmission from arthropod to mammalian cells, and Tsp C189 play a key role in cell-to-cell spreading of viral particles (indicated as step 1). Tetraspanin Tsp29Fb directly interacts with viral E-protein and perhaps might act as co-receptor for viral entry (denoted as step 2), and in specific serve as a receptor in case of arbovirus entry during clathrin-dependent receptor-mediated endocytosis (shown as step 3) and/or for internalization of viral particles by endocytosis (indicated as step 4). Tetraspanin proteins trigger the fusion and viral uncoating process (represented as step 5). Tetraspanins in association with several other host proteins are implicated in replication (denoted as step 6) and in translation process (shown as step 7). Tetraspanins participates to enable the delivery of viral genomes into the nucleus for successful infection and assembly processes (noted as steps 8). Tetraspanin contribution is highlighted in budding and assembly formation (noted as step 9) and in membrane fusion events can be exploited for viral exit from cells via direct release of secretory vesicles such as exosomes (represented as step 10). The step numbers have been classified into two color codes (light blue or dark gray). Role of arthropod tetraspanin in entry/exit of flaviviruses is proposed research and indicated in light blue color, whereas the published data is represented as dark gray circles.




Table 1 | Tetraspanin functions in various cellular processes.






Tetraspanins in Vesicular Trafficking and Regulation of EVs/Exosomes Upon Viral Infection

Tetraspanins and their TEMs received increased attention for their contribution to exosome biogenesis (Figure 3A), and as fundamental components that influence the function of exosomes in vesicular trafficking, internalization, and deviation from degradation in the proteasome (27, 51). Enrichment of tetraspanins in EVs/exosomes influences progressive consideration in unraveling protein-lipid and protein-protein interactions, intracellular vesicular sorting and membrane dynamics (27, 51). Exosomes have been defined as greatly enriched in tetraspanins (52, 53). Besides a set of cytosolic molecules and common membrane components, the human exosomes comprises of several tetraspanins including CD151, CD63, CD9, CD53, CD82, CD37, CD81, and Tspan8 and they are often used as exosome biomarkers (54). Exosomes are membrane-bound vesicles, typically of 40–120 nm in diameter that are released from most cell types such as immunocytes, blood cells, platelets and endothelial cells (53). Their biogenesis is constitutively generated by inward budding of early endosomes (53). Early endosomes then mature into late endosomes before formation of intraluminal vesicles (ILVs) within large multivesicular bodies (MVBs) (53–55). Tetraspanin and tetraspanin-associated proteins that are positioned by TEMs are arranged into small vesicles during the formation of MVBs (Figure 3A). Cytoplasmic protein(s) and RNA molecules can be internalized into MVBs via ceramide-dependent or ESCRTs pathways (55, 56). The molecules from the MVBs fuses with the plasma membrane resulting in the release of membrane-bound vesicles into extracellular space that ultimately becomes an EVs/exosomes, or the vesicles fuses with the hydrolytic lysosomes, where these components are subsequently degraded (55).




Figure 3 | Role of tetraspanins in exosome biogenesis and modulation of immune signaling. (A) Role of tetraspanins in exosome biogenesis is shown. The early endosome formation is the first step in vesicle uptake and recycling. Development of early multivesicular bodies (MVBs, shown in green complex) is dependent on sorting of cytosolic proteins, clathrin-coated membranes, RNA molecules, tetraspanin-enriched domains (TEMs), and lipid rafts. The sorting and packaging of several other molecules into exosomes cannot be ruled out and has not been shown for simplicity. Some mature multivesicular bodies (MVBs) fuse with the hydrolytic lysosome, where the vesicular cargo is subsequently degraded. The membranes of late MVBs fuses with the plasma membrane resulting in the release of exosomes/EVs into the extracellular environment. (B) Tetraspanins role in miRNA modulation is shown. Tetraspanins directly or indirectly interacts with different signaling molecules and receptor(s) at the membranes/lipid rafts, and organize into the specialized tetraspanin-enriched micro-domains (TEMs) that might play significant role during exosome cargo sorting (miRNAs, RNA, and proteins) from viral-infected cells to recipient cell. (C) Tetraspanin involvement in signaling pathway is shown. Exosomes are potential in the context of modulation of an immune response through their ability to present MHC–peptide complexes to specific cells, resulting in activation of T cells and antigen presentation cells.



Exosomes have been reported to exploit viruses entry route for cargo delivery (54). Exosomes isolated from HCV-infected human hepatoma cell lines transmitted virions in the presence of neutralizing antibodies (45). Binding of tetraspanin CD81 to HCV established a complex that exploited the fusogenic capabilities. This HCV-CD81 complex was transferred as cargo to circulate in hepatocyte cell-derived infectious exosomes (45). This study indicated a possible role for EVs in securing the virions and facilitating viral pathogenesis (45). Additionally, Shrivastava and collegues have shown the role of tetraspanin CD63 with autophagy proteins in HCV particle secretion and release within exosomes. They also reported that exosomes carry infectious viral RNA fragments and tetraspanins play a key role in HCV trafficking from the late endosomes to lysosomes (49). Tetraspanins, CD81 and CD63 are both enriched on exosomes-derived from HCV-infected cells and CD81 has been shown to act as receptor for HCV E2 glycoprotein (57). Interferon-inducible transmembrane proteins (IFITM) have been reported as effector antiviral molecules that reduce the entry of flaviviruses, including impact on DENV-mediated cellular tropism that is independent of receptor expression. Exosomes carrying IFITM3, enables transmission of antiviral activities from cell to cell upon DENV infection (58). The molecular mechanism(s) employed by arthropod-borne flaviviruses to bypass the blood–brain barrier (BBB) is an unclear and poorly understood topic. However, it is reasonable to hypothesize that exosome-mediated crossing of the BBB might be a crucial mechanism for flavivirus neuropathogenesis (59). Our current studies are highly focused on undertaking these ideas to reveal these mechanisms. Recent study revealed that genome of ZIKV could be identified in the fetal brain and the amniotic fluid, which endorses that exosome pathways contribute in the viral transfer across the placental barrier (60). Likewise, in in vitro conditions, neuronal exosomes aid in ZIKV transmission between murine cortical neurons in embryonic brains (61). It was reported that neuronal exosomes contain both ZIKV RNA and proteins that modulate infection of this virus to naïve recipient cells (61). Furthermore, assays performed with neutralizing antibodies and RNaseA-treatments revealed that ZIKV proteins/RNA were present inside of the exosomes (61). Exosomes serve as functional carriers of mRNAs and miRNAs between cells, suggesting their role in cell–cell communication (62).

Exosomes secreted from DENV-infected cells mediate safe viral transmission, thereby, enabling virus protection from anti-dengue neutralizing antibodies (59, 63). Our recent reports provided evidence for the first time to suggests that flaviviruses use exosomes for their transmission from arthropod to vertebrate cells through interaction(s) with arthropod exosome-enriched proteins (6, 53, 64). A molecular and cellular study reported a novel role for Tsp29Fb, an increased tetraspanin in arthropod exosomes, in mosquito-dengue virus interactions (6). Another study reported that exosomes-derived from DENV-infected Aedes albopictus C6/36 cells contained a protein that showed cross-reactivity to an antibody against the human CD9 (65). Exosomes released from DENV-infected C6/36 cells were bigger in size than the ones secreted from uninfected cells (65). These exosomes were able to infect naïve C6/36 cells, indicating that exosomes play a significant function in DENV dissemination (65). It was noted that arthropod exosomes play key roles in transmission of flaviviral RNA and proteins to naïve human cells (64). This study not only provided evidence that transmission of LGTV is facilitated by arthropod-derived exosomes but also that LGTV uses exosomes for dissemination to the vertebrate host cells (64). Both negative and positive LGTV RNA strands, viral envelope (E) and non-structural (NS1) proteins, and perhaps polyprotein were identified in exosomes-derived from tick and murine host cells (64). Treatment with GW4869, not only reduced exosome production and release but also affected LGTV loads in exosomes-derived from tick and neuronal cells (64). Another recent study revealed that LGTV-mediated suppression of IsSMase plays a key role in exosome biogenesis and in membrane-associated viral replication, which provided new insights in the involvement of vector defense mechanism(s) and antiviral pathways against tick-borne viral infections (66). Our novel discovery showing the presence of in vivo exosomes in tick saliva and salivary glands revealed a role for these arthropod EVs in regulating the immune response at the tick-human skin interface via IL-8 and CXCL12 (67). Treatment of human skin keratinocytes (HaCaT cells) with tick saliva/salivary gland-derived exosomes induced IL-8 and reduced CXCL12 chemokine that lead to dramatic delay in cell migration, wound healing and repair process during the scratch assay (67). Exogenous treatment of CXCL12 (2 µg of purified protein) completely restored these delays and indeed enhanced the repair process suggesting a skin barrier protection role for this chemokine at the tick bite site (67). Overall, this study showed that tick salivary exosomes secreted in saliva regulates host immune response at the tick bite site to allow continuous blood flow and persistent feeding. We believe that tick or mosquito encoded antigens would be ideal candidates for the development of blocking the transmission of vector-borne flaviviruses.



Tetraspanins Modulate Immune Responses and Related Mechanism(s)

The tetraspanins and their associated-proteins propose possible models for molecular interactions in modulation of the immune system (68). Tetraspanins are expressed on all cells of immune system, which provides a scaffold that enables the temporal and spatial engagement of their associated proteins (1, 68, 69). Tetraspanin are expressed on leukocyte subsets such as macrophages, monocytes, T and B lymphocytes, dendritic cells, granulocytes and natural killer cells (68–70). These proteins bind directly or indirectly with different molecules -for example, B-cell receptors, T-cell receptors, α4β1 and α6β1 integrins, major histocompatibility complex (MHC) class I, MHC class II etc., that play significant role(s) in the modulation of different immune cells (69, 71). Enrichment of tetraspanins on exosomal membranes suggests a novel mode in intercellular communication, which has significant function in numerous cellular processes, including antigen presentation, signal transduction, and modulation of immune responses (1, 68, 69). Evidences on the role of CD81 in immune cells has now begun to deliver concrete links between particular function and a specific molecule (70). These include roles associated with CD4 in T cells, integrins in B cells and T cells, CD81 with CD19 and MHC class II molecules in B cells (Figure 3B) (69). Crosslinking of tetraspanins CD9 and CD81 antibodies modulated T cells, suggesting their function as positive effectors (72). Furthermore, CD151, CD37, CD81, and TSPAN32 down modulated T-cell triggering in response to in vitro stimulation by sequestering key molecules into TEMs (73). CD81 also contribute to efficient association and molecular organization between the B cell receptor and its partners (72).

Studies have shown the involvement of tetraspanin connections with MHC class I and class II, including MHC’s on T cells (CD82), and antigen-presenting cells (CD9, CD81) as both of them distribute into the immune synapses (Figure 3C) (74). Tetraspanin CD151, TSPAN32, and CD63 have been shown to be associated for normal platelet functions. Platelets from tetraspanin CD63-null mice showed delayed clot retraction, impaired spreading on fibrinogen and defective platelet aggregation (75). CD81 is the most studied tetraspanin on immune-cells, and its significance has now been recognized in different functions including Ag-induced B cell activation, as a receptor for HCV entry, T-cell activation, Ag processing and presentation (47). Moreover, CD81-enriched microdomains has been shown to organize Nano-clusters to modulate B cell receptor-mediated signaling (46). Tetraspanin CD63 functions as a bridge in endosomal and autophagic processes to modulate the major viral oncoprotein. It affects the latent membrane protein 1 (LMP1) levels for exosomal secretion and allows intracellular signaling of Epstein-Barr Virus (EBV) within infected cells (48). It has been demonstrated that CD63 is essential for efficiently packaging of LMP1 into exosomes/EVs (48). During EBV infection, CD63 act as a negative regulator and directly opposes intracellular signaling activation downstream of LMP1 including mTOR cascade to deactivate host cell autophagy and to facilitate cell growth and proliferation (48). Interactions of tetraspanins with pattern-recognition receptors (PRRs) have provided novel insights into the organization of Ag receptors in modulation of downstream signaling pathways (76). The C-type Lectins receptors (LARs) are promising candidates for recognizing pathogen associated molecular patterns (PAMPs), and direct targeting of these LARs is commonly used as effective strategy to treat flaviviral infections (77). Tetraspanins collaborates with C-type Lectins to enhance viral attachment to cells and thus facilitates flavivirus infection (78). Collectively, these evidences highlight the new insights in the involvement of tetraspanins to modulate immune responses.



Putative Roles for Noncoding RNAs in Modulation of Tetraspanins

Noncoding RNAs (ncRNAs) molecules play a variety of functions such as siRNAs has been involved in antiviral defenses, miRNAs and piRNAs controls transposons and regulation of gene expression, and lncRNAs mainly implicated in modulation of immune response mechanism of flaviviruses (79). Exosomes generated from HCV-infected cells induces the myeloid-derived suppressor cells through direct targeting of the miR-124-mediated signaling pathway (57). The miRNAs-125b and -146a targeting tetraspanin-12 enhances the NF-κB activity, suggesting that these miRNAs have tremendous potential to modulate innate immune response in brain cells (80). Recent study has shown the important role of exosomes as vehicles for miRNAs (including miR-223, let-7a, miR-150, miR-1229, miR-23a, miR-1246, and miR-21) transport to recipient cells (81). Studies on miRNAs targeting exosomal tetraspanin such as CD151, CD9 and CD81, suggests that exosomes are present in all bodily fluids, and that exosomes serves as diagnostic markers and therapeutic delivery vehicles for infectious diseases (82).

Flaviviral infections accumulate different patterns of ncRNAs relevant in immune evasion and viral pathogenesis that differently regulate viral fitness in host. A key characteristic feature of this advancement is recognition of the importance of ncRNAs interaction(s) with RNA-binding proteins (83). RNA-binding proteins has been known to play key roles in miRNAs mediated gene regulation, regulation of miRNA biogenesis, and in recognition and modulation of miRNA targets (83). A recent study has shown to increase incorporation of miRNAs in exosomes that regulate gene expression involved in pro-inflammatory and antiviral responses upon WNV infection (84). Next-generation sequencing approach has identified a potential role of Ixodes scapularis tick miRNAs in viral replication including POWV (85), and LGTV (86). Our group has also recently shown that repression of tick miRNA facilitates rickettsial pathogen survival and transmission to the vertebrate host (87). Currently, microRNA-targeting has been developed as an active strategy for pathogenicity and for the selective control of tissue-tropism of RNA viruses (88). In addition, small RNA profiling reveals differential expression of host piRNAs and miRNAs that modulates DENV2 replication in A. aegypti mosquito cells (89). A study has reported differential expression of arthropod miRNAs (that are highly conserved in vertebrates) upon infection of mosquitoes with flaviviruses such as ZIKV, DENV and WNV (90). These findings indicate an important role for miRNAs in targeting tetraspanins that could serve as potential therapeutic targets.

Viruses have established numerous strategies to enhance the efficacy of replication and to encounter antiviral immune system. Among these strategies adopted by viruses, lncRNA molecules are involved in viral-vector interaction(s) and have greater impact on viral biology (91). Arthropod-borne flaviviruses produce sub-genomic flavivirus RNAs (also known as sfRNAs that are ∼300-500 bases in length) or Xrn1–resistant RNAs (xrRNAs) (92). Both lncRNAs have a mutual molecular mechanism for their generation, but they have differences in various functions implicated in the flavivirus life cycle (93). Besides this, sfRNA play a significant role in RNAi-mediated pathway that impact in modulating antiviral immune response (94). Another study has shown that substitutions in the NS5 (non-structural 5) protein increases the delivery of sfRNA to new susceptible cells in order to inhibit type I IFN induction, which might be used as an effective strategy to control DENV replication (95). Silencing of tetraspanins (CD151, CD81, CD63 and CD9) expression in A549 cells resulted in significantly lower sfRNA copies in exosomes, indicating that sfRNA is packaged in infectious particles containing DENV envelope (E) protein or in virions (95). CD63 antibodies were used to deplete exosomes to determine whether sfRNA is packaged exclusively in virions or in exosomes. Although, exosomes could be removed from cell culture supernatant, but they could not be fully depleted, and sfRNA:gRNA ratios remained higher in culture supernatant, indicating that sfRNA is securely contained in DENV E-protein containing particles including exosomes or in virions (95). Several evidences have exposed the involvement of sfRNA in targeting host-derived proteins upon flavivirus infection (96, 97). Genome wide profiling of lncRNA expression identified MAGED1, STAT1, and IL12A genes that might play a key role as biomarkers for designing new strategies to prevent DHF (91). Transcriptomic analysis of lncRNAs profile of A. aegypti cells identified a set of differentially expressed immune-related genes implicated in IMD and MAPK signaling pathway responsive to DENV infection (98). Collectively, these observations highlight the significance of ncRNA in viral replication, transmission, and immunity, but further research enhancement on this topic is needed to fully reveal the mechanism(s). Future studies should focus not only to understand the involvement of ncRNAs in regulation of the vertebrate host immune response but also should emphasize on delineating the role of ncRNA in vector-pathogen interactions.



Tetraspanins as Therapeutic Targets Against Flaviviral Infections

DENV, ZIKV, and WNV infect millions of people worldwide. Tetraspanins could be considered as strong therapeutic target(s) due to their role in viral interactions. Strategies such as RNA interference (RNAi) and antibody-mediated blocking of tetraspanin proteins function could be developed as ideal approach to prevent viral infections. Treatment with antiviral drugs such as viral-cell receptor interaction inhibitors, interferon’s, and viral enzyme inhibitors could lead into significant reduction in the viral loads but these may not completely eradicate viruses (99). Additional difficulties associated with these approaches include low efficacy owing to viral genotype specificity, toxicity and side effects, development of viral resistance, patient immune variability and high cost (99). Progress to develop novel vaccines for flaviviruses has been hindered by poor capacity and potential pathogenicity to elicit protective immune responses (99). Tetraspanins can be broadly classified into two groups based on their function of direct interactions with viral-expressed proteins, and their dependence on TEMs that effects host-cell functions. Tetraspanin–pathogen direct interactions reflect a necessity of the invading pathogen to interact with TEMs (1). Numerous viruses are assumed to have established complex interactions to ‘highjack’ or exploit lipid rafts (3). TEMs may provide many viruses with ‘gateways’ to enter and leave host cells without any interference (1, 3). Models where tetraspanins directly interact with viral proteins provide better understanding for the development of therapeutic strategies. These strategies should focus to specifically block viral replication, prevent mutations in the viral genome and cause no adverse effects to the host (99). Advance use of such approaches is of great concern and these methods are becoming progressively more prominent with the failure of traditional methodologies of vaccination that were used to control and treat viral infections (99). Also, the appearance of new strains due to mutations in viral genome in human populations set limits for these traditional methodologies (100). The best characterized example of tetraspanin specific direct interaction is CD81 with HCV E2 glycoprotein that implies the small-molecule inhibitors targeting this tetraspanin could prove valuable treatment for HCV infection (101). A study demonstrated that CD81’s large extracellular loop (LEL) had no effect on infection by serum-derived HCV, whereas CD81 down regulation by siRNA or anti-CD81 antibodies markedly inhibited the entry process of HCV (102). Tetraspanin CD81 plays a critical role in HCV infection in vitro, and anti-CD81 antibody administration have been shown to exhibit a protective role in vivo (103). The immunoglobulin superfamily member IgSF8 (also known as EWI-2) directly binds to tetraspanin CD81. Therefore, inhibiting the interaction between HCV E2 glycoprotein and CD81, will result in the blockade of viral entry (44).

The palmitoylation of tetraspanin CD9 and CD151 plays a significant role in TEM assembly that could possibly suggests novel target for microbial infections (50). It has been shown that palmitoylation of CD9 plays a role in mediating DHHC2 suppression in A431 cells to affect cell performance (50). CD151 palmitoylation has been reported to play significant function in assembly of the large network of cell surface tetraspanin-protein interactions, distribution in tetra-CD151 showed markedly diminished stability during biosynthesis. Disruption of tetraspanin domain through palmitoylation dynamics may therefore represent a candidate therapeutic strategy to combat viral infections (104). The siRNA-mediated knockdown of tetraspanin CD151 or antibody-mediated blocking of CD81 was shown to reduce virus entry/internalization. This data suggested that CD81 and CD151 could possibly be targets for blocking HCV infection (105).

Genome wide RNAi-based screens are used for identification of host proteins that play a significant role in advancement of clinically important data (106). A set of host proteins involved in the regulation of cellular pathways for many aspects of WNV infection have been identified (107). Using the same RNAi approach used for WNV, it has been revealed that approximately half of the factors are unknown (that may contain mosquito TSPs) and one third of the known factors were involved in the replication of DENV2 (108). Interestingly, silencing of gene expression of proteins that were up-regulated upon WNV infection also affected DENV2 infection, demonstrating that these proteins play a vital role in restriction of flaviviruses growth (108). Among the differentially expressed proteins, 116 genes were considered important as insect host factors for DENV2 propagation, vesicular trafficking (like VATPases and accessory proteins), and among which 82 of the host factors had identifiable human homologs (108). The siRNAs targeting human homologs revealed that 42 of these proteins considered as positive factors that affected DENV2 growth, showed notable conservation of required factors between insect, vector and the mammalian hosts (108). In addition, antibodies against specific tetraspanin’s that are exogenously internalized could be delivered via recombinant exosomes (109). Arthropod CD63 ortholog Tsp29Fb has been recently described as a target for this type of therapies in viral infection. In our previous study, we revealed that arthropod EV-enriched tetraspanin domain-containing glycoprotein, Tsp29Fb play an important role in transmission of DENV2 (6). Identification of this tetraspanin in vector host, has conceivably suggested Tsp29Fb as potential biomarker for future therapeutic approaches to combat arthropod-borne viruses. Recent advances in genetic engineering technologies have made it possible to create mosquitoes that block key interactions between the mosquitoes and pathogens, this includes physically blocking the key interactions required for the pathogen development. It has been shown that genetically engineered A. aegypti mosquitoes efficiently expressed a DENV-targeting single-chain variable fragment (scFv) derived from a previously characterized broadly neutralizing human antibody, which blocked the infection and transmission in these mosquitoes (110). Taken together, all these studies provide evidence that targeting tetraspanins may provide novel strategies to inhibit critical processes, and aid in the development of potential therapeutic targets to treat and/or control several of the vector-borne flaviviral infections.



Conclusion and Future Perspectives

Arthropod-borne viruses are important pathogens that cause devastating diseases in humans. Development of transmission-blocking vaccines targeting vector or pathogen molecules is an effective strategy to eliminate and control arthropod vectors and to prevent arthropod-borne infections (111). Although, continuing efforts to improve and advance traditional approaches to fight against vector-borne diseases have not been ignored, however, novel strategies are required immediately. Recent evidence suggests that pathogens uses or associates with tetraspanins as a mean for entry, replication, and exit from the host cell. Our studies have shown that tetraspanin domain containing glycoprotein Tsp29Fb, an ortholog of human CD63 mediates transmission of DENV2/3 from arthropod to mammalian cells (6). Tetraspanin might play significant role(s) as receptors, as mediators in the compartmentalization of host entry factors at the membrane, as facilitators in fusion and cell-to-cell spreading of viral particles, and as activators of EGFR signaling pathways. Exosomal tetraspanin CD9, CD63 and CD81 are important molecules that are involved in many functions including vesicular trafficking, internalization of antigens and in transmission of human pathogens including DENV, WNV, ZIKV, LGTV and HCV. Tetraspanins are expressed on all immune cells providing a scaffold that enables the temporal and spatial engagement of their associated proteins. Tetraspanin proteins might bind directly or indirectly with different molecules such as, B-cell or T-cell receptors, α4β1 and α6β1 integrins, MHC classes I and II components in order to modulate the activity of immune cells during viral infections.

Tetraspanins also play a key role in the regulation of different cellular processes. RNAi-mediated repression of tetraspanin gene expression or antibody-mediated blocking of tetraspanins function could be employed as effective antiviral strategies to control infections. One of the other thoughts is will it be helpful to make knockout mosquitoes for different arthropod TSPs, and will it be feasible to free knockout or genetically modified mosquitoes lacking TSPs in the field. However, it is important to first delineate if these knockout mosquitoes will survive in nature without TSPs. Genetics and transgenetic are quite strong in mosquitoes when compared to ticks, however, there could be several challenges to make knockout mosquitoes. RNAi-mediated silencing of mosquito Tsp29Fb (a human ortholog of CD63) significantly reduced DENV2 loads in both mosquitoes and the infectious EVs derived from these cells. We did not observe any morphological or viability issues with the A. aegypti mosquito cells. This data indicates the possibility of generating feasible knockouts for Tsp29Fb and perhaps other TSPs in mosquitoes. Our immediate future line of research is centered on these important thoughts. Due to their important roles in several processes as discussed in this review article, therapeutic strategies based on targeting tetraspanins would provide better success for treating/preventing vector-borne diseases. Although, involvement of tetraspanin superfamily has been studied in different aspects, limited information is available for these molecules compared to the studies that reported on other transmembrane domain containing proteins, such as GPCRs and integrins. There are numerous questions that need to be answered with regard to the involvement of arthropod tetraspanin(s) to understand their full potential for therapeutics chassis a) how do arthropod tetraspanin(s) can be used as therapeutic targets for vaccine or antiviral drugs? b) How do ncRNAs interfere with tetraspanins in the modulation of immune responses and respective cellular mechanisms? c) How do three-dimensional structures of different tetraspanins appear? d) Could arthropod tetraspanins affect immune responses to flaviviruses and other microbes? e) What other putative viral co-receptors participate with arthropod tetraspanins to modulate the viral entry and release? f) Is it feasible to generate genetically modified vector such as mosquitoes or ticks lacking tetraspanin? In summary, detailed characterization of arthropod tetraspanin(s) will not only facilitate our understanding of pathogenicity of flaviviruses but also will lead to the development of novel effective therapeutic tools such as antiviral drugs and vaccines to combat vector-borne diseases.
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The severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), the causative agent of coronavirus disease 2019 (COVID-19), is a global health threat with the potential to cause severe disease manifestations in the lungs. Although COVID-19 has been extensively characterized clinically, the factors distinguishing SARS-CoV-2 from other respiratory viruses are unknown. Here, we compared the clinical, histopathological, and immunological characteristics of patients with COVID-19 and pandemic influenza A(H1N1). We observed a higher frequency of respiratory symptoms, increased tissue injury markers, and a histological pattern of alveolar pneumonia in pandemic influenza A(H1N1) patients. Conversely, dry cough, gastrointestinal symptoms and interstitial lung pathology were observed in COVID-19 cases. Pandemic influenza A(H1N1) was characterized by higher levels of IL-1RA, TNF-α, CCL3, G-CSF, APRIL, sTNF-R1, sTNF-R2, sCD30, and sCD163. Meanwhile, COVID-19 displayed an immune profile distinguished by increased Th1 (IL-12, IFN-γ) and Th2 (IL-4, IL-5, IL-10, IL-13) cytokine levels, along with IL-1β, IL-6, CCL11, VEGF, TWEAK, TSLP, MMP-1, and MMP-3. Our data suggest that SARS-CoV-2 induces a dysbalanced polyfunctional inflammatory response that is different from the immune response against pandemic influenza A(H1N1). Furthermore, we demonstrated the diagnostic potential of some clinical and immune factors to differentiate both diseases. These findings might be relevant for the ongoing and future influenza seasons in the Northern Hemisphere, which are historically unique due to their convergence with the COVID-19 pandemic.




Keywords: SARS-CoV-2, COVID-19, Influenza A(H1N1) pdm09, pandemic influenza, acute respiratory distress syndrome



Introduction

The novel SARS-CoV-2 has submerged the world into a public health crisis of unprecedented features. With more than 113.4 million infected people and 2.5 million deaths, SARS-CoV-2 continues spreading worldwide (1). Although other emerging pathogens have caused similar outbreaks in the past, the pandemic influenza A(H1N1) pdm09 virus is the immediate antecedent reference for the global spread of a new zoonotic respiratory pathogen. This virus emerged in Mexico in 2009, causing approximately 151,700-575,400 deaths worldwide during the first year after its appearance (2–4). Ever since, the influenza A(H1N1) pdm09 virus has continued circulating globally, acquiring a seasonal transmission pattern (5). Notably, the emergence of SARS-CoV-2 in December of 2019 (6–8), occurred when several countries were at the peak of the flu season. This hampered differentiating COVID-19 and influenza during the early days of the current pandemic. With improved understanding of the clinical characteristics and pathobiology of COVID-19 (9–12), the overall identification of positive cases drastically improved.

Despite this, only a few comparisons of the characteristics of COVID-19 and influenza have been conducted (13–16). This is crucial as both entities are converging at several regions of the Northern hemisphere. In this context, the accurate identification of the causative pathogen has important therapeutic implications, including the selection of adequate antiviral drugs. A better understanding of the host factors implicated in protective vs. pathogenic immunity against SARS-CoV-2 is also crucial to guide immunotherapeutic interventions for patients in critical conditions. Unfortunately, what we currently comprehend about the immunopathology of severe COVID-19 is a paradox: the adaptive response is overactive but unable to control the virus. In fact, patients with COVID-19 display a pro-inflammatory (IL-1β, IL-6, IL-7, IL-8, IL-9, FGF, G-CSF, GM-CSF, IFN-ɣ, CXCL10, CCL2, CCL3, CCL4, PDGF, TNFα, and VEGF) and regulatory cytokine profile (IL-10 and TGFβ; cytokine storm) (17, 18). Interestingly, unlike other cytokine storm syndromes, the polyfunctional immune activation of COVID-19 is accompanied by lymphopenia, reduced T cell numbers, and strong infiltration of immune cells into the lung (19–21). Thus, the lung damage associated with COVID-19 may be caused both by the virus and hyperinflammation.

Comparing the immune profiles of COVID-19 with other respiratory pathogens may dissipate prevailing controversies about the immunopathology of SARS-CoV-2 infection. For this reason, here we evaluated clinical and immunological factors distinguishing critically ill COVID-19 and pandemic influenza A(H1N1) patients. We also compared histopathological changes and expression of immune markers in the lungs of patients with both diseases. Our results reveal crucial differences in the clinical characteristics of the two infections. Furthermore, our analyses clearly show that the human immune response elicited after SARS-CoV-2 is completely different from the immune responses against the influenza A(H1N1) pdm09 virus. Our study may support the use of some of these distinctive traits to differentiate COVID-19 from pandemic influenza A(H1N1) reliably.



Materials and Methods


Participants

We conducted a prospective cohort study in patients with an acute respiratory illness that attended the emergency department of the Instituto Nacional de Ciencias Médicas y Nutrición Salvador Zubirán (INCMNSZ), and the Instituto Nacional de Enfermedades Respiratorias Ismael Cosío Villegas (INER) in Mexico City. Individuals with laboratory-confirmed COVID-19 requiring hospital admission were eligible. Detection of SARS-CoV-2 was performed by real-time polymerase chain reaction (RT-PCR) in swab samples, bronchial aspirates (BA), or bronchoalveolar lavage (BAL) specimens, as previously described (22). Briefly, viral RNA was extracted from clinical samples with the MagNA Pure 96 system (Roche, Penzberg, Germany). The RT-PCR reactions were performed in a total volume of 25μL, containing 5μL of RNA, 12.5μL of 2 × reaction buffer provided with the Superscript III one-step RT-PCR system with Platinum Taq Polymerase (Invitrogen, Darmstadt, Germany; containing 0.4 mM of each deoxyribose triphosphates (dNTP) and 3.2 mM magnesium sulfate), 1μL of reverse transcriptase/Taq mixture from the kit, 0.4μL of a 50 mM magnesium sulfate solution (Invitrogen), and 1μg of nonacetylated bovine serum albumin (Roche). Primer and probe sequences, as well as optimized concentrations, are shown in Supplemental Table 1. All oligonucleotides were synthesized and provided by Tib-Molbiol (Berlin, Germany). Thermal cycling was performed at 55°C for 10 min for reverse transcription, followed by 95°C for 3 min and then 45 cycles of 95°C for 15 s, 58°C for 30 s.

Individuals with COVID-19 were further categorized into two groups: a) moderate COVID-19 group (n=10), that included patients with respiratory symptoms that did not require mechanical ventilation (MV); and b) severe COVID-19 group (n=24), consisting of patients requiring invasive MV and admission to the intensive care unit (ICU). Our comparative cohort included patients with influenza-like illness (ILI) that attended to the INER in Mexico City during the immediately preceding 2019/2020 flu season. Individuals with confirmed influenza A(H1N1) pdm09 virus infection that progressed to acute respiratory distress syndrome (ARDS), requiring MV and admission to the ICU were included. ILI was defined as an acute respiratory illness with a measured temperature of ≥ 38°C and cough, with onset within the past ten days. These subjects were first screened for influenza A virus infection using the Fuji dri-chem immuno AG cartridge FluAB kit (Fujifilm Corp, Tokyo, Japan) rapid influenza diagnostic test (RIDT) in fresh respiratory swab specimens. In positive cases, further molecular characterization of the causative influenza A virus subtype was assessed by RT-PCR. All influenza cases enrolled in the study were infected with the pandemic influenza A(H1N1) pdm09 virus. None of the participants had human immunodeficiency virus (HIV) infection.



Data Retrieval

Microsoft Excel (MS Excel 365) was used for data collection. Clinical and demographic data were retrieved from all participants´ medical records. These data included age, gender, anthropometrics, comorbidities, symptoms, triage vital signs, the severity of illness scores at admission [Sequential Organ Failure Assessment (SOFA), and Acute Physiology And Chronic Health Evaluation II (APACHE II)], and initial laboratory tests. Initial laboratory tests were defined as the first test results available (typically within 24 hours of admission) and included white blood cell counts, liver and kidney function, gasometric parameters at admission, and other tissue-injury biomarkers.



Cytokine Determinations

Peripheral blood samples were obtained from all participants at hospital admission. Serum levels of different cytokines, chemokines, growth factors, and other immune mediators were determined by Luminex assays using the Luminex platform Bio-Plex Multiplex 200 (Bio-Rad Laboratories, Inc., Hercules, CA, USA). Serum samples from 13 healthy donors were used as controls. The immune mediators that were quantified are listed as follows: IFN-α, interferon-alpha, IFN-β; interferon-beta; IFN-γ, interferon-gamma; TNF-α, tumor necrosis factor-alpha; IL-1β, interleukin 1beta; IL-1RA, interleukin 1 receptor antagonist; IL-2, interleukin 2; IL-4, interleukin 4; IL-5, interleukin 5; IL-6, interleukin 6; IL-7, interleukin 7; IL-8, interleukin 8; IL-9, interleukin 9; IL-10, interleukin 10; IL-12 (p40), interleukin 12 p40 subunit; IL-12p70, interleukin 12 p70 subunit; IL-13, interleukin 13; IL-15, interleukin 15; IL-17A, interleukin 17A; IL-26, interleukin 26; IL-32, interleukin 32; CXCL10, C-X-C motif chemokine ligand 10, CCL2, C-C motif chemokine ligand 2; CCL3, C-C motif chemokine ligand 3; CCL4, C-C motif chemokine ligand 4; CCL5, C-C motif chemokine ligand 5; CCL11, C-C motif chemokine ligand 11; G-CSF, granulocyte colony-stimulating factor; bFGF, basic fibroblast growth factor; PDGF-BB, platelet-derived growth factor bb; VEGF, vascular endothelial growth factor; APRIL/TNFSF13, A proliferation-inducing ligand/tumor necrosis factor ligand superfamily member 13; BAFF/TNFSF13B, B-cell activating factor/tumor necrosis factor ligand superfamily member 13B; sCD30/TNFRSF8, soluble CD30/tumor necrosis factor ligand superfamily member 8; sCD163, soluble CD163; chitinase 3/like1; gp130/sIL-6Rβ, glycoprotein of 130 kDa/soluble IL-6 receptor beta; sIL-6Rα, soluble IL-6 receptor alpha; MMP-1, matrix metalloprotease 1; MMP-2, matrix metalloprotease 2; MMP-3, matrix metalloprotease 3; osteocalcin; ostepontin; pentraxin-3; sTNF-R1, soluble tumor necrosis factor receptor 1; sTNF-R2, soluble tumor necrosis factor receptor 2; TSLP, thymic stromal lymphopoietin; TWEAK/TNFSF12, tumor necrosis factor-like weak inducer of apoptosis/tumor necrosis factor ligand superfamily member 12.



Histopathological Analysis

Formalin-fixed and paraffin-embedded lung autopsy specimens from patients who died of pandemic influenza A(H1N1) or COVID-19 (N=2 patients per group) were obtained from the Pathology Department of the INER. Sections of 3-5μm were processed for hematoxylin-eosin (H&E) staining for histopathological analysis. For immunohistochemistry (IHQ), lung sections were mounted on silane-covered slides, deparaffinized in xylenes, and hydrated with a series of graded alcohol-to-water dilutions. The endogenous peroxidase was blocked with 3% hydrogen peroxide for 30 minutes. Sections were incubated overnight at room temperature with optimal dilutions (1:100) of the following antibodies: anti-IFN-γ (Anti-Interferon gamma antibody, ab9657, Abcam, UK), anti-IL-1β (IL-1β Antibody (H-153): sc-7884, Santa Cruz Biotechnology Inc., Santa Cruz, CA), anti-IL-4 (IL-4 Antibody (OX81): sc-53084, Santa Cruz Biotechnology Inc., Santa Cruz, CA), and anti-IL-17A (Anti-IL-17 antibody (ab91649), Abcam, UK). Secondary biotinylated antibodies labeled with peroxidase were added, and those attached were revealed with diaminobenzidine (DAB) for 5 minutes (MACH 1 Universal HRP-Polymer Detection Kit, Biocare Medical, LLC). Slides were counter-stained with hematoxylin.



Statistical Analysis

Descriptive statistics were used to characterize the study population clinically. Frequencies and proportions were calculated for categorical data. Means, medians, standard deviations (SD), interquartile ranges (IQR), and 95% confidence intervals were used for continuous variables. Differences between groups were assessed by the Fisher exact, Chi-square test, Mann-Whitney U test, or Kruskal-Wallis test with post hoc Dunn´s test, as appropriate. Multiple linear regression analyses using Spearman rank correlation coefficients were used to determine correlations between continuous variables. ROC curves were constructed to estimate the diagnostic utility of different variables to differentiate between participant groups in terms of their area under the curve (AUC). The prognostic value of the different clinical and immunological parameters expressed in terms of odds ratio (OR) values for adverse outcomes (intubation, death) was estimated using binomial logistic regression analyses.

Principal component analyses (PCAs) were conducted to analyze how the study participants clustered together according to the interplay between their clinical and immunological characteristics. Furthermore, a Linear Discriminant Analysis (LDA) without and with “leave-one-out” type cross-validation was performed to assess whether the linear combination of different variables allowed differentiating individuals according to their diagnosis. The variables included were AST, ALT, LDH, ALP, procalcitonin, SOFA, IL-1β, IL-1RA, IL-2, IL-4, IL-5, IL-7, IL-12, IL-13, IL- 17A, TNF-α, CCL3, CCL11, G-CSF, and VEGF. A Wilks ‘Lambda test was performed to evaluate the discriminatory power of each variable in the LDA. Variables were transformed to log10 to meet the LDA assumptions and were scaled to prevent the scale of each variable from influencing the analysis results. Individuals with missing data were omitted from PCA and LDA analyses. All analyses were conducted using GraphPad Prism 8 (La Jolla, CA), R Statistical Software (Foundation for Statistical Computing, Vienna, Austria) packages Factoextra and MASS, and Python packages pandas v0.23.4 and seaborn v0.10.1. Specific analysis tests are also mentioned in figure legends. P values ≤0.05 were considered as significant: *p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.001, ****p ≤ 0.0001.



Study Approval

The Institutional Review Boards of the INCMNSZ (approval number: 3349) and the INER (approval number: B28-16 and B09-20) in Mexico City approved the study. All participants or their legal guardians provided written informed consent in accordance with the Declaration of Helsinki for Human Research. Clinical samples were managed according to the Mexican Constitution law NOM-012-SSA3-2012, which establishes the criteria for the execution of clinical investigations in humans.




Results


Participant Characteristics

The main demographic characteristics of enrolled patients were similar (Table 1), although the proportion of males tended to be higher in both groups of COVID-19 subjects, as reported before (9, 11, 12, 17, 23, 24). Obesity was more frequent in pandemic influenza A(H1N1) patients, whereas other comorbidities (diabetes, systemic arterial hypertension (SAH), chronic obstructive pulmonary disease (COPD), and obstructive sleep apnea syndrome (OSA)) were equally distributed across groups. Fever was the most frequent symptom among all participants, followed by cough, fatigue, myalgia, arthralgia, and headache. Dyspnea occurred in 10% of patients with moderate COVID-19 and in ~80% of individuals with severe COVID-19 and pandemic influenza A(H1N1). Rhinorrhea, sore throat, thoracic pain, and sputum production were more common during pandemic influenza A(H1N1), whereas dry cough, diarrhea, and vomit were more frequent among COVID-19 patients. This finding suggests that some symptoms could differentiate these infectious entities. We performed a logistic regression analysis with the symptoms reported by pandemic influenza A(H1N1) and COVID-19 patients at hospital admission. Fever and rhinorrhea were associated with pandemic influenza A(H1N1), whereas dry cough predicted COVID-19 (Supplemental Figure 1 and Supplemental Table 2). Sore throat and thoracic pain were marginally associated with pandemic influenza A(H1N1) but did not reach statistical significance. Similarly, gastrointestinal symptoms exhibited higher, but not significant odds ratio (OR) values for COVID-19 (Supplemental Figure 1 and Supplemental Table 2). Overall, patients in the moderate COVID-19 group attended earlier after symptoms onset than individuals with severe pandemic influenza A(H1N1) and COVID-19 (Table 1).


Table 1 | Clinical characteristics of patients with COVID-19 and pandemic influenza.





Laboratory Parameters of Pandemic Influenza A(H1N1) and COVID-19

White blood cells (WBC), neutrophil counts, neutrophil to lymphocyte ratio (NLR), glucose, total bilirubin, and aspartate aminotransferase (AST) levels were similar in both pandemic influenza A(H1N1) and severe COVID-19 groups, but lower in the moderate COVID-19 group (Table 2). Low lymphocyte counts were observed among all participants, indicating that lymphopenia is not a unique feature of severe COVID-19. Renal function parameters did not differ between groups. However, levels of some tissue injury markers, such as alkaline phosphatase (ALP), alanine aminotransferase (ALT), lactate dehydrogenase (LDH), creatine phosphokinase (CPK), and procalcitonin, were higher in pandemic influenza A(H1N1) as compared to COVID-19 patients. We also observed that the SOFA and APACHE II scores were higher in pandemic influenza A(H1N1) patients. Importantly, both groups presented similar rates of complications, and received equal supportive medical interventions (Table 3). Despite this, the mortality of our cohort of critically ill pandemic influenza A(H1N1) patients was significantly lower (21%) than the mortality of severely ill COVID-19 patients (62%). No fatality cases were observed in the group of moderated COVID-19.


Table 2 | Laboratory parameters of participants at admission.




Table 3 | Complications and treatment of study participants.





Immune Profiles of Pandemic Influenza A(H1N1) and COVID-19 Patients

The severity of pandemic influenza A(H1N1) and COVID-19 has been systematically attributed to an exacerbated production of pro-inflammatory cytokines (cytokine storm syndrome (CSS)) (25, 26). More recently, some researchers have also proposed that immune depression, rather than an exuberant immune activation, is responsible for the clinical pathology of severe COVID-19 (27). Comparing the immune responses elicited by SARS-CoV-2 and influenza A(H1N1) pdm09 virus may be more helpful in identifying unique immune mechanisms associated with morbidity and mortality in COVID-19. Thus, we determined the circulating levels of several immune mediators in pandemic influenza A(H1N1) and COVID-19 patients. Also, we correlated cytokine levels with clinical findings and disease outcomes. Our results showed that critically ill COVID-19 patients had increased serum levels of IL-1β, IL-1RA, IL-6, IL-9, and CXCL10, and lower levels of IL-2 and IL17A as compared to healthy volunteer donors (Figure 1 and Supplemental Figure 2). These findings are coincident with the immune profiles that were reported in Chinese patients with COVID-19 (9, 17, 28). Levels of pro-inflammatory (IFN-γ, IL-1β, IL-6, IL-9, IL-12p70, CCL11) and anti-inflammatory (IL-4, IL-5, IL-10, IL-13) cytokines, as well as VEGF, were higher in severely ill COVID-19 patients as compared to pandemic influenza A(H1N1) subjects. In contrast, levels of IL-1RA, IL-2, TNF-α, CCL3, and G-CSF were more increased among pandemic influenza A(H1N1) patients (Figure 1 and Supplemental Figure 2).




Figure 1 | Serum cytokine levels in pandemic influenza A(H1N1) and COVID-19 patients. Serum levels of cytokines, chemokines, and growth factors in healthy volunteer donors (HD, n=13), patients with COVID-19 (n=10 moderate, 24 severe), and influenza (n=23), were assessed by Luminex assay. Violin plots display medians and interquartile ranges (IQR). Differences between groups we estimated using the Kruskal-Wallis test with post hoc Dunn´s test. Significant differences are denoted by bars and asterisks: *p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.001, ****p ≤ 0.0001. (A) IFN-γ, interferon-gamma; (B) TNF-α, tumor necrosis factor-alpha; (C) IL-1β, interleukin 1beta; (D) IL-1RA, interleukin 1 receptor antagonist; (E) IL-2, interleukin 2; (F) IL-4, interleukin 4; (G) IL-5, interleukin 5; (H) IL-7, interleukin 7; (I) IL-12p70, interleukin 12 p70 subunit; (J) IL-13, interleukin 13; (K) IL-17A, interleukin 17A; (L) CCL3, C-C motif chemokine ligand 3; (M) CCL11, C-C motif chemokine ligand 11; (N) G-CSF, granulocyte colony-stimulating factor; (O) VEGF, vascular endothelial growth factor.



These serum cytokine profiles indicate that, besides a higher production of pro-inflammatory and Th1 cytokines, SARS-CoV-2, but not influenza A(H1N1) pdm09 infection, parallelly induces Th2 responses. This may suggest that a lack of sufficient regulation and balancing of the type of immune response triggered after SARS-CoV-2 infection might contribute to the immune dysfunction reported during COVID-19. Also, the proinflammatory and profibrotic immune profile observed in COVID-19 patients may contribute to the extensive tissue damage and poor outcomes reported during SARS-CoV-2 infection (27, 29). Other cytokines similarly increased in patients with severe pandemic influenza A(H1N1) and COVID-19 included IL-7, IL-15, IL8, and CXCL10 (Supplemental Figure 2).



Histopathological Characteristics of the Lungs of Pandemic Influenza A(H1N1) and COVID-19 Patients

Parallel histopathological comparative analyses of the lungs of COVID-19 and pandemic influenza A(H1N1) patients have not been conducted. Here, we obtained lung autopsy specimens from individuals that succumbed to either of these diseases and analyze their pathological features. Our analysis revealed that pandemic influenza A(H1N1) induces alveolar edema and intra-alveolar inflammatory infiltrates in the lungs, sparing the integrity of alveolar walls and the micro-architecture of the organ (Figure 2A, left panel). These findings are compatible with a typical pattern of alveolar pneumonia. The inflammatory infiltrates observed in the lungs of pandemic influenza A(H1N1) patients were composed of macrophages, polymorphonuclear cells, and scarce lymphocytes scattered between areas of intra-alveolar edema, hemorrhage, and fibrin mucoid exudates. Furthermore, although conserved, the alveolar walls showed capillaries with vasodilation and congestion (Figure 2A, right panel). Meanwhile, SARS-CoV-2 induced intense and extensive inflammatory lung infiltrates, as well as thickness of alveolar walls, hemorrhages, and partial loss of the histological architecture of the lung. These changes are compatible with interstitial pneumonia (Figure 2B, left panel). The inflammatory infiltrates observed in the lungs of COVID-19 patients were mainly composed of macrophages. Notably, the lungs infected with SARS-CoV-2 showed scarce lymphocytes and detachment of pneumocytes, which showed hyperplasia, cellular changes, and prominent nucleoli (Figure 2B, right panel).




Figure 2 | Histological characteristics of the lungs of patients with pandemic influenza A(H1N1) and COVID-19. Lung tissue autopsy specimens were obtained from patients that died of pandemic influenza A(H1N1) and COVID-19. (A) The histological changes induced in the lungs during pandemic influenza A(H1N1) were mainly characterized by intra-alveolar inflammatory infiltrates that did not compromise the integrity of alveolar walls (left panel). Meanwhile, the morphological changes of COVID-19 consisted of extensive inflammation, thickening of the alveolar walls, and partial loss of the histological architecture (right panel). H&E staining, x100. (B) The inflammatory infiltrates observed in the lungs of pandemic influenza A(H1N1) patients consisted of macrophages, polymorphonuclear cells, and scarce lymphocytes scattered between areas of edema, hemorrhage, and fibrin deposits. Also, congestive, and vasodilated capillaries (arrow) were observed in the alveolar walls of influenza patients (left panel). Conversely, the inflammatory infiltrates found in the lung of COVID-19 patients were dominated by macrophages. Furthermore, the detachment of alveolar epithelial cells, which showed atypical characteristics such as large nucleoli (arrow), was also notable in COVID-19 patients (right panel). H&E staining, x400.



Interestingly, our IHQ analysis showed that IFN-γ, IL-1β, and IL-17A were expressed in the lungs of patients with both diseases, mainly inside macrophages and pneumocytes (Figure 3). However, the intensity of expression of IFN-γ and IL-17A was higher in patients infected with SARS-CoV-2. Strikingly, IL-4, a Th2 cytokine, was absent in the lungs of pandemic influenza A(H1N1) patients but expressed in COVID-19 subjects (Figure 3). These findings are in line with the combined Th1/Th2 immune profile detected only in the serum of our cohort of patients infected with SARS-CoV-2 but not in pandemic influenza A(H1N1) subjects.




Figure 3 | Expression of immune markers in the lungs of pandemic influenza A(H1N1) and COVID-19 patients. Expression of different immune markers in lung autopsy specimens from pandemic influenza A(H1N1) and COVID-19 patients was assessed using specific antibodies by immunohistochemistry (IHQ), x400.





Clinical and Immunological Markers Distinguishing Pandemic Influenza A(H1N1) and COVID-19

To determine which clinical and immunological characteristics contributed more to the differences between pandemic influenza A(H1N1) and COVID-19, we performed PCA. The analysis showed that pandemic influenza A(H1N1) patients cluster apart from the combined cohort of COVID-19 subjects in the PC2 (Figure 4A). Of note, clinical characteristics contributed to 31.2% of the total variance explained by the two first PCs (12.51% to PC1 and 50.03% to PC2). Meanwhile, serum cytokine levels contributed to 68.7% of the total variance explained by the two first PCs (87.48% to PC1 and 49.96% to PC2). These data indicate that immunological characteristics may be more useful than clinical variables to discriminate between both diseases. Thus, we performed additional PCAs using only clinical or immunological characteristics. We observed that patients with severe pandemic influenza A(H1N1) were not separated from severely ill COVID-19 patients by their clinical features, but they clustered apart from moderate COVID-19 subjects (Supplemental Figure 3a). Age, neutrophils, ALP, CPK, bilirubin, LDH, PaO2/FiO2, and SOFA were the clinical variables that contribute more to the first two PCs of this analysis. Conversely, pandemic influenza A(H1N1) patients clustered apart from the entire COVID-19 cohort in a PCA using only serum cytokine levels (Supplemental Figure 3b). IFN-γ, IL-1RA, IL-5, IL-9, IL-10, and G-CSF levels contribute to the first two PCs of this PCA.




Figure 4 | Clinical and immunological factors that distinguish pandemic influenza A(H1N1) and severe COVID-19. (A) Principal component analysis (PCA) of the clinical and immunological characteristics of study participants. Each dot represents a single individual, and each color represents a group of participants: blue for pandemic influenza A(H1N1), orange for moderate COVID-19, and red for severe COVID-19. (B, C) Bivariate logistic regression analysis of the clinical and immunological characteristics associated with the causative pathogen in the two cohorts of patients with severe influenza and COVID-19. The forest plots show the odds ratio (OR) and 95% CI interval values that were non-significant (black) and significant for severe COVID-19 (red). OR values of factors inversely associated with severe COVID-19 that instead predict pandemic influenza A(H1N1) are shown in blue color. Absolute OR values are also presented in Supplementary Table 3.



Using logistic regression analyses, we further evaluated which clinical and immune factors differentiate our two cohorts of severely ill pandemic influenza A(H1N1) and COVID-19 patients. IFN-γ was not included in this analysis, as it showed perfect discrimination of severe COVID-19 from pandemic influenza A(H1N1). We identified that LDH, ALP, procalcitonin, SOFA score, IL-1RA, IL-2, IL-7, TNF-α, CCL3, and G-CSF levels were significantly associated with severe pandemic influenza A(H1N1). In contrast, IL-1β, IL-4, IL-5, IL-12p70, IL-13, IL-17A, CCL11, and VEGF levels predicted severe COVID-19 (Figures 4B, C). Some of these factors, along with PaO2/FiO2 index, the incidence of acute kidney injury (AKIN), co-infections, APACHE-II score, IFN-γ, IL-15, and CCL5, also contributed to differentiate the entire COVID-19 cohort from pandemic influenza A(H1N1) subjects (Supplemental Figure 4).

An LDA showed that some of these selected parameters, along with AST and ALT, used together, accurately differentiate between severe pandemic influenza A(H1N1), moderate COVID-19, and severe COVID-19 groups (Figures 5A, B). Since it would be impractical to assess all these factors combined to differentiate both diseases, we analyze the results of the LDA using the Wilk´s Lambda test. This analysis showed that ALT, ALP, SOFA, IL-2, and TNF-α were crucial for the discriminative power of our LDA model (Figure 5C). Furthermore, receiver operating characteristics (ROC) curve analyses showed that IFN-γ, IL-1β, IL-12p70, G-CSF, and VEGF had the highest diagnostic performance to distinguish severe COVID-19 and pandemic influenza A(H1N1) (Figure 6).




Figure 5 | Selected clinical and immunological characteristics that better distinguish pandemic influenza A(H1N1) from COVID-19. (A) Linear discriminant analysis (LDA) plot of the first two discriminant functions showing the separation of the different groups of study participants according to a set of selected clinical and immunological characteristics used in combination. Each dot represents a single individual, and each color represents a group of participants: blue for pandemic influenza A(H1N1), orange for moderate COVID-19, and red for severe COVID-19. (B) Accuracy of the LDA results before and after a “leave-one-out” cross-validation. (C) The discriminant potential of each individual variable included in the LDA was estimated using the Wilk´s Lambda test. The table displays values of Wilk´s lambda, F, and p for each variable.






Figure 6 | Diagnostic value of the clinical and immunological factors that distinguish between severe COVID-19 and pandemic influenza A(H1N1). Receiver operating characteristic (ROC) curves were constructed for the clinical and immunological characteristics that showed significant OR values in the bivariate logistic regression analysis. ROC curves of variables associated with pandemic influenza A(H1N1) are shown in blue color, whereas variables associated with severe COVID-19 are displayed in red color. The graphs show area under the curve (AUC) and 95% CI interval values.





Clinical and Immunological Prognostic Factors in Pandemic Influenza A(H1N1) and COVID-19

We also evaluated the prognostic value of clinical and immunological factors in pandemic influenza A(H1N1) and COVID-19. Among COVID-19 patients, the duration of symptoms before admission, WBC, neutrophil counts, LDH, and SOFA score predicted severe disease defined as the need for intubation (Figure 7A). IL-4, IL-7, IL-8, IL-12p70, IL-15, and VEGF were also associated with increased risk of intubation in COVID-19 subjects. IL-6 showed increased but not significant OR values for severity in the combined COVID-19 cohort, contrasting with previous studies that indicate that IL-6 is significantly associated with severe COVID-19 (18, 30). Using a similar approach, we observed that WBC, and SOFA score conferred a higher risk of death after SARS-CoV-2 infection in the entire cohort of COVID-19 patients (Figure 7B). Likewise, the need for renal replacement therapy (OR 32, 3 – 849.9 95% CI, p = 0.0029), and the use of steroids (OR 25.5, 2.1 – 698.4 95% CI, p = 0.0091), were associated with mortality risk after pandemic influenza A(H1N1) (Supplemental Figure 5), as reported before (31, 32). However, none of the evaluated cytokines were associated with mortality in COVID-19 and pandemic influenza A(H1N1) patients (Figure 7 and Supplemental Figure 5). At the time of patient recruitment, there was no consensus regarding the use of steroids for COVID-19, and the RECOVERY trial had not been published (33). Hence, only some of our COVID-19 patients were treated with steroids.




Figure 7 | Clinical and immunological factors associated with disease outcomes in patients with COVID-19. (A) Bivariate logistic regression analysis of the clinical and immunological characteristics associated with intubation in patients COVID-19. (B) Clinical and immunological factors associated with mortality in patients with COVID-19. The forest plots show the odds ratio (OR) and 95% CI interval values. OR values that did not include the null value in the 95% CI were considered significant for intubation/mortality and are shown in red color. Absolute OR values are also presented in Supplemental Table 5.





Additional Immune Markers Distinguishing Pandemic Influenza A(H1N1) From COVID-19

Finally, we analyzed another set of immune mediators in the blood of 25 moderate and 24 severe COVID-19 patients, as well as in 22 pandemic influenza A(H1N1) subjects, from which we were able to obtain plasma samples (Figure 8 and Supplemental Figure 6). Plasma levels of these factors showed only a few correlations with clinical characteristics and serum cytokine levels (Supplemental Figure 7). The overall profile of these correlations was different in pandemic influenza A(H1N1) and COVID-19 patients, suggesting distinct immune mechanisms underlying clinical manifestations of both diseases.




Figure 8 | Immune mediators in the plasma of patients with pandemic influenza A(H1N1) and COVID-19. Levels of different soluble immune mediators in plasma samples from patients with COVID-19 (n=25 moderate, 24 severe) and pandemic influenza A(H1N1) (n=23), as well as in samples from healthy volunteer donors (HD, n=4) were assessed by Luminex assay. Violin plots display medians and interquartile ranges (IQR). Differences between groups we estimated using the Kruskal-Wallis test with post hoc Dunn´s test. Significant differences are denoted by bars and asterisks: *p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.001, ****p ≤ 0.0001. (A) IFN-α, interferon-alpha; (B) IFN-β, interferon-beta; (C) TWEAK/TNFSF12, tumor necrosis factor-like weak inducer of apoptosis/tumor necrosis factor ligand superfamily member 12; (D) APRIL/TNFSF13, A proliferation-inducing ligand/tumor necrosis factor ligand superfamily member 13; (E) sCD30/TNFRSF8, soluble CD30/tumor necrosis factor ligand superfamily member 8; (F) sCD163, soluble CD163; (G) sTNF-R1, soluble tumor necrosis factor receptor 1; (H) sTNF-R2, soluble tumor necrosis factor receptor 2; (I) TSLP, thymic stromal lymphopoietin; (J) MMP-1, metalloprotease 1; (K) MMP-3, metalloprotease 3.



Although levels of plasma type I interferons were below the levels of reliable detection, IFN-α, and IFN-β were increased among all participant groups as compared to healthy controls (Figure 8). Furthermore, a slight increase in the levels of IFN-β was noticed in pandemic influenza A(H1N1) patients as compared to COVID-19 patients. Remarkably, although elevated, the levels of APRIL/TNFSF13, sCD30, sCD163, sTNF-R1, and sTNF-R2 were lower in COVID-19 than in pandemic influenza A(H1N1) patients. APRIL/TNFSF13 is crucial for plasma cell survival (34). Thus, plasma cell responses could be downregulated in COVID-19 as compared to pandemic influenza A(H1N1). Soluble CD30 has been proposed as a marker of T cell activation during solid organ transplant rejection (35), whereas sCD163 is a readout of macrophage activation (36). Hence, our data may indicate a depletion of activated lymphocytes and macrophages from the circulation during SARS-CoV-2 infection, despite the high levels of inflammatory mediators found in COVID-19 patients. Soluble TNF-R1 and sTNF-R2 act as decoy receptors for TNF-α (37); as such, patients with COVID-19 might be less capable of balancing pathogenic TNF-α activities than individuals with pandemic influenza A(H1N1).

TWEAK, TSLP, MMP-1, and MMP-3 were elevated in COVID-19 cases. TWEAK is a stimulator of IL-6, IL-8, CXCL10, and MMP-1 (38, 39). As such, high levels of TWEAK might expand the inflammatory response observed in COVID-19 patients. TSLP is a promoter of allergic inflammation and Th2 responses (40). Indeed, high TSLP levels coincide with a Th2 cytokine profile in our COVID-19 cohort. Our results also indicate a possible role for MMP-1 and MMP-3 in lung injury associated with COVID-19, two matrix metalloproteases implicated in tissue damage underlying other lung diseases (41–43).




Discussion

The ongoing winter in the Northern hemisphere has been one of the most challenging public health crises in recent history due to the convergence of influenza and COVID-19. This situation could be further aggravated at settings of high pandemic influenza A(H1N1) circulation. Thus, a better understanding of the clinical and immunopathological characteristics that differentiate both diseases is still required to guide specific therapeutic approaches. This includes the selection of adequate antiviral drugs and appropriate immunological therapeutics for each case. Unfortunately, whereas our knowledge of the immunopathogenesis of pandemic influenza A(H1N1) has improved over the last decade, the current lack of understanding of the COVID-19 pathobiology remains incomplete. This is a barrier to the identification of targets for drug and vaccine development. The inevitable co-circulation of influenza viruses and SARS-CoV-2 and the potential scenarios of viral co-infection may further represent an aggravation of the COVID-19 morbidity and mortality. However, we do not know if an infection with SARS-CoV-2 in patients already infected with influenza viruses would result in worse or better clinical outcomes. The outcomes of the opposite scenario are also speculative. Despite this, it is essential to have reliable indicators to differentiate these conditions, especially in settings of limited resources to perform RT-PCR tests.

Some recent literature reviews have tried to highlight differences between patients infected with SARS-CoV-2 and seasonal influenza viruses (14, 15). However, these retrospective comparisons carry the risk of biased conclusions due to differences in the genetic background, sociocultural characteristics, and access to medical attention of populations from different regions. Thus, parallel comparisons of influenza and COVID-19 cases in geographical settings with similar health care resources would provide a better perspective of the main differences between these entities. In this context, Mexico is an ideal place to conduct comparative studies between pandemic influenza A(H1N1) and COVID-19, as this country was the site of origin of the influenza A(H1N1) pdm09 virus (2–4). Since its emergence in 2009, hospitals around Mexico have acquired ample experience in the management of severe cases of this viral infection, which has resulted in progressive decreases in mortality rates over the last ten years (44). On February 28th, 2020, Mexico confirmed its first two cases of SARS-CoV-2. Ever since, the epidemiological curve of COVID-19 shows a continuous increase in the number of positive cases, with more than 2.2 million cases and 207,000 deaths reported on March 2nd of 2021 (45).

Here, we compared the clinical, histopathological, and immune characteristics of pandemic influenza A(H1N1) and COVID-19 patients. One of the most striking findings of our study was that most of the clinical and laboratory parameters routinely evaluated in emergency departments were similar between both infections in severe disease. Nonetheless, some features separated well moderate COVID-19 patients from severe COVID-19 and pandemic influenza A(H1N1) subjects. Interestingly, our data reveal that respiratory symptoms are more common during pandemic influenza A(H1N1), whereas dry cough and gastrointestinal symptoms are distinctive characteristics associated with COVID-19. These clinical differences may traduce distinct infective capacities of both viruses to affect several organs besides the lungs. In this sense, influenza viruses are thought to be primary respiratory pathogens that rarely cause extrapulmonary dissemination (46). Meanwhile, it is accepted that SARS-CoV-2 has a broad infective capacity to invade several tissues and organs (47). The expression of the angiotensin I converting enzyme 2 (ACE2), the transmembrane serine protease 2 (TMPRSS2), furin, cathepsin L, and other viral entry factors in human organs determine the tissue tropism of SARS-CoV-2. These factors are expressed in the lungs; nonetheless, their expression is even higher at several parts of the upper and lower gastrointestinal tract (48). This might explain the clinical differences observed in our study.

We also found that levels of ALP, ALT, LDH, CPK, procalcitonin, as well as SOFA and APACHE II scores were higher in pandemic influenza A(H1N1) as compared to both groups of COVID-19 patients. Meanwhile, the PaO2/FiO2 upon arrival was similar in severe COVID-19 and severe pandemic influenza A(H1N1) patients. These findings coincide with the results of a previous study evaluating the differences in clinical presentations between Chinese ARDS patients infected with either SARS-CoV-2 or influenza A(H1N1) (13). The researchers also found that ground-glass opacities were more common in radiological studies of COVID-19 patients, whereas consolidation opacities were more frequent in influenza subjects. Ground-glass opacities are typically associated with an interstitial inflammatory process of the lung, whereas consolidations traduce intra-alveolar exudates (49). Here, we found that the histopathological pattern induced after lung infection with SARS-CoV-2 is mainly characterized by an interstitial inflammatory infiltrate. Meanwhile, pandemic influenza A(H1N1) induces changes compatible with alveolar pneumonia. Together, both studies highlight that the two diseases display crucial differences in the histological characteristics of the infected lungs that may also translate into distinctive clinical manifestations.

The immune response against SARS-CoV-2 is not well comprehended so far. The prevailing paradigm to explain the morbidity and mortality of COVID-19 patients is that SARS-CoV-2 elicits an exuberant immune reaction characterized by a dysregulated cytokine production. This phenomenon, known as “cytokine storm,” is thought to be responsible for mediating tissue injury in patients with COVID-19 that progress to severe illness (19, 28, 50, 51). The immune receptors that recognize the viral infection and initiate the immune responses against SARS-CoV-2 are unknown. As this virus is genetically related to SARS-CoV-1, it is presumed that both viruses share mechanisms of infection. In this sense, SARS-CoV-1 is recognized by the toll-like receptors (TLR) TLR3 and TLR4, which induce an immune reaction via MyD88 and TRIF pathways (52, 53). Furthermore, SARS-CoV-1 triggers the production of IL-1β through the activation of the inflammasome (54). It is also possible that SARS-CoV-2 activates the inflammasome, as high levels of IL-1β have been observed in COVID-19 patients (55). Other immune mediators exaggeratedly produced in response to SARS-CoV-2 include IL2, IL-6, IL7, IL10, G-SCF, CXCL10, CCL2, CCL3, and TNF-α (9, 17, 28). Similar immune signatures were detected in our cohort of COVID-19 patients. Strikingly, our study, and two recent investigations carrying out single cell RNA sequencing of immune cells and cytokine determinations in BAL (16, 56), converge in a major pathogenic role of IL-1 β, IL-6, and CCL2 in patients who develop severe COVID-19 compared to people with less severe disease.

Meanwhile, the pathogenicity and virulence of the influenza A(H1N1) pdm09 virus are due to acquired properties contributing to alter the regulation of inflammatory responses and evade antiviral immunity. Previously, we have described that pandemic, but not seasonal influenza A strains, downregulate the expression of the suppressors of cytokine signaling 1 (SOCS-1) and increase the production of IL-6, IL-8, TNF-α, IL-10, CCL3, CCL4, and CCL5 in experimental infection assays of human lung A549 epithelial cells and human macrophages (57). Levels of IL-6, IL-8, TNF-α, and CCL3 were also increased in our cohort of pandemic influenza A(H1N1) patients, validating our previous observations. The influenza A(H1N1) pdm09 also suppresses the expression of the retinoid-inducible gene I (RIG-I) and induces lower levels of type I interferons in human macrophages and human lung epithelial cells, as compared to seasonal influenza A strains (57). In this sense, it is possible that blocking type I interferon responses might be a strategy of SARS-CoV-2 to evade antiviral immune mechanisms, as we found very low induction of plasma IFN-α and IFN-β in both pandemic influenza A(H1N1) and COVID-19 patients. A similar type I interferon deficiency was observed in the blood of French critically ill COVID-19 patients (58). Conversely, another study from Korea reveals that type I interferon expression is increased in BAL immune cells from severe COVID-19 patients (16), indicating that antiviral interferon responses against SARS-CoV-2 might be highly compartmentalized into the lungs and barely detectable in the blood.

Notably, despite the dysregulated production of other immune mediators, an ample range of immune cell subtypes are depleted from the circulation of patients with severe SARS-CoV-2 infection. These cells include monocytes, dendritic cells, CD4+ T cells, CD8+ T cells, B cells, and NK cells (59). Furthermore, the few adaptive lymphocytes that remain in the blood express markers of functional exhaustion (29). These data suggest that severe COVID-19 is a state of immunosuppression similar to the known sepsis‐induced immunosuppression (60). Notably, a recent study by Remy and collaborators has shown that the immunosuppression observed in COVID-19 is even more profound than in critically ill patients with sepsis of other causes (27). These researchers demonstrated that the production of IFN-γ by peripheral blood T cells of COVID-19 patients was impaired as compared with T cells from healthy individuals and septic patients after anti-CD3/anti-CD28 antibody stimulation. Furthermore, a reduced production of TNF-α by stimulated monocytes from COVID-19 patients was noticed. These findings led the researchers to propose that the primary immune mechanism underlying the morbidity and mortality of COVID-19 is immunosuppression rather than hyperinflammation.

In this context, our study confirms that the immune response against SARS-CoV-2 is entirely different from the response against pandemic influenza A(H1N1). Indeed, our analyses bring forward a set of immunological markers with the potential to differentiate COVID-19 from pandemic influenza A(H1N1) successfully. Measuring some of these markers might improve the diagnostic approach and subsequent therapeutic decision for ARDS patients. Also, our study may provide additional evidence useful to clarify current controversies about the immunopathology of COVID-19. Based on our results and previous investigations, we propose that hyperinflammation and immunosuppression are not mutually exclusive in COVID-19. First, our data showed some indirect readouts of immunosuppression in individuals infected with SARS-CoV-2. For instance, we found that TNF-α levels were lower in the serum of COVID-19 patients as compared to pandemic influenza A(H1N1) patients. This coincides with the limited capacity of monocytes from COVID-19 patients to produce TNF-α upon stimulation described by Remy et al. (27). We also observed lower plasma levels of the macrophage activation marker sCD163, although macrophages infiltrating the lungs of COVID-19 patients expressed several cytokines. Furthermore, we found low levels of IL-2 and APRIL/TNFSF13 (two immune mediators crucial for T-cell and plasma cell survival), as well as sCD30 (a marker of lymphocyte activation) in the circulation of COVID-19 but not pandemic influenza A(H1N1) patients. Similarly, we observed a lack of lymphocytes in the inflammatory infiltrates found in lung autopsy specimens from patients that died of COVID-19. These findings may reflect a depletion of activated lymphocytes and monocytes from the circulation during SARS-CoV-2 infection and poor recruitment of lymphocytes to the lungs.

At the same time, we have described that an exacerbated polyfunctional immune response prevails in the circulation of COVID-19 patients. Such a response is characterized by higher levels of Th1 as well as Th2 cytokines as compared to pandemic influenza A(H1N1) patients. Conversely, although pandemic influenza A(H1N1) subjects also display elevated levels of some inflammatory mediators, these individuals may have enough regulatory mechanisms that counteract the detrimental effects of hyperinflammation. The higher levels of IL-1RA observed here in pandemic influenza A(H1N1) patients as compared to COVID-19 subjects well exemplify this. Furthermore, we found higher serum levels of the C-X-C motif chemokine ligand 17 (CXCL17), a mucosal chemokine with anti-inflammatory properties, in pandemic influenza A(H1N1) but not COVID-19 patients (61). In addition, the serum cytokine pattern of COVID-19 resembles the inflammatory profile of rheumatoid arthritis patients with interstitial lung disease (62), and the polyfunctional inflammatory response of the cytokine release syndrome (CRS) that occurs after chimeric antigen receptor (CAR) T-cell therapy (63). Immunosuppression and hyperinflammation are also a hallmark of both of these conditions.

Of note, the higher levels of Th2 cytokines, particularly IL-4 and IL-5, might inhibit Th1 protective antiviral responses in COVID-19 patients. Thus, our data indicate that a lack of immune balance of the type of effector response is another crucial determinant of the collapse of the host protective immunity against SARS-CoV-2. This Th2 biased response may generate interstitial infiltrates of Th2 cells, neutrophils, eosinophils, and type 2 innate lymphoid cells, mediating lung inflammation, and tissue damage. In fact, critically ill COVID-19 patients usually show interstitial lung infiltrates, some of which resemble several forms of progressive interstitial lung disease like cryptogenic organizing pneumonia and non-specific interstitial pneumonia (9, 64–66). Here, we also observed interstitial inflammation and expression of IL-4 in the lungs of COVID-19 patients but not pandemic influenza A(H1N1) subjects. These deleterious effects of Th2 responses could also explain the abnormalities in lung function, and progression to pulmonary fibrosis observed in more than 45% of COVID-19 patients discharged from hospitals (67), particularly in older patients. Hence, it would be of great interest to characterize the cytokine profile of COVID-19 patients that subsequently develop any form of interstitial lung disease, as they would benefit from specific and anti-fibrotic therapeutics.

We propose that ideal immune therapeutics for COVID-19 should be directed not only to blocking or enhancing specific immune signaling pathways to counteract hyperinflammation or reverting immunosuppression. Instead, immune therapies must re-establish a convenient immune balance that promotes protective immunity against SARS-CoV-2. Under the light of this hypothesis, several immune mediators and immune cell subsets could be targeted. For instance, type 2 innate lymphoid cells (ILC2s) have been identified as the leading producers of Th2 cytokines in the lungs, contributing to potent allergen-induced airway inflammation even in lymphopenic hosts (68). Thus, ILC2s may constitute novel targets to inhibit Th2 responses in COVID-19 patients. The potential pathogenic effects of Th2-biased responses in COVID-19 may also be counteracted with monoclonal antibodies. For instance, dupilumab, a monoclonal antibody against IL-4, has been safely used in patients with atopic dermatitis and COVID-19, without increased risk of severe complications of the infection. Remarkably, some patients receiving dupilumab that later acquired the infection with SARS-CoV-2 did not show respiratory symptoms (69–71). Finally, TSLP could be another target to inhibit Th2 responses in COVID-19 patients, as this molecule promotes allergic inflammation (40), and indeed, high levels of TSLP were observed in our cohort of COVID-19 but not pandemic influenza A(H1N1) subjects.



Limitations

A limitation of our study is that we did not recruit patients infected with seasonal influenza virus subtypes. Thus, our observations are only useful to distinguish between influenza A(H1N1) pdm09 and SARS-CoV-2 infection. The clinical and immunological characteristics of SARS-CoV-2 and seasonal influenza have been compared in a recent study by Mudd et al. (72). In such a study, researchers found that COVID-19, as compared to seasonal influenza, is characterized by lower mean cytokine levels in serum. Conversely, we found that cytokine levels were higher in COVID-19 patients than in individuals with pandemic influenza A(H1N1). These discrepancies are probably related to variations in the virulence and capacity to induce inflammatory immune responses of seasonal and pandemic influenza viruses. Lee et al. (16), also compared single cell RNA sequencing of BAL immune cells from COVID-19 and influenza A patients. Although these researchers did not specify the subtype of influenza A virus infection, their results coincide with our data with regards to the higher induction of IL-1β in COVID-19 than influenza. However, differential roles of TNF and type I interferon signaling during the two diseases are important discrepancies between their and our study. The source and time of sample collection can potentially be a reason for these differences. Finally, another limitation of our study is that we did not measure cytokine levels in serial serum/plasma samples from our two cohorts of pandemic influenza A(H1N1) and COVID-19 patients. Thus, future investigations should compare differences in the kinetics of immune responses against both diseases. Despite this, our study provides important insights into the differences between the two most important respiratory pathogens that have caused pandemics of international concern in recent years.



Conclusions

In conclusion, our results demonstrate significant differences in the immune responses elicited after SARS-CoV-2 and influenza A(H1N1) pdm09 virus. Our data support the use of specific clinical characteristics, laboratory parameters, and immunological markers to differentiate SARS-CoV-2 infection from pandemic influenza A(H1N1). These data may also contribute to the discovery of novel therapeutic targets to counteract harmful immune mechanisms underlying the immunopathology of COVID-19 and pandemic influenza A(H1N1).
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Our previous studies reported that duck Tembusu virus nonstructural protein 2A (NS2A) is a major inhibitor of the IFNβ signaling pathway through competitively binding to STING with TBK1, leading to a reduction in TBK1 phosphorylation. Duck TMUV NS2B3 could cleave and bind STING to subvert the IFNβ signaling pathway. Here, we found that overexpression of duck TMUV NS4B could compete with TBK1 in binding to STING, reducing TBK1 phosphorylation and inhibiting the IFNβ signaling pathway by using the Dual-Glo® Luciferase Assay System and the NanoBiT protein-protein interaction (PPI) assay. We further identified the E2, M3, G4, W5, K10 and D34 residues in NS4B that were important for its interaction with STING and its inhibition of IFNβ induction, which were subsequently introduced into a duck TMUV replicon and an infectious cDNA clone. We found that the NS4B M3A mutant enhanced RNA replication and exhibited significantly higher titer levels than WT at 48-72 hpi but significantly decreased mortality (80%) in duck embryos compared to WT (100%); the NS4B G4A and R36A mutants slightly reduced RNA replication but exhibited the same titer levels as WT. However, the NS4B R36A mutant did not attenuate the virulence in duck embryos, whereas the G4A mutant significantly decreased the mortality (70%) of duck embryos. In addition, the NS4B W5A mutant did not affect viral replication, whereas the D34A mutant slightly reduced RNA replication, and both mutants exhibited significantly lower titer levels than the WT and significantly decreased mortality (90% and 70%, respectively) in duck embryos. Hence, our findings provide new insight into the development of attenuated flaviviruses by targeting the disabling viral strategies used to evade the innate defense mechanisms.




Keywords: duck TMUV NS4B, STING, beta interferon, immune evasion, virus replication



Introduction

The innate immune response of the host is considered the first line of defense against viral infection. Once the virus invades, the pattern recognition receptors (PRRs) of the host cell, such as the acid-inducible gene I (RIG-I)-like receptor (RLR) family, recognize the viral nucleic acids, leading to the activation of the transcription factors NF-kB and IFN regulatory factors 3 and 7 (IRF3/7). The activation and nuclear translocation of these transcription factors subsequently induce the production of type I IFNs, which initiate the expression of ISGs that prevent viral infection (1, 2).

Duck Tembusu virus belongs to the genus Flavivirus family Flaviviridae and is an emerging pathogen associated with severe egg drop syndrome that has caused huge economic losses to the duck industry in China since 2010 (3–5). As with other flaviviruses, duck TMUV is a single-stranded, positive-sense RNA with a 10,990 bp genome. The open reading frame (ORF) encodes a unique polyprotein precursor that is subsequently cleaved by cellular and viral proteases into three structural proteins (core, membrane, and envelope) and seven nonstructural (NS) proteins (NS1, NS2A, NS2B, NS3, NS4A, 2KNS4B, and NS5) (6–8).

To replicate well in hosts, flaviviruses have to develop sophisticated strategies to evade or subvert the host innate immune response. Accumulated studies revealed that different NS proteins from the same flavivirus could antagonize IFN-β production through the similar cellular components in RIG-I signaling pathway. For example, ZIKV NS2A, NS2B, and NS4B inhibited IFN-β production through blocking TBK1 phosphorylation (9). DENV1/2/4 NS2A and NS4B commonly antagonized TBK1 phosphorylation and IFN-β induction (10). Furthermore, NS2A, NS2B, NS3, NS4A and NS4B proteins from KUNV could inhibit the phosphorylation and nuclear transduction of STAT2 (11). Similar to other flaviviruses, recent studies have reported that duck TMUV could also encode different NS proteins to inhibit IFN-β production by targeting the similar cellular components. Duck TMUV NS1 suppressed virus-triggered IFNβ expression by targeting VISA to disrupt the RLR pathway in HEK293 cells (12). Additionally, in our previous study, we analyzed the ability of the 10 proteins encoded by duck TMUV to block the IFN system and found that the expression of NS2A, NS2B, and 2KNS4B resulted in robust IFN signaling inhibition. We further found that duck TMUV NS2A inhibited IFNβ induction by targeting duck STING (13), and duck TMUV NS2B3 could cleave and bind duck STING to subvert the induction of IFNβ (14), suggesting that different duck TMUV proteins could commonly target the same cellular components through different strategies to suppress IFNβ production. However, the mechanism by which duck TMUV NS4B subverts the host innate immune response is unclear and requires further study.

Flavivirus NS4B is the largest hydrophobic NS protein and it shares the same predicted topology with five integral transmembrane segments (15). Increasing numbers of studies have provided evidence that it appears to play an important role in counteracting innate immune responses. Munoz-Jordan et al. first reported that Dengue virus (DENV) NS4B is involved in blocking IFN signaling by interfering with STAT1 phosphorylation (16). Subsequent deletion analyses suggested that the first 125 amino acids of DENV-2 NS4B are sufficient for the inhibition of IFN signaling (17). Likewise, the E22 and K24 residues in NS4B of West Nile virus (WNV) were shown to control IFN resistance in cells expressing subgenomic replicons (18). Moreover, HCV NS4B can interact with STING (stimulator of interferon gene, also known as MITA, MPYS, ERIS, and TMEM173) and disrupt the interaction of STING with downstream signaling effectors to block host antiviral immune responses (19, 20). A recent study also showed that the HCV-encoded NS4B protein inhibited TLR3-mediated interferon signaling by downregulating TRIF protein levels (21). These studies revealed that flavivirus NS4B developed a certain mechanism to evade host immune responses; however, the effect of this mechanism on viral replication has not yet been revealed.

In this study, we explored the role of NS4B as an IFN antagonist in the inhibition of host immune responses and the effects of its inhibitory function for the replication and virulence of duck TMUV in vitro and in vivo. Consistent with duck TMUV NS2A, we found that overexpression of duck TMUV 2KNS4B could also inhibit RIG-I-mediated IFN expression signaling by competitively binding to stimulator of interferon genes (STING) with TBK1, reducing TBK1 phosphorylation and suppressing IFN production and the effective phases of the IFN response. In addition, deletion analysis using a reverse genetics approach in vitro and in vivo showed that the first 38 amino acids of NS4B are responsible for the STING-NS4B interaction and its inhibitory effect on IFN signaling, which plays an essential role in viral replication and virulence. Our findings offer important insights into how duck TMUV establishes a mechanism to subvert the host innate immune response and they provide an approach for the development of attenuated viral vaccine candidates.



Materials And Methods


Ethics Statement

The animal studies were approved by the Institutional Animal Care and Use Committee of Sichuan Agricultural University (No. SYXK(川)2019-189) and followed the National Institutes of Health guidelines for the performance of animal experiments.



Cells, Viruses and Antibodies

Duck embryo fibroblasts (DEFs) and BHK-21 cells were grown supplemented with 10% FBS and maintained in Dulbecco’s modified Eagle’s medium (DMEM) (Gibco Life Technologies, Shanghai, China). All cells were cultured at 37°C, 5% CO2. The duck Tembusu virus CQW1 strain (GenBank Accession: KM233707) was isolated by our laboratory (22), and the measured virus titer was 6.3×106 TCID50/100 μL, which was reported previously (23). Antibodies (Abs) against Flag, His, Myc, and β-actin were purchased from TransGen Biotech, and rabbit anti-pTBK1 was purchased from Cell Signaling Technology. Mouse anti-duck TMUV antibodies were prepared by our laboratory.



Plasmid Constructs

The sequence of the 2KNS4B gene was amplified from the duck TMUV CQW1 strain genome and cloned into the pCAGGS expression vector with a His tag at the C terminus using standard molecular biology techniques. The plasmids pCAGGS-duRIG-I, duMDA5, duMAVS, duTBK1, duIRF7, and duSTING-Flag and pBiT-LgBiT-duRIG-I, duMDA5, duMAVS, duTBK1, duIRF7, duSTING-Myc, pBiT-SmBiT-duTBK1 and STING-Flag were constructed as described in our previous study (13) for the NanoLuc Binary Technology (NanoBiT) assay. 2KNS4B and its truncations or mutants were cloned into pBiT2.1C-SmBiT with a Flag tag. Moreover, duSTING and its truncations or mutants were inserted into pBiT1.1N-LgBiT with a Myc tag. 2KNS4B fragments with different mutations were amplified by PCR using the duck TMUV replicon (pACYC-duck-TMUV-Replicon-NanoLuc, pAC-TVRep-Nluc) as a template and inserted into the pACYC- vector to construct NS4B mutations of the duck TMUV replicon and inserted into the pACNR- vector to construct NS4B mutations of the recombinant duck TMUV infectious clone.



Real-Time RT-PCR

Total RNA was isolated from selected tissues using RNAiso Plus reagent. The quantity of RNA in each sample was determined using a NanoDrop 2000 (Thermo, Waltham, MA, USA), and RT-PCR was performed on each sample using a 5X All-In-One RT Master Mix Reagent Kit in accordance with the manufacturer’s instructions (Applied Biological Materials, Richmond, BC, Canada). Finally, the cDNAs were stored at –80°C until use. qPCR was used to detect the expression of duIFNβ in the samples. qPCR was performed using the Bio-Rad CFX-96 Real Time Detection System (Bio-Rad, USA). Threshold cycle (Ct) values were normalized to the housekeeping gene duβ-actin, and the relative expression levels of each target gene were calculated with the comparative Ct (2-ΔΔCt) method. The real-time PCR conditions and protocols have been previously described (24).



Indirect Immunofluorescence Assay (IFA)

Transfected BHK-21 cells were washed three times with cold phosphate-buffered saline (PBS) and fixed with 4% paraformaldehyde overnight at 4°C. After three washes with PBS containing 0.1% Tween 20 (PBST) for 5 min each time, the cells were permeabilized with 0.2% Triton-X-200 for 30 min at 4°C and blocked with 5% bovine serum albumin (BSA) in PBS for 1 h at room temperature. Subsequently, the cells were washed three times with PBST and incubated with the primary antibody (diluted 1:2,000) for 2 h at room temperature in 1% BSA. Following three washes with PBST, the cells were incubated with a secondary antibody (diluted 1:5,000) for 1 h at room temperature in 1% BSA and then incubated with 4’,6-diamidino-2-phenylindole (DAPI) for 10 min. Finally, the coverslips were washed extensively and fixed onto slides. Fluorescence images were taken with a fluorescence microscope (Bio-Rad, USA).



Luciferase Reporter Assay

Originally, the DEFs were seeded onto a 48-well plate and transiently cotransfected with the pGL3-IFNβ-Luc/pGL4-IRSE-Luc and pRL-TK plasmids. Subsequently, the cells were transfected with pACGGS-2KNS4B-His. Twenty-four hours later, the cells were challenged with 100 μL duck TMUV (containing 1000 TCID50). At 24 hpi, the cells were harvested for luciferase assays. For stimulation, pACGGS-2KNS4B-His was cotransfected with each component plasmid (pCAGGS-MDA5, RIG-I, MAVS, STING, TBK1 and IRF3-Flag) and reporter plasmid for 24 h. The luciferase activities were determined with a Dual-GloLuciferase Assay System (Promega) and normalized based on the Renilla luciferase activity.



NanoLuc Binary Technology (NanoBiT) Protein-Protein Interaction (PPI) Assay

The NanoBiT PPI assay was performed as previously described (13). Briefly, two proteins with potential interactions were fused with the LgBiT or SmBiT subunit and transfected into DEF cells for 20 h, as described previously. PRKACA-SmBiT (protein kinase cAMP-activated catalytic subunit alpha) and PRKAR2A-LgBiT (protein kinase cAMP-dependent type II regulatory subunit alpha) were considered positive controls, whereas the LgBiT fusion plasmid coexpressed with HaloTag-SmBiT was used as a negative control. Subsequently, the luminescence value was measured according to the manufacturer’s instructions. Importantly, if the signal from the unknown PPI pair is less than tenfold higher than the negative control, this result may indicate a nonspecific interaction between the fusion partners.



Coimmunoprecipitation and Western Blot Analysis

Co-IP assays were performed as described in a previous study (13). Briefly, transfected DEF cells were lysed in Pierce® IP Lysis Buffer (Thermo Fisher) and incubated on ice for 1 h. Then, the lysate was transferred to a microcentrifuge tube and centrifuged at ~13,000 × g for 10 minutes to pellet the cell debris at 4°C. The supernatant was collected for protein concentration determination and further analysis. For each sample, 0.5 mL cell lysate was incubated with 10 μg of the indicated antibody and 1 mg of SureBeads Protein G (Thermo Fisher) at 4°C for 2 h. The SureBeads were washed 3 times with 1 ml PBST (PBS containing 0.1% Tween 20) and centrifuged at ~13,000 × g for 1 minute. Finally, the precipitates were fractionated by SDS-PAGE, and western blotting was performed with the appropriate antibody.



Transient Replicon Activity Assay

Wild-type (WT) or mutant replicon (pACYC-duck-TMUV-NanoLuc-Rep) plasmids (400 ng each well) were transiently transfected into BHK-21 cells (seeded in 48-well plates). At 12, 24, 36, 48, 60, and 72 h p.t., cells were washed with PBS, lysed by adding 65 μL lysis buffer (Promega) and stored at −80°C until detection. The luciferase activities were measured using a Clarity luminescence microplate reader (BioTek) according to the manufacturer’s instructions.



DNA Transcription and Transfection

Briefly, BHK-21 cells were seeded in 6-well plates containing 1 mL of DMEM and incubated overnight. Then, the BHK-21 cells were transfected with 4 μg plasmids for wild-type or mutant infectious clones and replicons. At the given time points, the cells were harvested for further study. The luciferase activity of the replicon was determined according to the manufacturer’s protocol.



Viral Titers Detection

Viral titers were determined by the median tissue culture infectious dose 50 (TCID50) method in BHK-21 cells. Viral samples were serially diluted 10-fold in DMEM, and then 100 µL dilutions of the viral sample were distributed to each of 8 wells of a 96-well plate seeded with a monolayer of BHK-21 cells. After 120 h incubation at 37°C with 5% CO2, the presence of viruses was detected by assaying CPE using microscopy, and the viral titers were calculated according to the Reed-Muench method. For the growth curve assay, BHK-21 cells were infected with WT virus or with mutant virus at 100 TCID50. At the given time points, virus samples of the supernatants and cells were collected to determine the viral copies and viral titers.



Plaque Assay

BHK-21 cells were seeded in 6-well plates containing 1 mL of DMEM and incubated overnight. Viral samples were serially diluted 10-fold in DMEM. Subsequently, the cells were infected with 200 µL of each dilution for 1 h at 37°C and 5% CO2 and swirled every 15 min to ensure viral attachment. After incubation, 2 mL of 0.75% methyl cellulose overlay containing 2% FBS and 1% penicillin/streptomycin was added to each well, and the plate was incubated at 37°C for 4 days. Then, the methyl cellulose overlay was removed, the plate was washed twice with PBS, fixed with 4% formaldehyde, and incubated at room temperature for 20 min. After removing the fixative, the plate was stained with 1% crystal violet for 1 min, we washed the cells carefully, and visible plaques were observed.



Data Statistics

The statistical analyses were performed with GraphPad Prism 5 (GraphPad Software Inc., San Diego, CA, USA). The differences between the values were evaluated by Student’s t test. P < 0.05 was considered statistically significant, and all values are expressed as the mean ± SEM.




Results


Inhibition of Distinct Components From the RIG-I Pathway

In a previous study, we determined the effects of each duck TMUV protein on the RIG-I signaling pathway. We found that the expression of NS2A, NS2B, and 2KNS4B proteins significantly inhibited the duck TMUV-triggered activation of IFN-β and the ISRE-Luc promoter, suggesting that 2KNS4B may act as an antagonist of IFN induction and alter the phases of the IFN response (13). We further verified the antagonistic effects of the 2KNS4B protein on the RIG-I signaling pathway in this study. We found that 2KNS4B significantly inhibited the virus-induced activation of the IFN-β and ISRE promoters in a dose-dependent manner (Figure 1A). Subsequently, we performed qPCR and reporter assays to screen candidate components of the RIG-I pathway that could potentially be targeted by 2KNS4B proteins for inhibition. As shown in Figure 1B, the expression of 2KNS4B inhibited the duIFN-β mRNA expression level induced by the components, except for IRF7. Moreover, plasmids expressing individual components from the RIG-I pathway (duRIG-I, duMDA5, duMAVS, duSTING, duTBK1, and duIRF7) were coexpressed with 2KNS4B and the luciferase reporter produced from a reporter plasmid harboring the IFN-β and ISRE promoters. Analysis of the luciferase activities showed that the expression of 2KNS4B significantly inhibited RIG-I-, MDA5-, MAVS-, STING- and TBK1-induced IFN-β and ISRE promoter activation (Figure 1C). Taken together, these results suggested that 2KNS4B suppressed IFN-β production by inhibiting TBK1 or its upstream step.




Figure 1 | Duck TMUV 2KNS4B inhibits RIG-I-induced IFN signaling induced by the RIG-I pathway. (A) 2KNS4B inhibited duck TMUV-mediated IFN-β/ISRE promoter activity in a dose-dependent manner. Distinct doses of the 2KNS4B plasmid (100 ng, 200 ng or 400 ng/well) were transiently transfected into DEFs and subsequently cotransfected with the pRL-TK plasmid (40 ng/well), the pGL3-IFN-β-Luc plasmid (400 ng/well) or the pGL4-ISRE-Luc plasmid (400 ng/well). At 24 h posttransfection, the cells were infected with duck TMUV (25 µL containing 100 TCID50 per well), and the luciferase activities were measured at 36 h postinfection. (B) 2KNS4B inhibited the IFNβ mRNA induced by the RLR components. DEFs were transiently transfected with each of the pCAGGS plasmids expressing Flag-tagged components (400 ng/well) and His-tagged 2KNS4B (400 ng/well). After 24 h of transfection, the cells were harvested with 1 mL RNAiso Plus reagent for the detection of duIFNβ mRNA by RT-qPCR. All results were normalized to those of duβ-actin. (C) 2KNS4B inhibited the IFNβ/ISRE-Luc induced by the RLR components. The DEFs were transiently transfected with each of the above components (400 ng/well) and 2KNS4B (400 ng/well) and subsequently transfected with pRL-TK plasmid (40 ng/well), pGL3-IFNβ-Luc or pGL4-ISRE-Luc (400 ng/well). At 24 h posttransfection, the luciferase activities were measured. All data are represented as the mean ± SEM (n = 4). Significant differences were statistically analyzed by using the one-tailed unpaired t-test, indicated by ***(P < 0.001) and the non-significant indicated by n.s.





Interaction of Duck TMUV 2KNS4B With STING

To explore the molecular interactions of 2KNS4B in the IFN induction signaling pathway, IFA, NanoBiT-PPI assays and Co-IP assays were performed. We found that 2KNS4B might colocalized with duSTING or its upstream components (Figure 2A). Then, NanoBiT PPI assays showed that 2KNS4B could significantly interact with STING (Figure 2B), and 2KNS4B interacted with STING in a dose-dependent manner (Figure 2C). In addition, we observed that 2KNS4B significantly and sufficiently suppressed the duSTING-mediated activation of the IFNβ-Luc and ISRE-Luc promoters in a dose-dependent manner, but with increasing doses of NS2A, the expression level of STING was constant (Figure 2D). Moreover, the interaction of 2KNS4B with STING was further confirmed by a co-IP assay (Figure 2E). Collectively, these results suggested that 2KNS4B inhibited the duSTING-mediated activation of IFN-β/ISRE-Luc promotor activity by directly interacting with STING.




Figure 2 | Duck TMUV 2KNS4B binds with STING. (A) IFA analysis. BHK-21 cells were cotransfected with each of the components (pCAGGS-RIG-I, MDA5, MAVS, STING, TBK1 and IRF7-Flag) (400 ng/well) and pCAGGS-2KNS4B-His (400 ng/well). At 24 h posttransfection, the cells were fixed in 4% paraformaldehyde overnight at 4°C for IFA assays. (B) NanoBiT PPI analysis. DEFs were cotransfected with pBiT-2KNS4B-SmBiT-Flag (400 ng/well) and each of the components (pBiT-RIG-I, MDA5, MAVS, STING, TBK1 and IRF7-LgBiT-Myc) (400 ng/well) for 20 h, then the luciferase activities were measured, and the protein expression levels were determined by western blotting. (C) Dose-dependent analysis of the 2KNS4B-STING interaction. DEFs were transiently transfected with the indicated amount of pBiT-2KNS4B-SmBiT-Flag plasmid (100 ng, 200 ng or 400 ng/well), along with 400 ng/well of pBiT-STING-LgBiT-Myc plasmid. The luciferase activities were measured at 20 h posttransfection, and protein expression levels were determined by western blotting. (D) Dose-dependent analysis of the inhibition of STING-mediated IFNβ-Luc/ISRE-Luc promoter activity by 2KNS4B. DEFs were cotransfected with the indicated amount of pCAGGS-2KNS4B-His plasmid (100 ng, 200 ng or 400 ng/well) and pCAGGS-STING-Flag (400 ng/well), along with pRL-TK plasmid (40 ng/well), pGL3-IFNβ-Luc (400 ng/well) or pGL4-ISRE-Luc (400 ng/well), and the luciferase activities were measured at 36 h postinfection. Protein expression levels were determined by western blotting. (E) Coimmunoprecipitation analysis of the 2KNS4B-STING interaction. DEF cells were cotransfected with pCAGGS-2KNS4B-His (800 ng/well) and pCAGGS-STING-Flag (800 ng/well). The cells were lysed in Pierce® IP Lysis Buffer (Thermo Fisher) at 24 h posttransfection, and whole-cell extracts (WCEs) were loaded as input. The WCEs were incubated with 10 μg of the indicated antibody and 1 mg of SureBeads Protein (G) Finally, the precipitates were analyzed by SDS-PAGE and western blotting. All data are represented as the mean ± SEM (n = 4). Significant differences were statistically analyzed by using the one-tailed unpaired t-test, indicated by *(P < 0.05), **(P < 0.01) and the non-significant indicated by n.s.





Duck TMUV 2KNS4B Disrupts the STING-TBK1 Interaction

To explore the molecular mechanism of 2KNS4B-mediated suppression of IFNβ induction, we examined whether 2KNS4B impairs the STING-STING and STING-TBK1 interactions. According to the results of the NanoBiT PPI assay, we found that 2KNS4B could significantly impair the formation of the STING-TBK1 complex in a dose-dependent manner, but not the STING-STING complex (Figures 3A, B). Furthermore, the phosphorylation of TBK1 was significantly reduced in the presence of a high dose of 2KNS4B, as shown by western blot and IFA (Figures 3C, D). These results indicated that the binding of 2KNS4B to STING inhibited the recruitment of TBK1 to STING, which might reduce TBK1 phosphorylation and inhibition of the IFN-β signaling pathway. Thus, 2KNS4B reduced the IFN-β signaling pathway by interacting with STING, which disrupted the formation of the STING-TBK1 complex.




Figure 3 | Duck TMUV 2KNS4B impairs the STING-TBK1 interaction, which leads to a reduction in TBK1 phosphorylation. (A, B) 2KNS4B competitively inhibits the interaction of STING with TBK1 but not with STING. pBiT-STING-SmBiT-Flag (400 ng/well) was cotransfected with pBiT-STING-LgBiT-Myc or pBiT-TBK1-LgBiT-Myc (400 ng/well) into DEF cells in the presence of pCAGGS-2KNS4B-His at different doses (100 ng, 200 ng or 400 ng/well). Luminescence was detected at 20 h posttransfection, and protein expression was measured by western blotting. (C, D) 2KNS4B suppresses the phosphorylation of TBK1. pCAGGS-TBK1-Flag (1200 ng/well) was cotransfected with pCAGGS-2KNS4B-His at different doses (400 ng, 800 ng or 1200 ng/well) into DEF cells for 24 h. The protein expression levels were determined by western blotting with the phospho-TBK1/NAK (Ser172) rabbit mAb (CST, America) (C). pCAGGS-TBK1-Flag (1200 ng/well) was cotransfected with pEGFP-2KNS4B or pEGFP-Vector (1200 ng/well) into BHK-21 cells. At 24 h posttransfection, cells were fixed in 4% paraformaldehyde overnight at 4°C for IFA with the phospho-TBK1/NAK (Ser172) rabbit mAb (CST, America) (D). All data are represented as the mean ± SEM (n = 4). Significant differences were statistically analyzed by using the one-tailed unpaired t-test, indicated by ***(P < 0.001).





Domain Mapping of the Interaction Between Duck TMUV 2KNS4B and STNG

To investigate which domains of 2KNS4B and STNG are responsible for its interaction, three 2KNS4B truncations, NS4B (Δ2K), 2KNS4BNT (1-125 aa) and 2KNS4BCT (126-254 aa), were cloned into the pBiT-SmBiT vector with a Flag tag, while two STING truncations, STINGNT (1-183 aa) and STINGCT (183-382 aa), were cloned into the pBiT-LgBiT vector with a Myc tag (Figures 4A, B). DEFs were transiently transfected with 400 ng/well of each STING truncation plasmid, along with 400 ng/well of the three 2KNS4B truncation plasmids or an empty vector. The luciferase activities were measured at 20 h posttransfection (Figure 4C). We found that 2KNS4BCT did not interact with STING or the STING truncations, while both the N-terminal and C-terminal regions of STING (STINGNT and STINGCT) could interact with 2KNS4B. In addition, we also found that the 2K fragment is sufficient to affect the NS4B-STING interaction due to its function of proper cotranslational membrane insertion and protein folding. Then, a luciferase reporter assay was performed to determine the effect of 2KNS4B on STING-mediated IFN induction. As shown in Figure 4D, 2KNS4B and 2KNS4BNT inhibited STING-mediated IFNβ/ISRE promotor activation, but NS4BCT did not. In addition, 2KNS4B could inhibit STING- and STING truncation-mediated IFNβ/ISRE promoter activation (Figure 4E). Taken together, these results suggested that the N-terminus of 2KNS4B was essential for the interaction with STING and it inhibited the STING-triggered IFNβ signaling pathway.




Figure 4 | Domain mapping of the interaction between duck TMUV 2KNS4B and STING. (A, B) Schematic diagram of the 2KNS4B and STING deletions, the DI was represented as Dimerization interphase, CTD as C-terminal domain and CTT as C-terminal tail of STING. (C) DEFs were transiently transfected with 400 ng/well of each pBiT-LgBiT-Myc plasmid expressing STING and its truncations (STINGNT and STINGCT), along with 400 ng/well of each pBiT-SmBiT-Flag plasmid with 2KNS4B and its truncations (NS4B, 2KNS4BNT and 2KNS4BCT) or an empty vector. The luciferase activities were measured at 20 h posttransfection. (D) 2KNS4B and its truncations inhibited STING-induced IFNβ/ISRE-Luc activity. DEFs were cotransfected with pCAGGS-2KNS4B or 2KNS4B truncations-His (400 ng/well) and pCAGGS-STING (400 ng/well), along with pRL-TK plasmid (40 ng/well), pGL3-IFNβ-Luc (400 ng/well) or pGL4-ISRE-Luc (400 ng/well) for 24 h, and the luciferase activities were measured. (E) 2KNS4B inhibited STING and its truncation-induced IFNβ/ISRE-Luc activity. DEFs were cotransfected with pCAGGS-STING or STING truncations-Flag (400 ng/well) and pCAGGS-2KNS4B-His (400 ng/well) and subsequently transfected with pRL-TK plasmid (40 ng/well), pGL3-IFNβ-Luc (400 ng/well) or pGL4-ISRE-Luc (400 ng/well) for 24 h, and the luciferase activities were measured. All data are represented as the mean ± SEM (n = 4). Significant differences were statistically analyzed by using the one-tailed unpaired t-test, indicated by *(P < 0.05), **(P < 0.01) and ***(P < 0.001).





The 1-38 aa Region of Duck TMUV NS4B Is Critical for Its Interaction With STING and Its Inhibitory Effects

Moreover, to further confirm the interaction domain in the C-terminal region of NS4B, deletion (Figure 5A) and truncation (Figure 5B) analyses were performed. In the deletion assay, we found that the regions of 2KNS4B, besides TMD2, were sufficient to interact with STING and inhibit STING-mediated IFNβ/ISRE promoter activation. In addition, deletion of the cytoplasmic region of 2KNS4B aborted its interaction with STING and affected its inhibition of STING-mediated IFNβ/ISRE promoter activation (Figures 5C, D). In the truncation assay, we found that all truncations of 2KNS4B affected its interaction with STING and inhibited STING-mediated IFNβ/ISRE promoter activation (Figures 5E, F). These results revealed that changing the 2KNS4B residues may affect the spatial structure of 2KNS4B, which is responsible for the 2KNS4B-STING interaction, especially for the 1-38 aa region of NS4B.




Figure 5 | The 1-38 aa region of duck TMUV NS4B is essential for its interaction with STING and its inhibitory effect. (A, B) Schematic representation of full-length 2KNS4B and its deletions or truncations, and a 3xGS linker was inserted in the deletion region. (C, D) Deletion analysis of the interaction between 2KNS4B and STING and the inhibitory effect. DEFs were transiently transfected with 400 ng/well of each pBiT-LgBiT-Myc plasmid expressing STING, along with 400 ng/well of each pBiT-SmBiT-Flag plasmid with 2KNS4B (WT or deletions) or an empty vector. The luciferase activities were measured at 20 h posttransfection (C). For the luciferase reporter assay, based on the above, the cells were subsequently transfected with the pRL-TK plasmid (40 ng/well), pGL3-IFNβ-Luc (400 ng/well) or pGL4-ISRE-Luc (400 ng/well). At 24 h posttransfection, the luciferase activities were measured (D). (E, F) Truncation analysis of the interaction between 2KNS4B and STING and the inhibitory effect. DEFs were transiently transfected with 400 ng/well of each pBiT-LgBiT-Myc plasmid expressing STING, along with 400 ng/well of each pBiT-SmBiT-Flag plasmid with 2KNS4B (WT or truncations) or an empty vector. The luciferase activities were measured at 20 h posttransfection (E). For the luciferase reporter assay, based on the above, cells were subsequently transfected with the pRL-TK plasmid (40 ng/well), pGL3-IFNβ-Luc (400 ng/well) or pGL4-ISRE-Luc (400 ng/well). At 24 h posttransfection, the luciferase activities were measured (F). All data are represented as the mean ± SEM (n = 4). Significant differences were statistically analyzed by using the one-tailed unpaired t-test, indicated by ***(P < 0.001).





Alanine Scanning Mutagenesis in the 1-38 aa Region of the NS4B Protein

In the flavivirus life cycle, the 2K fragment is cleaved off the N-terminus of NS4B by the host signal enzyme in the ER lumen, although the 2K fragment is critical for the NS4B-STING interaction. Thus, the 1-38 aa region of NS4B was chosen for further alanine substitution mutagenesis assays. To further determine which amino acids in the 1-38 aa region of NS4B contribute to its interaction with STING, multiple alanine substitution mutations in the 1-38 aa region of NS4B were introduced into pBiT-SmBiT with a Flag tag (Figure 6A). As shown in Figure 6B, the Mut 1, Mut 2, Mut 3 and Mut 5 mutants of NS4B markedly reduced the interaction with STING, and Mut 4 slightly inhibited the interaction with STING. In addition, a reporter assay showed that all NS4B mutations affected the inhibitory effects on STING-triggered IFNβ/ISRE promoter activation (Figure 6C). Subsequently, single alanine substitution mutations within the Mut 1 (N1A, E2A and M3A), Mut 2 (G4A, W5A and L6A), Mut 3 (E7A, Q8A and T9A), Mut 4 (K10A, K11A and D12A) and Mut 5 (D34A, L35A and R36A) mutants were generated in pBiT-SmBiT with a Flag tag. We found that residues E2, M3, G4, W5, K10 and D34 in NS4B were changed to “A” significantly reduced NS4B-STING interaction compared to WT, revealed that these residues are sufficient to interact with STING (Figure 6D). Moreover, these mutations inhibited STING-induced IFNβ/ISRE promoter activation to various degrees (Figure 6E). Taken together, these data indicate that residues E2, M3, G4, W5, K10 and D34 in NS4B are essential for its interaction with STING.




Figure 6 | Alanine scanning mutagenesis of the 1-38 aa region of the duck TMUV NS4B protein. (A) Schematic diagram of alanine substitution mutations within the 1-38 aa region of NS4B. (B, D) Mutations of the 2KNS4B affect its interaction with STING. DEFs were transiently transfected with the pBiT-STING-LgBiT-Myc plasmid (400 ng/well) and pBiT-2KNS4B-SmBiT-Flag plasmid or its mutants or an empty vector (400 ng/well). The luciferase activities were measured at 20 h posttransfection. (C, E) Mutations of 2KNS4B affect the STING-induced IFNβ/ISRE-Luc activity. DEFs were cotransfected with 400 ng/well pCAGGS-His plasmid expressing 2KNS4B and its mutants and 400 ng/well pCAGGS-STING-Flag, along with pRL-TK plasmid (40 ng/well), pGL3-IFNβ-Luc (400 ng/well) or pGL4-ISRE-Luc (400 ng/well). At 24 h posttransfection, the luciferase activities were measured. Significant differences were statistically analyzed by using the one-tailed unpaired t-test, indicated by *(P < 0.05), **(P < 0.01), ***(P < 0.001) and the non-significant indicated by n.s.





Characterization of the Duck TMUV Genome RNA Replicon Disabling the NS4B-STING Interaction

The nano luciferase reporter replicon of duck TMUV (pACYC-duck-TMUV-Replicon- NanoLuc, pAC-TVRepNluc) was used to further validate the mutational effect on viral RNA replication (Figure 7A). The luciferase activity kinetics of pAC-TVRepNluc-WT and pAC-TVRepNluc-NS5/GAA were detected. Mutations in the NS4B-STING interaction sites were individually engineered into pAC-TVRep. Equal amounts of WT and mutant pAC-TVRep DNA were transfected into BHK-21 cells and assayed for luciferase activity at 24, 36 and 48 hpi. As shown in Figure 7B, NS4B mutations could be classified into four groups based on the levels of the luciferase signals of the duck TMUV replicons. Group I mutants (M3A) enhanced viral replication. Group II mutants (E2A and K10A) had a severe defect in viral replication. Group III mutants (G4A, D34A and R36A) had slight defects in viral replication. Group IV mutants (W5A) exhibited the same luciferase profile as the WT (Figure 7C). Overall, our primary data suggest that residues involved in the NS4B-STING interaction also play important roles in viral RNA replication in some as yet unknown way.




Figure 7 | Characterization of the duck TMUV genome RNA replicon disabling the NS4B-STING interaction. (A) Schematic diagram of the duck TMUV NanoLuc luciferase reporter replicon. (B) The Nluc-duck TMUV reporter replicon (pAC-TVRep) was used to detect the replication efficiencies of the WT and NS4B-mutant replicons. Mutations in the NS4B-STING interaction sites were individually engineered into pAC-TVRep. Equal amounts of WT and mutant pAC-TVRep DNA were transfected into BHK-21 cells and assayed for luciferase activity at 24, 36 and 48 hpi. (C) Summary of the phenotypic effects of the NS4B-mutant replicon. Significant differences were statistically analyzed by using the one-tailed unpaired t-test, indicated by *(P < 0.05), **(P < 0.01) and ***(P < 0.001).





Characterization and Phenotypes of Duck TMUV Infectious cDNA Clones Disabling the NS4B-STING Interactions

To validate the results derived from the duck TMUV replicon, we engineered NS4B mutants into a full-length duck TMUV infectious cDNA clone (pACNR-rTMUV-WT). Equal amounts of WT and NS4B mutant genome length RNAs were transiently transfected into BHK-21 cells. At 4 days posttransfection, the transfected cells were examined by an IFA) using an anti-duck TMUV monoclonal antibody (Figure 8A). We found that the E2A and K10A mutants couldn’t be rescued, and the remaining mutants (M3A, G4A, W5A, D34A and R36A) yielded fewer IFA-positive cells than the WT. As expected, the morphology of the plaques exhibited the same results as the IFA (Figure 8B).




Figure 8 | Characterization and phenotypes of duck TMUV infectious cDNA clones disabling NS4B-STING interactions. (A) Immunofluorescence analysis (IFA) of recombinant NS4B-mutant viruses. Equal amounts of WT and NS4B-mutant genomic RNAs were transiently transfected into BHK-21 cells. At 4 days posttransfection, the transfected cells were examined by IFA using the mouse anti-duck TMUV polyclonal antibody as the primary antibody. (B) Plaque morphology of WT and NS4B-mutant viruses. Viral samples were serially diluted 10-fold in DMEM. Subsequently, BHK-21 cells in 6-well plates were infected with 200 µL of each dilution for 1 h at 37°C and 5% CO2 and swirled every 15 min to ensure viral attachment. After incubation, 2 mL of 0.75% methyl cellulose overlay containing 2% FBS and 1% penicillin/streptomycin was added to each well, and the plate was incubated at 37°C for 4 days. Then, the methyl cellulose overlay was removed, and the plate was washed twice with PBS, fixed with 4% formaldehyde, and incubated at room temperature for 20 min. After removing the fixative, the plate was stained with 1% crystal violet for 1 min and washed carefully, and the visible plaques were observed. (C) Growth kinetics of WT and NS4B-mutant recombinant viruses in BHK-21 cells. BHK-21 cells were seeded in 12-well plates, and the cells were infected with 100 μL 100 TCID50 of WT or mutant virus. At the given time points, the cells were collected for the determination of viral titers. (D) Virulence of WT and NS4B-mutant recombinant viruses in duck embryos. Ten 9-day-old duck embryos per group were injected with 200 μL 100 TCID50 of rTMUV-WT and rTMUV-NS4B-mutant viruses by allantoic cavity inoculation. All viruses were diluted with PBS, and the mock group was injected with 200 μL of PBS. The eggs were incubated continually at 37°C, and the survival time of the infected embryos was recorded. Significant differences were statistically analyzed by using the one-tailed unpaired t-test, indicated by *(P < 0.05), **(P < 0.01) and the non-significant indicated by n.s.



To compare the growth kinetics of the WT and NS4B mutant recombinant viruses in BHK-21 cells, they were incubated with P1 virus (we passaged the virus on BHK-21 cells for 1 consecutive round). At the indicated time points, the cells were harvested for detection of the virus titers. The results showed that the W5A and D34A mutant viruses exhibited lower titer levels than the WT. The G4A mutant virus replicated the same levels as WT at 60 hpi and before but showed lower titer levels than WT at 72 hpi. The highest peak titers of the M3A and R36A mutant viruses were higher than the WT (Figure 8C).

Moreover, the virulence of the WT and NS4B mutants were evaluated in duck embryos (Figure 8D). Ten 9-day-old duck embryos per group were injected with 200 μL 102 TCID50 of P1 WT and NS4B mutant viruses. The duck embryos inoculated with the R36A mutant viruses exhibited similar mortality as the WT, whereas the M3A, G4A, W5A and D34A mutants were attenuated in duck embryos, especially for the G4A and D34A mutants that exhibited a lower mortality (70%) than WT. Taken together with the replicon results, these results suggested that the M3A, G4A, W5A and D34A mutants reduced viral virulence in duck embryos.

We also studied the genetic stability of the recombinant NS4B virus (attenuated in duck embryos) by passaging the virus in BHK-21 cells for 5 consecutive rounds (P0 to P5), and the complete genome sequence was obtained at P0 to P5. Our findings revealed that adaptive mutations emerged at P1 for G4A, P3 for WT and M3A, and P4 for W5A and D34A. Briefly, the G4A mutation in NS4B was reversed to A4G, and four other adaptive mutations (E-S150I, E-M349K, NS3-I435F and NS5-G643R) were obtained in the P5 G4A mutant. Furthermore, in addition to the original M3A, W5A and D34A, two adaptive mutations were obtained in the P5 M3A (E-M304K and NS5-G643R) and the P5 W5A (E-M304K, NS2B-N89N and NS5-G643R), and only one mutation was obtained in the P5 D34A (E-G392R). Interestingly, two adaptive mutations were detected in the WT, which probably generated some common changes (M304K in E and G643R in NS5) found in the rTMUV-WT virus, demonstrating that the M3A mutant displayed relative genetic stability at P0-P5 in BHK-21 cells.




Discussion

Innate immune responses are the first line of the host’s defense against viral infection through the expression of hundreds of cytokines, especially type I IFNs. They are among the most important cytokines that play a critical role in the response to viral invasion. However, some flaviviruses encode multifunctional proteins that can be used to develop various strategies to antagonize the immune response of the host. Previous studies have reported that some flaviviruses can be recognized by TLRs and RLRs, which lead to the activation of type I IFN immune signaling pathways, whereas flavivirus nonstructural proteins can regulate the host innate immune response to improve viral replication efficiency (25–27). For example, WNV NS1 antagonizes interferon-β production by targeting RIG-I and MDA5 (28). The NS2B protein interacts with NS3 to form a stable complex that functions as a serine protease and is involved in the cleavage of polyproteins encoded by the viral genome (29). As previously reported, the DENV NS2B3 complex was shown to target and cleave MITA/STING, thereby inhibiting the IFNα/β-mediated innate immune response (30, 31). In the presence of DENV, NS2A and NS4B block RIG-I/MAVS signaling by inhibiting TBK1/IRF3 phosphorylation (10). Unlike DENV, YFV NS4B has also been shown to block RIG-I stimulation through an interaction with STING (32). Moreover, NS5 is known to establish a common mode of IFNα/β signaling antagonist for some flaviviruses by inhibiting the JAK/STAT pathway (33, 34).

In our recent study, we showed that duck TMUV NS2B3 cleaved and bound duck STING to subvert the induction of IFNβ (14). Additionally, we analyzed the ability of the 10 proteins encoded by duck TMUV to block the IFN system and found that the expression of NS2A, NS2B, and 2KNS4B resulted in robust IFN signaling inhibition. Further study found that NS2A competitively bound to STING with TBK1, suppressing IFN production and the subsequent phases of the IFN response (13). Therefore, different NS proteins of duck TMUV could antagonize IFN-β production through the common cellular components in RIG-I signaling pathway. However, the mechanism of how NS4B acts as an IFN antagonist in the inhibition of host immune responses remains to be further explored.

In this study, we verified that duck TMUV 2KNS4B could inhibit virus-induced IFNβ/ISRE promoter activities in a dose-dependent manner. Previous studies reported that flavivirus NS4B could inhibit RIG-I/MAVS signaling by blocking TBK1/IRF3 phosphorylation and inhibit IFN-mediated STAT1 phosphorylation to protect against the host immune response (10, 16, 17). Here, we found that duck TMUV 2KNS4B significantly inhibited RIG-I-, MDA5-, MAVS-, STING- and TBK1-induced IFNβ signaling but did not affect IRF7-induced IFNβ signaling. Subsequently, we identified that 2KNS4B specifically interacted with STING, resulting in a reduction in STING-mediated IFNβ/ISRE promoter activity. These results were consistent with duck TMUV NS2B3 and NS2A (13, 14) because the same cellular components could be targeted by different duck TMUV proteins to antagonize IFNβ production through the same or different strategies. We further found that 2KNS4B markedly suppressed the formation of the STING-TBK1 complex in a dose-dependent manner and significantly reduced subsequent TBK1 phosphorylation but did not affect the formation of the STING-STING complex. According to these results, we concluded that the interaction between 2KNS4B and STING inhibited the recruitment of TBK1 to STING, which subsequently reduced the phosphorylation of TBK1, leading to the inhibition of the IFNβ signaling pathway. Although HCV NS4B is different from flavivirus NS4B, consistent with our results, HCV NS4B could also target STING to prevent the interaction between STING and TBK1 upon stimulation, leading to blockade of interferon signaling (19). However, the molecular mechanism by which NS4B interferes with the formation of the STING-TBK1 complex requires further investigation. Additionally, there are several potential limitations of this study remaining to be further investigated. One is that the NS4B-STING interaction was only confirmed in the context of the ectopic expression systems due to the limitation of methods and materials. It’s necessary to confirm these interactions during the virus natural infection. The other is that we have performed all the experiments in primary duck embryo fibroblasts cells, which couldn’t be STING-KO cells. Thus, it’s necessary to test the ability of duck TMUV NS4B to prevent IFN induction through a STING mechanism in the STING-KO cells. Taken together, the molecular mechanism by which NS4B interacts with STING requires further investigation during the virus natural infection and in a STING-KO cells.

As the largest of the small hydrophobic NS proteins of flaviviruses, NS4B contains a similar membrane topology with five integral transmembrane segments (15, 35), which is responsible for the function of NS4B in viral replication and interactions with host proteins. For example, the N-terminus of NS4B is critical to suppress IFNβ signaling and is essential for interactions with host proteins (STING and/or PGK1). TMD3 and TMD5 of NS4B are able to inhibit the host RNA interference (RNAi) response. Both the cytoplasmic loop (amino acids 129-165) and the C-terminal region (amino acids 166-248) are essential for NS4B oligomerization (35). Additionally, the C-terminus of NS4B also functions as a binding site for KRT8. In our study, we identified that the N-terminal region of NS4B is essential for NS4B to interact with STING, including the N- and C-terminal regions of STING. Furthermore, we performed truncation and deletion assays to further identify the interaction region in the N-terminal region of NS4B between NS4B and STING; however, we found that the 2K fragment is essential for the NS4B-STING interaction and that changing the NS4B residues may affect the spatial structure of NS4B, which is critical to the interaction of NS4B-STING. Moreover, although the deletion of the cytoplasmic region of NS4B completely aborted its interaction with STING, we hypothesized that deletion the cytoplasmic region damages the spatial structure of NS4B, leading to the incorrect proper cotranslational membrane insertion and protein misfolding. We also found the difference in activity of Δ1-103 and Δ1-125 of NS4B, revealed that TMD3 is critical to NS4B-STING interaction. Nevertheless, according to the results of deletion and truncation assays, we focus on the 1-38aa region of NS4B, which markedly affected the NS4B-STING interaction. As shown in a previous study, the 2K fragment is cleaved off the N-terminus of NS4B by the host signal enzyme in the ER lumen, and this step is essential for proper cotranslational membrane insertion and protein folding (36, 37). Thus, we hypothesized that the 2K fragment affected the NS4B-STING interaction because deletion of the 2K fragment could disrupt the protein folding of NS4B in the ER lumen, making it difficult for NS4B to bind with STING. A previous study revealed that the 77-125 aa region of DEN-2 NS4B plays a critical role in the inhibition of IFN signaling (17), which is consistent with our results. The N-terminus of NS4B is essential for duck TMUV NS4B to inhibit IFN signaling. Although an increasing number of studies have provided evidence to prove that flavivirus NS4B targets STING, little is known about the interaction site between NS4B and STING and its function in virus replication. In our study, the 1-38 aa region of NS4B was subjected to multiple sequence alignment with several types of flaviviruses, and the conserved sites were analyzed by multiple and single alanine substitution assays. We found that E2, M3, G4, W5, K10 and D34 residues of NS4B were essential for the interaction with STING and its inhibitory effect on IFN signaling.

As a component of the viral replication complex with an essential role in viral replication and assembly, NS4B was recently reported to oligomerize to itself (18) as well as to interact with NS1 (38), NS2B (39), NS3 (40, 41) and NS4A (42, 43). Moreover, NS4B has also been reported to interact with host factors. Thus, NS4B was considered a potential antiviral target when treated with small-molecule inhibitors that block NS4B-virus protein or NS4B-host protein interactions, leading to the suppression of viral replication. The plant alkaloid lycorine was proven to inhibit the replication of WNV, YFV (44), and DENV (45), which was conferred by a V9M mutation in the viral 2K peptide. NITD-618 resistance is conferred by mutations P104 L and A119T in the TMD3 domain of NS4B, and abolishing the NS3-NS4B interaction could lead to the suppression of viral replication (46). Otherwise, flavivirus NS4B seems to be a mutational hotspot that is responsible for the development of live attenuated flavivirus vaccines. For example, a P38G substitution in WNV NS4B (isolate NY99) attenuated neuroinvasiveness in mice (47). In addition to participating in viral replication, NS4B is also expected to protect against the host immune response, which could be applied to the development of live attenuated vaccines and antiviral small-molecule inhibitors. To achieve this goal, we introduced NS4B mutants (E2, M3, G4, W5, K10, D34 and R36), which disabled the NS4B-STING interaction sites, into a duck TMUV replicon and a full-length duck TMUV infectious cDNA clone to validate the effect of these sites on viral replication. We found that the duck TMUV replicon with NS4B E2A and K10A mutations could not efficiently replicate in BHK-21 cells, resulting in a failure to rescue the virus. The G4A, D34A and R36A mutations decreased viral RNA synthesis and yielded fewer E protein IFA-positive cells than the WT. G4A mutant virus exhibited similar growth kinetics in BHK-21 cells as WT but showed significantly lower mortality (70%) than WT.

We found in our sequencing that two adaptive mutations had occurred at residue 150 (S150I) of the E protein and 643 (G643R, also occurred in the WT) in the P2 G4A mutant virus, resulting in replenishment of virus infectivity. The R36A mutant virus exhibited a higher peak titer than the WT and showed similar mortality (100%) as the WT, indicating that the R36A mutation was not sufficient to affect the infectivity of duck TMUV. For the D34A mutant virus, the virus titers were significantly decreased compared to WT and showed significantly lower mortality (70%), suggesting that the D34A mutation affects viral RNA synthesis and virus production, leading to attenuated virulence in duck embryos. In addition, the M3A and W5A mutations yielded fewer E protein IFA-positive cells and showed significantly lower mortality (80% and 90%, respectively) than WT. However, the M3A mutation enhanced viral RNA replication and showed significantly higher titer levels than WT at 48-72 hpi, whereas W5A exhibited a WT-like viral RNA synthesis phenotype and showed significantly lower titer levels than WT. It is possible that both the M3A and W5A mutations in NS4B may disrupt a critical step in virus assembly and release, and the virulence of both mutations was attenuated in duck embryos. Taken together, our data showed that the NS4B mutation M3A enhanced viral replication but attenuated the virulence of the virus in duck embryos, whereas the NS4B mutations W5A and D34A not only reduced viral production with effective replication but also attenuated the virulence of the virus in duck embryos. Thus, although M3A, W5A and D34A in duck TMUV NS4B could be considered new targets for the development of attenuated flavivirus vaccines and antiviral small-molecule inhibitors, further clinical testing is necessary to verify the safety and immunogenicity of these live attenuated vaccines.

In summary, we found that in the context of the overexpression systems, duck TMUV 2KNS4B significantly inhibited IFNβ and ISRE promoter activity by competitively binding to STING with TBK1, leading to a decrease in TBK1 phosphorylation. Remarkably, we further identified the amino acids at positions E2, M3, G4, W5, K10 and D34 to be essential for its interaction with STING and its inhibition of IFNβ induction using the Dual-Glo® Luciferase Assay System and NanoBiT protein-protein interaction (PPI) assays. Subsequently, mutations at these positions were introduced into a duck TMUV replicon and an infectious cDNA clone. We found that the NS4B M3A mutant virus enhanced viral replication in vitro but attenuated the virulence of the virus in vivo, whereas the NS4B W5A and D34A mutants not only reduced viral production with effective replication in vitro but also attenuated the virulence of the virus in vivo. These findings indicate that the M3A, W5A and D34A mutations in NS4B may suppress virus assembly and/or release, resulting in attenuation of the virulence of the viruses. Thus, disabling NS4B-STING interaction sites could be considered a new approach to the rational attenuation of flaviviruses for the construction of vaccine candidates.
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As transcriptional co-activator of AP-1/Jun, estrogen receptors and NF-κB, nuclear protein RBM39 also involves precursor mRNA (pre-mRNA) splicing. Porcine reproductive and respiratory syndrome virus (PRRSV) causes sow reproductive disorders and piglet respiratory diseases, which resulted in serious economic losses worldwide. In this study, the up-regulated expression of RBM39 and down-regulated of inflammatory cytokines (IFN-β, TNFα, NF-κB, IL-1β, IL-6) were determined in PRRSV-infected 3D4/21 cells, and accompanied with the PRRSV proliferation. The roles of RBM39 altering phosphorylation of c-Jun to inhibit the AP-1 pathway to promote PRRSV proliferation were further verified. In addition, the nucleocytoplasmic translocation of RBM39 and c-Jun from the nucleus to cytoplasm was enhanced in PRRSV-infected cells. The three RRM domain of RBM39 are crucial to support the proliferation of PRRSV. Several PRRSV RNA (nsp4, nsp5, nsp7, nsp10-12, M and N) binding with RBM39 were determined, which may also contribute to the PRRSV proliferation. Our results revealed a complex mechanism of RBM39 by altering c-Jun phosphorylation and nucleocytoplasmic translocation, and regulating binding of RBM39 with viral RNA to prompt PRRSV proliferation. The results provide new viewpoints to understand the immune escape mechanism of PRRSV infection.
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Introduction

RNA-binding proteins (RBPs) have been found in all living organisms (1). Through binding RNAs, RBPs assemble in ribonucleoprotein complexes, which dictate the fate and the function of virtually every cellular RNA molecules. RBPs can bind single-stranded or double-stranded RNAs, and play an important role in regulating RNA metabolism and gene expression as post-transcriptional regulators (2, 3). RBPs are involved in biological processes such as RNA transcription, editing, splicing, transportation and positioning, stability and translation (4). With the extensive reports on the post-transcriptional regulatory mechanism of RBPs, more and more scholars are focusing on their complicated functions. The target RNA of RBPs is variable and diverse, and they have ability to bind to different region of mRNA [such as exons, introns, untranslated regions (UTRs)], or interact with other types of RNA, including non-coding RNAs (5), microRNAs, small interference RNAs (siRNA), t-RNAs, small nucleolar RNA (snoR-NA), telomerase RNA, conjugant small nuclear RNA (snRNA) and the RNA part of signal recognition particles (SRP RNA or 7SL RNA (6–8). These non-coding RNAs form a wide range of secondary structures, which combine with RBP and regulate processes such as RNA splicing, RNA modification (9), protein localization, translation, and maintenance of chromosome stability (10, 11). The functional effects of conventional RBPs depend on the target RNA-RNP complex formation. Simultaneously, the RNP complex helps RNA processing, translation, export and localization (10, 12).

RBM39 (RNA binding motif protein 39), also called CAPER, HCC1.3/1.4,Caperα,FSAP59,RNPC2 (13), is a nuclear protein that is involved in precursor mRNA (pre-mRNA) splicing (14). RBM39 was first identified as an auto-antigen in a hepatocellular carcinoma patient (15). In addition, RBM39 is a transcriptional co-activator of activating protein-1 (AP-1/Jun), estrogen receptors (eg, steroid nuclear receptors ESR1/ER-alpha and ESR2/ER-β) and NF-κB (14, 16). Based on the previous research, the function of RBM39 has been associated with malignant progression in a number of cancers (15). Previous studies have reported RBM39 as a proto-oncogene with important roles in the development and progression of multiple types of malignancies (17). RBM39 is relevant to numerous precursor messenger RNA (pre-mRNA) splicing factors and provide regulating action of a quantity of signal pathway (15, 18). Degradation of RBM39 led to aberrant pre-mRNA splicing, including intron retention and exon skipping in hundreds of gene (15). RBM39 has three RNA recognition motif (RRM) and the C-terminal of RRM3 domain belongs to the U2AF homology motif family (UHM), which mediate protein-protein interactions through a short tryptophan-containing peptide known as the UHM-ligand motif (ULM) (14, 16). However, RBM39 impacting virus proliferation and its role in innate immunity are largely unknown.

The activation protein-1 (AP-1) transcription factors are immediate early response genes involved in a diverse set of transcriptional regulatory processes (19, 20). The AP-1 complex is mainly composed of a Fos family member and a Jun family member encoded by the proto-oncogene, which bind to the DNA target sequence in the form of a homologous or heterodimer complex to regulate the expression of the target gene (21, 22). The AP-1 complex consists of Fos family members, Jun family members, activating transcription factor (ATF) and musculoaponeurotic fibrosarcoma (MAF) (21). The Fos family contains c-Fos, v-Fos, Fos-B, Fra-1 and Fra-2 (21); the Jun family is composed of c-Jun, v-Jun, Jun-B, and Jun-D (19); ATF includes ATF2, ATF/LRF1, B-ATF, JDP1 and JDP2 (23); and MAF comprises C-Maf, MafB, MafA, MafG/F/K and Nrl (23). The c-Jun is a central component of all AP-1 complexes and members of the basic region-leucine zipper (bZIP) family of sequence-specific dimeric DNA-binding proteins (19, 24). In addition, the c-Jun is a transcription factor that recognizes the AP-1 complex and binds to the enhancer heptamer motif 5’-TGA[CG]TCA-3’ (termed AP-1 sites) found in a variety of promoters (14, 19). The c-Jun gene is expressed in multiple cell at low levels, and its expression is in elevated response to many stimuli, including growth factors, cytokines, foreign materials and viral infection (25). Certain stimuli of cells result in activation of the JNK (c-Jun N-terminal kinase) and p38 groups of MAPKs, followed by the c-Jun were phosphorylated by JNKs at two positive regulatory sites (serine 63 and 73) residing within its amino-terminal activation domain (9, 19).

Porcine reproductive and respiratory syndrome virus (PRRSV) is a critical pathogen in pig and can trigger a serious negative impact on the economic development of pigs (26, 27), which mainly causes sow reproductive disorders and piglets respiratory diseases, thus resulting in serious economic losses in the world (28). It is a variety of capsule single-stranded positive-chain virus of arteritis virus (29). Infections by PRRSV often result in increased expression of multiple genes and delayed low-level induction of antiviral cytokines, thereby destroying the early endogenous immune response (30, 31). The 15kb PRRSV genome is expressed through a set of subgenomic mRNA transcripts, each used for the translation of one or two open reading frames (ORFs) (32, 33). The full-length viral RNA encodes two large nonstructural polyproteins, pp1a and pp1ab (34), which are processed by viral proteases to release 14 non-structural proteins (35), including four proteases (nsp1α, nsp1β, nsp2 and nsp4), the RNA-dependent RNA polymerase (nsp9), a helicase (nsp10) and an endonuclease (nsp11) (33, 36). In this study, the RBM39 participated in PRRSV RNA binding and viral proliferation was investigated. The dual regulation effects of RBM39 compete with c-Jun to down-regulated IFN-β production and prompt PRRSV proliferation by stabilizing and binding with viral RNA were illustrated.



Materials and Methods


Cell and Virus Cultures

Human embryonic kidney 293 T cells (HEK293 T) and HeLa cells were cultured in Dulbecco’s modified essential medium (DMEM), porcine alveolar macrophages (PAM) cell and PAM cell line 3D4/21 in RPMI-1640 medium (Biological Industries) in incubator at 37°C with 5% CO2. All media were obtained from Biological Industries and supplemented with 10% fetal bovine serum (FBS), 100 U/ml penicillin, and 100 µg/ml streptomycin. The PRRSV was preserved in our laboratory and produced by transfection of 3D4/21 cells with the PRRSV-JXwn06 infectious clone plasmid. In this study, the PRRSV was used with a titer of 104 PFU/ml. Sendai virus (SeV) and vesicular stomatitis virus (VSV) was preserved in our laboratory.



Antibodies and Reagents

Murine RBM39 pAb was prepared by immunizing mice with the purified protein. Anti-PRRSV nsp2 antibody was a gift from Prof. Jun Han of China Agricultural University and Rabbit anti-PRRSV-N protein pAb was purchased from YBio Technology (YB-23941R). Mouse anti-Flag/β-actin/GADPH mAb and Peroxidase-Conjugated Goat anti-Rabbit/Mouse IgG (H+L) were purchased from Yeasen Technology. Rabbit anti-phospho-JNK1+2+3 (Thr183+Tyr185) pAb was purchased from Bioss (bs-1640R); Rabbit anti-c-Jun mAb was purchased from Abways Technology (CY5290); Rabbit anti-phospho-c-Jun (Ser73) mAb was purchased from Cell Signaling Technology (3270T); Rabbit anti-HA pAb, Goat anti-Mouse IgG (H+L) Alexa Fluor 555 and Goat anti-Mouse/Rabbit IgG (H+L) FITC was purchased from Invitrogen; Mouse anti-Flag/HA-tags beads was purchased from Abmart. Phosphatase inhibitors were purchased from APE×BIO. Quick CIP were purchased from Biolabs.



Plasmids

RBM39 and c-Jun gene was cloned from 3D4/21 cells cDNA as template. Flag/HA-RBM39 and Flag/HA-c-Jun plasmids were constructed by seamless cloning technology. Flag-RRM1, RRM2, RRM3, ΔRRM1, ΔRRM2, ΔRRM3, ΔRRM, ΔNLS plasmids were constructed by reverse amplification by Flag-RBM39 plasmid as template. Plasmid pET-28a-RBM39-X7 that delete the complete 5’-terminal NLS sequence was also constructed by seamless cloning method, to purify the RBM39 protein and make its antibodies. AP-1/IFN-β/Renilla luciferase reporter plasmids were constructed as previously described (29). The primers used above are shown in Table 1.


Table 1 | Primers used in PCR amplification.





Transient Transfection of Eukaryotic Expression Plasmid Into Cells

Previous to transient transfection, adherent HEK293T, HeLa or 3D4/21 cells were seeded in a 6/12/24-well plate (Corning Inc, Corning, NY, USA). Cells were transfected at the appropriate confluence with eukaryotic expression plasmid. Briefly, 10 µM polyethyleneimine (PEI) was preheated at 85°C and replace the old medium with Reduced-Serum Medium (Opti-MEM, Thermo Fisher Scientific) before transfection 1 h in advance. Add a suitable equal volume of medium to the two centrifuge tubes, then add the appropriate plasmid and PEI, shake and mix, and place at room temperature for 5 minutes. Then, mix and place them at room temperature for 20-30 minutes. Afterwards, add the mixture to the cells and incubate the cells in 37°C incubator containing 5% CO2. After 4-6 hours, discard the mixed solution and replace to complete medium, and continue to grow cells for 24-48 h.



Western Blot

Cell samples were lysed by radioimmunoprecipitation assay (RIPA) (Solarbio) added with protease inhibitor cocktail phenylmethanesulfonyl fluoride (PMSF, Solarbio). Cells lysis supernatants were added to 5×loading buffer, following boiled for 10 min and separated by SDS-PAGE. The separated proteins were transferred onto a polyvinylidene fluoride (PVDF) blotting membrane (GE Healthcare) and blocked for 1h with 5% skimmed milk in 1×TBST (Tris-buffered saline containing 0.05% Tween-20) at room temperature, followed by incubation with the primary antibodies diluted in 1×TBST at 4°C overnight and secondary HRP-conjugated antibodies diluted in 1×TBST for 1h at room temperature. Finally, the membrane was detected through Pierce ECL Western Blotting Substrate (Thermo Scientific, Waltham, MA, USA) and exposed through Chemi Doc XRS Imaging System (BIO-RAD, USA).



Quantitative Real-Time PCR

Quantification of the relative levels of gene expression was performed using qRT-PCR. Total RNAs were extracted by RNAiso plus (Takara). The cDNA was synthesized with EasyScript First-Strand cDNA Synthesis SuperMix according to the manufacturer’s instructions (TransGene). The relative levels of gene expression were analyzed by QTOWER3G IVD Fluorescent Quantitative PCR System (Jena, Germany) using TransStart Top Green qPCR SuperMix (TransGene) with three-step amplification and the data were calculated by the comparative cycle threshold (CT) method (2−ΔΔCt). The thermal cycler program consisted of 95°C for 10 min and then 45 cycles at 95°C for 15 s, 58°C for 30 s, and 72°C for 30 s. The β-actin was used as an internal control for normalization. All the primers used for quantitative real-time PCR are shown in Table 2.


Table 2 | Primers used in quantitative real-time PCR.





Dual Luciferase Reporter Assay

HEK293 T cells plated to 24-well plates at 70%-80% confluence were transfected with RBM39, AP-1 luciferase reporter plasmid, PRRSV-JXwn06 infectious clone plasmid, siRBM39 or sic-Jun (Sigma) and the Renilla luciferase control reporter plasmid was used as a reference. The cells were collected and lysed at 24 h post-transfection, and the cell supernatant was used to detect luciferase activity through Dual Luciferase Reporter Gene Assay Kit (Yeasen Technology) according to the manufacturer’s instructions.



Immunoprecipitation (IP) and Co-Immunoprecipitation (co-IP) Assays

HEK293 T Cells cultivated in six-well plates were transfected or co-transfected with appropriate eukaryotic expression plasmid. The cells were harvested and resuspended by PBS 24 h post-transfection, and lysed on ice for 15 min in 400 µl RIPA lysis buffer. Then the samples were centrifuged at 12,000 rpm for 5 min. We took out the 50 μL supernatant in new tube, added 10 μL loading buffer and boiled them to make input samples. Subsequently, anti-Flag-labeled beads (Sigma) were activated by RIPA and added the rest of the cell lysis supernatant. The reaction mixture was incubated at 4°C overnight. The beads were washed three times with lysis buffer containing PMSF for 5 min each time and added 50 μL lysates and 10 μL loading buffer, boiled for 10 min to make IP samples. Finally, the proteins bound to the beads were separated via SDS-PAGE, transferred to PVDF membrane, and detected with the proper antibodies.



Indirect Immunofluorescent Assay (IFA) and Confocal Microscopy

Adherent HEK293T, HeLa or 3D4/21 cells grown on glass coverslips in 12-well plates at 30% to 50% confluence were transfected with plasmids expressing RBM39 and/or c-Jun. The empty vector plasmid was used as a negative control (NC). Subsequently, 3D4/21 cells were infected with PRRSV at a multiplicity of infection (MOI) of 0.4. At 24 h post-transfection or post-infection, the cells washed with 1×phosphate-buffered saline (PBS), fixed with 4% paraformaldehyde for 30 min at room temperature, permeabilized with 0.5% Triton X-100 for 15 min and blocked with 5% bovine serum albumin (BSA) dissolved in 1×PBS containing 0.05% of Tween-20 (PBST) for 2h at room temperature. Anti-HA (hemagglutinin), anti-Flag and anti-PRRSV-N primary antibodies were diluted in 2% BSA and incubated with slides overnight at 4°C. Following a wash performed with PBS 3 times for 5 min each time, the cells were incubated with fluorescein isothiocyanate (FITC)-conjugated goat anti-mouse/rabbit IgG or IF555-conjugated goat anti-mouse IgG secondary antibody diluted in 2% BSA at 37°C for 1 h in a humidified chamber. The slides were washed with PBST and nuclei were counterstained with Hoechst 33258 dye (Solarbio) for 5 min. Confocal images were collected with confocal laser scanning microscope (UltraView Vox, PerkingElmer) and taken at 40 × or 100 × magnification (Olympus).



RNA Interference

A small interfering RNA (siRNA) assay, which was synthesized from Sigma (Table 3), was performed through siRNA targeting the knockdown of RBM39 (siRBM39) or c-Jun (sic-Jun) gene, and negative control (NC) was used as control groups. For siRNA transfection, 3D4/21 cells plated in 12-well plates and grown to 70%-80% confluence were transfected with 50 nmol of siRNAs using 10 µM PEI. The cells were infected with PRRSV at 0.4 MOI 24 h post-transfection and incubated for additional 24 h. Subsequently, cells were collected for qRT-PCR and Western blotting analysis to detect the expression levels.


Table 3 | Primers used in RNA interference assay.





RNA Immunoprecipitation (RIP)

3D4/21 cells plated in 6-well plates and grown to 70%-80% confluence were transfected with 2μg HA-RBM39 or Flag-RBM39 plasmids. Then the cells were infected with 0.4 MOI PRRSV 12 h after transfection. After another 24 hours, the cells were collected and lysed with 400 μl RIPA supplemented with murine RNase inhibitor (1:100). Part of the supernatant was used for immunoblotting analysis, and the remaining supernatant was incubated with HA/Flag-tags beads overnight at 4°C. The co-precipitated RNAs were extracted, reverse transcribed and detected through PCR via corresponding primers.



Statistical Analysis

Data were presented as the mean of three independent replicates. Statistical significance was analyzed by the unpaired t-test using Origin and GraphPad Prism software. Statistical differences were considered to be statistically significant at P-value < 0.05 (*p < 0.05; **p < 0.01; ***p < 0.001; ****p<0.0001).




Results


Upregulation of RBM39 in 3D4/21 Cells by PRRSV Infection

PRRSV infection can result to upregulation or downregulation of many genes in cells. To find out genes that displayed significant changes in transcription after PRRSV infection, a transcriptome sequencing analysis derived from PAM cell was performed. RBM39 was found to be significantly upregulated after PRRSV infection by statistical analysis (Figure 1A). Through the analysis of RBM39 gene domain, it is known that the protein is conserved in mammals (Figure 1B). To investigate the levels of RBM39 accumulation during viral infection, we infected 3D4/21 and PAM cells with PRRSV at 0.4 MOI. After collecting cells and extracting total RNA at different time points (12 h, 24 h and 36 h) post-infection, mRNA abundance of RBM39 was analyzed by quantitative reverse transcription-PCR (qRT-PCR). Compared with the control group, the mRNA levels of RBM39 significantly increased at three different time points after PRRSV infection (Figure 1C). Furthermore, to analyze the effect of PRRSV infection on the protein expression level of RBM39 gene, we collected cells infected with PRRSV for different time periods (0 h, 12 h, 24 h and 36 h; 0.4 MOI) or at different multiplicity of infection (0, 0.1, 0.2 and 0.4; 24 h), followed by Western blot analysis with antibody to RBM39. The results showed that the protein expression in the cellular level of RBM39 after PRRSV infection was a dramatic increase compared with control groups (Figures 1D and S2A) and increased over time (Figures 1E and S2B). In addition, the results displayed that the protein expression level of RBM39 increased in a dose-dependent manner on MOI (Figures 1F and S2C). To verify the expression level of RBM39 after infection with other RNA viruses, we infected cells with SeV and VSV, and then extracted the total RNA of the cells at 0, 6, 12 and 24 h after infection, and analyzed the mRNA level of RBM39 by qRT-PCR. The results showed that RBM39 mRNA levels increased significantly at four time points (Figure 1G).




Figure 1 | Upregulation of RBM39 in 3D4/21 cells by PRRSV infection. (A) Heat map of RNA binding protein differentially expressed genes made using online websites (http://www.heatmapper.ca/). (B) RBM39 evolutionary tree among different species. (C–E) 3D4/21 cells were subjected to mock infection or infected with 0.4 multiplicity of infection (MOI) PRRSV. (C) Cells were collected at the three time points (12, 24, 36 h) and subjected to real-time RT-PCR to analyze the expression level of RBM39. (D) Cell lysates were collected at 24 h post-infection and subjected to Western blot analysis with antibody to RBM39 to analyze the protein expression. (E) The cells were collected at 0 h, 12 h, 24 h and 36 h post-infection; (F) The cells were infected with 0, 0.1, 0.2 and 0.4 MOI PRRSV respectively and were collected at 24 h post-infection, the RBM39 protein level was analyzed by WB. (G) 3D4/21 cells were infected with SeV and VSV. The cells were collected at 0, 6, 12, and 24 h post-infection, and the RBM39 mRNA level was analyzed by qRT-PCR. Data are representative of results from three independent experiments. The statistically significant at P-value was demonstrated in Statistical Analysis.





RBM39 Contributes to PRRSV Proliferation

The effect of RBM39 on the virus has not been reported before. To explore the effect of RBM39 on PRRSV proliferation, the 3D4/21 and PAM cells were transfected with Flag-RBM39 expression plasmids or empty vector, followed by infected with 0.4 MOI PRRSV 12 h post-transfection. Total RNA was extracted from the cells at 24 h post-transfection, and subsequently, transcription levels of PRRSV nsp2 and N gene were analyzed by qRT-PCR. Compared with the control groups, the overexpression of RBM39 promoted the mRNA level of the PRRSV nsp2 and N gene (Figures 2A and S2D). Meanwhile, the virus titer in cells after transfection of the RBM39 plasmid was higher than the titer seen with the control cells (Figures 2B and  S2E). Confocal microscopy showed that the RBM39 overexpression group can observe more green fluorescent signals in the field of view than the empty vector group (Figure 2C). To further figure out the enhancement of RBM39 on PRRSV, we collected cells at five different time point (6 h, 12 h, 24 h, 36 h, 48 h) after PRRSV infection respectively, and subjected to Western blot analysis with antibody to N and nsp2. The results of Western blot analysis revealed that the protein expression level of N and nsp2 increased with time (Figure 2D). Subsequently, to further verify the effect of RBM39 on viral proliferation, we designed RBM39 small interfering RNA (siRNA) that targeted RBM39 gene and inhibited the transcription and protein expression of RBM39. Consistent with previous results, knockdown of RBM39 reduced the PRRSV proliferation to some extent at the virus titer, transcription and protein levels (Figures 2E–I). The results indicate that changes in the transcription and translation levels of RBM39 can affect PRRSV proliferation and that RBM39 contributes to PRRSV proliferation.




Figure 2 | RBM39 contributes to PRRSV proliferation. (A–D) 3D4/21 cells were transfected with Flag/HA-RBM39 or empty vector and infected with PRRSV at 12 h post-transfection. The infected cells were collected at the indicated times post-infection. (A) The mRNA loads of PRRSV N and nsp2 were tested by qRT-PCR. Detection of viral titers of PRRSV in cell supernatants of RBM39 overexpressed (B) or interfered (G) samples. (C) The cell slide was incubated overnight at 4°C with the antibody of PRRSV N and then incubated with FITC –labeled secondary antibody conjugate. The expression of PRRSV N was detected by Laser confocal fluorescence microscope. (D) PRRSV nsp2 and N protein expression were tested by WB. (E–I) The results showed 3D4/21 cells transfected with siRNA of RBM39, negative control (NC) or untransfected mock cells. The cells were infected with PRRSV at 12 h post-transfection and collected at 24 h post-infection. The mRNA levels of RBM39 (E, H), PRRSV N and nsp2 (H) were detected by qRT-PCR. (F) The agarose gel electrophoresis analysis after qRT-PCR. (I) RBM39 and PRRSV protein expression levels were examined by Western blot after 48 or 72 h. Data are representative of results from three independent experiments. The statistically significant at P-value was demonstrated in Statistical Analysis.



In order to determine the effect of the three RRM domains of RBM39 on the proliferation of PRRSV, we constructed eight truncated forms of RBM39 via the reverse amplification method, namely Flag-RRM1, RRM2, RRM3, ΔRRM1, ΔRRM2, ΔRRM3, ΔRRM, ΔNLS (Figure 3A). It is worth noting that the DNA sequence that connects each domain is preserved. 3D4/21 cells were transfected with these eight truncations and infected with the virus. After 24 hours, the proliferation of PRRSV was detected by qPCR and Western blot analysis. The results of qPCR and Western Blot analysis showed that compared with the control group, the proliferation of PRRSV in the experimental group transfected with Flag-RRM1, RRM2, RRM3, ΔRRM1, ΔRRM2, ΔRRM3, ΔRRM plasmid was inhibited (Figures 3B–J). However, the proliferation of PRRSV in the group transfected with Flag-ΔNLS had no significant difference (Figures 3B, J). It shows that the three RRM domains of RBM39 play an important role in promoting the proliferation of PRRSV.




Figure 3 | The RRM domain of RBM39 is important to promote the proliferation of PRRSV. (A) The constructed 8 truncated forms of RBM39 via the reverse amplification method, namely Flag-RRM1, RRM2, RRM3, ΔRRM1, ΔRRM2, ΔRRM3, ΔRRM, ΔNLS. (B–J) 3D4/21 cells were transfected with 8 truncations and infected with PRRSV after 12 h. After 24 hours, the proliferation of PRRSV was detected by Western Blot analysis (B) and qRT-PCR (C–J). Data are representative of results from three independent experiments. The statistically significant at P-value was demonstrated in Statistical Analysis. ns, no significant difference.





The Promotion of PRRSV Proliferation by RBM39 Is Related to Innate Immunity

Previous studies showed that RBM39 is beneficial to PRRSV proliferation. To test the possibility of RBM39 negative regulatory effect on innate immunity, we examined the mRNA levels and concentration of some transcription factors and cytokines related to innate immunity, such as NF-κB, TNF-α, IFN-β, IL-1β, IL-6. Cytokine concentration is detected by ELISA kit (Porcine TNF-α/IFN-β/IL-1β/IL-6 ELISA KIT, Solarbio). The results showed that overexpression of RBM39 drastically decreased the transcription and secretion levels of these genes in 3D4/21 cells (Figures 4A, B). To investigate whether RBM39 impacts IFN-β-related signaling pathway, HEK293T cells were transfected with HA-RBM39 and PRRSV infectious clone plasmid or co-transfected with them. Subsequently, we measured the activity of the IFN-β promoter reporter gene and found that the activation was increased by PRRSV stimuli but reduced by RBM39 overexpression compared with the control group (Figure 4C). Most important of all, when RBM39 and PRRSV co-transfected, the activity is lower than that of the group transfected with PRRSV alone, indicating that the overexpression of RBM39 may promote PRRSV proliferation by inhibiting the IFN-β signaling pathway (Figure 4C). In addition, the mRNA and secretion levels of these genes related to innate immunity were upregulated when expression of RBM39 was disturbed by the introduction of siRNA (Figures 4D–F). Ulteriorly, we found out that RBM39 was capable of attenuating the inhibitory effect of interferon on PRRSV (Figure 4G) and increasing the virus titer at the same time (Figure 4H). In conclusion, these data demonstrated that RBM39 might negatively regulate antiviral immune responses and resulting in the promotion of PRRSV proliferation.




Figure 4 | The promotion of PRRSV proliferation by RBM39 is related to innate immunity. 3D4/21 cells were transfected with Flag-RBM39 or empty vector plasmid (A, B, G, H), siRNA of RBM39 or NC (D–F) and the infected with PRRSV 12 h post-transfection. The mRNA levels of IFN-β, TNF-α, NF-κB, IL-1β, IL-6 were determined by qRT-PCR at 24 h post-infection (A, D, E). Cytokine detection in the condition of RBM39 overexpressed (B) or interfered (F) by ELISA kits (Solarbio). (C) HEK293 T cells were transfected or co-transfected with HA-RBM39 and PRRSV infectious clone plasmid. The luciferase activity of IFN-β promoter reporter gene was measured through Dual Luciferase Reporter Gene Assay Kit (Yeasen Technology). (G) The cells were treated with IFN post-infection. After another 24 h, mRNA levels of PRRSV N and nsp2 were tested by qRT-PCR. (H) Detection of viral titers of PRRSV in cell supernatants after IFN treated. Data are representative of results from three independent experiments. The statistically significant at P-value was demonstrated in Statistical Analysis.





Interaction and Co-Localization Between RBM39 and c-Jun

Previous research and mass spectrometry (MS) results found that RBM39 binds and interact with the AP-1 component c-Jun (Figures 5A, B) (14). In addition, the data displays that the cryptic autonomous transactivation domain (AD) of RBM39 combined and interacted with the basic region-leucine zipper (bZIP) of c-Jun (14). In previous studies, the interaction region of RBM39 included the end of the RRM2 domain, the whole RRM3 domain, and the sequence connecting the two domains in the middle. Therefore, we are curious about whether RBM39 was capable of interacting with c-Jun when there is only RRM2 or RRM3. Afterwards, the plasmids HA-c-Jun and Flag-RBM39 (full-length), RRM2, RRM3, ΔRRM1, ΔRRM or empty vector was co-transfected into HEK293T respectively. Subsequently, cells were harvested after 24 h and interaction between RBM39 and c-Jun was detected via co-immunoprecipitation. The results showed that c-Jun can interact with full-length RBM39, RRM2, RRM3 and ΔRRM1 but not ΔRRM and empty vector (Figure 5C). It is worth noting when both RRM2 and RRM3 domains exist, the interaction between RBM39 and c-Jun is stronger than only one of them exists (Figure 5B). To observe the co-localization of the two proteins in the cell, we co-transfected plasmids Flag-RBM39 + HA-c-Jun or Flag-c-Jun + HA-RBM39 into HEK293T cell lines. Confocal microscopy showed that both RBM39 and c-Jun expressed and co-localized in the nucleus, while similar results were not observed in the control groups (Figures 5D–G).




Figure 5 | Interaction and co-localization between RBM39 and c-Jun. Interaction between RBM39 and c-Jun in the condition of overexpressed (A) or endogenous expression (B). (C) HEK293 cells were first transfected with HA-c-Jun and then co-transfected with Flag-RBM39 (full-length), RRM2, RRM3, ΔRRM1, ΔRRM plasmid or empty vector respectively. The cell lysates were then immunoprecipitated with an anti-HA MAb and detected by Western blot at 24h post-transfection. (D–G) HEK293T cell were co-transfected with plasmid Flag-RBM39+HA-c-Jun or Flag-c-Jun+HA-RBM39 plasmid. After 24 h, cells were fixed by 4% paraformaldehyde and doubly stained with rabbit anti-HA mAb and mouse anti-Flag antibody followed by FITC-conjugated goat anti-rabbit IgG (green) or IF555-conjugated goat anti-mouse IgG (red) antibody. Nuclei were stained with Hoechst 33258 dye (blue). Interaction and nuclear localization of RBM39 and c-Jun were observed using Laser confocal fluorescence microscope. Data are representative of results from three independent experiments.





RBM39 Down-Regulates AP-1 Signaling Pathway

The c-Jun is an important part of AP-1 signaling pathway and a significant immune-related protein. To investigate whether RBM39 impacts AP-1 signaling pathway, HEK293 T cells were transfected or co-transfected with HA-RBM39 and AP-1 promoter reporter plasmid. The results display that the activity of AP-1 promoter reporter gene was reduced by RBM39 overexpression in a dose-dependent manner (Figures 6A, B).




Figure 6 | RBM39 down-regulates AP-1 signaling pathway and PRRSV infection triggers out of the nucleus of translocation of RBM39 and c-Jun. (A, B) HEK293 T cells were transfected or co-transfected with AP-1 promoter reporter plasmid and different concentrations of HA-RBM39. The luciferase activity of AP-1 promoter reporter gene was measured through Dual Luciferase Reporter Gene Assay Kit (Yeasen Technology). (C–E) The 3D4/21cells were respectively transfected or co-transfected with HA-RBM39 and Flag-c-Jun plasmids, the cells were infected with 0.4 MOI PRRSV 12 h post-transfection. After 24 h, cells were incubated with rabbit anti-HA mAb and mouse anti-Flag antibody followed by FITC-conjugated goat anti-rabbit IgG (green) or IF555-conjugated goat anti-mouse IgG (red) antibody. Nuclei were stained with Hoechst 33258 dye (blue). Interaction and nuclear localization of RBM39 and c-Jun were observed using Laser confocal fluorescence microscope. Data are representative of results from three independent experiments. The statistically significant at P-value was demonstrated in Statistical Analysis.



To investigate whether PRRSV infection can cause the intracellular localization changes of RBM39 and c-Jun in 3D4/21 cells, the cells were respectively transfected with HA-RBM39 and Flag-c-Jun plasmids, 12 h after transfection, cells were infected with 0.4 MOI PRRSV. In the subsequent immunofluorescence analysis, we noticed that RBM39 or c-Jun proteins were localized in the nucleus ahead of PRRSV infection (Figures 6C–E, up). After the virus infection, we observed that both RBM39 and c-Jun proteins had nuclear-cytoplasmic trafficking and co-localization (Figures 6C–E, down). These results illustrated that PRRSV infection caused the nuclear export of RBM39 and c-Jun and this phenomenon may be related to the mechanism of RBM39 promoting PRRSV proliferation.



RBM39 Impair Phosphorylation of c-Jun to Down-Regulation of AP-1 Signaling Pathway

To test whether RBM39 down-regulates the AP-1 pathway by affecting c-Jun, we designed siRNA to knock down the expression of c-Jun (Figures 7A, B). First, PRRSV infection triggers the activation of the AP-1 signaling pathway (Figures 7C, D, F), and RBM39 overexpression (Figure 7E) and c-Jun knockdown (Figures 7C, F) led to a decrease in the activity of the AP-1 promoter reporter gene (Figures 7D, E). On this basis, we hypothesized that the down-regulation of AP-1 activity is not relevant to the interaction between RBM39 with c-Jun; therefore, RBM39 and siRNA-c-Jun could reduce AP-1 activity to a greater degree than either. However, the results showed that RBM39 and siRNA-c-Jun did not have a synergistic effect with each other (Figure 7E), which indirectly indicates that the down-regulation of the AP-1 pathway by RBM39 is achieved by affecting c-Jun. Similarly, the activity of AP-1 promoter reporter gene was increased by PRRSV stimuli but reduced by RBM39 and PRRSV co-transfection compared with the control group (Figures 7C, D, F). However, compared with the co-transfection of RBM39 and PRRSV, the activity of AP-1 was not significantly reduced in the additional condition of c-Jun knockdown (Figure 7F), indicating that knockdown of c-Jun has  not a synergistic effect on the AP-1 activity reduction caused by RBM39 (Figure 7F), further indicating the down-regulation of the AP-1 pathway by RBM39 is related to c-Jun.




Figure 7 | RBM39 affect phosphorylation of c-Jun to down-regulation of AP-1 signaling pathway. 3D4/21 cells were transfected with siRNA of c-Jun or the NC, and the mRNA and protein levels of c-Jun were examined by qRT-PCR (A) and WB analysis (B). (C–F) HEK 293T cells were transfected or co-transfected with RBM39, siRNA of c-Jun, PRRSV infectious clone plasmid, AP-1/Renilla luciferase reporter plasmids. At 24 h after transfection, the luciferase activity of AP-1 promoter reporter gene was measured through Dual Luciferase Reporter Gene Assay Kit (Yeasen Technology). (H, J) 3D4/21 cells were transfected or co-transfected with RBM39 and siRNA of c-Jun, respectively. The cells were infected with o.4 MOI PRRSV 12 h post-transfection and collected another 24 h post-infection. The protein levels of PRRSV N were detected by WB (G) and the mRNA levels of PRRSV N and nsp2 were tested by qRT-PCR (H). (I) Detection of viral titers of PRRSV in cell supernatants of (H) each experiment group samples. (J) The c-Jun protein level was detected in the condition of phosphatase Inhibitors/CIP treated by WB analysis. (K) 3D4/21 cells were transfected with different concentrations of RBM39 (2µg, 1µg, 1.5µg, 0.5µg). The cell lysates were incubated with Rabbit anti-phospho-c-Jun (Ser73) mAb and detected by Western blotting. (L, M) 3D4/21 cells were transfected or untransfected with RBM39. 12 h after transfection, cells were infected or no infected with PRRSV. The protein levels of p-c-Jun, p-JNK1/2/3 (L) and c-Jun (M) were analyzed by immunoblotting. Data are representative of results from three independent experiments.  The statistically significant at P-value was demonstrated in Statistical Analysis. ns, no significant difference.



To further prove the above conclusion, we tested the effect of c-Jun knockdown and RBM39 on PRRSV proliferation. The results illustrate that it is obvious that RBM39 and siRNA-c-Jun alone can promote the proliferation of PRRSV (Figures 7G–I). However, when the RBM39 and siRNA-c-Jun were co-transfected, the promotion of PRRSV proliferation not only did not increase synergistically, but decreased, indicating that the promotion of PRRSV proliferation by RBM39 is through interacting with c-Jun (Figures 7G–I).

In order to detect the effect of RBM39 on the phosphorylation level of proteins in the cell signaling pathway caused by PRRSV infection, 3D4/21 cells were transfected or co-transfected with PRRSV and HA-RBM39 plasmids, phosphatase Inhibitors/CIP was used to treat cell lysate supernatant and c-Jun antibody was used to detection for Western Blot analysis. In addition, phosphorylated antibody was used to detect the phosphorylation level of the protein 24 hours post-infection. The results showed that c-Jun was heavily phosphorylated after PRRSV (Figure 7J), which triggered subsequent immune responses. However, under the condition of RBM39 overexpression, the phosphorylation of c-Jun caused by PRRSV infection was greatly reduced and in a dose-dependent manner (Figures 7K, L). What is noteworthy is that the c-Jun and phosphorylation level of JNK did not decrease significantly in the co-transfection group (Figures 7L, M), indicating that RBM39 may not affect the phosphorylation of JNK and its upstream molecules triggered by PRRSV infection. In summary, the overexpression of RBM39 reduces the phosphorylation level of c-Jun after PRRSV infection, and thus down-regulates the AP-1 signaling pathway. This may be the mechanism by which RBM39 promotes PRRSV proliferation.RBM39 Binds to PRRSV RNA

RBM24, which belongs to the same RNA-binding protein family as RBM39, has RNA-binding function and can bind to the 5’- and 3’-terminal ends of HBV RNA (37). Here, the RBM39 binds to viral RNA were also identified. To verify whether RBM39 can bind to PRRSV RNA, 3D4/21 cells were transfected with HA-RBM39 or Flag-RBM39 plasmids and infected with PRRSV 12 h after transfection. After another 24 hours, the cells were collected and lysed with RIPA supplemented with murine RNase inhibitor (40U/µl, Yeasen). Part of the supernatant was used for immunoblotting analysis (Figures 8A, B), and the remaining supernatant was carefully added to HA/Flag-tags beads and combined overnight at 4°C. After RNA was extracted and reverse transcribed, it was amplified with corresponding primers, and a single band with the same size as predicted was recovered and sequenced (Figures 8C–E). Through the alignment between sequenced sequence and known sequence, we found that we correctly amplified nsp4 (85.27%), nsp5 (87.87%), nsp7 (67.57%), nsp10 (81.91%), nsp11 (91.39%), nsp12 (74.60%), M (92.79%), and N (94.04%) genes of PRRSV (Figure 8F), and indicating that RBM39 could bind to PRRSV RNA. To further explore the effects of the three RRM domains on binding to PRRSV RNA and c-Jun phosphorylation, we transfected RBM39, RRM1, RRM2, RRM3, ΔRRM plasmids, or empty vector into 3D4/21 cells. 12 h after transfection, cells were infected with PRRSV. After another 24 hours, the cells were collected and subjected to RIP and immunoblotting. The results show that the deletion of RRM2 or RRM3 has a significant inhibitory effect on c-Jun phosphorylation (Figure 8G), indicating that RRM2 and RRM3 may be important domains to reduce c-Jun phosphorylation. To verify whether RBM39 has a protective effect on PRRSV RNA, we heated each experimental group at 85°C for different time periods (0 s, 30 s, 2 min, 5 min, 10 min) after RIP, and then level of PRRSV N was detected by qPCR. Presence of the full length of RBM39 or only one RRM domain, it has a certain degree of protection against PRRSV RNA. However, there is no significant difference in absence of three RRM domains (Figures 8I–M). It is worth noting that with the extension of time, the protective ability of PRRSV RNA tends to weaken overall. Moreover, we tried to amplify the RNA extracted after each group of RIP, and the results showed that nsp4, nsp5, nsp11, and N were obtained (Figure 8H), indicating that three RRM domains of RBM39 are crucial to RNA binding capacity to further impact viral proliferation.




Figure 8 | RBM39 binds to PRRSV RNA. (A, B) 3D4/21 cells were transfected with Flag/HA-RBM39 and infected with PRRSV 12 h after transfection. After another 24 hours, the cells were detected for immunoblotting analysis with anti HA/Flag mAb. (C–E) The agarose gel electrophoresis of PRRSV nsp4, nsp5, nsp7, nsp10-12, M and N PCR products after extracted RNA was reverse transcribed and amplified with corresponding primers. (F) Comparison of sequencing results using DNAMAN. (G–M) 3D4/21 cells were transfected with Flag-RBM39, RRM1, RRM2, RRM3, ΔRRM, or empty vector respectively and infected with PRRSV 12 h after transfection. After another 24 hours, the cells were tested for immunoblotting (G) and RIP analysis. (I–M) The PRRSV N level was analyzed by qRT-PCR after RIP. (H) The agarose gel electrophoresis of PRRSV nsp4, nsp5, nsp11, and N PCR products. Data are representative of results from three independent experiments. The statistically significant at P-value was demonstrated in Statistical Analysis.






Discussion

RBM39 is an RNA-binding protein that has the function of binding RNA. In this study, we learned that RBM39 binds to PRRSV RNA and can promote its proliferation in 3D4/21 cells. According to reports, as the same RNA binding protein, RBM24 binds to the 3’-TR of HBV and stabilizes the stability of viral RNA (37). Therefore, we speculate that the upregulated cytoplasmic RBM39 promotes the combination of RBM39 with PRRSV RNA and further improve the viral RNA stability. In addition, the function of RBM39 in pre-mRNA splicing and its effects on the promotion of PRRSV proliferation should be further considered.

In summary, we report that porcine RBM39 negatively regulate the AP-1 signaling pathway and promote PRRSV proliferation. The mechanism by which RBM39 promotes PRRSV proliferation can be summarized as follows (1). After PRRSV infection, RBM39 is up-regulated, which promotes the formation of RBM39 and c-Jun complex in the cytoplasm and cytoplasmic retention. (2) PRRSV infection makes JNK phosphorylation incorporated into the nucleus, and promotes the phosphorylation of nuclear transcription factor c-Jun; RBM39 and the phosphorylated c-Jun in the nucleus form a complex that is prone to translocation from the nucleus to the cytoplasm, which further reduces the retention of c-Jun in the nucleus; Decreased phosphorylated c-Jun in the nucleus, down-regulating the transcription complex of c-Jun and c-Fos, resulting in down-regulation of the transcription level of IFN-β,TNF-α,IL-1β,IL-6 and other genes controlled by the AP-1 promoter. (3) The enhancement of the binding capacity of RBM39 with PRRSV RNA hints that the improvement of viral RNA stability also contributes to the PRRSV proliferation (Figure 9). It is worth noting that RBM39 does not markedly affect the phosphorylation level of JNK and its upstream. In addition, the activation of the RBM39 promoter is an issue worthy of discussion.




Figure 9 | The diagram of the mechanism of RBM39 promoting PRRSV proliferation. After PRRSV infection, the combination of RBM39 and c-Jun translocates to the outside of the nucleus together under certain effects, which hinders the phosphorylation of c-Jun by JNK and reduces the level of c-Jun phosphorylation. At the same time, RBM39 competes with c-Fos to bind c-Jun and robs c-Jun of AP-1 dimer, which reduces the number of AP-1 dimers, and then down-regulates the activity of AP-1 pathway and its downstream signals, and finally, promotes the proliferation of PRRSV. In addition, the combination of RBM39 and PRRSV RNA may promote PRRSV proliferation to some extent.



The RNA-binding protein family can promote or inhibit the proliferation of viruses, and the mechanism of action is different. For example, Pseudouridine Synthase 4 (Pus4) could compete with the capsid protein (CP) to bind to plus-strand Brome Mosaic Virus (BMV) RNAs and prevent virion formation (38). EAP (EBER-associated protein) is a cellular RNA-binding protein which recognizes conserved stem-loop structure in the Epstein-Barr virus (EBV) small RNA EBER 1 and herpesvirus papio (HVP) small RNA homologous to EBER 1, and this may be related to regulating viral gene expression, replication and proliferation (39–42). Fátyol Károly et al. proposed the opinion that dsRNA-binding protein 2 (DRB2) of Nicotiana benthamiana plays a direct role in potato virus X (PVX)-elicited systemic necrosis through adaptive RNA interference (RNAi) pathway and innate pattern-triggered immune (PTI) responses, thereby participating in antiviral defense and restricting viral infections (8). Numerous double-stranded RNA binding proteins of plants and mammals, such as Arabidopsis DRB3, Drosophila R2D2, mammalian TRBP and PACT, are related to antiviral defense, and the mechanisms are different, which is worthy of further investigation (8, 11, 43–47).

In addition, the virus itself also encodes RNA-binding protein for its pivotal role in replication, transcription, etc. The NP protein (nucleoprotein) of influenza virus is a structural single-stranded RNA binding protein, which is a key adaptor molecule between the virus and the host cell process (48, 49). NP not only interacts with cellular polypeptides, but also interacts with various viruses and cellular macromolecules, including RNA, viral matrix proteins and viral RNA-dependent RNA polymerase, which are related to the transcription, replication, and intracellular trafficking of NP in the viral genome (48, 49). JC, Watson et al. identified a vaccinia virus-encoded double-stranded RNA-binding protein, which may be involved in inhibition of the double-stranded RNA-dependent protein kinase induced by interferon (50) and antagonized cellular antiviral response pathways triggered by dsRNA (51).

After PRRSV infection, both RBM39 and c-Jun showed the phenomenon of translocation from the nucleus to the cytoplasm. Quantities of previous studies have shown that RNA-binding proteins have been transferred from the inside to the outside of the nucleus. Another RBP protein in the RBM family, RBM14, was relocated to the nucleolus after influenza A infection (52). CIRP is a cold-induced RNA binding protein, usually located in the nucleus; however, it will migrate into the cytoplasm under a variety of physiological or stress conditions (53). For example, when human colon cancer RKO cells are irradiated by ultraviolet light, the induced genotoxic stress causes CIRP to migrate from the nucleus to the cytoplasm (54). CIRP exerts a protective effect on cells by combining specific target genes RPA2 and TRX to enhance the stability of mRNA and the translation of specific target genes (54). When the methyltransferase I at the arginine terminal in Xenopus oocytes is overexpressed, CIRP in the nucleus will transfer to the cytoplasm and accumulate (55). Under oxidative stress conditions, vascular endothelial cells will cause the CIRP in the nucleus to undergo nuclear-cytoplasmic traversal and aggregate to the stress particles in the cytoplasm (56). When salmon is under hyperosmotic stress, it will induce the production of CIRP homologue SGRP, which has the function of nuclear-cytoplasmic trafficking, allowing it to migrate into the cytoplasm (57). As predicted by the online website http://www.cbs.dtu.dk/services/NetNES/, neither RBM39 nor c-Jun has NES (leucine-rich nuclear export signals) sequences. Therefore, after PRRSV infection, the translocation of them to the cytoplasm may involve other proteins containing the NES sequence, which leading to the translocation of the two.

In higher eukaryotes, the production and expression of mature gene mRNA is a complex process that includes initiation of transcription, 5'-capping, splicing, and polyadenylation (58). RNA processing events play a vital role for specific transcription factors in pre-mRNA processing (59). Research have shown that RBM39 can regulated pre-mRNA processing in a steroid hormone receptor-dependent manner (58) and knockdown of RBM39 via siRNA changes the splice form of vascular endothelial growth factor A (VEGF-A) (58, 60, 61). Therefore, the mechanism of the precursor RNA splicing function of RBM39 and other RNA binding proteins after virus infection is worth exploring.
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The severe acute respiratory syndrome coronavirus-2 (SARS-CoV-2) is the causative pathogen of current COVID-19 pandemic, and insufficient production of type I interferon (IFN-I) is associated with the severe forms of the disease. Membrane (M) protein of SARS-CoV-2 has been reported to suppress host IFN-I production, but the underlying mechanism is not completely understood. In this study, SARS-CoV-2 M protein was confirmed to suppress the expression of IFNβ and interferon-stimulated genes induced by RIG-I, MDA5, IKKϵ, and TBK1, and to inhibit IRF3 phosphorylation and dimerization caused by TBK1. SARS-CoV-2 M could interact with MDA5, TRAF3, IKKϵ, and TBK1, and induce TBK1 degradation via K48-linked ubiquitination. The reduced TBK1 further impaired the formation of TRAF3–TANK–TBK1-IKKε complex that leads to inhibition of IFN-I production. Our study revealed a novel mechanism of SARS-CoV-2 M for negative regulation of IFN-I production, which would provide deeper insight into the innate immunosuppression and pathogenicity of SARS-CoV-2.
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Introduction

The newly emerged severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) that causes the coronavirus disease 2019 (COVID-19) pandemic is a novel viral member in the genus Betacoronavirus of the family Coronaviridae (1, 2), which is the third coronavirus associated with severe respiratory diseases, following SARS-CoV and Middle East respiratory syndrome coronavirus (MERS-CoV) (3, 4). As of January 25, 2021, there are more than 100 million confirmed cases of COVID-19, with 2 million deaths all over the world (https://coronavirus.jhu.edu/). SARS-CoV-2 has a single stranded, positive-sense RNA genome, which contains approximately 29.7 kb nucleotides, with at least 12 open reading frames (ORFs) encoding 16 nonstructural proteins (NSPs), seven accessory proteins and four structural proteins (envelope, spike, membrane, and nucleocapsid) (1, 5).

Innate immune response is considered as the first host defense against viral infections, which initiates antiviral responses through the pattern recognition receptors (PRRs) of hosts. The double-strand RNA, resulting from coronavirus genome replication and transcription, is first recognized by host PRRs, including the retinoic acid-inducible gene-I (RIG-I) like receptors (RLRs), such as RIG-I and melanoma differentiation associated gene 5 (MDA5) (6, 7). Activated RLRs trigger TANK-binding kinase 1 (TBK1) activation through the key adaptor mitochondrial antiviral signaling (MAVS) (8), further activating the transcription factor interferon regulation factor 3 (IRF3) to induce production of type I interferon (IFN-I) and downstream interferon-stimulated genes (ISGs), the critical host antiviral factors (9, 10).

Viruses have evolved elaborate mechanisms to evade host antiviral immunity, with a common strategy of virus-encoded IFN antagonists (11). SARS-CoV-2 encoded proteins, such as ORF6, NSP13, membrane (M), and nucleocapsid (N) proteins have been shown to possess the IFN-antagonizing properties (12–14). The SARS-CoV-2 M protein can interact with MAVS and impede the formation of MAVS–TRAF3–TBK1 complex to antagonize IFN-I production (15, 16). However, whether SARS-CoV-2 M interacts with RIG-I, MDA5, or TBK1 is in dispute (15, 16), and its association with TRAF3 and IKKϵ remains to be investigated, which would contribute to understanding of the immune evasion mediated by the SARS-CoV-2 M protein.

In this study, we reported that the SARS-CoV-2 M protein suppressed IFN-I production by interacting with TBK1 and promoting its degradation via K48-linked ubiquitination, and M protein could also interact with MDA5, TRAF3 and IKKϵ. The reduced TBK1 impaired the formation of TRAF3–TANK–TBK1-IKKε complex, resulting to the inhibition of IRF3 activation and further IFN-I production. This study reveals a novel mechanism for SARS-CoV-2 M protein to inhibit IFN-I production, which provides in-depth insight into the innate immunosuppression and pathogenicity of SARS-CoV-2.



Materials and Methods


Plasmids

The SARS-CoV M protein (NC_004718), SARS-CoV-2 M protein of IPBCAMS-WH-01/2019 strain (no. EPI_ISL_402123), TBK1 genes and their truncations were cloned into vector VR1012 with the Flag-tag or GST-tag (Sangon Biotech, Shanghai, China). The expression vectors of Flag-Ubi, Flag-K48-Ubi, Flag-K63-Ubi, pIFNβ-Luc, ISRE-luc and Renilla luc were constructed in the previous study (17, 18). The expression plasmids for IRF3, TANK, IKKϵ, RIG-I and TRAF3 were purchased from PPL Biotech, Jiangsu, China. The expression plasmid for TBK1 and MDA5 was purchased from Miaoling Biotech, Wuhan, China.



Antibodies and Drugs

Anti-Flag, anti-HA, anti-Myc, anti-GST tag antibodies, anti-Phospho-IRF3 (S396) antibody, anti-GAPDH and anti-actin antibodies, CoraLite594-conjugated goat anti‐rabbit IgG, and CoraLite488-conjugated Goat Anti-Rabbit IgG antibodies were purchased from Proteintech, Wuhan, China; anti-IRF3 antibody was obtained from the Cell Signaling, Danvers, USA. MG132 was purchased from Sigma, St Louis, USA. Z-VAD-FMK was obtained from Promega, Madison, USA. Chloroquine was purchased from MCE, Monmouth, USA.



ELISA

Flag tagged empty vector or Flag-M and MDA5, TBK1 or IKKϵ expression plasmids were co-transfected into HEK293T cells. After 24 h, culture supernatant was harvested and secreted IFNβ was detected by ELISA according to the manufacturers’ protocol from Proteintech, Wuhan, China.



Luciferase Reporter Assay

HEK293T cells (2 × 105, 24-well plate) were transfected with reporter plasmid of 200 ng IFNβ-Luc or ISRE-Luc and 40 ng Renilla-Luc, together with expressing plasmids of RIG-I, MDA5, TBK1, IKKϵ, or 1 μg/ml poly(I:C), and plasmids expressing viral proteins. Cells were harvested after 24 h, and cell lysates were used to determine individually for IFNβ or ISRE luciferase using a Dual Luciferase Reporter Assay System (Promega, Madison, USA). Relative luciferase activity was calculated by normalize firefly luciferase activity to Renilla luciferase activity recovered from cell lysate.



RNA Isolation and Quantitative PCR (qPCR)

The cDNA was synthesized after total RNA extraction. Quantitative cDNA amplification was performed using ABI Plus one (Applied Biosystems, Foster City, USA); primers used were listed in Supplementary Table 1. Each PCR reaction of 20 µl contains 8 µl of ddH2O, 10 µl of SYBR green premix, 1 µl of cDNA, and 0.5 µl of each forward and reverse primer (10 µM). Amplification conditions were as follows: 5 min denaturation at 95°C, 40 cycles of PCR for the quantitative analysis (95°C for 10 s and 60°C for 30 s). The relative expression of each gene was analyzed by 2−ΔΔCT method.



Immunofluorescence

To assess the colocation of SARS-CoV-2 M with TRAF3, TBK1 and IKKϵ, an immunofluorescence assay was carried out as described elsewhere (19). After fixed with 4% paraformaldehyde for 30 min, the cells were permeabilized with 1% Triton X-100/PBS for 15 min and blocked with blocking buffer (PBS +1% bovine serum albumin) for 1 h, cells were then incubated with primary and secondary antibodies and stained for nuclear. Fluorescence was captured on OLYMPUS FV3000 confocal microscope (Olympus, Shinjuku, Japan).



Co-Immunoprecipitation and Immunoblot Analysis

Co-immunoprecipitation and immunoblot analysis were performed as described elsewhere (18). Briefly, cells were lysed with cell lysis buffer and boiled for 10 min. The cell lysates added anti-Flag or anti-HA agarose were incubated on a roller at 4°C overnight. The immunoprecipitants or cell lysates were subjected to electrophoresis on a 12% SDS-PAGE gel and transferred onto PVDF membranes for immunoblot analysis. The membranes were blocked and incubated with primary and HRP-conjugated secondary antibodies. Chemi-luminescence was tested using ECL (Thermo, Waltham, USA) and protein bands were visualized by Biorad CHemiDoc XRS (Biorad, California, USA).



Statistical Analysis

Data were analyzed by one-way analysis of variance (ANOVA) with Dunnett’s correction using the GraphPad Prism5 statistical software (Graphpad Software, San Diego, USA). All data were expressed as mean ± SE. P value less than 0.05 was considered statistically significant, and less than 0.01 and 0.001 was considered extremely significant.




Results


SARS-CoV-2 M Protein Inhibits RIG-I/MDA5/IKKϵ/TBK1-Mediated IFN-I Signaling

We first tested the influence of SARS-CoV-2 M protein on the induction of IFNβ and downstream ISGs expression (Figure S1). The luciferase reporter assay showed that the SARS-CoV-2 M protein significantly inhibited IFNβ and ISRE promoter activities induced by poly(I:C) (Figures S1B, C), and mRNA expression of IFN-I (IFNα, IFNβ) and ISGs (ISG15, OAS1 and SOCS1) genes was also repressed by the SARS-CoV-2 M protein (Figure S1D). These results indicated that SARS-CoV-2 M can inhibit IFN-I production, which are consistent with the previous report (15).

RIG-I and MDA5 are key sensors of RNA virus infection, which play critical roles in coronavirus recognition and IFN-I signaling activation (20). We then explored the effect of SARS-CoV-2 M on RIG-I signaling. RIG-I/MDA5/IKKϵ and increasing amounts of M expression plasmids were co-transfected to HEK293T cells, the activation of the IFNβ and ISRE promoter were tested by luciferase reporter assay. Co-expression of SARS-CoV-2 M suppressed both IFNβ and ISRE promoter activation induced by RIG-I, MDA5, and IKKϵ in a dose dependent manner (Figures 1A–C, E–G). We further demonstrated that the IFNβ and ISRE promoter activity induced by TBK1 were significantly decreased in SARS-CoV-2 M transfected cells (Figures 1D, H). Additionally, SARS-CoV-2 M suppressed ISRE promoter activity to a greater extent than that of IFNβ induced by RIG-I signaling. This may be explained by that M can block the phosphorylation of STAT1, a key step for ISGs production in the downstream of interferon signaling (13). We further detected the effect of M protein on RIG-I/MDA5/IKKϵ/TBK1 induced IFN-I and ISGs mRNA expression and secreted IFNβ expression. QPCR results showed that M protein significantly inhibited IFNα, IFNβ and ISG15 mRNA expression induced by RIG-I, MDA5, TBK1 and IKKϵ (Figures 1I–K). ELISA results showed that IFNβ induced by MDA5, TBK1 and IKKϵ was significantly inhibited by M protein (Figure 1L).These results indicate that SARS-CoV-2 M inhibits RIG-I/MDA5/IKKϵ/TBK1-mediated IFN-β and ISGs production.




Figure 1 | The SARS-CoV-2 M inhibits IFN-I signaling. (A–H) HEK293T cells in 24-well plate were transfected with an IFNβ or ISRE reporter plasmid, along with a control plasmid or with increasing amount of Flag-M (0.2, 0.4, and 0.8 μg), together with plasmids expressing RIG-I (A, E), MDA5 (B, F), IKKϵ (C, G), or TBK1 (D, H). At 24 h post-transfection, luciferase activity was measured. The expression levels of indicated proteins were analyzed by immunoblot. (I–K). Flag tagged empty vector or Flag-M and RIG-I, MDA5, TBK1 or IKKϵ expression plasmids were co-transfected into HEK293T cells. After 20 h, cells were harvested and relative mRNA levels of type I IFN and ISGs genes expression were analyzed by qPCR. GAPDH was used as a normalizer. (L). Flag tagged empty vector or Flag-M and MDA5, TBK1 or IKKϵ expression plasmids were co-transfected into HEK293T cells. After 24 h, culture supernatant was harvested and secreted IFNβ was detected by ELISA. Bars represent the mean of three biological replicates (n = 3) and all data are expressed as mean ± SE. **p < 0.01.





SARS-CoV-2 M Protein Antagonizes IRF3 Activation

The phosphorylation and nuclear translocation of IRF3 is the key step for IRF3 activation and IFN production (21). Thus, we explored the effect of M protein on IRF3 activation. Immunofluorescence showed that poly(I:C) triggered nuclear translocation of IRF3 was impeded in cells overexpressing SARS-CoV-2 M (Figure 2A). Next, we examined whether M protein affects RIG-I, MDA5, TBK1 and IKKϵ induced phosphorylation of IRF3. HEK293T cells were co-transfected with HA-RIG-I, HA-MDA5, HA-TBK1, or HA-IKKϵ in the presence or absence of Flag-M. We found that stimulation of HEK293T cells with RIG-I, MDA5, or TBK1 alone triggered the phosphorylation of IRF3 (Figures 2A–C). Co-expression of M slightly reduced the phosphorylation of IRF3 which was activated by RIG-I and MDA5 (Figures 2B, C), while the phosphorylated IRF3 was almost undetectable in TBK1-induced group (Figure 2D). Overexpression of IKKϵ induced the phosphorylation of IRF3, but SARS-CoV-2 M did not change the amount of phosphorylated IRF3 induced by IKKϵ (Figure 2E). We then detected IRF3 dimerization by co-immunoprecipitation. Results showed that MDA5, TBK1 and IKKϵ could elevate the dimerization of IRF3, and M protein significantly inhibited the dimerization of IRF3 triggered by TBK1 (Figure 2G). However, M protein showed no significant impact on the IRF3 dimerization triggered by MDA5 or IKKϵ (Figures 2F, H).These results suggested that SARS-CoV-2 M protein can prevent IRF3 nuclear translocation and inhibit IRF3 phosphorylation and dimerization induced by TBK1.




Figure 2 | SARS-CoV-2 M inhibits IRF3 nuclear translocation, phosphorylation and dimerization. (A) HEK293T cells were co-transfected with EGFP-tagged IRF3 and a control plasmid or Flag-M expression plasmid. After 24 h, cells were transfected with poly(I:C) for 6 h, and were immuno‐stained with anti‐Flag antibody (red) and counterstained with DAPI to examine chromosomes (blue). Green: IRF3 signal; Red: SARS-2-CoV-2 M signal; Blue: DAPI (nuclei signal). (B–E) HEK293T cells were transfected with Flag-M together with HA-tagged RIG-I (B), MDA5 (C), TBK1 (D), or IKKϵ (E), which was applied to activate IRF3. Proteins were extracted 24 h after transfection. The indicated proteins were analyzed by immunoblot. GAPDH was detected as a loading control. (F–H) HEK293T cells were transfected with GFP-IRF3, Myc-IRF3, and Flag-M together with HA-tagged MDA5 (F), TBK1 (G), or IKKϵ (H), which was applied to activate IRF3 dimerization. Proteins were extracted 30 h after transfection. The cell lysates were immunoprecipitated with anti-Myc antibody. The cell lysates and the immunoprecipitants were analyzed by immunoblot. The relative band intensity (*/#) of co-immunoprecipitated IRF3 in (F–H) was measured using ImageJ software.



We also found that the expression level of TBK1 was significantly decreased when co-expressed with SARS-CoV-2 M, while M co-transfection did not significant affect the expression of other RLR signaling molecules. The same phenomenon was also observed in the immunoblot results (Figures 1E–G), indicating that the TBK1 expression may be inhibited by the SARS-CoV-2 M protein.



SARS-CoV-2 M Inhibits IFN-I Production by Promoting TBK1 Degradation

To further explore the mechanism responsible for the decreased expression of TBK1 in SARS-CoV-2 M co-expressed cells, we co-transfected TBK1 and a dose gradient of SARS-CoV-2 M into HEK293T cells. The immunoblot results showed that the expression of exogenous TBK1 was gradually decreased accompanied by the increased amount of SARS-CoV-2 M (Figure 3A). The M protein also degraded the endogenous TBK1, with a lower efficiency compared to the overexpressed TBK1 (Figure 3B), probably due to the low level of endogenous TBK1. In contrast, TBK1 mRNA level was not changed upon overexpression of SARS-CoV-2 M (Figure 3C), indicating that TBK1 may be degraded at the protein level.




Figure 3 | SRAS-CoV-2 M degrades TBK1 via ubiquitination. (A) HEK293T cells in 6-well plate were transfected with a control plasmid or increasing doses of plasmid expressing Flag-M (0.25, 0.5, 1, 2 and 4 μg), along with HA-TBK1 plasmids for 24 h. The cell lysates were analyzed by immunoblot. GAPDH was detected as a loading control. (B) HEK293T cells in 24-well plate were transfected with a control plasmid or increasing doses of Flag-M (0.25, 0.5, 1 μg) for 24 h. The cell lysates were analyzed by immunoblot. Actin was detected as a loading control. (C) HEK293T cells in 24-well plate were transfected with a control plasmid or increasing dose of Flag-M (0.25, 0.5, 1 μg). After 24 h, cells were harvested and mRNA levels of TBK1 genes expression in empty vector or M plasmids transfection groups were analyzed by qPCR. GAPDH was used as a normalizer. (D) HEK293T cells were transfected with a control plasmid or increasing doses of Flag-M and HA-TBK1 plasmids. After 24 h, cells were treated with 20 μM MG132 or DMSO for 6 h. The cell lysates were analyzed by immunoblot. (E) Co-immunoprecipitation and immunoblot analysis of extracts from HEK293T cells transfected with TBK1 with or without SARS-CoV-2 M as well as Flag-Ub (WT, K48-linked, or K63-linked) expression plasmids as indicated. The relative band intensity (*/#) of HA-TBK1 in (A, D) was measured using ImageJ software.



Ubiquitination, a multifunctional post-translational modification, plays critical roles in the regulation of antiviral innate immune responses (22). The lysine 63 (K63)-linked ubiquitination of TBK1 facilitates its activation, whereas K48-linked ubiquitination mediates its proteasomal degradation and terminates the downstream signaling (23). To investigate if TBK1 is degraded by SARS-CoV-2 M via ubiquitination modification, we added proteasome inhibitor MG-132, and results showed that SARS-CoV-2 M-induced TBK1 degradation was blocked (Figure 3D), while caspase inhibitor (Z-VAD-FMK) and lysosome inhibitor (chloroquine) showed no significant impact on degradation of TBK1 induced by M protein (Figure S2), suggesting that TBK1 was targeted for proteasomal degradation by SARS-CoV-2 M. We further characterized SARS-CoV-2 M-mediated ubiquitination of TBK1, and found that SARS-CoV-2 M induced an increased K48-linked ubiquitination of TBK1, whereas K63-linked ubiquitination remained unchanged (Figure 3E). An interaction between TBK1 and SARS-CoV-2 M was also detected in the ubiquitin co-immunoprecipitation test (Figure 3E). Taken together, these results suggested that SARS-CoV-2 M promoted TBK1 degradation via K48-linked ubiquitination.



SARS-CoV-2 M Protein Interacts With MDA5/TRAF3/TBK1/IKKϵ

TBK1 can form a polyprotein complex with TRAF3, TANK and IKKϵ in the cytoplasm, which is a crucial step in the IRF3 activation (24, 25). As SARS-CoV-2 M represses the production of IFNβ induced by RIG-I, MDA5, TBK1 and IKKϵ, we further explored if the SARS-CoV-2 M protein associates with RIG-I, MDA5, and TRAF3–TANK–TBK1/IKKϵ complex. We overexpressed SARS-CoV-2 M and the transducer protein RIG-I, MDA5, TRAF3, TBK1, IKKϵ, or TANK in HEK293T cells and co-immunoprecipitation was performed to detect their interactions (Figures 4A, B). Although both RIG-I and MDA5 were expressed abundantly in HEK293T cells, only MDA5 was found to co-precipitate with SARS-CoV-2 M (Figure 3A). For the TRAF3–TANK–TBK1/IKKϵ complex, the results showed that SARS-CoV-2 M was specifically co-precipitated with TRAF3, TBK1 and IKKϵ, but not TANK, and immunoblot detection of TBK1 can only be tested for long exposure time because of the severely reduced TBK1 (Figure 4B). Immunofluorescence analyses showed that SARS-CoV-2 M co-localized substantially with TRAF3, IKKϵ, and TBK1 in HEK293T cells to discrete cytoplasmic subdomains (Figure 4C). These results indicated that SARS-CoV-2 M interacts with the MDA5, TRAF3, TBK1 and IKKϵ.




Figure 4 | Association and colocalization of SRAS-CoV-2 M with MDA5, TRAF3, TBK1 and IKKϵ. (A, B) HEK293T cells were transfected with a control plasmid or Flag-M, along with HA-tagged plasmids expressing RIG-I, MDA5, TRAF3, TBK1, IKKϵ and TANK as indicated for 30 h. The cell lysates were immunoprecipitated with anti-Flag antibody. The cell lysates and the immunoprecipitants were analyzed by immunoblot. (C) HEK293T cells were co-transfected with a control plasmid or Flag-M and HA-tagged TRAF3, TBK1 and IKKϵ expression plasmids for 24 h. The cells were fixed and subjected to immunofluorescence analysis to detect M (red) and TRAF3, TBK1 and IKKϵ (green) using anti-Flag and anti-HA antibodies, respectively. The cell nuclei were stained with DAPI (blue). Co-localization appeared yellow. Green: TRAF3/TBK1/IKKϵ signal; Red: SARS-2-CoV-2 M signal; Blue: DAPI (nuclei signal). Bar, 20 μm. (D) Co-immunoprecipitation and immunoblot analyses of the indicated proteins in HEK293T cells transfected with various SARS-CoV-2 M truncated fragments along with TRAF3, TBK1 and IKKϵ. TM, trans-membrane domain. Numbers above the domain names indicate amino acid positions. (E) Co-immunoprecipitation and immunoblot analyses of the indicated proteins in HEK293T cells transfected with various TBK1 truncated fragments and SARS-CoV-2 M as indicated. KD, kinase domain; ULD, ubiquitin-like domain; CC, coiled-coil domain. (F) Flag-M and its truncations expression plasmids were co-transfected with an IFN-β reporter plasmid, along with a control plasmid and 1 μg/ml poly(I:C). After 24 h, cells were harvested for luciferase reporter assay. (G) Flag-M and its truncations expression plasmids were co-transfected with an IFN-β reporter plasmid, along with TBK1 expression plasmid. After 24 h, cells were harvested for luciferase reporter assay. (H) Co-immunoprecipitation and immunoblot analysis were conducted on the extracts from HEK293T cells transfected with TBK1 with or without full length (FL) or truncated SARS-CoV-2 M as well as K48-linked ubiquitin as indicated. Arrows indicated the full length or truncated M proteins detected in immunoprecipitants. Bars represent the mean of three biological replicates (n=3) and all data are expressed as mean ± SE. NS: nonsense. **p < 0.01, ***p < 0.001.



We further addressed which domains of SARS-CoV-2 M are required for its interaction with TRAF3, TBK1, and IKKϵ. We constructed plasmids expressing various truncated fragments of SARS-CoV-2 M. The association of SARS-CoV-2 M mutants with TRAF3, TBK1 and IKKϵ was assessed by co-transfection of TRAF3, TBK1 and IKKϵ and each of the SARS-CoV-2 M mutants into HEK293T cells. All the examined SARS-CoV-2 M truncations interacted with TRAF3, TBK1, and IKKϵ (Figure 4D), suggesting that the SARS-CoV-2 M could interact with TRAF3, TBK1, and IKKϵ via its different fragments. Consistently, luciferase reporter assay showed that the all the truncations of the SARS-CoV-2 M were able to inhibit the promoter activation of IFNβ induced by poly(I:C) (Figure 4F). The coiled-coil domain of TBK1 was shown as the strongest that interacts with SARS-CoV-2 M, followed by the kinase domain (Figure 4E).

We then investigated the effect of SARS-CoV-2 M truncations on TBK1-induced IFNβ activity and TBK1 expression. Luciferase reporter assay showed that all the SARS-CoV-2 M truncations could inhibit TBK1-induced INFβ activity (Figure 4G), while only ΔTM1 and TM1 truncations induced TBK1 degradation (Figure S3). Consistently, co-immunoprecipitation results showed that only the ΔTM1 and TM1 truncations induced K48-linked ubiquitination of TBK1, while the TM1/2/3 or ΔTM1/2/3 showed no impact on TBK1 ubiquitination level (Figure 4H). A possible explanation is that the ubiquitination of TBK1 by SARS-CoV-2 M may need a cooperation of multiple domains, while only N or C terminal of SARS-CoV-2 M cannot elevate ubiquitination level of TBK1.



SARS-CoV-2 M Impairs the TRAF3–TANK–TBK1–IKKϵ Complex

SARS-CoV-2 M can interact with TRAF3, TBK1, IKKϵ and induce TBK1 degradation. Thus, we investigated whether it affects the formation of TRAF3–TANK–TBK1–IKKϵ complex, which is involved in IRF3 activation and IFN production (24). When the SARS-CoV-2 M protein was overexpressed, the binding of TRAF3 with TBK1, TANK and IKKϵ was reduced (Figures 5A–C), indicating that the SARS-CoV-2 M protein impairs the formation of TRAF3–TANK–TBK1–IKKϵ complex.




Figure 5 | SRAS-CoV-2 M impedes the formation of TRAF3–TANK–TBK1 complex. (A–C) HEK293T cells were co-transfected with Myc-TRAF3, together with HA-tagged TBK1 (A), TANK (B), IKKϵ (C) with or without Flag-M for 24 h. The cell lysates were harvested and immunoprecipitated with anti-HA antibody. The cell lysates and the immunoprecipitants were analyzed by immunoblot. The relative band intensity (*/#) of co-immunoprecipitated TRAF3 in (A–C) was measured using ImageJ software.






Discussion

Coronaviral M protein, a glycosylated structural protein, is essential for the virion assembly (26, 27). SARS coronavirus M protein has been suggested to enhance the viral pathogen proliferation via inhibiting NF-κB and modulating apoptosis by interacting with phosphoinositide-dependent kinase-1 (PDK1) (28, 29). Previous studies have demonstrated that both SARS-CoV and MERS-CoV M can suppress the interferon production, in which SARS-CoV M protein impairs the formation of TRAF3–TANK–TBK1/IKKϵ complex (25), while MERS-CoV M interacts with TRAF3 and disrupts TRAF3-TBK1 association, resulting to suppressed IRF3 activation (30). Here, we identified the SARS-CoV-2 M protein as an inhibitor of the TBK1-mediated innate antiviral immune response. Our results demonstrated that SARS-CoV-2 M associates with TBK1 and degrades TBK1 via ubiquitin pathway, thereby inhibiting the phosphorylation of IRF3 and suppressing IFN-I production (Figure 6).




Figure 6 | Schematic diagram of SARS-CoV-2 M inhibiting IFN-I signaling. M protein interacts with MDA5, TRAF3, TBK1, IKKϵ and degrade TBK1 via K48-linked ubiquitination, which suppresses the phosphorylation and nuclear translocation of IRF3 and blocks IFN signaling.



Recently, two studies have shown that SARS-CoV-2 M protein serves as an IFN antagonist, and overexpression of M protein significantly suppresses the IFN-I production triggered by SARS-CoV-2 and SeV (15, 16). However, whether M associates with TBK1 and inhibits TBK1-induced innate immunity is still controversial. One study concluded that SARS-CoV-2 M interacts with RIG-I, MDA5, MAVS and TBK1 to repress immune response (16). Another study reported that M inhibits the activation of the IFNβ promoter mediated by overexpression of RIG-I, MDA5, and MAVS, but not their downstream TBK1, and M can bind only MAVS but not RIG-I, MDA5 or TBK1 (15). Our results showed that SARS-CoV-2 M suppressed TBK1-induced IFNβ-Luc and ISRE-Luc reporters in a dose dependent manner, and the IRF3 phosphorylation induced by TBK1 was severely diminished in SARS-CoV-2 M treated cells, which provide consolidate evidence of the inhibitory effect of M on TBK1-induced innate immunity.

Zheng et al. (16) expressed both RIG-I and MDA5 abundantly in HEK293T cells, and the band of RIG-I precipitated by M was more weak than that of MDA5. The weak interaction of M and RIG-I may explain that only MDA5 was found to co-precipitate with SARS-CoV-2 M in our study. Further investigation is needed to confirm the interaction of SARS-CoV-2 M and RIG-I.

SARS-CoV M protein has been reported to bind with IKKϵ, impede IKKϵ induced IRF3 phosphorylation and TRAF3–IKKϵ interaction. Although SARS-CoV-2 M was found to be associated with IKKϵ and inhibited IKKϵ-induced IFNβ-Luc and ISRE-Luc reporters in our study, the phosphorylated IRF3 induced by IKKϵ was not affected by SARS-CoV-2 M co-expression. It is possible that SARS-CoV-2 M only affects the nuclear translocation, but not phosphorylation of IRF3 induced by IKKϵ, resulting to suppression of IFN production.

TBK1 is a key kinase of IFN-I signaling that is activated by the DNA and RNA sensors, such as RIG-I, MDA5, TLR3, and cGAS-STING (31–33); its activity must be strictly controlled to maintain appropriate IFN-I production (34–36). The ubiquitination of TBK1 is a key mechanism to modulate its activity. K63-linked ubiquitination of TBK1 is essential for its activation, while K48-linked ubiquitination mediates ubiquitin-dependent proteasomal degradation of TBK1 (22). In this study, we found that the SARS-CoV-2 M degraded TBK1 via K48-linked ubiquitination. During evolution, some viruses have acquired the capacity to take advantage of host factors to regulate the ubiquitin of RLR signaling molecules. For example, both SARS-CoV N and SARS-CoV-2 PLpro-TM proteins inhibit TRIM25-mediated K63-linked ubiquitination of RIG-I and suppress innate immune response (37, 38). Several deubiquitinating enzymes and E3 ubiquitin ligases have been shown to regulate the ubiquitin level of TBK1 and participate in innate immune response during virus infection (36, 39, 40). TRIM27 has been reported to interact and degrade TBK1 via K48-linked ubiquitination (39). However, SARS-CoV-2 M could not improve the recruitment of TRIM27 to TBK1 in our result (data not show). It is possible that SARS-CoV-2 M recruits other known or novel E3 ubiquitin ligases to induce TBK1 ubiquitination, which needs further investigation.

As SARS-CoV-2 M and SARS-CoV M protein shared approximately 91% amino acid identity, we also detected if SARS-CoV M could degrade TBK1. Results showed that co-transfection of SARS-CoV M suppressed TBK1 expression. However, MG132 did not affect the degradation of TBK1 mediated by SARS-CoV M protein, and co-expression of SARS-CoV M did not elevate the K48 ubiquitin level of TBK1 (Figure S4), indicating that SARS-CoV M did not degrade TBK1 via ubiquitination. Further investigation is needed to explore the mechanism of TBK1 degradation by the SARS-CoV M protein.

Taken together, the present study uncovered a novel mechanism by which SARS-CoV-2 M negatively regulates IFN-I signaling via interacting with MDA5, TRAF3, IKKϵ, and TBK1, and degrading TBK1 via K48-linked ubiquitination. Our findings provide deeper insight into the innate immunosuppression and pathogenicity of SARS-CoV-2.
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SARS-CoV-2 virus causes upper and lower respiratory diseases including pneumonia, and in some cases, leads to lethal pulmonary failure. Angiotensin converting enzyme-2 (ACE2), the receptor for cellular entry of SARS-CoV-2 virus, has been shown to protect against severe acute lung failure. Here, we provide evidence that SARS-CoV-2 spike protein S1 reduced the mRNA expression of ACE2 and type I interferons in primary cells of lung bronchoalveolar lavage (BAL) from naïve rhesus macaques. The expression levels of ACE2 and type I interferons were also found to be correlated with each other, consistent with the recent finding that ACE2 is an interferon-inducible gene. Furthermore, induction of ACE2 and type I interferons by poly I:C, an interferon inducer, was suppressed by S1 protein in primary cells of BAL. These observations suggest that the downregulation of ACE2 and type I interferons induced by S1 protein may directly contribute to SARS-CoV-2-associated lung diseases.
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Introduction

SARS-CoV-2 virus, the causative agent of COVID-19, infects a wide array of cells, including epithelial cells, endothelial cells, and macrophages of multiple organs such as lung, gut, liver and kidneys via angiotensin-converting enzyme 2 (ACE2) as a receptor and transmembrane protease serine 2 (TMPRSS2) as an activating protease (1). In the human respiratory system, ACE2 and TMPRSS2 were primarily expressed in type II pneumocytes and a fraction of secretory cells (1–3). Human virologic and macaque viral challenge studies showed that SARS-CoV-2 virus can productively infect the target cells of upper and lower respiratory airways, which results in a quick peak viral load (2-3 days post viral challenge in macaques) in the lung bronchoalveolar lavage (BAL) fluid (4, 5). Infected patients displayed symptoms ranging from mild to severe pneumonia, and in some cases, acute respiratory distress syndrome (ARDS) or lethal pulmonary failure (6). However, the interplay between the lung immune microenvironment and SARS-CoV-2 virus or its viral components is unclear.

In this study, we focused on characterizing the alterations of ACE2 and type I interferons induced by viral spike protein S1 in the lung BAL fluids from naïve macaques. SARS-CoV-2 spike protein is a large type I transmembrane protein which is cleaved into two subunits, S1 and S2. S1 is responsible for recognizing the cell surface receptor ACE2 through a receptor binding domain (RBD), while S2 is needed for membrane fusion (7). ACE2 is a key component of the renin-angiotensin system, which cleaves angiotensin II to generate ang1-7 (8). Accumulated angiotensin II activates angiotensin II receptor type 1 (AT1R) in the lung and results in increased vascular permeability, immune cell infiltration, and lung edema (9). ACE2 has been shown to play important roles in respiratory virus infections, especially coronavirus infections. ACE2 mediated protection against lethal avian influenza H5N1 infection by reducing levels of angiotensin II (10). In an experimental mouse model of influenza H7N9 infection, ACE2 deficiency caused severe acute lung injury (11). Similarly, during the earlier SARS-CoV infection, the reduction of ACE2 expression contributed to acute lung failure through modulation of the renin-angiotensin system (12).

It has been reported that the expression levels of ACE2 played an important role in determining the outcomes of SARS-CoV-2 infections (13–16). During the early stage, lower level of ACE2 in the lung is beneficial for the host to control viral transmission and replication. However, if there was not enough ACE2 for a prolonged time, the lack of ACE2 led to the reduced conversion of angiotensin II into ang1-7, and the accumulated angiotensin II might lead to increased immune activation, and eventually lung disease. Given the possible dual roles of ACE2 to either mediate viral infection or protect against lung disease, we evaluated the ACE2 expression level on primary cells of lung BAL fluids after exposure to SARS-CoV-2 spike protein S1, the subunit that interacts with ACE2. We also assessed the changes in the expression levels of chemokines/cytokines, especially type I interferons. Type I interferon mediates an important innate immune response against viral infection by directly inhibiting viral replication. It also bridges innate to adaptive immunity for long-term protection against viral reinfections (17, 18).



Materials and Methods


BAL Sample Collection and Cell Type Characterization by Flow Cytometry Analysis

Animals were anesthetized and intubated before up to 10 mL/kg of sterile saline was instilled into the lungs. Suction was then applied to recover the instilled fluid. Usually up to 90% of the fluid instilled was recovered. The collected BAL fluid was then passed through a 100 µm cell strainer to remove big chuncks. BAL cells were collected for analysis or cryopreservation after spinning down. For flow cytometric analysis, the BAL cells were first incubated with Fc Receptor blocking reagent (Miltenyi Biotec), and then stained with viability dye (Invitrogen) and antibody mixtures including CD45- Alexa Fluor 700, CD3-PE-Cy7, CD4-BV605, CD8-BV800 (all from BD Pharmingen), CD14-BV450, CD16-BV711, HLA-DR-APC-Cy7, CD11b-PE-Cy5, and CD163-PerCP (all from Biolegend). Data acquisition was performed on an LSRII flow cytometer, and FlowJo software (Tree Star Inc.) was used for data analyses.



S1 Protein and Poly I:C Treatment of BAL Samples

Fresh or cryopreserved BAL/PBMCs were thawed and resuspended at a concentration of 2-4 million cells/ml in serum free medium AIM® (ThermoFisher). 1µg/ml (T1) or 2µg/ml (T2) of SARS-CoV-2 (2019-nCoV) Spike S1 protein (molecular weight 116KD, Cat: 40591-V08H, Sino Biological, selected lot with measured endotoxin level: <0.001U/µg) was added to the cells. In the case of poly I:C treatment, 1μg/ml of poly I:C were added in the cell culture in the presence or absence of S1 protein. After 20 hrs of culture at 37°C, 5% CO2, supernatant was collected and frozen at -20°C for cytokine and chemokine measurements. Trizol was added to the cells for RNA isolation.



Real-Time RT-PCR to Assess mRNA Expression Levels of ACE2 and Type I Interferons

After RNA isolation (Zymo research), an optimized mix of random hexamers and anchored oligo dT primers, which completely represents the 5’ to 3’ RNA sequence, was used for reverse transcription (SensiFAST™ cDNA Synthesis Kit from Bioline USA Inc). cDNAs were used for qPCR reactions to detect the relative expression levels of target genes. Taqman probe and primer sets for macaque ACE2, CCL5 and type I interferon subtypes including IFNα1, 2, 4, 6, 8, and 14 and IFNβ1 and GAPDH were obtained from ThermoFisher. The PCR mixture contained 1μl of primer/probe set for each gene, 2μl (or 8μl) of cDNA, and 10μl of 2X SensiFast probe kit (Bioline USA Inc.). An ABI 7500 was used to run each PCR with a program consisting of 2 min at 50°C, 10 min at 95°C, and then followed by 45 cycles of 15 sec at 95°C, and 1 min at 60°C. The comparative threshold cycle (Ct) method of relative quantitation was used to compare the relative mRNA expression levels (PerkinElmer User Bulletin no. 2). Housekeeping gene GAPDH was used for normalization.



Multiplex and ELISA to Measure the Cytokine/Chemokine and Pan-IFN α Expression in the Supernatant of the Treated BAL Samples

LEGENDplex™ NHP Chemokine/Cytokine Panel (13-plex, Biolegend) and Pan-IFN α (including subtype α1, 2, 4, 5, 6, 7, 8, 10, 14, 16 and 17) ELISA kit (Mabtech) were used to evaluate the alteration of cytokines/chemokines and IFN α in the cell culture supernatant in accordance with the manufacturer’s instructions.



Statistical Analysis

We performed statistical analyses with Prism version 8 (GraphPad Software). Wilcoxon signed rank tests were conducted to compare differences in outcomes with paired measurements. Spearman analysis was used for correlations. Qlucore Omics Explorer software was used for heatmap and PCA analysis.




Results


SARS-CoV-2 Spike Protein Suppressed ACE2 and Type I Interferon mRNA Expression in Most of the Primary Lung Bronchoalveolar Lavage Samples

To characterize the cell types in lung bronchoalveolar lavage (BAL) fluid, we obtained fresh samples from 9 naïve healthy Indian rhesus macaques and analyzed the stained samples with lineage immune markers via flow cytometry (Supplementary Figure 1). Among the live cells, about 60% (±7) were in the CD45 negative population, non-hematopoietic cells. Among the CD45+ populations (hematopoietic cells), while CD14+ and CD16+ monocytes constituted only about 1.6±0.2%, and 2.9±0.4% respectively, the majority of cells were CD3+ T cells (72.2±1.7%), with predominately CD8+ T cells (54 ±2%), CD4+ T cells (34±3%), and a small percent of double positive T cells (4±1%) (Supplementary Figure 1). In the non-T and non-monocyte CD45+ cell population, 18±5% were DR+CD11b-, and 5±2% were CD11b+DR-.

To evaluate the innate immunity induced by SARS-CoV-2 spike protein S1, we incubated the lung BAL cells with either 1 µg/ml (T1, 8.6nM) or 2 µg/ml (T2, 17.2nM) of S1 protein for 20 hours. We chose these two concentrations of S1 protein based on that 1) as high as 28nM of S protein was added for in vitro stimulations in a SARS in vitro study (19); 2) In SARS-CoV-2 and HIV studies, 1-5ug/ml (8-40 nM) spike/envelope protein (peptide pool) is used to stimulate antigen-specific cells in vitro (20–24). This range is based on the viral load, and viral protein concentration in vivo. For SARS-CoV-2, the recent macaque virology data showed that the viral load in the infected lung is log 6-8, similar or higher than HIV infection. Therefore, both T1 and T2 concentrations are within physiological/pathological range. S1 protein did not cause significant cell death measured by LDH release (data not shown). When cytokine and chemokine multiplex assays were run on the collected supernatants, we did not observe significant induction of most chemokines or cytokines in the BAL treated with 1 or 2 µg/ml of S1 protein. Since the numbers of the primary cells collected from BAL cells of each animal varied, most of the samples were just enough for control and T1, and only several of them were enough for T2. Out of the 13 chemokines/cytokines measured at the protein level, only RANTES/CCL5 showed a trend toward an increase (Supplementary Figure 2).

To assess the alteration of ACE2 expression upon encounter with SARS-CoV-2 spike protein S1 in the BAL samples, we isolated RNA and ran qPCR using macaque-specific primers and probes. As shown in Figure 1A, ACE2 mRNA levels were significantly decreased after treatment with 2 µg/ml of S1 protein for 20 hours, but not significantly at 1 µg/ml of S1 protein. It is worth mentioning that the downregulation of ACE2 by S1 could not be modulation off the surface because we are measuring mRNA, not surface protein. The mRNA for RANTES/CCL5 was significantly increased, consistent with the expression at the protein level (Figure 1B).




Figure 1 | SARS-CoV-2 spike protein suppressed the mRNA expression of ACE2 and type I interferon in lung bronchoalveolar lavage from naïve macaques. Primary lung bronchoalveolar lavages from naïve rhesus macaques were cultured with 1 (T1) or 2 (T2) µg/ml of spike protein S1 for 20 hrs (n=20 and n=6 or 8, respectively). After the supernatants were collected, the cells were lysed with trizol and RNAs were isolated. After reverse transcription, macaque-specific primer/probe sets were used to measure the mRNA expression levels of ACE2, CCL5, and interferon α4 (A–C). Data are shown as mean±SEM. Each dot presents one animal. The blue color indicates the samples from T1 that have corresponding cultures from matched animals in T2. Wilcoxon signed rank tests were used to calculate the p values. (D) ACE2 positively correlated with interferon α4 in lung bronchoalveolar lavage. Spearman R and p values are shown.



We then measured type I interferons, which play important roles in controlling viral infections (25). Most viral infections induce interferons, especially type I interferons. Here we assessed 6 subtypes of α interferons (α1, 2, 4, 6, 8, and 14) and interferon β1, and found that S1 protein did not induce robust α or β interferons in the BAL (Supplementary Figure 3). Moreover, some of the type I interferons, such as IFNα4, tended toward downregulation compared to the control at the concentration of 2 µg/ml of S1 protein (Figure 1C). A recent study demonstrated that ACE2 is an interferon-inducible gene (2). Indeed, our data also confirmed that ACE2 positively correlated with α2 and α4 interferon and showed a trend for α1 interferon (Figure 1D, Supplementary Figure 4).

To have a global picture, we used a heatmap and a principal component analysis (PCA) plot to visualize the alterations of different subtypes of type I interferons and ACE2 from 20 animals upon treatment with 1 µg/ml of S1 protein (Figures 2A, B). Both heatmap and PCA plot clearly showed the altered pattern induced by S1 treatment: most animals overall showed somewhat decreased expression of type I interferons and ACE2 at the mRNA level, whereas the unusual increase in ACE2 and type I interferons were mainly observed in just 3 animals, namely # 6, 8, and 14.




Figure 2 | The heatmap and principal component analysis (PCA) plot of ACE2 and type I interferons after spike protein treatment. Heatmap (A) and PCA plot (B) were built up using the data obtained from BAL fluids of 20 naïve macaques treated with 1µg/ml of spike protein S1 for 20 hrs using Qlucore Omics Explorer software. The missing data (due to the low copy number of some genes) was filled with black squares. The scale in (A) is the relative expression level of the genes. The numbers below the heatmap, and in the PCA plot are the animal IDs.





SARS-CoV-2 Spike Protein Suppressed Poly I:C-Induced ACE2 and α4 Interferon Expression in Primary Lung Bronchoalveolar Lavage Samples

Since naïve BAL samples have only baseline, low levels of type I interferons, to better assess the effect of S1 protein, we co-treated BAL samples with poly I:C, which has been shown to induce high levels of type I interferons, and possibly ACE2, via the TLR3 receptor. Since interferon α has many subsets, we first measured the pan interferon α at the protein level. Without poly I:C, the pan interferon α protein level in the BAL samples from naïve animals was below or close to the detection limit. After co-culture with poly I:C, varied levels of (100-2500 pg/ml) pan interferon α were induced in BAL (Figure 3). Consistent with Figure 1, S1 protein significantly decreased poly I:C-induced pan interferon α at the protein level by about 25% (Figure 3), suggesting that S1 protein suppressed type I interferon expression in BAL.




Figure 3 | SARS-CoV-2 spike protein reduced poly I:C-induced interferon α expression in lung bronchoalveolar lavage from naïve macaques. Primary lung bronchoalveolar lavage fluids from 7 naïve rhesus macaques were cultured with 1 mg of poly I:C with or without 1 µg/ml of spike protein S1 for 20 hrs. Supernatants were collected, and a Pan interferon α ELISA was used to measure the total expression level of interferon α. The right panel shows the data with poly I:C normalized to 1 for each animal to calculate the fold changes in the presence of spike protein S1.



To characterize the type I interferon subtypes, we used macaque-specific primers/probe sets for interferon α and β1 mRNA. In agreement with the expression at the protein level, poly I:C induced significantly increased type I interferons at the mRNA level compared to non-poly I:C treated samples (Figure 4A, Supplementary Figure 5). Poly I:C also induced significant expression of ACE2 (Figure 4B). We then evaluated whether 1 µg/ml of S1 protein could suppress the expression of type I interferons and ACE2 in the presence of poly I:C. Similar to the cells without poly I:C (Figure 1), ACE2 and α4 interferon induced by poly I:C were significantly decreased in the presence of 1 µg/ml of S1 protein, while the rest of the type I interferons measured in this study, including α1, 2, 6, 8, 14 and β1, did not change (Figure 4A, Supplementary Figure 5). We then calculated the ratios between treatment with S1 and without S1 for ACE2 and each interferon subtype. Based on these ratios, we found that 10 out of 16 animals had overall trends towards reduced type I interferon expression at the mRNA level in the presence of both S1 protein and poly I:C compared to poly I:C-only treatment, while only the remaining 6 animals showed some upregulation trends of type I interferons. Using these ratios, we generated the heatmap/PCA plot. The heatmap demonstrated that the outlier animals that had higher ratios of type I interferons were primarily just #1, 5, 9, 13, 14, and 6 (Figure 5A). A PCA plot confirmed the separation of the two groups of animals as well, with one group that showed downregulated trends of type I interferon and ACE2, and the other groups that did not (animal # 1, 5, 9, 13, 14 and 6, marked in Figure 5B). It is not clear what the underlying cause was of these different responses, as all the animals were naïve macaques.




Figure 4 | SARS-CoV-2 spike protein reduced poly I:C-induced mRNA expression of ACE2 and type I interferon in lung bronchoalveolar lavage from naïve macaques. Primary lung bronchoalveolar lavage fluids from 16 naïve rhesus macaques were cultured with 1 μg of poly I:C with or without 1 µg/ml of spike protein S1 for 20 hrs. RNAs were isolated with Trizol and followed by reverse transcription. Macaque-specific primer/probe sets for ACE2 (B), interferon α4 (A) was used. Data are shown in mean±SEM. Wilcoxon signed rank tests were used to calculate the p values between the poly I:C-only fold change vs the poly I:C+S1 fold change for interferon and ACE2.






Figure 5 | The heatmap and PCA plot of ACE2 and type I interferons after spike protein treatment. Heatmap (A) and PCA (B) were built up using Qlucore Omics Explorer software. The numbers below the heatmap and in the PCA plot are the animal IDs. Each dot presents one animal. The scale in (A) is the relative expression level of the genes.



Different mechanisms of type I interferon and ACE2 induction by poly I:C seemed to be possibly involved in the presence or absence of S1 protein. In the presence of poly I:C but without S1 protein, the expression of ACE2 and type I interferons did not correlate with each other except for the α6 subtype (Supplementary Table 1). However, after treatment with polyI:C and S1 protein, the mRNA expression levels of ACE2 did correlate with α1, 4, 6, and 14 subtypes of interferons (Supplementary Tables 1, 2). This suggested that S1 protein might have altered the cell signaling of ACE2 and type I interferon.

We did a correlation analysis to assess whether different compositions of the cell types in the lung played any roles in affecting the expression levels of type I interferon and ACE2. We found that the animals that demonstrated greater reduction of IFN alpha4 and ACE2 had higher levels of CD3+ T cells and CD11b+ myeloid cells in the lung (r= - 0.78, and - 0.77 separately, n=4). Even if the animals were naïve, the pre-treatment levels of T and myeloid cells in the lung may determine their responding directions. However, since the number of animals (n=4) is small, we cannot draw definite conclusions. Nevertheless, this is an interesting hypothesis that is worth testing in the future.

In summary, our data showed that S1 protein suppressed the expression of ACE2 at the mRNA level and decreased the mRNA expression of type I interferon, especially α4 interferon, induced by poly I:C in the primary BAL cells, as well as the level of secreted type I interferon protein.




Discussion

During the course of SARS-CoV-2 infection, how the lung microenvironment is affected by viral spike protein is largely unknown. Because binding of spike protein to the ACE2 receptor on cells can serve not only to allow viral entry but also to trigger an effect on the cells, we asked whether spike-ACE2 signal might affect the innate immune response and trigger either a protective effect or a deleterious response that contributes to immunopathology. Using primary cells from macaque lung BAL, we demonstrated that in most of the animals, spike protein S1 directly caused downregulation of mRNA expression of viral receptor ACE2, and type I interferons especially α4 interferon. This has important implications for future therapeutic strategies for COVID19- related lung diseases, as well as mechanisms of COVID-19 immunopathology.

ACE2 is most highly expressed in lung and intestinal epithelial cells (26), and endothelial cells, and it might play dual roles in SARS-CoV-2 infections. As a receptor for the virus’s binding to and entry into the cells, the expression level of ACE2 might determine the viral transmission and replication efficacy. Because the binding affinity of SARS-CoV-2 spike protein to ACE2 is much higher than that of the earlier SARS-CoV spike protein, the target cells might not need a high density of ACE2 to be infected (1, 27). The kinetics of viral replication in SARS-CoV-2-infected humans and macaques showed that the peak viral loads appeared at day 2 post-infection, which is much earlier than most viral infections even for other viruses in the coronavirus family (4, 28, 29). Since only a small portion of the epithelial cells have ACE2 receptors (1, 3), SARS-CoV-2 infection in most cases is self-limiting. After day 2 peak viremia, the viral load starts declining with time in the lung, and most of the animals controlled their viral loads about 7-14 days post-infection (4, 28, 29). However, this does not mean that the damage to the host is diminished. Instead, the decreased expression of ACE2 we have discovered to be induced by spike protein may be more detrimental to the host. ACE2 protected animals from developing lung diseases in several viral infection models such as influenza H7N9 virus and respiratory syncytial virus (9, 12, 30, 31). Several animal studies have shown that downregulation or loss of ACE2 promotes lung injury (9, 12, 32). It has been reported that symptoms of lung injury, such as increased vascular permeability, lung edema, and neutrophil infiltration, were observed in an ACE2 knockout mouse model (33). These adverse effects are similar to those in the patients infected with SARS-CoV-2 virus. Given the protective role of ACE2 against lung diseases, ACE2 might act as a double-edged sword in SARS-CoV-2 infection. Despite these findings with respect to ACE2 expression and lung injury, pharmacological ACE2 blockade [e.g., by angiotensin II receptor blockers (ARBs)] is not correlated with clinical outcome, suggesting more studies are needed (34, 35). Our study showed that S1 protein of SARS-CoV-2 directly suppressed ACE2 expression in most of the BAL specimens, which suggested that spike protein S1 might dampen the ACE2-mediated tissue protective responses. The downregulation of ACE2 induced by spike protein in the lung could contribute to increased vascular permeability, lung edema, and massive infiltration of neutrophils and macrophages. If not resolved promptly, the patients may suffer more from inflammatory responses due to the “leaky lung” than from the viral load itself. This is similar to the previous observations on other viral respiratory diseases. The severity of lung disease was not directly correlated with viral loads but correlated with inflammatory responses (36, 37). Thinking along this line, opportunistic infections may contribute to promote inflammation after the increased lung vascular permeability due to the downregulation of ACE2. Further studies on the alterations of lung microbiome in COVID-19 patients might provide a mechanistic explanation of why massive inflammatory responses occurred in some of the infected patients. The downregulation of ACE2 by viral infection and/or S1 protein could be one of the mechanisms of recruitment of inflammatory cells to the lung, which promoted pulmonary fibrosis and ARDS in COVID-19 patients (13, 38, 39).

The downregulation of ACE2 upon S1 protein treatment could be due to the following reasons. After virus or viral protein interacts with ACE2 on target cells, the internalization of the ACE2 proteins on the cell surface might lead to negative feedback of the ACE2 expression. We speculated that pre-transcriptional regulation, such as histone modification and methylation, might be involved upon the stimulation of SARS-CoV-2 virus or spike protein. ACE2 expression in the lung could be regulated by enzymes that modify histones, including HAT1, HDAC2, and KDM5B (40). In both freshly isolated airway epithelial cells and human lung tissues, different patterns of ACE2 gene methylation near the transcription start site of the ACE2 gene were identified in populations with different age and gender (41). MicroRNAs (miRNAs) could be involved in decreasing ACE2 expression at mRNA levels as well. The predominant mechanism of miRNAs inhibiting target gene expression is to destabilize the target mRNA, which accounts for most of the decreased protein production (42). About 2000 miRNAs that participated in the regulation of ACE2 have identified recently and could play a role in ACE2 downregulation after encountered with SARS-CoV-2 virus or S1 (43). Moreover, studies showed that no robust induction of type I interferons occurred after SARS-CoV-2 infection (44–46). Since ACE2 is an interferon-inducible gene (2), lack of type I interferon induction can lead to the regulation of ACE2 expression at the mRNA transcription level. Indeed, for that reason, downregulation of type I interferons like alpha4 interferon by spike protein could reduce ACE2 mRNA expression indirectly in addition to the direct effect.

After cellular detection of viral entry into a host cell, interferons and interferon-inducible genes are essential for host antiviral defense (17, 47–49). Our data showed that the majority of primary cells from different macaque BAL specimens reduced their expression of ACE2 and type I interferons, especially interferon α4, after exposure to S1 protein. Different pathogens induce a different profile of IFN-α subtypes, which leads to a qualitatively different immune response (50). For example, during influenza A virus infection, levels of interferon α4 and β1 mRNAs in the lungs of infected mice were elevated in the absence of PA-X (51), while HIV infected individuals transiently enhanced the expression of IFNα4, α5, α7, and α14 (52). Different subtypes of type I IFNs have overlapping but nonredundant roles and have distinct regulation mechanisms in various viral infections. Many studies have reported that as different cell types sensed viruses differently, distinct type I IFN subtype profiles were induced (53). Moreover, the amount of virus can also affect the subtypes of type I IFN subtypes induced due to the extent of activation of certain signaling pathways (54).

The mechanism by which S1 of SARS-CoV-2 inhibits type I interferon production is elusive. However, several mechanisms have been proposed and demonstrated in the studies on SARS-CoV and MERS-CoV viruses, which could be applied to S1 of SARS-CoV-2 as well. For example, MERS-CoV virus represses histone modifications, which downregulate expression of interferon-stimulation genes (55), while SARS-CoV infection induced type II interferon reduction was due to a step between the nuclear transport of IRF-3 and its subsequent activation by hyperphosphorylation and dimerization (56). Nucleocapsid protein (N protein) of SARS-CoV has been reported to suppress type I and III interferon production via interfering with TRIM25-mediated RIG-I Ubiquitination (57).

Type I interferons are important innate mediators of anti-viral immunity. SARS-CoV-2 has been shown more sensitive to type I interferon treatment compared to SARS-CoV in in vitro studies (58, 59). Furthermore, autoantibody against type I IFN and defects of type I IFN genes leads to life-threatening COVID-19 disease, suggesting the protective role of type I interferon (60, 61). Our finding that SARS-CoV-2 spike protein suppresses ACE2 and type I interferon expression in macaque BALs highlights the potential protective role in combating SARS-CoV-2 and strengthens the basis for using type I IFNs as therapies in COVID-19 patients. In light of the fact that ACE2 is an interferon-inducible gene, the concern that interferon-induced ACE2 might promote viral replication needs to be addressed. Onabajo et al. recently showed that what interferons induce is not the full length ACE2, but a primate-specific isoform of ACE2, which lacks 356 N-terminal amino acids and is non-functional in binding the SARS-CoV-2 spike protein (62).

Collectively, our study using primary cells from non-human primate BAL specimens indicates that spike protein S1 directly suppresses the mRNAs for ACE2 and type I interferons in most of the cases as well as secreted IFNα protein. This effect of S1 could explain the recent finding that type I interferon activity is diminished in severe COVID-19 infections (63). These findings have important implications in future therapeutic strategies to combat COVID-19 and related lung diseases and prevent associated pathologies.
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Coronaviruses (CoVs) are a known global threat, and most recently the ongoing COVID-19 pandemic has claimed more than 2 million human lives. Delays and interference with IFN responses are closely associated with the severity of disease caused by CoV infection. As the most abundant viral protein in infected cells just after the entry step, the CoV nucleocapsid (N) protein likely plays a key role in IFN interruption. We have conducted a comprehensive comparative analysis and report herein that the N proteins of representative human and animal CoVs from four different genera [swine acute diarrhea syndrome CoV (SADS-CoV), porcine epidemic diarrhea virus (PEDV), severe acute respiratory syndrome CoV (SARS-CoV), SARS-CoV-2, Middle East respiratory syndrome CoV (MERS-CoV), infectious bronchitis virus (IBV) and porcine deltacoronavirus (PDCoV)] suppress IFN responses by multiple strategies. In particular, we found that the N protein of SADS-CoV interacted with RIG-I independent of its RNA binding activity, mediating K27-, K48- and K63-linked ubiquitination of RIG-I and its subsequent proteasome-dependent degradation, thus inhibiting the host IFN response. These data provide insight into the interaction between CoVs and host, and offer new clues for the development of therapies against these important viruses.
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Introduction

Coronaviruses (CoVs) are an urgent public health threat, and the ongoing COVID-19 pandemic has already caused the deaths of more than 2 million people (1). The subfamily Orthocoronavirinae of the family Coronaviridae is currently classified into four genera, Alphacoronavirus, Betacoronavirus, Gammacoronavirus, and Deltacoronavirus. Increasing evidence supports that CoVs are prone to cross-species transmission (2–4). Therefore, a broad general knowledge of animal CoVs is critical for risk prediction and prevention of future zoonotic transmission events (5, 6). Swine acute diarrhea syndrome (SADS)-CoV in the genus Alphacoronavirus, also designated as swine enteric alphacoronavirus (SeACoV), is a newly discovered pathogen that induces diarrhea, especially in newborn-piglets, with mortality rates above 35% in southern China in 2017 (7–9). It is the fifth porcine CoV identified to date, following transmissible gastroenteritis virus (TGEV), porcine epidemic diarrhea virus (PEDV), porcine hemagglutinating encephalomyelitis virus (PHEV) and porcine deltacoronavirus (PDCoV) (10–13). SADS-CoV is closely related to bat CoV HKU2 strains and might have emerged either through genetic drift or recombination events between co-infecting CoVs (7, 9, 10).

SADS-CoV has the genome order typical of CoVs, consisting of seven independent ORFs that encode 16 non-structural proteins, 4 structural proteins and one accessory protein (7, 14). Among the structural proteins, the nucleocapsid (N) protein is highly expressed and has functions at multiple steps during viral infection (15). The N protein is highly conserved between different CoVs and is indispensable in the viral life cycle. It forms nucleocapsids with genomic RNA, promotes viral genome replication and subgenomic RNA transcription, and interacts with other viral proteins (such as the membrane [M] protein) to promote virion assembly (15). Additionally, an increasing number of studies suggest that the N protein is involved in viral evasion of the host innate immune response (16–22).

Innate immunity represents the first line of defense against pathogens and includes the type I interferon (IFN) signaling pathway, which plays an essential role in protection against viral infection (23). The IFN response starts with the recognition of pathogen associated molecular patterns (PAMPs) by pattern recognition receptors (PRRs). As RNA viruses, CoVs produce PAMPs including dsRNA and 5′-ppp RNA intermediates in the cytoplasm during replication, which can then be recognized by PRRs, specifically retinoic acid-inducible gene I (RIG-I)-like receptors (RLR) (24). After recognition and subsequent activation of RIG-I, an adaptor localized on the surface of mitochondria (mitochondrial antiviral signaling protein; MAVS) is activated by interaction between their caspase activation and recruitment domains (CARDs). MAVS then forms prion-like polymers and recruits TBK1 and IKKϵ (and other components) to form a complex that induces phosphorylation of IRF3, which subsequently promotes the production of type I IFN. This IFN production leads to expression of hundreds of IFN-stimulated genes (ISGs) in an autocrine and paracrine manner and keep the host cells in an antiviral state (25). Viruses, on the other hand, have evolved various strategies to antagonize and even benefit from the antiviral pathways of the host cell (26–28).

Various CoVs have been reported to inhibit host IFN responses during infection. PEDV inhibits IFN production by blockage of RIG-I mediated pathways (29, 30) via nsp1 (31), nsp5 (32), nsp15 (33) and N protein (16). TGEV papain-like protease 1 (PLP1) antagonizes INF-β production through its deubiquitinase activity (34). Severe acute respiratory syndrome (SARS)-CoV was shown to delay type I IFN signaling after infection of mice (35). Middle East respiratory syndrome (MERS)-CoV proteins NS4a, NS4b, PLP and M have been reported to inhibit IFN induction by double-stranded RNA (36–38). SARS-CoV-2 has also been reported to inhibit the host IFN response (39, 40), via several viral proteins (41). The avian CoV infectious bronchitis virus (IBV) has been reported to induce a delayed IFN response in primary renal cells (42). PDCoV suppressed RIG-I-dependent signaling pathways after infection of LLC-PK1 cells (43) and the nsp5, nsp15, NS6 and N proteins of PDCoV are responsible for IFN evasion (21, 22, 44–47). All together, these studies show that CoVs have evolved multiple strategies to circumvent the host IFN response.

To elucidate their roles in IFN suppression during infection, we analyzed the amino acid similarities between N proteins from several representative CoVs of four different genera, and compared targets of each N protein in IFN signaling. More importantly, we studied the mechanism of IFN inhibition by the SADS-CoV N protein by a comparative analysis. Our data show that the PAMP recognition step is a critical target for N protein suppression of IFN signaling. We also demonstrate that SADS-CoV N protein interacts with RIG-I and inducing its ubiquitination, which leads to its proteasome-dependent degradation and, consequently, the inhibition of the host IFN responses. Our data reveals one of the mechanisms by which SADS-CoV suppresses host innate immunity and provides novel clues for treatment and vaccine development against CoV infections.



Materials and Methods


Cells and Virus

HEK293T (ATCC, #CRL-3216) cells were purchased from the American Type Culture Collection (ATCC, Manassas, VA, USA) and cultured in Dulbecco’s modified Eagle’s medium (DMEM) (Gibco, Grand Island, NY, USA) supplemented with 10% fetal bovine serum (FBS), 100 units/ml penicillin and 100 μg/ml streptomycin. Cells were incubated at 37°C in 5% CO2. Sendai virus (SeV) was kindly gifted by Dr. Pinglong Xu (Life Sciences Institute, Zhejiang University).



Antibodies and Reagents

A mouse monoclonal antibody (MAb) against flag-tag (#F3165) was purchased from Sigma-Aldrich (St Louis, MO, USA). Mouse MAbs against myc-tag (#2276), β-actin (#3700) and rabbit MAbs against myc-tag (#2278) p-IRF3 (#4947), IRF3 (#4302) were purchased from Cell Signal Tech (CST, Boston, MA, USA). Mouse MAbs against GAPDH (#ab8245) and TATA binding protein (TBP) (#ab51841) were purchased from Abcam (Cambridge, UK). HRP-conjugated goat-anti-mouse (#115-035-003) and goat-anti-rabbit (#111-0350003) polyclonal antibodies were purchased from Jackson ImmunoResearch (West Grove, PA, USA). Nuclear and cytoplasmic protein extraction kits (#78833) were purchased from Thermo Scientific (Waltham, MA, USA). Poly(I:C) sodium salt (#P1530) and polyethylenimine (PEI, MW ~25,000 kDa) (#408727) were purchased from Sigma-Aldrich. EDTA-free protease inhibitor cocktail (B14001) was purchased from Bimake (Houston, TX, USA). A dual luciferase reporter assay system (#E1960) was purchased from Promega (Madison, WI, USA).



Plasmid Construction and Transfection

Sequences encoding the N proteins of PEDV (GenBank accession no. ANY27035), TGEV (NP_058428), SARS-CoV (YP_009825061), SARS-CoV-2 (YP_009724397), MERS-CoV (AGN70936), IBV (ABQ84805), PDCoV (AFD29191) and SADS-CoV (AWJ64267) were constructed within pRK5 vectors with a myc-tag at either the 5′- or 3′-terminus of the coding sequences. Sequences encoding human RIG-I were constructed in pRK5 vector with a flag-tag at the C-terminus. Vectors expressing RIG-IN (constitutively active mutant of RIG-I), MAVS, TBK1, IKKϵ, IRF3-5D (constitutively active mutant of IRF3), IFN-β-Luc (vector expressing luciferase underan INF-β promoter) and RL-TK were kindly gifted by Dr. Pinglong Xu (Life Sciences Institute of Zhejiang University). Special HA-tagged ubiquitins (K6-, K11-, K27, K29, K33, K48- and K63-specific) that only have lysine at their 6th, 11th, 27th, 29th, 33rd, 48th or 63rd residue were kindly provided by Dr. Zhaohui Qian (Institute of Pathogen Biology, Chinese Academy of Medical Sciences & Peking Union Medical College). For ectopic gene expression, cells were seeded in 6- or 12-well plates at 70% confluence, and transfection was performed with PEI. Briefly, indicated plasmids were mixed with PEI at a ratio of 1:1.5 (w/w) followed by incubation for 15 min at room temperature (RT) before addition to the cell culture medium. The plates were gently agitated and the medium were changed with fresh medium after incubation at 37°C for 4-6 h. A total of 1 μg plasmid was used per 12-well plate well, whereas 2 μg plasmid was used per well in 6-well plates. Cells were harvested after incubation at 37°C for 24 or 36 h.



Luciferase Reporter Gene Assay

293T cells were seeded in 12-well plates at 70% confluence and then cotransfected with 500 ng of indicated N protein expression plasmid, 100 ng IFN-β-Luc and 50 ng RL-TK (Renilla luciferase positive control) per well. 24 h later, cells were lysed by 100 μl lysis buffer (25 mM Tris-HCl, 200 mM NaCl, 10 mM NaF, 1 mM Na3VO4, 25 mM β-glycerophosphate, 1% NP40 and protease inhibitor cocktail), and 10 μl lysate of each well was subjected to dual luciferase reporter gene assay following the manufacturer’s instructions.



Western Blotting

293T cells were transfected with indicated plasmids as mentioned above and harvested after 24 h by addition of lysis buffer, and incubated on ice for 15 min. Cell lysates were centrifuged at 12,000 ×g for 15 min before the supernatants were either subjected to immunoprecipitation (IP) or denatured directly at 100°C for 10 min. Denatured cell lysates were separated by SDS-PAGE and transferred to PVDF membranes using 200 mA for 70 min. For immunoblotting, indicated primary antibodies were used to incubate the membranes for 3 h at RT or overnight at 4°C; HRP-conjugated goat anti-mouse or goat anti-rabbit IgG were used as secondary antibodies. The bands were visualized with chemiluminescent reagent (#1705061, Bio-Rad, Hercules, CA, USA) and were imaged by an ECL imaging system (LI-COR biosciences), and amounts of β-actin, GAPDH or TPB of each sample were used as controls to demonstrate equal loading of protein samples among lanes.



Co-Immunoprecipitation (IP) Assay

293T cells were seeded in 6-well plates and transfected with indicated plasmids as mentioned above and lysed at 36 h post-transfection (hpt) in 300 μl lysis buffer per well. Lysates were centrifuged at 12,000 ×g for 15 min, and the supernatants were subjected to IP, with 40 μl reserved as a whole cell lysate (WCL) control. Briefly, 1 μl of antibody was added to 200 μl cell lysate and incubated on a shaker at 4°C for 2 h, followed by addition of dynabeads protein G (#10004D, Invitrogen, Carlsbad, CA, USA) which had been washed by lysis buffer three times, and then incubated for another 2 h at 4°C. The mixture was centrifuged at 5,000 ×g for 90 s and the beads were collected magnetically and washed in lysis buffer three times. Next, the beads were mixed with loading buffer and the mixture was denatured at 100°C for 10 min before analysis along with the WCL by western blot.



Fractionation of Cytoplasmic and Nuclear Proteins

293T cells were seeded in 6-well plates at 70% confluence and transfected with indicated plasmids as mentioned above, and then harvested at 24 hpt. Cytoplasmic and nuclear proteins were fractionated and extracted by using a nuclear and cytoplasmic protein extraction kit (Thermo Scientific) following the manufacturer’s instructions. Extracted proteins were quantified using a BCA protein assay kit (Thermo Scientific, #23225), and an equal amount of sample was used for western blot analysis.



Statistical Analyses

Data were analyzed by GraphPad Prism 6 software and Student’s t-tests were performed to determine significance. Data were expressed as mean ± standard deviation (SD) of three independent experiments. P values < 0.05 were considered to be statistically significant.




Results


Sequence Comparison of CoV N Proteins

To analyze their conservation, the SADS-CoV N protein was compared with those of other CoVs using ClustalW, and amino acid sequence similarities were calculated. The full length N protein of SADS-CoV contains 375 amino acids, with the NTD and CTD domains predicted based on sequence alignment with HCoV-NL63 N protein from the genus Alphacoronavirus, which is the only N protein whose structure has been solved so far (48). The putative NTD spans from residue 10 to 144 while the CTD spans from residue 215 to 336 (Figure 1A), similar to other CoV N proteins in length. To illustrate the evolutionary relationship, we constructed a phylogenetic tree based on N protein amino acid sequences from representative CoVs of each genus (Supplementary Figure S1). As expected, the N protein amino acid sequence identity was consistent with the genus clustering observed for the whole genome (Figure 1B). Next, we analyzed the amino acid sequence similarities between the full-length, NTD and CTD sequences from the N proteins of various representative CoVs. As shown in Figure 1C, the similarity to SADS-CoV among the alphacoronaviruses was relatively high, 42.5% for PEDV and 41.9% for TGEV. The similarities of N proteins from the other genera ranged from 26.4% for mouse hepatitis virus (MHV) to 16.7% for PDCoV. Notably, there was greater similarity in the NTD and CTD than in the full sequence, suggesting that the intrinsically disordered regions (IDRs) are more divergent. The NTDs were more highly conserved (60.2-29.9%) than the CTDs (43.6-17.6%), although this was not statistically significant (P=0.1342) (Figure 1C). These data demonstrate that N proteins of CoVs are relative conserved, especially within genus, thus we hypothesized that they might exhibit similar functions with respect to evasion of innate immunity.




Figure 1 | Amino acid sequence similarity between the N proteins of SADS-CoV and other members of the Coronavirinae. (A) Schematic representation of SADS-CoV N protein domains. Three intrinsically disordered regions (IDR), the N-terminal domain (NTD) and C-terminal domain (CTD) are shown. The charged Ser/Arg (SR)-rich motif (coloured purple) is shown. (B) Phylogenetic analysis of N proteins of representative coronaviruses from each genus. (C) The alignment was conducted by clustalW X, and the figure was generated by GraphPad Prism 7.0 according to the similarity calculated by DNASTAR MegAlign.





CoV N Proteins Inhibit IFN Production by Interfering With Different Stages of the Signaling Pathway

To compare the mechanisms by which CoV N proteins from different genera inhibit IFN production, a dual luciferase reporter gene assay was performed in transfected cells, using a RIG-I activating model virus, SeV, to activate RLR signaling. To ensure that the effects of each N protein from distinct CoVs were comparable, 293T cells were used in all reporter assays. The activity of the IFN-β promoter was inhibited by all the N proteins we tested, including N proteins of alphacoronaviruses TGEV, PEDV, SADS-CoV, betacoronaviruses SARS-CoV, SARS-CoV-2, MERS-CoV, the gammacoronavirus IBV and the deltacoronavirus PDCoV (Figure 2A). Next, we confirmed the effects of N protein expression on IFN-β promoter activity, this time induced by RIG-IN, a truncated, constitutively active form of RIG-I (49). The N proteins from PEDV, SARS-CoV-2, MERS-CoV and IBV were able to inhibit IFN-β promoter activity in these tests, suggesting that they target downstream of RIG-I or interfere with the interaction between RIG-I and MAVS (Figure 2B).




Figure 2 | Coronaviral N proteins antagonize IFN-β promoter activation via the RLR signaling pathway. 293T cells were transfected with expression vectors carrying IFN-β-Luc, RL-TK, and indicated CoV N genes for 12 h prior to SeV infection (A), or cotransfected along with constructs expressing RIG-IN (B), MAVS (C), IKKϵ (D), TBK1 (E) or IRF3-5D (F). Luciferase activity was measured at 24 h post-transfection or 12 h after SeV infection. IFN-β activity is expressed as the fold change of firefly luciferase activity normalized by renilla luciferase activity compared to the empty vector control. The expression of N protein for each experiment was determined by western blotting. All experiments were performed three times, and pairwise differences in means were analyzed with Student’s t-test; *p < 0.05.



Moving downstream, we wanted to test the effect of overexpression of other key signaling components on the observed inhibition by CoV N proteins. For the mitochondrial adapter MAVS, the N protein of TGEV, SADS-CoV, SARS-CoV, MERS-CoV, or PDCoV lost its inhibitive effect (Figure 2C). Notably, the N proteins of PEDV, SARS-CoV-2 and IBV were all capable of inhibiting the activation of IFN-β pathway by TBK1, which is recruited to form complexes with MAVS that phosphorylate and subsequently activate IRF3. The PEDV N protein did not block IKKϵ induction of IFN-β, although the N proteins of SARS-CoV-2 and IBV did (Figures 2D, E). However, all N proteins in this study lost their inhibitory effect when the pathway was activated by IRF3-5D (Figure 2F), which is a constitutively active form of IRF3 that is able to enter the nucleus to spontaneously activate IFN. To confirm the expression of N proteins, western blotting was conducted and the expression levels of N proteins have been shown (Figure 2). These data indicate that N proteins of different CoVs use various strategies to inhibit IFN expression, and even N proteins with relatively high similarity might inhibit IFN expression by targeting different stages of the signaling cascade.



The N Protein of SADS-CoV Inhibits IRF3 Phosphorylation and Nuclear Translocation Induced by SeV, But Not by RIG-IN

We wanted to explore in greater detail the mechanism of IFN inhibition utilized by the recently emerging SADS-CoV. Since the previous experiment suggested that the SADS-CoV N protein inhibits IFN-β promoter after SeV infection but not after induction by RIG-IN (Figures 2A, B), we took a closer look at the effect of SADS-CoV N protein on IRF3 activity. Activation of IRF3 via phosphorylation and nuclear translocation is essential for its induction of IFN-β production (50). IRF3 nuclear translocation was observed in cellular fractionation experiments, detecting IRF3 phosphorylation by western blot with S396 phosphorylated IRF3 MAb. As shown in Figure 3, IRF3 nuclear translocation and phosphorylation were effectively induced by both SeV infection and RIG-IN overexpression. Notably, the observed IRF3 nuclear translocation and phosphorylation induced by SeV infection were inhibited by the SADS-CoV N protein (Figures 3A, C). However, the SADS-CoV N protein had no significant effect on IRF3 induced by RIG-IN (Figures 3B ), confirming the results of the previous dual-luciferase reporter experiments and suggesting that SADS-CoV N blocks IFN expression by targeting RIG-I or the process upstream of RIG-I.




Figure 3 | The SADS-CoV N protein inhibits the phosphorylation and nuclear translocation of IRF3 induced by SeV. 293T cells were transfected with an expression vector carrying the SeVCoV N gene, and IRF3 was activated either by SeV infection (A, C) or RIG-IN cotransfection (B, D). Endogenous IRF3 nuclear translocation (A, B) and phosphorylation (C, D) were detected by western blot at 36 h post-transfection in nuclear and cytoplasmic fractions. GAPDH, TBP and β-actin were used as loading controls in cytoplasm, nucleus and whole cell lysates, respectively. Quantification of each band intensity was done using Image Lab software 6.0.





The N Protein of SADS-CoV Interacts With RIG-I Independently of Its RNA Binding Activity

The above results led us to speculate that the SADS-CoV N protein inhibits IFN signaling by interfering with the function of RIG-I. As a PRR for RNA PAMPs in the cytoplasm, RIG-I binds directly to RNA and subsequently activates downstream signaling (51). To investigate the mechanism by which SADS-CoV N inhibits RIG-I, we first asked whether there was a direct protein-protein interaction between them. We cotransfected 293T cells with flag-tagged full-length RIG-I and myc-tagged SADS-CoV-N, followed by co-IP at 36 hpt by using anti-flag-tag antibodies. As shown in Figure 4A, SADS-CoV N protein was detected in the IP product, suggesting direct interaction between SADS-CoV N protein and RIG-I. Because N protein has RNA binding activity similar to RIG-I, we investigated whether the interaction is dependent on RNA binding of these two proteins. For this aim, the cell lysates were treated with RNaseA before co-IP was performed. As shown in Figure 4B, the SADS-CoV N protein was detected in the IP product even after RNaseA treatment, demonstrating the interaction with RIG-I was independent of shared RNA binding.




Figure 4 | The SADS-CoV N protein binds to RIG-I in a manner independent of RNA. Myc-tagged SADS-CoV N protein and flag-tagged full length RIG-I were coexpressed in 293T cells. At 36 h post-transfection, cell lysates were either immunoprecipitated (IP) by antibodies against flag-tag directly (A) or treated with 100 μg/ml RNase A on ice for 1 h before IP (B). SADS-CoV N and RIG-I in IP products and whole cell lysates were detected with western blot using antibodies against myc-tag and flag-tag, respectively.





The SADS-CoV N Protein Induces Ubiquitination of RIG-I Leading to Its Degradation

The ubiquitination of RIG-I has been proven to be essential for activation of the RIG-I signaling pathway (52–54). Previous studies have identified several ubiquitination states of RIG-I that regulate its activity in different ways (52, 55, 56). To investigate the mechanism by which SADS-CoV impacts RIG-I, we determined whether the SADS-CoV N protein regulates ubiquitination of RIG-I. 293T cells were cotransfected with ubiquitin, RIG-I, and SADS-CoV N or empty vector, with or without poly(I:C) (which is a specific agonist for RLR). Cells were harvested at 36 hpt and the level of ubiquitination of RIG-I was analyzed by using co-IP and western blot. Poly(I:C) significantly induced ubiquitination of RIG-I (Figure 5A, Lane 3), and, interestingly, SADS-CoV N enhanced the ubiquitination of RIG-I both in the presence and absence of poly(I:C) (Figure 5A, Lanes 2 and 4). To determine which type of ubiquitination was upregulated by the SADS-CoV N protein, K48- and K63-ubiquitin were used. Whereas wild-type ubiquitination of RIG-I was significantly enhanced by the SADS-CoV N protein (Figure 5A), K63-ubiquitination was decreased while no significant change in K48-ubiquitination was found (Figure  5B). Most interestingly, we found significant decreases in the amount of RIG-I either in the presence of K48-ubiquitin or K63-ubiquitin in whole cell lysates, but not the wild-type ubiquitin, and this decreased amount was further reduced by SADS-CoV N coexpression. Since proteasome-dependent degradation is a common outcome of ubiquitination modification (57), we asked whether the reduced RIG-I levels in the whole cell lysate was caused by proteasome-mediated protein degradation. MG132 treatment was performed at 4 hpt to inhibit proteasome activity. The RIG-I level in whole cell lysates completely recovered after MG132 treatment, both in the presence of K48-ubiquitin and K63-ubiquitin (Figure 5C). In addition, both K48- and K63-ubiquitin modification of RIG-I were enhanced by the SADS-CoV N protein after MG132 treatment, indicating that SADS-CoV N induces ubiquitination of RIG-I leading to its proteasome-dependent degradation.




Figure 5 | The SADS-CoV N protein induces ubiquitination of RIG-I and mediates proteasomal degradation of polyubiquitin-linked RIG-I. (A) HA-tagged wild type ubiquitin, flag-tagged full-length RIG-I and empty vector or SADS-CoV N were coexpressed in 293T cells. RIG-I signaling was activated by transfection with poly(I:C), and ubiquitination of RIG-I was measured by detection of HA-tags in immunoprecipitation products using anti-flag antibodies at 36 h post-transfection (hpt). (B, C) Flag-tagged full length RIG-I and empty vector or SADS-CoV N protein were coexpressed in 293T cells, along with HA-tagged wild type, K63- or K48-ubiquitin with (B) or without (C) 10 μM of MG132 treatment at 4 hpi until measurement of RIG-I ubiquitination at 36 hpt. (D, E) Experiment was repeated as in (B, C), except that K6-, K11-, K27-, K29-, K33-ubiquitin were used.



To further explore which type of RIG-I ubiquitination was being induced by SADS-CoV N, K6-, K11-, K27-, K29- and K33-ubiquitin, covering all the lysines present in the amino acid sequence of ubiquitin, were used to perform co-IP assay. Interestingly, K27-ubiquination was significantly increased by SADS-CoV N when cells were treated with MG132, whereas only a slight change in K27-ubiquitination was induced without MG132 treatment (Figures 5D, E, Lanes 7 and 8). Notably, in K27-ubiquitin co-transfected cells, SADS-CoV N increased the level of RIG-I in whole cell lysate in the presence of MG132, indicating a proteasome-dependent degradation of RIG-I mediated by K27-ubiquitination (Figure 5E).




Discussion

Viruses have been reported to interfere with innate immunity and delay IFN responses, an ability that creates a suitable replication environment typical for infections by several CoVs (29, 41, 43, 58–63). SADS-CoV is a newly emerged porcine CoV with potential for zoonotic transmission (7), and it has been proven to antagonize IFN-β production (58). However, the mechanism used by the SADS-CoV N protein in interfering with host innate immunity remains to be clarified.

The N protein is more highly conserved than other CoV structural proteins such as the spike protein, which may be due to its vital functions and the lower selective pressure placed on it. Thus, we wanted to see whether N protein amino acid similarity was predictive of a functional role in suppression of IFN response (Supplementary Figure S1). For the various N proteins tested, ability to suppress IFN response was not clearly related to the amino acid sequence similarity (Figures 1 and 2). SARS-CoV-2 N inhibited IFN promoter activity induced by RIG-IN, MAVS, TBK1 and IKKϵ, whereas the SARS-CoV N protein did not (Figures 2B–D), despite an overall amino acid similarity of 91.2%, the highest among N proteins tested in this study (data not shown). This shows the importance of tertiary structure in determining protein function, which is not always evident from the simple amino acid sequence. To date, there is no available complete tertiary structure of the CoV N protein, whereas structures of the NTD and CTD have been reported for various CoV N proteins (48, 64–68). As described by earlier reports, the core NTD and CTD structures of CoV N proteins are highly conserved (48, 64–68); however, little evidence has been found so far to link the CoV N protein antagonism of host innate immunity to the tertiary structure of N protein, which is urgently needed to demonstrate the structural basis of the innate immune antagonistic activities of N proteins.

To date, N proteins from several CoVs have been proven to inhibit host IFN response (Figure 6). The PEDV N protein has been reported to antagonize host IFN responses by interacting with TBK1 directly (16). The SARS-CoV N interacts with TRIM25 and protein activator of protein kinase R (PACT) directly to interfere with activation of RIG-I (17, 18). The MERS-CoV N suppresses type I and type III IFN induction by interaction with TRIM25 (18, 69). The MHV N protein interacts with PACT to inhibit activation of RIG-I (17). The PDCoV N protein interacts with RIG-I directly and interferes with binding of dsRNA and PACT to RIG-I (21, 22). The N protein of SARS-CoV-2, the etiological agent of COVID-19, also has been shown to inhibit IFN induced by SeV, poly(I:C), RIG-I, MAVS, TBK1, and IKKϵ (70). Our current results are consistent with these previous studies (Figures 2 and 6), but go further in suggesting that SADS-CoV N targets the very early steps of the IFN response, and may directly interfere with activation of RIG-I (Figures 2A, B and 3). During preparation of our manuscript, Zhou et al. reported that SADS-CoV N blocked interaction between TBK1 and TRAF3 (71). CoV N proteins may target multiple host protein simultaneously such as SARS-CoV N protein interacting with TRIM25 and PACT (17, 18). Since SADS-CoV infection interfere with host IFN signaling upstream of MAVS (58), and since SADS-CoV N appeared not to suppress IFN-b induced by TBK1, IKKe and IRF3-5D, which is indicated by the comparative analysis in Figures 2D–F, we speculate that interference via RIG-I is likely a dominant mode for SADS-CoV N protein to inhibit RLR signaling (Figure 6).




Figure 6 | Summary of current mechanisms underlying the inhibition of interferon (IFN) signaling by distinct CoV N proteins. The N proteins of SADS-CoV, MHV, SARS-CoV, MERS-CoV, PDCoV target the very beginning step of RLR signaling pathway (RIG-I) to inhibit IFN production, while PEDV N and SARS-CoV-2 N target TBK1 and/or downstream of TBK1 to circumvent IFN production.



RLRs are cytoplasmic PRRs that recognize RNA PAMPs, and they have been proven to play critical roles in IFN induction during CoV infection (24, 72, 73). There are several CoV N proteins that have been shown to suppress host IFN response by targeting RIG-I or related proteins, such as those of SARS-CoV, MERS-CoV, MHV and PDCoV (18, 20–22, 69). These studies led us to look closely at RIG-I as a likely target for CoV to circumvent the host IFN response. Consistently, our data demonstrated that the SADS-CoV N protein targets RIG-I to inhibit IFN-β promoter activity (Figure 2). Our co-IP results indicate that SADS-CoV N protein interacted with RIG-I independently of RNA binding activity (Figure 4), making it the only alphacoronavirus N protein that interacts with RIG-I directly. Recently, PDCoV, a deltacoronavirus that infects swine and has the potential for interspecies transmission, was shown to bind RIG-I with its N protein (21, 22).

Full activation of RIG-I depends on multiple post-translational modifications beyond the simple presence of PAMPs. It is reported that ubiquitination, removal of inhibitory phosphorylation as well as some cofactors, such as PACT, are essential for full activation of RIG-I (52, 74, 75). Among these, ubiquitination has been reported to be critical for regulation of RIG-I, allowing versatile outcomes in IFN signaling depending on the type of ubiquitin modification (52, 55, 56, 76, 77). One common outcome of ubiquitination is proteasome-dependent degradation of the target protein. To date, many viruses have been demonstrated to modulate ubiquitination of RIG-I in order to interfere with host immune signaling (78, 79). For instance, the E6 oncoprotein of human papillomavirus (HPV) interacts with TRIM25, which is a ubiquitin E3 ligase that triggers K63-linked ubiquitination of RIG-I, thereby inhibiting the activation of downstream signaling (80). Paramyxovirus V proteins interact with RIG-I as well as TRIM25 to antagonize RIG-I-mediated IFN induction (81). Our data demonstrated that the SADS-CoV N protein enhances K27-, K48- and K63-linked ubiquitination of RIG-I (Figure 5). Previous studies reported that K48-linked ubiquitination of RIG-I leads to degradation while K63-linked ubiquitination leads to activation of RIG-I (53, 77). Consistently, K48-linked ubiquitination of RIG-I induced by SADS-CoV N protein led to proteasome-dependent degradation of RIG-I in our study (Figures 5B, C). Unexpectedly, SADS-CoV N-mediated K63-ubiquitination of RIG-I also led to degradation of RIG-I (Figures 5B, C). There are multiple E3 ligases that mediate K63-linked ubiquitination of RIG-I identified so far, such as TRIM25, Riplet, MEX3C and TRIM4 (53). These E3 ligases deliver a K63-linked polyubiquitin moiety to various domains of RIG-I, and might lead to divergent physiological outcome. The role of K27-linked ubiquitination of RIG-I is still elusive. Some components of the RLR signaling pathway such as MAVS (82) and IRF3 (83) have been reported to be modified by K27-linked polyubiquitination leading to autophagic degradation, suggesting that this type of ubiquitination plays an important role in host antiviral innate immunity. The K27-linked ubiquitination of RIG-I mediated by SADS-CoV N protein did not decrease the level of RIG-I in whole cell lysates (Figure 5D, lanes 7 and 8), indicating a mode of action other than degradation by this type of modification on RIG-I activation. More importantly, while the wild type ubiquitination induced by SADS-CoV N protein did not lead to significant reduction of amount of RIG-I in whole cell lysates (Figure 5), we speculate that K48- and K63-linked ubiquitination might not be the major form of ubiquitination induced by SADS-CoV N protein.

In conclusion, the present study provides evidence, by a comprehensive comparative analysis with representative CoVs from different genera, which the N protein of SADS-CoV interacts with RIG-I independent of its RNA binding activity. The N protein also induces ubiquitination and subsequent proteasome-dependent degradation of RIG-I. These effects may contribute to the ability of SADS-CoV N to inhibit IFN. Our data provide insight into interaction between SADS-CoV and host, and offer new clues for therapeutic treatment and vaccine development against SADS-CoV.
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A comprehensive understanding of the human immune response to virus infection is imperative for developing effective therapies, antivirals, and vaccines. Dendritic cells (DCs) are among the first cells to encounter the virus and are also key antigen-presenting cells that link the innate and adaptive immune system. In this study, we focus on the human immune response to the mosquito-borne Japanese encephalitis virus (JEV), which is the leading cause of virus-induced encephalitis in south-east Asia and has the potential to become a global pathogen. We describe the gene regulatory circuit of JEV infection in human monocyte-derived DCs (moDCs) along with its functional validation. We observe that JEV can productively infect human moDCs leading to robust transcriptional activation of the interferon and NF-κB-mediated antiviral and inflammatory pathways. This is accompanied with DC maturation and release of pro-inflammatory cytokines and chemokines TNFα, IL-6, IL-8, IL-12, MCP-1. and RANTES. JEV-infected moDCs activated T-regulatory cells (Tregs) in allogenic mixed lymphocyte reactions (MLR) as seen by upregulated FOXP3 mRNA expression, suggestive of a host response to reduce virus-induced immunopathology. The virus also downregulated transcripts involved in Peroxisome Proliferator Activated Receptor (PPAR) signalling and fatty acid metabolism pathways suggesting that changes in cellular metabolism play a crucial role in driving the DC maturation and antiviral responses. Collectively, our data describe and corroborate the human DC transcriptional network that is engaged upon JEV sensing.
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Introduction

The mosquito-borne flaviviruses such as Japanese encephalitis virus (JEV), Dengue virus (DENV), West Nile virus (WNV), and Zika virus (ZIKV) are a significant cause of disease globally, with regular epidemics reported from many countries. JEV is majorly observed in South-East Asia, and despite availability of vaccines, is a leading cause of encephalitis-related morbidity and mortality in these parts of the world. Close to 100,000 cases of Japanese encephalitis (JE) occur annually associated with a high case-fatality rate of 20-30%. Significant neurological and psychiatric sequelae persist in nearly 30-50% of the survivors (1, 2). Based on these data, JEV infection and its associated immune-pathologies and disease, continue to remain a major challenge to public health. The lack of effective antiviral therapies reinforces the need to understand how the human immune response to JEV infection is regulated.

JEV pathogenesis has been primarily explored through in vitro studies and animal models (3, 4). The disease manifests upon ineffective clearance of the virus from the periphery, which ultimately leads to breaches in the blood-brain barrier (BBB) through one or more of several potential mechanisms (5, 6). The peripheral immune response is thus critical for limiting neuroinvasion and determines the outcome of infection. Most infected individuals recover completely and develop robust protective immunity, as both an effective humoral and T cell response determines the clinical outcome of disease (7, 8).

Dendritic cells (DCs) prime T cells through antigen presentation and therefore are considered as linkers of the innate and adaptive immune responses. DCs play a key role in driving an adaptive immune response during virus infection. DC maturation, activation and the secretion of specific cytokines ultimately determine the quality of the T cell response (9). JEV cannot replicate in human erythrocytes, granulocytes or lymphocytes (10). Monocytes, macrophages and DCs in blood and tissue have been established as JEV permissive cells in both humans and mice (10–14). The C-type lectin receptor DC-specific intercellular adhesion molecule-3-grabbing non-integrin (DC-SIGN), has been shown to act as the JEV receptor on DCs, and facilitates its transmission to T cells via the virological synapse (15).

Studies in the mouse model have elucidated that JEV-infected bone-marrow-derived DCs (bmDCs) do not upregulate the surface expression of CD40 and MHC class II, and release both pro-inflammatory cytokines (IL-6, TNFα, IL-12) and the anti-inflammatory cytokine IL-10, resulting in inadequate CD8+ T cell priming and ineffective CTL responses (11, 16). Moreover, JEV could suppress in vivo cross-presentation of soluble and cell-associated antigens through the TLR2-MyD88 and p38 MAPK-signalling (17). Another study has shown that JEV infection of mouse bmDCs and spleen-derived DCs inhibited the expression of maturation markers and expanded CD4+Foxp3+Tregs (12).

JEV infection of human moDCs leads to the induction of maturation markers along with CD274/PD-L1. The PD-L1-PD1 axis was implicated in the expansion of Tregs via JEV-infected DCs (18). A recent study has shown that JEV infects human moDCs and induces TNF and INF-β (19). However, the primary human innate immune response to JEV remains incompletely characterized.

In the present study, we describe the transcriptional circuitry of human moDCs after JEV infection. We observe activation of the DC antiviral and inflammatory gene regulatory network. We further experimentally validate the resulting DC maturation program and inflammatory cytokine release. JEV-infected DCs generated Tregs in an allogenic response. Downregulation of lipid and fatty acid metabolic pathway transcripts highlighted the role of metabolism in controlling dendritic cell functions.



Materials and Methods


Ethics Statement

Peripheral blood mononuclear cells (PBMCs) were isolated from blood obtained from healthy volunteers after written informed consent. THSTI Human Ethics committee approved the protocol.



Generation of Immature moDCs

An experimental system for the generation of human moDCs was established. PBMCs were isolated from whole blood using density gradient centrifugation (20). Primary human monocytes (CD14+) were isolated from PBMCs using CD14+ magnetic beads (130-050-201, Miltenyi Biotec) as per the manufacturer’s protocol. The purity of the monocyte prep (>95% CD14+cells) was established (Figure S1). The cells were differentiated in vitro, by incubating in Mo-DC differentiation medium (130-094-812, Miltenyi Biotec), and by day 5 immature DCs were obtained (CD14- CD209+). The quality of the prep was confirmed through the moDCs differentiation inspector kit (130-093-567, Miltenyi Biotec) (Figure S1). Cell viability was examined using an automated cell counter (Countess™ II FL Automated Cell Counter, Invitrogen) through Trypan Blue exclusion.



Cell Lines

Vero and C6/36 cell lines were obtained from National Centre for Cell Science, Pune. Vero cells were maintained in Minimal Eagle’s media (MEM) with 10% foetal bovine serum (FBS) and antibiotics. C6/36 cells were maintained in Leibovitz’s L-15 Medium.



Virus Generation and Assays

JEV genotype 3 strain P20778 (AF080251) was used in this study (21). Virus was generated in C6/36 cell line and concentrated through PEG precipitation, followed by purification through sucrose-based density gradient ultracentrifugation. The moDCs were infected with purified JEV at 5 MOI for 1 h at 37°C in RPMI medium with 2% FBS. After 1 h of virus incubation, cells were washed twice with PBS and resuspended in complete medium. At the indicated time post-infection, cells were harvested for subsequent experimentation. qRT-PCR for JEV was performed as described previously (22). Virus titration was performed through focus forming unit (FFU) assays in Vero cells. Briefly, cells were grown in a 24-well plate, and 10-fold serially diluted virus stock was added for 1 h at 37°C with gentle rocking. After washing, cells were incubated with complete medium for 48 h, followed by immunostaining with flavivirus anti-E (4G2) primary antibody, and HRP-conjugated secondary antibody. Foci were rendered visible by treatment with true blue peroxide substrate for 30 min. The virus titre was calculated by the following formula: Virus titre (ffu/ml) = Average count of foci/Volume of infection (ml) x Dilution factor.



Quantification of mRNA

Expression levels of various genes were evaluated using qRT-PCR assays. Total RNA extraction was performed using Trizol reagent. The cDNA was prepared using random hexamers with the GoScript™ Reverse Transcription System (Promega). The samples were analysed in technical triplicates by SYBR green PCR (SYBR premix Ex Taq, Takara) on a QuantStudio 6 Flex Real-time PCR machine (Applied Biosystems). Relative expression of each gene during JEV infection was calculated using the Ct method with mock infection as the reference and GAPDH as an internal control. Primer sequences of all the genes tested in the study are given in Table S1.



Co-Stimulatory Protein Levels

Surface levels of DC maturation and other markers (CD80, CD83, CD86, CD209, CD274 and HLA-DR) were assessed by flow cytometry. The fluorochrome-conjugated monoclonal antibody staining was performed as per the manufacture’s protocol. Analysis was done on BD Biosciences FACSCanto II flow cytometer. Data was analysed using FlowJo (TreeStar). The antibodies used in the study are listed in Table S2.



Mixed Lymphocyte Reaction

Naïve CD4+ T cells were isolated from PBMCs obtained from healthy donor peripheral blood using the CD4+ T cell isolation kit (130-045-101, Miltenyi Biotech). Immature moDCs were mock/JEV infected (5MOI, 24 h), and washed thoroughly before co-culture. In a 96-well U bottom plate, mock/JEV-infected moDCs were co-cultured with CD4+ naïve T cells (1:10 ratio) in RPMI supplemented with 10% human serum for 4 days (18). mRNA levels of the T-subset specific transcription factors T-BET, GATA3, FOXP3 and RORγt was analysed through qRT-PCR.



Cytometric Bead Array (CBA)

CBA was performed to quantitatively measure the cytokine level of IL-6, IL-8, IL-10, IL-12, MCP-1, RANTES, IFNγ and TNFα in JEV-infected moDCs using the CBA Flex kit from BD biosciences (Table S3). Samples were prepared according to manufacturer’s protocol and acquired on BD Biosciences FACSCanto II flow cytometer. Analysis was performed using CBA software FCAP array™ v3.0.1. The quantity of the cytokines detected in the samples was measured against the standard curve obtained from defined concentration of protein provided in the flex set kit (Figure S2).



RNA Sequencing and Analysis

moDCs were generated from three donors and were mock/JEV infected at 5 MOI for 24 h. Cell pellets stored in Trizol were sent for further processing (RNA extraction, rRNA depletion, sequencing library preparation) and RNA sequencing to the National Institute of Biomedical Genomics, Kalyani, India. Paired-end sequencing (2 x 100 bp) was performed on Illumina HiSeq 2500 System. Reads that passed quality thresholds (Phred Score <30; FastQC, Version 0.11.9 followed by adapter removal through Trim Galore, Version 0.6.5) were used for further analyses and were mapped to the latest stable version of the human reference genome GH38 (GRCh38.p5, Ensembl) using Bowtie2 and Tophat 2.1.1 (23). The expression of the assembled transcriptomes was estimated using Cufflinks 2.2.1 (24, 25). Computation of normalized gene and transcript expression profiles for each sample was performed. The FPKM (Fragments Per Kilobases per Million fragments) method was used followed by log2 transformation of the value. The gene-level differential expression between mock- and JEV-infected conditions were estimated using the log2-transformed FPKM. The uncorrected p-value of the test statistic, and the FDR-adjusted p-value of the test statistic (q-value), were also estimated during the process of identifying differentially expressed genes (DEGs). Any gene with a p-value greater than the FDR, after Benjamini-Hochberg correction for multiple-testing, was deemed significantly differentially expressed in the JEV-infected condition as compared to the mock. Several graphical representations were also created using the R package CummeRbund [V2.7.2.].



Statistical Analysis

All statistical analyses were performed using GraphPad Prism, Version 8.1.2 (332) software. Statistical significance was determined by p-value of <0.05 using Wilcoxon matched-pairs signed rank test.




Results


JEV Replication in Human moDCs

Monocytes isolated from the blood of healthy individuals were differentiated into immature DCs that showed high surface expression of CD209 (Figure S1). These were infected with JEV at 5 MOI, and replication kinetics of JEV within the moDCs was monitored by measuring relative expression of viral RNA levels in cells and virus titres in the culture supernatant, across multiple donors. As indicated, JEV replication progressed rapidly 6 h post-infection (hpi) and plateaued between 24 and 48 hpi (Figure 1A). Infected moDCs remained healthy up till 48 hpi, after which a decline in the viability of JEV infected-moDCs was observed (Figure 1B). Consistently, virus titres in the culture supernatant of infected moDCs also peaked at 24 hpi (Figure 1C). Active virus replication at 24 hpi was also validated by detection of NS4a protein through Western blotting (Figure 1D). Flow cytometry analysis using the pan-flavivirus 4G2 antibody estimated the percentage of JEV-infected cells to be in the range of 15-66% at 24 hpi (Figure 1E). In comparison, JEV infection at 1 MOI resulted in a very low number of infected cells and significantly delayed replication kinetics (data not shown). Hence JEV infection at 5 MOI for 24 h was chosen for all further analyses. Collectively, these data established that human moDCs support productive JEV replication.




Figure 1 | JEV replication kinetics in human moDCs. (A–C) Immature moDCs from multiple donors were mock/JEV infected at 5MOI, and samples were harvested at the indicated time post-infection (hpi: hour post-infection) for analysis. (A) Relative JEV RNA levels for each donor with mean, normalized to mock infection (n = 6 to 14 donors). (B) Cell viability of mock/JEV infected moDCs for n = 4 donors. (C) Virus titres in the culture supernatant for each donor with mean (n = 3 to 12 donors). (D) Western blot showing expression of JEV NS4a protein in cell lysate of JEV infected moDCs at 24 hpi. GAPDH blot serves as a loading control. (E) Percentage of JEV infected moDCs at 24 hpi as estimated by 4G2 antibody staining through flow cytometry. Data along with mean are shown for n = 7 donors.





Transcriptome Analysis of Host Response to JEV Infection

To gain insights into the transcriptional programming of JEV-infected moDCs, we performed an RNA-seq analysis of mock- and JEV-infected moDCs from three donors (Figure 2A). Principal-component analysis (PCA) was performed to assess the overall similarity of the expressed genes from each sample within these two groups, and it showed independent clustering of the mock and infected samples (Figure 2B). Differentially expressed genes (DEGs) were identified on the basis of log2 fold-change ≥ 2 (FDR-adjusted p < 0.05) (Figures 2C, D). Pathway enrichment analysis of the DEGs was performed on the basis of biological processes, molecular functions and cellular compartments (Figures 2E, F; S3). The key functional networks observed to be upregulated were those related to activation of the innate immune pathway (interferon/JAK-STAT signalling); cytokine secretion and signalling; NF-κB activation and inflammation; and apoptosis (Figure 2E). The significantly downregulated transcripts were majorly involved in monocarboxylic acid, fatty acid and lipid metabolic processes, exocytosis, sterol transport and extracellular matrix organization (Figure 2F).




Figure 2 | RNA-seq analysis of JEV infected moDCs. (A) Schematic representing the work plan for RNA-seq analysis. moDCs from three healthy donors were mock/JEV infected (5 MOI, 24 h), and RNA-seq analysis was performed. (B) The normalized raw intensities of all samples was used to generate the Principal-component analysis (PCA) plot using ClustVis server. (C) Volcano plot showing genes detected by RNAseq. Differentially expressed genes (DEGs) are marked as red dots and were identified on the basis of log2 fold-change ≥2 (FDR-adjusted p < 0.05) (D) Heatmap showing hierarchical clustering of DEGs between mock and JEV-infected condition in the three donors. (E, F) Gene Ontology (GO) enrichment analysis of upregulated and downregulated genes in JEV vs mock condition was performed using Metascape to study biological processes.





JEV-Infected Human moDCs Upregulate Maturation Markers and CD274

Upon activation, DCs undergo a maturation program that is marked by an increased surface expression of co-stimulatory molecules, which enhances their ability to prime T-cell responses (26). We first tested DC maturation signatures in our transcriptome data, and observed upregulation of CD80, CD86, CD83 and CD40 expression (Figure 3A). In concordance with our RNA-seq data, we observed a modest but significant upregulation of CD80, CD83, and CD86 in JEV-infected moDCs (Figures 3B, C). CD209/DC-SIGN showed downregulation at both transcriptional and protein levels, while HLA-DR showed no significant change (Figures 3A, B). As reported earlier (18), significant upregulation of CD274 (PD-L1) ranging from 14-75% was also observed (Figures 3A, B). This indicates that JEV-infected moDCs undergo maturation. In contrast, UV-inactivated JEV did not increase the surface expression of CD80, CD83 CD86 and CD274 (Figure 4), suggesting that productive replication of JEV in moDCs is essential to activate the maturation program.




Figure 3 | Upregulation of maturation markers in JEV infected moDCs. (A) Heatmap showing transcriptional upregulation of DC maturation and other co-stimulatory markers in mock vs JEV-infected condition in the three donors. (B, C) The cell surface expression of DC maturation and co-stimulatory markers was quantified by flow cytometry in mock/(5 MOI) JEV-infected moDCs at 24 hpi. Data for each donor is shown as median fluorescence intensity (MFI) with the mean (n = 13 donors). *p < 0.05; **p < 0.01 (Wilcoxon matched-pairs signed-rank test). (C) Representative flow cytometry profile of one donor. Ns, not significant.






Figure 4 | UV-inactivated JEV does not lead to DC maturation. (A) The cell surface expression of DC maturation and co-stimulatory markers was quantified by flow cytometry in mock/(5MOI) UV-inactivated JEV/(5MOI) JEV infected, moDCs at 24 hpi. Data for each donor is shown as median fluorescence intensity (MFI) with the mean (n = 4 donors). (B) Representative flow cytometry profile of the experiment.





JEV Infection Leads to Upregulation of Innate Immune and Inflammatory Signalling

KEGG pathway analysis of the upregulated DEGs highlighted the following signalling pathways: NOD-like receptor, cytokine receptor, TNF, RIG-I & Toll-like receptor, Jak-STAT and NF-κB, showing a robust activation of innate immune signalling (Figures 5A, B). Most of the critical PRRs such as RIG-I (DDX58), MDA-5 (IFIH1), LPG2 (DHX58), Pyrin (MEFV), AIM2, TLR2, TLR3 and TLR7 were upregulated in the transcriptome data (Figure 5C), and their activation was substantiated in independent samples by qRT-PCR (Figure 5D). Upregulation of several of the crucial transcription factors (TF) and related genes involved in innate immune and inflammatory signalling were also validated (Figure 5E). JEV infection also led to robust activation of interferons, cytokines and chemokines, and a diverse panel of interferon-stimulated genes (ISGs) (Figures 6A–C). Activation of a select group of cytokines, chemokines and ISGs was also verified independently by qRT-PCR (Figures 6D, E). A crucial aspect of DC activation is the release of pro-inflammatory mediators that modulate the immune response. We observed that JEV-infected moDCs secreted significantly high amounts of TNFα, MCP-1, RANTES and the cytokines IL-12, IL-6 and IL-8 (Figure 6F). In addition to these proinflammatory cytokines, the key regulatory cytokine IL-10 was also secreted (Figure 6F). Collectively our data indicate that JEV infection of moDCs leads to their maturation and robust activation of innate and inflammatory response, along with the secretion of an array of inflammatory cytokines.




Figure 5 | Activation of innate immune and inflammatory responses in JEV-infected moDCs. (A) KEGG pathway enrichment analysis of the upregulated immune-related significant DEGs in JEV-infected moDCs. (B, C) Heatmap showing DEGs mapped to various innate immune and inflammatory pathways (B), and Pathogen recognition receptors (PRRs) (C), between mock and JEV-infected condition across the three donors. (D, E) Relative mRNA levels of selected PPRs (D) and innate immune/inflammatory regulators (E) was analysed in JEV-infected (5 MOI, 24 h) moDCs from four donors by qRT-PCR. Value from each donor along with the mean shown as log2 expression normalized to mock infection.






Figure 6 | Activation of interferons, cytokines, chemokines and Interferon stimulated genes (ISGs) in JEV-infected moDCs. (A–C) Heatmap showing DEGs coding for interferons (A), cytokines and chemokines (B), and ISGs (C), between mock and JEV infected condition from three donors. (D, E) Relative mRNA levels of selected cytokines/chemokines (D) and ISGs (E) was analysed in JEV-infected (5 MOI, 24 h) moDCs from four donors. Value from each donor along with the mean shown as log2 expression normalized to mock infection. (F) Secretion of various cytokines and chemokines was analysed by multiplex bead array following JEV infection of moDCs (5 MOI, 24 h). Data for 12 donors is shown along with the mean. **p < 0.01; ***p < 0.001 (Wilcoxon matched-pairs signed-rank test).





JEV Infection Upregulates Treg Cells

We next checked the functional capacity of JEV-infected moDCs to induce T-cell activation in allogeneic mixed lymphocyte reactions. To understand which effector and/or regulatory T-cell subsets are induced by JEV-infected moDCs, specific transcriptional factors of Th1, Th2, Th17 and Tregs were tested in the moDC-T cell co-culture experiments. A significant upregulation of FOXP3 mRNA expression was observed in moDCs-T cells co-culture assays, suggesting the induction of Treg population (Figure 7).




Figure 7 | JEV-infected moDCs lead to expansion of Tregs in mixed lymphocyte reactions. CD4+ T cells were co-cultured with mock/JEV infected moDCs at 10:1 (T:DC) ratio in an allogenic co-culture assay for 4 days. mRNA levels of T-subset specific transcription factors T-BET, GATA3, FOXP3 and RORγt were analysed through qRT-PCR. Plotted are values and mean from 4 independent experiments shown as log10 expression normalized to mock-treated moDCs.





Downregulation of PPAR Signalling and Fatty Acid Metabolism Genes in JEV-Infected moDCs

Metabolic changes through nuclear receptor family of transcription factors such as PPARγ and liver X receptor (LXR) have been shown to influence innate immune and inflammatory pathways in macrophages and DCs (27, 28). Activation of DCs by TLR agonists results in enhanced glycolysis and metabolic conversion. Downregulation of macrophage PPARγ signalling and sterol metabolic pathways has been reported earlier in the context of virus infections (29, 30). KEGG analysis of the significantly downregulated DEGs in our data highlighted the PPAR/lipid and fatty acid metabolism pathways suggesting global changes in the DC metabolism during JEV infection (Figure 8A). Critical transcripts of PPAR/lipid biosynthetic pathway (LPL, PPARG, FABP3, FABP4, SCD), and regulation of sterol transport were found to be suppressed in infected moDCs suggesting that downmodulation of lipid metabolism is likely to be intimately linked to an inflammatory response during JEV infection (Figures 8B, C).




Figure 8 | JEV-infected moDCs transcriptionally downregulate PPAR/lipid and fatty acid metabolism pathways. (A) Significantly downregulated DEGs during JEV infection were subjected to KEGG pathway enrichment. (B) Heatmap showing the downregulated DEGs encoding for proteins implicated in PPAR, regulation of sterol transport and lipid biosynthesis process pathways. (C) A functional gene association network for DEGs involved in lipid biosynthetic processes was generated using STING 11.0. The line thickness (-) indicates the strength of data support.






Discussion

The expanding threat of zoonotic virus infections to mankind highlights the necessity and urgency of biomedical research-driven health-care solutions. Defining the molecular signatures of the human immune response during pathogen infection is crucial to understand the disease process and for designing effective therapies.

The pathogenesis of JEV infection is a combination of direct virus-induced neuronal cell death and the host neuroinflammatory response (31). The magnitude and phenotype of the immune response mounted during JEV infection can restrict virus replication before and after the BBB is breached. The protective effect of neutralizing antibodies is well documented in both human and animal studies (8, 32, 33), and is one avenue for development of therapeutics (34). Further, an efficient adaptive immune response by CD4+ T-cells is involved in effective antibody production and prevention of virus entry in the CNS (32, 35). The quality of the CD4+ T-cell response was found to be a crucial factor most strongly associated with complete recovery from JE (8). A recent study in the mouse model of JE has also shown a crucial role of CD4+ T-cells in protective immunity and humoral response, which is augmented by the vaccine primed CD8+ T-cells (36).

DCs play a crucial role in the regulation of adaptive immune response to virus infection via regulation of T-cell priming (37). The aim of this study was to define the molecular signatures of human DC responses following JEV infection in moDC from healthy donors. We observe on an average 30% JEV infection in the human moDCs. Thus, in addition to direct infection, it is possible that the effect of secreted soluble factors (cytokines/chemokines) on the uninfected cells also contribute to the observed transcriptional changes. We observe strong activation of innate immune responses and an antiviral inflammatory program resulting in DC maturation. This was however accompanied by Treg expansion, suggesting a reduction of effector T-cell responses.

The transcriptional signatures of DENV-2, WNV and ZIKV infections in human moDCs have been characterized (38–40). DENV-2-infected moDCs undergo maturation and activate a robust antiviral and inflammatory program that was shown to be dependent on the infection-generated ROS and Nrf2 transcription factor (39). Another study showed high levels of cytokine secretion by DENV-2-infected moDCs, but poor T-cell priming (41). ZIKV-infected moDCs upregulated host antiviral proteins and type I IFN transcriptionally, but showed minimal up-regulation of maturation markers and poor cytokine secretion (38). Several strains of ZIKV were also shown to inhibit STAT1 and STAT2 phosphorylation. Similarly, while WNV-induced transcription of antiviral effector genes, transcription and secretion of proinflammatory cytokines was blocked (40). WNV-infected moDCs also underwent minimal maturation and poorly stimulated CD4 and CD8 T-cells, suggesting compromised T-cell immunity. STAT5 was identified as a key regulator of DC activation and immune response and was specifically shown to be antagonised by WNV and ZIKV. However, the four serotypes of DENV and the Yellow fever virus 17D vaccine strain (YFV-17D) did not negatively affect STAT5 phosphorylation (42). The YFV-17D lead to efficient activation of innate immune sensors, DC maturation and secretion of proinflammatory cytokines (43).

While the human DC responses to the major flaviviruses is well documented as described above, only few studies have examined this interaction in the context of JEV previously (18, 19). It was shown that JEV-infected moDCs undergo a maturation program along with upregulation of PD-L1 and expansion of Tregs (18). Here we expand the field further and show that JEV is proficient in activating the innate immune and inflammatory response pathways in human moDCs, as seen by transcriptional upregulation of several innate immune sensors, interferons, cytokines, chemokines and ISGs. This was accompanied by DC maturation and robust secretion of several proinflammatory cytokines and chemokines. This suggests that unlike WNV and ZIKV, JEV-infected human moDCs activate an antiviral program.

The DC immunophenotype and functional specification is also intimately linked to cellular metabolism (44–46). Our transcriptomic data showed a clear downregulation of PPAR/lipid and sterol metabolism pathways during JEV infection. An inverse relationship between lipid metabolism and innate immune responses has been shown in several studies (27, 45, 47). PPARγ, a lipid-activated transcription factor associated with lipid metabolism and adipocyte development, has been shown to modulate inflammatory responses in macrophages and DCs (48, 49). PPARγ agonists repress NF-κB, AP-1, STATs and IRF3 exerting a strong anti-inflammatory effect (28, 50, 51). PPARγ activation following TLR stimulation downregulated DC activation markers and reduced secretion of T cell stimulatory cytokines (29). Transcriptionally PPARγ was observed to be downregulated in alveolar macrophages following Influenza A virus infection in an INF-dependent manner (30). INFγ and IFNβ secretion during virus infection leads to downmodulation of sterol metabolic pathways and reduction in metabolic output in macrophages (52). Our study suggests that a similar downmodulation of lipid/sterol metabolism in moDCs may be linked to an effective immune response.

As has been reported previously (18), we observe that the functional outcome of JEV infection in moDCs derived from healthy donors is Treg induction. Tregs have been shown to exert a beneficial effect in acute viral infections by maintaining an equilibrium between pathogen clearance and excessive inflammation related pathologies. Higher Tregs are protective against WNV, HSV and Coronavirus-induced encephalitis (53–55), while reduced Tregs have been reported in neuroinvasive WNV infections and in Covid-19 hospitalized patients (54, 56, 57). Thus, the observed expansion of Tregs by JEV-infected moDCs is likely to favour the virus at the early stages of infection by reducing effector T-cell responses, but serves as a protective mechanism for reducing virus-induced inflammatory damage later during infection.

Most people who get infected with JEV are asymptomatic and disease develops in less than 1% of cases. Thus, in most healthy individuals the virus is likely to be efficiently targeted and cleared through an efficient DC response. The immunological signatures of different clinical outcomes of JE infection remain to be understood. A comparative transcriptional study of moDCs from naturally-infected ZIKV patients and in-vitro-infected moDCs from healthy donors showed a significant downregulation of antiviral innate immune sensors and ISGs in patient samples (58). A similar comparative study with JE patient samples will define the likely causes of disease progression. It could also be possible that JE disease susceptibility has an underlying genetic cause. Further studies with other JEV strains/genotypes and patient samples are essential to gain a complete functional understanding of the JEV-DC interaction.
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Viral infections can cause rampant disease in human beings, ranging from mild to acute, that can often be fatal unless resolved. An acute viral infection is characterized by sudden or rapid onset of disease, which can be resolved quickly by robust innate immune responses exerted by the host or, instead, may kill the host. Immediately after viral infection, elements of innate immunity, such as physical barriers, various phagocytic cells, group of cytokines, interferons (IFNs), and IFN-stimulated genes, provide the first line of defense for viral clearance. Innate immunity not only plays a critical role in rapid viral clearance but can also lead to disease progression through immune-mediated host tissue injury. Although elements of antiviral innate immunity are armed to counter the viral invasion, viruses have evolved various strategies to escape host immune surveillance to establish successful infections. Understanding complex mechanisms underlying the interaction between viruses and host’s innate immune system would help develop rational treatment strategies for acute viral infectious diseases. In this review, we discuss the pathogenesis of acute infections caused by viral pathogens and highlight broad immune escape strategies exhibited by viruses.
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INTRODUCTION

Viral pathogens are infectious particles containing either DNA or RNA as their genome. A large number of viruses belonging to various families cause rampant disease in human beings, ranging from mild and self-limiting to acute fatal diseases (Herrington et al., 2015; Keighley et al., 2015; Jacob et al., 2020). Various viral families, such as Filoviridae, Arenaviridae, Bunyaviridae, Paramyxoviridae, Coronaviridae, Orthomyxoviridae, Flaviviridae, Togaviridae, Hepeviridae, and so forth, infect humans and/or animals. Unfortunately, emerging and re-emerging viral pathogens often cause catastrophic pandemics that may take millions of human lives. For example, the most devastating “Spanish flu” pandemic in 1918 took over 50 million lives. The subsequent emergence of flu pandemics, such as “Asian flu” and “Hong Kong flu” in 1957 and 1968, respectively, killed about three million people (Salomon and Webster, 2009). During 2002 and 2003, a novel severe acute respiratory syndrome coronavirus (SARS-CoV) infected over 8,000 people, causing 774 deaths in 27 countries (World Health Organization, 2018). A new virulent Influenza A Virus (IAV) H1N1 strain (H1N1pdm09) emerged in 2009 that killed ∼151,700–575,400 people worldwide (Centre for Disease Control and Prevention (CDC), 2012). A new avian IAV strain (H7N9), “Bird flu,” and the Middle East respiratory syndrome (MERS)-CoV in 2013 also emerged (To et al., 2013). Some viruses re-emerged after a number of years, such as the re-emergence of the Ebola virus (EBOV) in 2014 (Shen et al., 2015), resurgences of the Zika virus (ZIKV) in 2015 and 2016 (Shuaib et al., 2016), and so forth (Chauhan et al., 2020; Guo, 2020). The ongoing pandemic caused by SARS-CoV-2 has already ravaged humanity and is still on the rise across the globe. Health challenges and economic consequences caused by the ongoing Covid-19 pandemic are potentially devastating and may remain an enduring puzzle. Therefore, a better understanding of the complex underlying mechanisms of viral pathogenesis caused by acute infections is truly important to the human community.

Innate immunity is a critical first line of defense against viral invasion. A well-specialized immune system consisting of distinct physical and chemical barriers, such as mucosal surfaces, skin, and their secretions, counter against viral invasion during viral entry into the host. Viruses are further sensed by various pattern recognition receptors (PRRs) after their entry, which leads to the activation of innate immune signaling pathways that control the production of interferons (IFNs), pro-inflammatory cytokines, and chemokines. Type I and III IFNs produced by various types of cells stimulate the expression of hundreds of genes, collectively known as IFN-stimulated genes (ISGs), which prime cells into an antiviral state (Iwasaki and Pillai, 2014; Chen et al., 2018). Secreted pro-inflammatory cytokines cause local and systemic inflammation. Chemokines produced at the site of infection may recruit additional immune cells, including neutrophils, monocytes, and natural killer cells (Christensen and Thomsen, 2009; Chen et al., 2018). Then, virus-infected cells could be targeted by immune cells, which mediates viral clearance (Iwasaki and Pillai, 2014). An acute viral infection is characterized by sudden or rapid onset of disease that may be fatal. Viral clearance during acute infection correlates with rapid induction of innate immunity, especially induction of ISGs, and subsequent induction of adaptive immune responses (Heim and Thimme, 2014). On the other hand, viruses are ever-evolving and can emerge and re-emerge into newer/novel virulent strains. The emergence of viral variants with increased adaptability and/or virulence indicates that viruses are acquiring new strain-specific mechanisms of immune escape. Viruses can develop multiple tactics to subvert innate immune surveillance and escape detection by innate immune sensors, leading to suppression of PRRs and their downstream signaling cascades to establish a successful infection. For instance, non-structural proteins of influenza and members of Flaviviridae viruses deploy numerous tactics to potently inhibit type I IFN signaling (Marc, 2014; Li et al., 2015; Chen et al., 2017). SARS-CoV-2 deregulates type I IFN responses through multiple mechanisms (Acharya et al., 2020). ZIKV circumvents host innate immunity by targeting the adaptor proteins MAVS and MITA (Li et al., 2019). Enteroviruses brilliantly exploit their viral proteinase (3Cpro and 2Apro) to cleave PRRs (RIG-I, MDA5) and immune adaptor molecules (MAVS and TRIF), and thereby dampen the production of type I and III IFNs (Mukherjee et al., 2011; Feng et al., 2014; Lind et al., 2016). Cooperation among non-structural proteins (NS1, NS4B, and NS2B3) of ZIKV appeared to attenuate antiviral immunity (Wu et al., 2017). In this review, we describe the pathogenesis of acute viral infections in relation to host innate immunity and discuss how viruses escape innate immune surveillance.



PATHOGENESIS OF ACUTE VIRAL INFECTIONS

Being obligated intracellular parasitic infectious particles, viruses replicate only inside their specific host cell or tissue. For viruses to cause diseases, they must first infect their specific host, replicate efficiently within the host, and damage targeted tissues. Viral pathogenesis is complex and disease outcomes are determined by multiple factors (MacLachlan and Dubovi, 2017). Viruses rely on numerous host factors (determinants) to replicate efficiently in the host to cause disease (MacLachlan and Dubovi, 2017; Long et al., 2019; Gerold et al., 2020). Some hosts are highly susceptible to viral infection, while some are resistant. Differential host susceptibility to viral infection and disease progression depends on both viral infectivity (virulence) and host responses (Long et al., 2019; Gerold et al., 2020). Of those host responses, innate immunity plays a critical role in viral clearance and disease progression. During viral infection, various factors including delicate and dynamic equilibrium between pro-inflammatory and anti-inflammatory responses, immune cell activation and deactivation, and IFNs upregulation and IFN-reversion to the baseline, play important roles in viral pathogenesis and progression of disease (Virgin et al., 2009; Osburn et al., 2013; Maarouf et al., 2018; Blanco-Melo et al., 2020). For example, an imbalanced response that is characterized by low levels of type I and III IFNs juxtaposed to elevated chemokines and high expression of IL-6 to SARS-CoV-2 drives the development of COVID-19 (Blanco-Melo et al., 2020).

An acute viral infection can be resolved quickly by immune responses exerted by the host. For example, acute Hepatitis B Virus (HBV) infection can be spontaneously resolved in more than 90% of infected adults, although HBV can sometimes result in chronic persistent infection (Shin et al., 2016). The inflammatory response must be well-regulated in the course of viral clearance. However, excessive inflammatory responses can be lethal. Elevated levels of a broad array of pro-inflammatory cytokines and chemokines have been observed in diseases caused by various acute viral infections, such as EBOV disease, severe lung injury by infection of IAV, respiratory syncytial virus (RSV), and SARS-CoV-2 (Virgin et al., 2009; Shin et al., 2016; Troy and Bosco, 2016; Maarouf et al., 2018; Blanco-Melo et al., 2020). Acute respiratory infections are the leading cause of global disease (Troy and Bosco, 2016). Immune responses and disease outcomes in acute HAV (Hepatitis A Virus), HBV, and HCV infections have been previously described (Shin et al., 2016). Clinical manifestations, etiology, and outcome of various viral diseases caused by a large group of numerous viral infections have been described/reviewed elsewhere (Whitton et al., 2005; Ascenzi et al., 2008; Gould and Solomon, 2008; Ramos-Casals et al., 2008; Rojek and Kunz, 2008; Newton et al., 2016; Troy and Bosco, 2016; Zuberbier et al., 2018).



INNATE IMMUNITY


Innate Detection of Viral Infections

Immediately after viral infection, elements of innate immunity, such as physical barriers, various phagocytic cells, group of cytokines, IFNs, and IFN-stimulated genes, provide the first line of defense for viral clearance. Physical barriers, such as mucosa, skin, mucous membranes, tears, earwax, mucus, and stomach acid provide preliminary defense against invading viruses (Sanders et al., 2011; Doran et al., 2013; Chen et al., 2018). If viral invaders breach physical barriers, viruses are detected/sensed by germline-encoded immune molecules PRRs (Lazear et al., 2013; Iwasaki and Pillai, 2014; Chen et al., 2018; Chiang and Liu, 2019). Toll-like receptors (TLRs), such as TLR2/3/4/7/8/9 are important immune detectors involved in the induction of innate immunity (Kawai and Akira, 2010). TLR2 and 4 detect extracellular viral proteins at the cell surface. Intracellular viral dsRNA, ssRNA, and DNA are recognized by TLR3, TLR7, TLR8, and TLR9, at intracellular endosomal compartments during endocytosis and autophagy (Kawai and Akira, 2010; Maarouf et al., 2018). Retinoic acid-inducible gene I (RIG-I) like receptors, including RIG-I and melanoma differentiation-associated protein 5 (MDA5), are key intracellular sensors of viral RNA (Kawai and Akira, 2010; Morgan Brisse, 2019). RIG-I plays an important role in the detection of several viruses, such as orthomyxoviruses, rhabdoviruses, and arenaviruses, and MDA5 preferentially detects picornaviruses. Additionally, many other viruses, such as flaviviruses, paramyxoviruses, reoviruses, and others are also detected by both RIG-I and MDA5 (Morgan Brisse, 2019). Cumulative pieces of evidence have also shown that paramyxoviruses, some flaviviruses [for example, Dengue Virus (DENV) and West Nile Virus (WNV)], and reoviruses, may be sensed by both RIG-I and MDA5 (Kawai and Akira, 2010; Goubau et al., 2013; Chan and Gack, 2016; Morgan Brisse, 2019). Well-known viral pathogens responsible for acute respiratory infections, such as SARS-CoV, SARS-CoV-2, and MERS-CoV are detected by endosomal PRRs, including TLR3 and 7, and/or cytoplasmic sensors, such as RIG-I and MDA5 (Felsenstein et al., 2020; Liu et al., 2020). NOD-like receptors (NLRs) are a large family of intracellular PRRs. Members of the NLR family assemble into large multiprotein complexes, termed inflammasomes. Many viruses, including rotavirus, Sendai Virus (SeV), and IAV, can activate inflammasomes (Shrivastava et al., 2016). Cyclic-GMP-AMP (cGAMP) synthase (cGAS) and gamma-IFN-inducible protein 16 (IFI16) are well characterized as intracellular detectors of DNA viruses and viral DNA intermediates (Koyama et al., 2008; Ma et al., 2018).



Innate Immune Signaling

Innate immune signaling is initiated by sensing specific viral components, called pathogen associate molecular patterns (PAMPs), such as viral dsRNA, ssRNA, DNA, transcription products, and other viral components including replication intermediates. The sense of PAMPs by PRRs leads to the activation of downstream molecules including mitochondrial antiviral signaling protein (MAVS), stimulator of IFN genes (STING) or MYD88, and transcription factors, such as interferon regulatory factors (IRF3/5/7), NF-kB, AP1, and so forth (Koyama et al., 2008; Ishikawa et al., 2009; Kawai and Akira, 2010; Rathinam and Fitzgerald, 2011; Jensen and Thomsen, 2012; Goubau et al., 2013; Lazear et al., 2013; Iwasaki and Pillai, 2014; Goraya et al., 2015; Chan and Gack, 2016; Shrivastava et al., 2016; Chen et al., 2018; Ma et al., 2018; Chiang and Liu, 2019; Morgan Brisse, 2019; Felsenstein et al., 2020; Liu et al., 2020). The PRR-mediated signaling pathways ultimately lead to the secretion of numerous antiviral molecules, including type I and type III IFNs, and other pro-inflammatory cytokines and chemokines (Koyama et al., 2008; Ishikawa et al., 2009; Kawai and Akira, 2010; Rathinam and Fitzgerald, 2011; Jensen and Thomsen, 2012; Goubau et al., 2013; Lazear et al., 2013; Iwasaki and Pillai, 2014; Goraya et al., 2015; Chan and Gack, 2016; Shrivastava et al., 2016; Chen et al., 2018; Ma et al., 2018; Chiang and Liu, 2019; Morgan Brisse, 2019; Felsenstein et al., 2020; Liu et al., 2020). The secreted IFNs bind to their respective receptors and activate Janus protein tyrosine kinase-signal transducer and activator of transcription (JAK-STAT) pathway (Majoros et al., 2017) that results in the production of hundreds of downstream antiviral ISGs, such as MX1, ISG15, IFITM3, and viperin, which establish an antiviral state to impede virus infection (Iwasaki and Pillai, 2014; Schoggins, 2014; Figure 1). Recently, activation of the innate immunity independently of cytokine signaling through RIG-I/MAVS/Syk/STAT1 pathway at the early stage of viral infection has also been reported (Liu et al., 2021). The mechanistic basis of innate immune signaling induced by several viral infections has been extensively reviewed elsewhere (see review papers Koyama et al., 2008; Ishikawa et al., 2009; Kawai and Akira, 2010; Rathinam and Fitzgerald, 2011; Jensen and Thomsen, 2012; Goubau et al., 2013; Lazear et al., 2013; Iwasaki and Pillai, 2014; Schoggins, 2014; Goraya et al., 2015; Chan and Gack, 2016; Shrivastava et al., 2016; Majoros et al., 2017; Chen et al., 2018; Ma et al., 2018; Chiang and Liu, 2019; Morgan Brisse, 2019; Felsenstein et al., 2020; Liu et al., 2020, 2021).
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FIGURE 1. General overview of intracellular innate immune signaling and some representative viral immune escape mechanisms. Sensing virus by PRRs initiates innate immune signaling through the hierarchical activation of PRRs family-specific adaptor proteins (TRIF, MAVS, STING, MYD88, and so forth) to activate transcriptional factors, such as IRF3/5/7, NF-kB, and others. Activated transcriptional factors translocate into nucleus and induce robust expression of IFNs. Secreted IFNs bind to their respective receptors and activate JAK-STAT signaling and form a transcriptional factor called ISGF3. ISGF3, then, translocates into nucleus to induce expression of numerous antiviral effectors (ISGs) to impede viral infection. Although antiviral innate immunity consists of well-equipped arsenals to impede viral infection and invasion, viruses circumvent or escape from these antiviral arsenals to establish successful infection through several mechanisms. Of these escape mechanisms, viral components inhibit innate immune signaling by diversified tactics, such as interacting directly or indirectly with crucial innate elements, targeting and cleaving adaptor proteins involved in innate immune signaling or interference of IFN signaling, degradation of JAK/STAT components, and so forth. Some representative viral immune escape tactics are shown in the Figure 1.




Roles of Interferons in Antiviral Responses

Interferons (IFNs), a family of cytokines, are critical elements of innate immunity responsible for rapid and efficient viral clearance (Fensterl and Sen, 2009). Virtually all nucleated cells could express IFNs during viral infection and IFN production is the key antiviral process of innate immunity during viral infection. Type I (IFN-α/β) and Type III IFNs are principal IFNs produced during viral infection as a key part of the innate immune response. The typical feature of IFNs is to induce upregulation of a wide array of intracellular antiviral effectors called ISGs through JAK-STAT signal pathway (Fensterl and Sen, 2009; Schoggins, 2014; Majoros et al., 2017; Paul et al., 2018). Type I and type III IFNs bind to their respective receptors on the infected cell and neighboring cells, which leads to activation of JAK-STAT pathway and nuclear translocation of STAT1/STAT2/IRF9 (ISGF3) (Reviewed in Fensterl and Sen, 2009; Schoggins, 2014; Paul et al., 2018) and results in induction of numerous ISGs, such as Mx proteins, ISG15, protein kinase PKR, 2’-5’-oligoadenylate synthetases (OAS), ribonuclease L (RNaseL), IFN-inducible dsRNA-dependent protein kinase (PKR), adenosine deaminase RNA-specific and apolipoprotein B mRNA-editing enzyme, catalytic polypeptide 3, and others to establish an antiviral state (Iwasaki and Pillai, 2014; Chen et al., 2018). Of note, some ISGs, such as OAS and PKR, are further activated by dsRNA, which, in turn, inhibit viral replication by various mechanisms (Ishikawa et al., 2009; Iwasaki and Pillai, 2014; Chen et al., 2018). Additionally, IFNs may also exert immunomodulatory functions that affect cell migration, cross-presentation, CD4+ T cell stimulation or CD8+ T cell clonal expansion, and B cell activation, and enhance antiviral humoral responses (Iwasaki and Pillai, 2014). Thus, before the effective adaptive immunity is initiated, IFN-mediated innate immune response plays critical roles in eliminating virus invasion (Iwasaki and Pillai, 2014). Although viral infection induces the rapid expression of IFNs and antiviral effectors, at the same time, viral components can suppress IFNs signaling. Theoretically, virus-induced robust IFNs production, IFN-reversion to baseline by viral antagonisms, and optimal ISGs expression could establish a steady, delicate, and dynamic equilibrium. However, destruction of such a steady state, particularly in acute viral infection, by hyper-production of IFNs and hyper-effective immune evasion is the primary cause of viral pathogenesis (Maarouf et al., 2018; Blanco-Melo et al., 2020). Both hyper-production of IFNs and hyper-effective immune evasion are disadvantageous to the host. Imbalanced levels of IFNs expression and differential ISGs production differ across type of viruses, which also determines the viral pathogenesis. For instance, among three Hepatitis (A, B, and C) viruses, HCV infection induces the robust expression of a large number of ISGs, whereas HAV infection minimally induces ISG expression and HBV infection might not induce ISG expression (Shin et al., 2016). Moreover, viruses are ever-evolving to escape away from innate immunity, particularly at acute infection. For example, IFITM is a critical antiviral ISG against several viruses including Human Immunodeficiency Virus (HIV-1), however, transmitted founder HIV-1viruses are uniquely IFITM resistant, a property that is lost during chronic infection. This is in part due to escape mutations acquired in response to autologous neutralizing responses (Foster et al., 2016).



CYTOKINE STORM CAUSED BY ACUTE VIRAL INFECTION

Optimal activation of innate immunity in the course of viral infection is very important for viral clearance. However, an acute viral infection usually causes over-activation of innate immunity. Such over-activation may induce robust and hyper-production of IFNs, proinflammatory and anti-inflammatory cytokine, and chemokines, including excessive secretion of TNF-α, vascular endothelial growth factors (VEGF-A), IL-1, IL-6, IL-10, IL-8, CCL2, CXCL10, and so on, leading to cytokine storms (Wauquier et al., 2010; Liu et al., 2016; Srikiatkhachorn et al., 2017; Teijaro, 2017; Blanco-Melo et al., 2020; Gerges Harb et al., 2020; Mahmudpour et al., 2020; Vabret et al., 2020). Cytokine storms released during acute viral infection can result in single or multiple organ damage and even death (Wauquier et al., 2010; Liu et al., 2016; Srikiatkhachorn et al., 2017; Teijaro, 2017; Maarouf et al., 2018; Blanco-Melo et al., 2020; Gerges Harb et al., 2020; Mahmudpour et al., 2020; Vabret et al., 2020). For example, in COVID-19, the cytokine storm is an important factor leading to the death of many patients (Mahmudpour et al., 2020; Vabret et al., 2020). Cytokine storms caused by acute viral infection, such as influenza virus, coronavirus, Ebola virus, dengue virus, and so forth have been extensively reviewed elsewhere (Wauquier et al., 2010; Liu et al., 2016; Srikiatkhachorn et al., 2017; Teijaro, 2017; Gerges Harb et al., 2020; Mahmudpour et al., 2020; Vabret et al., 2020).



VIRAL INNATE IMMUNE ESCAPE STRATEGIES

Nonetheless, the host is well-equipped with innate antiviral arsenals to eliminate invading viral pathogens; viruses evolved strategies to escape innate immune surveillance. At the early stage of viral entry into the host, viruses breach hosts’ physical barriers by various ways. Upon breaching physical barriers, viruses exploit diverse mechanisms to inhibit the activation of PRRs and their downstream signaling cascades, such as concealing their PAMPs, interacting directly or indirectly with crucial innate elements, such as PRRs, transcriptional factors, targeting and cleaving adaptor proteins involved in innate immune signaling or interference of IFN signaling, degradation of JAK/STAT components, and so forth (Table 1). A broad mechanism of viral innate immune escape tactics is discussed below.


TABLE 1. Representative immune escape strategies.
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Penetrating Physical Barriers

Physical barriers, such as skin or the surface of the respiratory, genital, or gastrointestinal tracts, including fluid repleted with antimicrobials, neutralizing immunoglobulins, mucus, and the epithelial cell layers, guard viral invaders. Viruses breach such barriers in a multitude of ways. For instance, specific viral proteins interact with cell receptor proteins present in the apical junctional complex to modify the barrier properties of the epithelium (Gonzalez-Mariscal et al., 2009). Interestingly, lower pathogenic avian influenza viruses generally do not cause severe pneumonia because mucus restrains and removes these viruses before approaching lower respiratory tracts, however, highly pathogenic IAV can breach such mucosal barriers (Van Riel et al., 2010). Although the skin is the most important physical barrier, it contains numerous permissive cells for flavivirus infection, such as ZIKV, DENV, and WNV, therefore, these viruses exploit permissive cells at the first site of infection (Garcia et al., 2017). HIV and SIV appear to be capable of flexibly exploiting multiple mechanisms to transit different epithelial barriers and gain access to susceptible target cells to establish a systemic infection (Keele and Estes, 2011).



Escaping From the Recognition From PRRs

Knowing that viruses are sensed by PRRs, viruses circumvent/minimize PRRs’ sensing through numerous viral tactics, such as by sequestering/hiding viral genome, interacting with PRRs, targeting/cleaving adapter proteins, and so on. An in vitro study determined the effect of HCV proteins (NS3, NS3/4A, NS4B, or NS5A) on the TLR signaling pathways, where cells expressing these proteins were found to inhibit the activation of the TLR2, TLR4, TLR7, and TLR9 signaling pathways (Abe et al., 2007). Several viral proteins can specifically interact with PRRs. For an example, p7 of HCV associates with DNA sensor IFI6-16 (Qi et al., 2017). HBV conceals its genome into the viral capsid to escape away from cGAS sensing (Verrier et al., 2018). The human papillomavirus (HPV) E6 oncoprotein targets USP15 and TRIM25 to suppress RIG-I-mediated innate immune signaling (Chiang et al., 2018). Some viruses have evolved with strategies to modify viral RNAs and viral RNA-binding proteins to escape away from sensing by RIG-I, MDA5 (Bowie and Unterholzner, 2008). Viral dsRNA genome is highly susceptible to recognition by MDA5; both positive-sense RNA viruses and some DNA viruses produce dsRNA intermediate during their replication cycle, while some viruses conceal their dsRNA by encoding dsRNA binding proteins or even sequester viral RNA (Table 1). More interestingly, unlike positive-strand RNA and DNA viruses, negative-sense RNA viruses uniquely do not produce dsRNA intermediates; this unique property minimizes detection by PRRs (Weber et al., 2006). Moreover, a recent report showed that SARS-CoV-2 RNAs are capped at the 5’ end and escape recognition from PRRs (Encinar and Menendez, 2020). Viral mechanisms of escaping from PRRs’ recognition have been reviewed elsewhere (Weber et al., 2006; Abe et al., 2007; Bowie and Unterholzner, 2008; Chan and Gack, 2016; Qi et al., 2017; Chiang et al., 2018; Verrier et al., 2018; Encinar and Menendez, 2020; Kikkert, 2020; Lhomme et al., 2020; Liu et al., 2020; Zhu and Zheng, 2020).



Inactivation of Transcriptional Factors

At the basal level, transcriptional factors are inactive. After viral infection, transcriptional factors, such as IRF3/5/7, NF-κB, AP1, and others translocate into the nucleus and then induce the robust expression of IFNs (Christensen and Thomsen, 2009; Iwasaki and Pillai, 2014; Chen et al., 2018). Several conserved viral proteins, predominantly non-structural (NS) proteins, are extensively reported to exert potent antagonistic effects of IFN responses by several mechanisms. Viruses are reported to inhibit IFN induction by inducing degradation transcription factors, inhibiting their activation by blocking downstream signaling of PRRs, sequestering them, impeding their nuclear translocation, or inhibiting their binding to promoters of downstream antiviral genes, and so forth (Table 1). For example, IAV NS1 protein, extensively characterized as a potent antagonist of IFN-signaling, inhibits activation and nuclear translocation of IRF3 and NF-κB (Wang et al., 2000). Human cytomegalovirus (HCMV) is well-known for establishing long-term latent infections. The innate immune escape strategy of HCMV is appeared to be pivotal for establishing such infections. UL44 protein of HCMV decelerates antiviral responses by inhibiting the binding of IRF3 and NF-κB to the promoters of downstream antiviral genes (Fu et al., 2019).



Regulating the Transcriptional and Translation of Key Elements of Innate Immunity

Transcription and translation of key elements of antiviral innate immunity, such as PRRs, IRFs, IFNs, STATs, ISGs, and others are very important for eliciting an antiviral response. Cumulative reports suggest that viruses can deregulate the transcription and translation of such elements. Caliciviridae, Coronaviridae, Picornaviridae, Orthomyxoviridae, Reoviridae, and many others exploit multiple tactics to induce host translational shut-off and thus prevent the infected cells from synthesizing new peptides and proteins, including those IFN-stimulated IRFs and STATs (reviewed in Chiang and Liu, 2019). HIV-1 Vpu protein potently suppresses NF-κB-elicited antiviral immune responses at the transcriptional level (Langer et al., 2019). Epstein-Barr virus BRLF1 inhibits the transcription of IRF3 and IRF7 (Bentz et al., 2010). IAV induces rapid degradation of eukaryotic translation initiation factor 4B (an integral component of the translation initiation apparatus) and contributes to viral replication at least by suppressing IFITM3 protein expression (Wang et al., 2014).



Antagonizing IFN Induced JAK-STAT Signaling

Besides the aforementioned viral escape strategies, viruses have evolved strategies to antagonize IFN and its downstream signaling through numerous sophisticated mechanisms. Mechanisms include targeting degradation of IFNs receptors, retention of suppression of STATs in the cytoplasm, inhibition of STAT activation, degradation of STATs through the proteasome, and so forth. NS4B protein of several flaviviruses inhibits IFN signaling-induced JAK-STAT signaling in a multitude of ways (Munoz-Jordán et al., 2005). Flavivirus NS5 protein dysregulates HSP90 to inhibit JAK/STAT signaling (Roby et al., 2020). NS2A, NS2B, NS3, NS4A, and NS4B proteins of WNV block STAT1 and STAT2 activation (Liu et al., 2005). 2A proteinase of Enterovirus 71 degrades IFNAR1 (Lu et al., 2012). HCV and flaviviruses hijack cellular mechanisms for nuclear STAT2 degradation by up-regulation of PDLIM2 (Joyce et al., 2019). Nsp5 protein of porcine deltacoronavirus, an emerging coronavirus, cleaves STAT2 (Zhu et al., 2017). Orf6 of SARS-CoV-2 hijacks Nup98 to block STAT nuclear import (Miorin et al., 2020). There is a range of literature regarding the viral invasion of innate immunity by antagonizing IFN and IFN induced downstream signaling (Liu et al., 2005, 2020; Lu et al., 2012; Chan and Gack, 2016; Scott and Nel, 2016; Zhu et al., 2017; Maarouf et al., 2018; Joyce et al., 2019; Acharya et al., 2020; Miorin et al., 2020).



Viral Invasion of ISGs

Global ISG response plays a very important role in viral clearance. Delayed ISG production is advantageous for viral replication and spread into host tissues. Viruses also exploit several distinct approaches to antagonize the global ISG response (Short, 2009). Highly pathogenic influenza viruses and coronaviruses induce repressive histone modifications, which downregulates the global expression of ISG subsets (Menachery et al., 2014). Although interferon-induced transmembrane proteins (IFITMs) play an antiviral role against a large group of viruses, particularly during viral invasion to the host at entry stage, human cytomegalovirus can exploit IFITM proteins to facilitate morphogenesis of the virion assembly compartment (Xie et al., 2015). Viral invasion of ISGs has been extensively reviewed elsewhere (Table 1; Kanodia et al., 2007; Short, 2009; Su et al., 2016).



Regulating Autophagy

Autophagy, an autonomous arm of innate immunity, is a cytosolic lysosome-dependent catabolic process that mediates viral clearance. Autophagy can be upregulated upon virus detection by pathogen receptors, including membrane-bound and cytosolic PRRs, and which may further facilitate PRR-dependent signaling and also contribute induction of type I IFNs (Richetta and Faure, 2013). Beclin-1 is an essential macro-autophagy protein that constitutes part of the phosphatidylinositol-3 kinase complexes that mark membranes for autophagosome generation and facilitate autophagosome fusion with lysosomes (Münz, 2011). α-herpesvirus Akt-like Ser/Thr kinase limits autophagy to stimulate virus replication by inhibition of ULK1 and Beclin1 (Rubio and Mohr, 2019). Pseudorabies virus infection inhibits autophagy in permissive cells in vitro (Sun et al., 2017). Viral proteins ICP34.5, orf16, and M11 of viruses HSV-1, KSHV, and MHV-68, respectively, block autophagosome generation, whereas nef and M2 viral proteins of HIV and IAV, respectively, inhibit autophagosome maturation (Choi et al., 2018). Readers can also refer to some previously published review papers (Münz, 2011; Richetta and Faure, 2013; Jackson, 2015; Lennemann and Coyne, 2015; Sun et al., 2017; Choi et al., 2018; Rubio and Mohr, 2019).



Other Mechanisms

In addition to the aforementioned viral immune escape mechanisms, a large group of viruses often encode proteins to inactivate released cytokines or chemokines by binding, solubilizing, and altering the cellular responsiveness (Lucas et al., 2001). Numerous viruses including HIV-1, HCV, HBV, HSV-1, RSV, EBOV, IAV, and others induce robust expression of suppressors of cytokine signaling (SOCS) proteins (Akhtar and Benveniste, 2011). SOCS proteins induced by cytokine signaling during viral infection function as negative feedback regulators to reduce inflammation and promote viral replication (Akhtar and Benveniste, 2011). More interestingly, some viruses can directly induce SOCS proteins independently of cytokine signaling. For example, the influenza virus induces the expression of SOCS3 in a cytokine-independent manner to circumvent IL-6/STAT3-mediated immune response (Liu et al., 2019). Virus-induced stress granules, the cytoplasmic dense aggregates of proteins and RNAs produced when cells are in stress, can also play an important role in innate immunity by recruiting viral sensors, such as RIG-I, MDA5, PKR, and so forth to initiate downstream antiviral innate immune signaling (McCormick and Khaperskyy, 2017). Several viruses brilliantly inhibit such stress granule formation by diverse mechanisms (Wu et al., 2014; McCormick and Khaperskyy, 2017). Moreover, viruses can also circumvent antiviral immunity through sequestering critical elements of innate immunity, such as TBK1, IKKε, and IRF3 into viral inclusion bodies (Wu et al., 2014). Other famous escape mechanisms include hijacking transcriptional and translational machineries for their survival, which can also mediate the circumvention of innate immune response in multiple ways. For example, the Nsp1 protein of SARS-CoV-2 mediates host translation shutdown and evades innate immunity (Thoms et al., 2020).



PERSPECTIVES AND CONCLUSION

Obstructing viral immune invasion could potentially provide an alternative approach for the prevention and treatment of disease caused by an acute infection of viral pathogens. Increasing data regarding viral innate immune escape mechanisms have been reported. However, most of these data are limited to in vitro (cell culture system) and in vivo animal models. The relevance of viral escape mechanisms identified by these models may not apply the same in human. Therefore, this issue remains to be addressed by extensive ex vivo experiments in the human model. The molecular basis of antiviral innate immune signaling is complex, multi-waved, inter-connected, and may not always be antiviral. For instance, it is well-known that TLR signals induce robust expression of antiviral innate immunity for viral clearance. However, in certain circumstances, the activation of particular TLR responses by pathogens might serve as an escape mechanism from the host defense (Netea et al., 2004). Furthermore, studies for the in-depth understanding of virus-host interaction are very important because the molecular basis of viral escape mechanisms and crosstalk among immune signaling for the progression of disease are still largely unexplored.

Of several conserved viral proteins, predominantly NS proteins appear to be major antagonists of the elements of innate immunity. Since viral NS proteins play a vital role in innate immune escape mechanisms, there is a pressing need for scientists to uncover host factors countering those viral NS proteins. Supportively, recent reports have arguably characterized host factors countering such viral proteins. For instances, virus-induced TRIM22, viperin, and p27Kip1 mediate rapid degradation of HCV NS5A, ZIKA NS, and IAV NS1 proteins, respectively (Yang et al., 2016; Panayiotou et al., 2018; Rai et al., 2020). Identification and characterization of such types of host factors countering these viral proteins in the future are truly indispensable in elaborating antiviral innate immunity.

A virus may exploit numerous and multiple immune escape tactics collectively and cooperatively for effective immune evasion. However, most of the previously published experimental data are mostly limited to viral escape tactics specifically at the individual level. Comprehensive studies on how viruses exploit their overall immune escape tactics together for disease progression or host killing in acute viral infection or in establishing successful infection should have been experimentally substantiated. Moreover, the consequences of cytokine storms in acute viral infection have been widely studied but the mechanistic basis of differential cytokine storm production and why the magnitude of cytokine storm production differs from one individual to another are largely unknown.

In conclusion, an acute viral infection can cause sudden or rapid onset of disease that may be resolved quickly or may be fatal. Innate immunity provides the first line of defense for viral clearance. However, viruses have evolved strategies to escape the host’s antiviral innate immune surveillance that may kill the host or establish persistent infections. There are still many unanswered questions regarding the impact of viral escape strategies on host killing and viral persistence. Comprehensive understanding of the underlying complex molecular basis of viral escapology would help provide landmark achievements in our ongoing battle against viral infections.
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As one of the current global health conundrums, COVID-19 pandemic caused a dramatic increase of cases exceeding 79 million and 1.7 million deaths worldwide. Severe presentation of COVID-19 is characterized by cytokine storm and chronic inflammation resulting in multi-organ dysfunction. Currently, it is unclear whether extrapulmonary tissues contribute to the cytokine storm mediated-disease exacerbation. In this study, we applied systems immunology analysis to investigate the immunomodulatory effects of SARS-CoV-2 infection in lung, liver, kidney, and heart tissues and the potential contribution of these tissues to cytokines production. Notably, genes associated with neutrophil-mediated immune response (e.g. CXCL1) were particularly upregulated in lung, whereas genes associated with eosinophil-mediated immune response (e.g. CCL11) were particularly upregulated in heart tissue. In contrast, immune responses mediated by monocytes, dendritic cells, T-cells and B-cells were almost similarly dysregulated in all tissue types. Focused analysis of 14 cytokines classically upregulated in COVID-19 patients revealed that only some of these cytokines are dysregulated in lung tissue, whereas the other cytokines are upregulated in extrapulmonary tissues (e.g. IL6 and IL2RA). Investigations of potential mechanisms by which SARS-CoV-2 modulates the immune response and cytokine production revealed a marked dysregulation of NF-κB signaling particularly CBM complex and the NF-κB inhibitor BCL3. Moreover, overexpression of mucin family genes (e.g. MUC3A, MUC4, MUC5B, MUC16, and MUC17) and HSP90AB1 suggest that the exacerbated inflammation activated pulmonary and extrapulmonary tissues remodeling. In addition, we identified multiple sets of immune response associated genes upregulated in a tissue-specific manner (DCLRE1C, CHI3L1, and PARP14 in lung; APOA4, NFASC, WIPF3, and CD34 in liver; LILRA5, ISG20, S100A12, and HLX in kidney; and ASS1 and PTPN1 in heart). Altogether, these findings suggest that the cytokines storm triggered by SARS-CoV-2 infection is potentially the result of dysregulated cytokine production by inflamed pulmonary and extrapulmonary (e.g. liver, kidney, and heart) tissues.
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Introduction

The outbreak of Coronavirus disease 2019 (COVID-19) pandemic caused by the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), led to more than 79 million cases and 1.7 million deaths worldwide to date, as reported by the World Health Organization. The clinical presentation of COVID-19 is characterized by a wide variation in severity and symptoms reflecting both pulmonary and extra-pulmonary manifestations including hepatic and renal dysfunction and heart failure (1, 2). Importantly, expression of angiotensin converting enzyme II (ACE2), which is implicated in the cellular entry of SARS-CoV-2, in various extrapulmonary human tissues including proximal tubular cells (kidney), cholangiocytes (liver), and myocardial cells (heart) suggested the vulnerability of these tissues to SARS-CoV-2 infection (3). Moreover, SARS-CoV-2 infectivity of extrapulmonary tissues including liver, kidney, and heart tissues has been proven using in vitro cultures, organoid models, and tissue autopsies (4–6).

One of the critical mechanisms contributing to the progression of COVID-19 is the viral induction of cytokine storm, a phenomenon characterized by the unrestrained production and release of cytokines into the circulation resulting in a systemic inflammation (7). This uncontrolled release of cytokines dysregulates innate and adaptive immune responses, resulting in the infiltration of various immune effectors into different tissues. In this regards, analysis of pulmonary and extrapulmonary tissue biopsy/autopsy samples revealed interstitial infiltration of lymphocytes, macrophages, neutrophils, NK cells and dendritic cells into lung tissue (8, 9); lymphocytes into liver tissue (10); lymphocytes and macrophages into kidney tissue (11); and mononuclear inflammatory cells into heart tissue (8). Although these immune cells are initially attracted to counteract SARS-CoV-2 infection, the exacerbation of the immune response elicited by the overexpressed cytokines and transcriptional shifts can potentially promote tissue remodeling, cellular apoptosis and tissue dysfunction and cytotoxicity (11). Moreover, the progression of systemic inflammation and cytokine storm (e.g. significantly increased IL-2, IL-7, IL-10, GSCF, IP10, MCP-1, MIP1A and TNF-α levels) can potentially lead to multi-organ dysfunction (observed in approximately 5% of COVID-19 patients) and viral sepsis increasing the risk of mortality (12, 13).

This study aimed at comparing changes in immune response activation patterns across pulmonary and extrapulmonary tissues (i.e. liver, kidney, and heart) in response to SARS-CoV-2 infection. Therefore, The differential immune transcriptomic profile of lung, liver, kidney, and heart autopsy samples from COVID-19 patients was compared.



Materials and Methods


RNA-Seq Datasets Retrieval

Datasets were retrieved from publicly available sets deposited in Gene Expression Omnibus (GEO) for Covid-19 infected lung, liver, kidney, and heart samples from 12 patient autopsies (GSE150316) (a total number of 58 COVID-19 samples from all tissues), and healthy lung, liver, kidney, and heart autopsy samples (GSE112356). 6 liver samples (cases 3, 4, 5, 8, 10, 12), 3 kidney samples (cases 4, 5, and 11), 7 heart samples (cases 1, 2, 3, 4, 5, and 8), and 42 lung samples (cases 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, and 11) were selected from the COVID-19 patient autopsy dataset (GSE150316) for further analysis (Table 1). As elaborated in Table 1, multiple samples were taken from different locations in lung (case1: 4 samples, case 2: 3 samples, case 3: 2 samples, case 4: 2 samples, case 5: 5 samples, case 6: 5 samples, case 7: 5 samples, case 8: 5 samples, case 9: 5 samples, 3 from case 10, and 3 from case 11) and heart tissues; however, all samples were taken into consideration to avoid biased selection.


Table 1 | List of analyzed healthy and COVID-19 autopsy samples retrieved from the datasets GSE112356 and GSE150316 deposited in GEO.



As reported by the authors depositing the dataset (14), the donors of the COVID-19 samples were severe COVID-19 patients; the majority requiring mechanical ventilation during their hospitalization (9 out of 12) and were deceased after 6-23 days of hospitalization, with a 100% mortality rate. Some of the donors were characterized to be immunocompromised (cases 1, 3, 6, 9, 11) while others were diabetic (cases 1, 3, 4, 5, 6, 12) and were under anti-diabetic and immunosuppressive treatments prior to contacting SARS-CoV-2 infection. The majority of the patients were reported to have elevated levels of D-Dimer (Cases 1-10 and 12), CRP (Cases 1-10 and 12), and AST (Cases 2-10 and 12), which were proposed to correlate with COVID-19 severity, inflammation and extrapulmonary tissue dysfunction (15, 16).

15 healthy autopsy samples were selected from the dataset GSE112356 including 4 healthy lung samples, 4 healthy liver samples, 4 healthy kidney samples and 3 healthy heart samples (excluding the sample H1H as it was reported to be misclassified) collected from Caucasian male donors.

Whole blood bulk RNA sequencing data (Normalized counts) deposited by Bernardes et al. (17) were retrieved for the cross validation of the autopsy tissue samples analysis (https://github.com/Systems-Immunology-IKMB/COVIDOMICs/tree/main/TF_enrichment/TF_enrichment_analysis-main/data). The dataset included samples from 14 healthy donors, 12 asymptomatic COVID-19 patients, 11 mild, 19 severe (subdivided into 6 complicated, 4 complicated incremental, 6 complicated hyperinflammatory, and 3 critical) COVID-19 patients. Complicated-incremental refers to severe COVID-19 patients with increasing clinical symptoms and inflammatory markers; Complicated-hyperinflammatory refers to patients presenting with severe signs of systemic inflammatory response; and critical refers to patients requiring ICU administration and mechanical ventilation with signs of acute respiratory distress.



Power Calculation

To determine if the cohort used in this analysis has sufficient power to allow for the identification of predictive biomarkers, power calculation based on Wei et al. (18) was carried out. Since there are limited phenotypic data on severe COVID19 cases with affected extrapulmonary tissues in response to SARS-CoV-2 infection, well characterized severe COVID19 cases mainly from autopsy samples were included for biomarker discovery. Thus, based on whole transcriptome data of severe COVID19 studies, the standard deviation for detection of differentially expressed genes for severe cases across different tissue was determined to be around 1.5 (σ = 1.5) and effect size around 5 in well characterized cases. Carrying out the power calculation at p = 0.05 (5% significance testing) and power of 90% using R (version 3.6.2) showed that the minimum required number of samples per group to be 3 patients per group for each tissue (healthy tissue autopsy vs. lung, liver, kidney and heart tissue from severe COVID-19 patient autopsies) or disease severity group (healthy, mild, moderate and severe). Having said that, the biomarkers discovered were validated on a larger cohort of whole blood samples from different groups of COVID-19 patients.



Bioinformatics Analysis and Identification of Differentially Expressed Genes

Raw gene counts data were retrieved for all the samples and the successfully mapped genes overlapping between the samples from both datasets were filtered for further analysis (21831 overlapping genes). The row gene counts were then normalized (quantile normalization) using AltAnalyze software (19). Differentially expressed genes (DEGs) were identified by comparing each SARS-CoV-2 infected tissue against a healthy control tissue. Cutoff values for DEGs included fold change value >2 or <-2 and adjusted p-value (q-value) of 0.25 based on the methodologies described by Li et al. (20) and Subramanian et al. (21), where they chose < 0.25 cutoff for adjusted p-value to select for DEG and pathways. DEGs were intersected to identify the commonly upregulated and downregulated genes between the infected lung, liver and kidney tissues using InteractiVenn (22).



In Silico Functional Analysis

Immune response genes were identified from the DEGs using immune response gene ontology set (GO:0006955) as a reference, which were then further analyzed for functional clustering and pathway enrichment using Metascape (23). To identify the specific effect of SARS-CoV-2 infection on the expression of immune response, we cross matched the differential transcriptome from the infected lung, liver, and kidney samples with gene ontology sets retrieved using AmiGO 2 database (Table S1). Heatmap and dotplot representations were generated using R (version 3.6.0); histogram representations were generated using GraphPad Prism (version 5.01).



Quantitative Real-Time PCR Analysis of Gene Expression

Blood Serum was isolated from fresh blood samples collected from 3 healthy donors, 6 asymptomatic COVID-19 patients, 2 severe COVID-19 patients with pulmonary findings only, and 4 severe COVID-19 patients with pulmonary and extrapulmonary findings (i.e. elevated levels of creatinine and liver enzymes) following the approval of the ethical committee at by the Abu Dhabi Health COVID-19 Research Ethics Committee (DOH/DQD/2020/538), SEHA Research Ethics committee (SEHA-IRB-005) and Dubai Scientific Research Ethics Committee (DSREC-04/2020_09). The blood plasma was isolated using histopaque gradient separation (Sigma). Total RNA was extracted from 300µl of Plasma using QIAamp Viral RNA Mini Kit (Qiagen). cDNA was synthesized using the High-Capacity cDNA Reverse Transcription Kit for RT PCR (Applied Biosystems). qRT-PCR was performed in triplicates with the Maxima SYBR Green/ROX qPCR Master Mix (Thermoscientific) using QuantStudio3 Real-Time PCR instrument (Applied biosystems). qRT-PCR were performed using primers for 18SrRNA, SOCS3, and TRIM56 as per the sequences in Table S2.



Statistical Analysis

Unpaired, two-tailed t-test statistical analysis was performed using GraphPad Prism (version 5.01) to analyze the statistical significance of the gene expression. The significance was taken to be p < 0.05.




Results


General Effect of SARS-CoV-2 Infection on the Transcriptomic Profile of Lung, Liver, Kidney, and Heart Tissues

Analysis of the general effect of SARS-CoV-2 infection of the transcriptomic profiles of pulmonary and extrapulmonary tissues (i.e. liver, kidney, and heart tissue) showed the upregulation of 3421 genes in lung tissue, 4805 genes in liver tissue, 5685 genes in kidney tissue, and 4176 genes in heart tissue (Figure S1A). Out of these differentially upregulated genes, 1537 genes were commonly upregulated across the four types of tissues (Figure S1B). Functional clustering analysis revealed the implication of these transcripts in viral infection, intracellular and across membrane transport, GPCR signaling, WNT and mTOR signaling, tissue development and morphogenesis, response to transforming growth factor beta signaling, regulation of protein modification and degradation, response to granulocyte macrophage colony-stimulating factor, and response to hormonal stimulus and growth factors (Figure S1C).

Moreover, the analysis revealed the downregulation of 3928 genes in lung tissue, 3881 genes in liver tissue, 4848 genes in kidney tissue, and 3312 genes in heart tissue. 1375 genes out of these genes were commonly downregulated across the four types of tissues (Figure S1D). Most of the commonly downregulated transcriptome were shown to be involved in the regulation of metabolic pathways, protein translation, mitochondrial processes, and autophagy through functional clustering analysis (Figure S1E).



SARS-CoV-2 Infection Induces a Greater Immunomodulatory Effect on Liver and Kidney Tissues in Comparison to Lung and Heart Tissue

Examination of the enrichment of differentially expressed immune response genes in SARS-CoV-2 infected lung, liver, kidney, and heart tissues was carried out using the immune response gene ontology set (GO:0006955) from AmiGO 2 database as a reference. The count of the differentially expressed genes across the four types of infected tissues were then compared (Figure 1A). Intriguingly, the count of the immune response genes differentially expressed in severe COVID-19 patients’ liver, kidney, and heart tissue was relatively close to that of the genes differentially expressed in lung tissue. 129 immune response genes were commonly upregulated amongst the four types of tissue in response to severe SARS-CoV-2 infection (Figure 1B) while 72 genes were commonly downregulated (Figure 1C).




Figure 1 | (A) Count of differentially expressed immune response genes from the immune response gene ontology set (GO:0006955) in SARS-CoV-2 infected lung, liver, kidney, and heart tissues. Venn diagram representation of the overlap of significantly (B) upregulated and (C) downregulated immune response genes amongst the four types of infected tissues. Functional clustering and pathway analysis of the commonly (D) upregulated and (E) downregulated genes across lung, liver, kidney, and heart tissues in response to SARS-CoV-2 infection.



Functional clustering and pathways analysis of the differentially expressed genes common to the four different types of infected tissues revealed a significant enrichment of transcripts implicated in many arms of the innate and adaptive immune response including the activation, chemotaxis and differentiation of leukocytes; cytokines production and signaling; response to interferon-gamma; cell-cell adhesion; NF-κB signaling; and acute inflammatory response (Figures 1D, E).



Effects of SARS-CoV-2 Infection on Expression of Cytokine Storm Related Genes in Pulmonary and Extrapulmonary Tissues

Previous studies reported that COVID-19 is frequently associated with a massive production of 14 cytokines including IFN-γ, IL-1RA (IL1RN), IL-2RA, IL-6, IL-10, IL-18, HGF, MCP-3 (CCL7), MIG (CXCL9), M-CSF (CSF1), G-CSF (CSF3), MIG-1a (CCL3), CTACK (CCL27), and IP-10 (CXCL10) (24). Therefore, the next aim of the study was to investigate the expression levels of these cytokines in pulmonary and extrapulmonary tissues such as heart, Kidney, and liver. As shown in Figure 2A, out of the 14 cytokines analyzed, 4 cytokines were differentially expressed (downregulated) in lung tissue including IL6, CSF3, IFNG, and CSF1. 10 of the cytokines were differentially expressed in liver tissue: IL6 and IL2RA were upregulated and IL10, IL18, IL1RN, CSF1, IFNG, CXCL10, HGF, and CCL27 were downregulated. A total of 7 of the cytokines were differentially expressed in kidney tissue, out of which 1 cytokine was upregulated (IL6) and 6 cytokines were downregulated (CXCL10, IL18, CCL27, IL10, IL2RA, and CXCL9). Eight cytokines were differentially expressed (downregulated) in heart tissue including IL6, IL1RN, CSF3, HGF, CCL27, CXCL9, CXCL10, and CSF1.




Figure 2 | (A) dotplot representation of the expression fold change of cytokines contributing to the cytokine storm in response to SARS-CoV-2 infection in lung, liver, kidney, and heart tissues. Dotplot representation of the differentially expressed (B) chemokines, (C) interleukins, (D) interferons and tumor necrosis factor family members in lung, liver, kidney, and heart tissues infected with SARS-CoV-2.



Although some of the cytokines were commonly, differentially expressed in pulmonary and some extrapulmonary tissues (e.g. IL6, IFNG, CSF3, and CSF1), the differential expression of some of the cytokines is limited to extrapulmonary tissues such including IL2RA, IL1RN, IL18, IL10, and HGF, and CXCL9 (Figure 2A). Altogether, these results suggest that the uncontrolled production of cytokines induced by SARS-CoV-2 infection is potentially contributed by pulmonary and extrapulmonary tissues.



SARS-CoV-2 Infection Causes Shifts in the Gene Expression of Cytokines in Various Tissues

Further evaluation of changes in the expression of extended list of cytokines across lung, liver, kidney, and heart tissue was carried out using the chemokine gene set within the immunome gene ontology set as a reference. Analysis of the differentially expressed chemokines (Figure 2B) revealed the unique upregulation of the neutrophil specific chemokine CXCL1 in lung (25), and the eosinophil specific chemoattractant CCL11 in heart tissue (26). Monocytes chemoattractants were enriched in lung (CXCL4, CCL8, and CX3CL1), liver, (CX3CL1), kidney (CXCL4), and heart (CXCL4, and CX3CL1) (27, 28). Dendritic cells chemoattractants were enriched in lung (CCL8 and CX3CL1), liver (XCL1 and CX3CL1), kidney (XCL1), and heart (XCL1 and CX3CL1) (29–33). T-cells and B-cells chemotactic chemokines were upregulated in lung (CCL8, CXCL4 and CX3CL1), liver (CXCL16), kidney (CXCL4 and CXCL16) and heart (CXCL4 and CX3CL1) (29, 30, 32, 34).

Analysis of the differential expression of interleukins (Figure 2C) revealed the upregulation of eosinophil activator IL5 and activator of T helper cell immune response IL17B in liver and the activators of T helper cell immune response IL1B and IL17B as well as IL25 (activator of NKT cells, T helper cells, neutrophils, eosinophils, and mast cells) in kidney (35–38). On the other hand, none of the interleukins was significantly upregulated in lung or heart tissues.

Interferon gamma (IFNG) was significantly downregulated in infected lung and liver tissues (Figure 2D) while changes in the interferon alpha and beta production were negligible (FC <2 or >-2 or q-value>0.25). The absence of dysregulated interferon alpha and beta production has been previously reported in analysis of samples of COVID-19 patients which was proposed to contribute to the dysregulated early innate immune response (39, 40). interferon epsilon (IFNE) was differentially expressed (downregulated) in kidney.

Analysis of the differential expression of tumor necrosis factor family members revealed the upregulation of TNFSF13B, TNFSF14, and TNFSF15 expression in lung; TNF, TNFSF8, TNFSF14 and TNFSF15 in liver; TNFSF8, TNFSF13B, TNFSF45 and TNFSF15 expression in kidney; and TNFSF8, TNFSF14, and TNFSF15 in heart (Figure 2D). Tumor necrosis factor alpha (TNF) was only significantly upregulated in liver tissue in response to SARS-CoV-2 infection, indicating the potentially critical role of contributed by infected liver tissue in the exacerbation of systemic inflammation and cytokines storm (41).



Functional Clustering and Pathway Analysis Reveals Enrichment of Genes Implicated in IL-6 and Interferon-Gamma Production in Pulmonary and Extrapulmonary Tissues

As the degradation of the mRNA can distort the expression results of the cytokines, the next aim was to cross-validated the cytokines response pathways using functional clustering and pathways analysis of differentially expressed immune response genes in SARS-CoV-2 infected tissues. Transcripts implicated in IL-6 production pathway (GO:0032635) was significantly enriched in the upregulated transcriptome of liver and kidney tissues (log10 q-value -9.11 and -8.93, respectively). On the other, analysis of the downregulated transcriptome revealed the enrichment of transcripts implicated in cellular response to IL-1 (GO:0071347) in lung, liver, kidney and heart tissues (log10 q-value -22.56, -19.22, -29.48, and -25.59, respectively).

Upregulated transcripts implicated in the response to interferon alpha and beta (Reactome gene set: R-HSA-909733) were enriched in lung and heart tissues (log10 q-value -10.69 and -6.94, respectively), whereas downregulated transcripts were more enriched in infected heart tissue (log10 q-value -10.03). Transcripts contributing to interferon gamma response (GO:0034341) were dysregulated in the upregulated transcriptome lung, liver, kidney, and heart tissues (log10 q-value -19.24, -13.90, -20.27, and -17.70, respectively), as well as in the downregulated transcriptome of kidney tissue (log10 q-value -20.86). Functional clustering and pathway analysis of the differentially expressed immune response genes revealed the upregulation of tumor necrosis factor superfamily cytokine production (GO:0071706) in liver and kidney tissues (log10 q-value -8.65 and -13.00, respectively). On the other hand, transcripts implicated in the response to tumor necrosis factor (GO:0071356) were significantly downregulated in lung, liver, kidney, and heart tissues (log10 q-value -23.47, -27.36, -26.20, and -30.08, respectively).

Altogether, these results suggest that both pulmonary and extrapulmonary tissues may play important role in the dysregulated levels of interleukins (e.g. IL-6 and IL-1), interferon-gamma, and tumor necrosis factor superfamily cytokines in COVID-19 patients.



SARS-CoV-2 Infection Significantly Elicits Innate and Adaptive Immune Response in Pulmonary and Extrapulmonary Tissues

Contextualizing the differential expression of the identified cytokines as a part of the innate and adaptive immune responses was carried out by focusing the functional clustering and pathway analysis to assess the enrichment of the innate (GO:0002218) and adaptive (GO:0002250) immune response clusters in the differential transcriptome of each of the tissues.

In infected lung tissue, the innate and adaptive immune response functional clusters were significantly enriched in the upregulated transcriptome (log 10 q-value: -38.37 and -72.10) as well as in the downregulated transcriptome (-28.30 and -55.36), respectively. A similar pattern was observed in liver, kidney and heart tissue, revealing a significant enrichment of the innate immune response in the upregulated (-29.14, -34.20, and -31.84) and downregulated (-33.71, -49.14, and -32.08) transcriptomes; as well as a significant enrichment of the adaptive immune response in the upregulated (-80.25, -94.66, -81.95) and downregulated (-50.04, -46.11, and -37.06) transcriptomes, respectively. Remarkably, the pulmonary tissue presented a higher number of upregulated transcripts contributing to the innate immune response, whereas the extrapulmonary tissues revealed a higher number of upregulated transcripts contributing to adaptive immune response.

Taken together, these findings suggest that innate and adaptive immune response elements are significantly dysregulated in pulmonary and extrapulmonary tissues. However, infected lung tissue might display a relatively more inflammatory phenotype in response to the higher upregulation of the innate immune response genes in comparison to other tissues.



Enrichment of Immune Effectors Activation and Chemotaxis Pathway Genes in Response to SARS-CoV-2 Infection in Pulmonary and Extrapulmonary Tissues

With a general idea about the immune response polarization for each of the tissues, the next aim was to further analyze the enrichment of transcripts implicated in the response of each immune effector. Therefore, the overlap of the differential transcriptome of SARS-CoV-2 infected lung, liver, kidney and heart tissues with immune cells chemotaxis gene ontology set (Figure 3A), immune cells activation gene ontology set (Figure 3B), and immunome gene ontology set (Figure 3C) was examined.




Figure 3 | The count of differentially expressed genes in SARS-CoV-2 infected lung, liver, kidney, and heart tissues overlapping with the (A) immune cells chemotaxis gene ontology set, (B) immune cells activation gene ontology sets, and (C) Immunome gene ontology set ontology sets.



The analysis revealed a similar immunomodulatory effect of SARS-CoV-2 on extrapulmonary tissues (especially kidney tissue) to that exerted on the pulmonary tissue, which correlates with the close number of immune response genes differentially expressed across all examined tissues. However, a relatively higher immunomodulatory effect was observed on the extrapulmonary tissue in the chemotaxis of T-cells, B-cells, NK cells, and dendritic cells (Figure 3A) as well as the activation of NK cells, macrophages, and monocytes (Figure 3B). Moreover, kidney tissue was more enriched in transcripts implicated in inflammation, monocytes-mediated immune response, innate immunity, cytokines expression, and cellular immunity (Figure 3C).

These results support the speculation on the potential contribution of infected extrapulmonary tissues to the exacerbation of the dysregulation of the immune response and systemic inflammation, alongside infected pulmonary tissue in response to SARS-CoV-2 infection.



SARS-CoV-2 Infection Modulates NF-κB Signaling and CBM Complex as a Potential Regulatory Mechanism of the Different Arms of Immune Response

Since many of the discussed immune response genes are inducible by NF-κB signaling (Figure 4A), the next aim of the study was to investigate the dysregulation of NF-κB signaling as a potential underlying cause for the observed immune transcriptomic shifts in pulmonary and extrapulmonary tissues. Analysis of the differential expression revealed a predominant pattern towards the dysregulation of the NF-κB pathway elements (e.g. RELB, NFKB1, NFKB2, and BCL3) (Figure 4A). Moreover, the expression of the CBM signalosome complex genes, BCL10, MALT1 and CARD family members (CARD6, CARD8, CARD9, CARD10, CARD11, CARD14), which regulate and activate NF-κB signaling, was dysregulated across the four types of tissues (Figure 4B) (42–44).




Figure 4 | dotplot representation of the expression fold change of (A) inducible NF-κB genes and (B) CBM complex and CARD family proteins in lung, liver, kidney, and heart tissues infected with SARS-CoV-2. Red arrows representing core elements of the NF-κB signaling pathways.



Functional clustering and pathway analysis of the differentially expressed immune response genes revealed a significant enrichment of NK-κB signaling pathway genes (GO:0038061) in the differential transcriptome of the four types of tissue. The enrichment of NF-kB signaling elements was most significant in kidney, then heart, liver, and the least in lung tissue (log10 q-value -34.35, -29.38, -27.37, and -21.10, respectively).

These results suggest that SARS-CoV-2 infection induces a shift in the activation state of NF-κB signaling, resulting in the transcriptional shift of NF-κB inducible genes and aberrant production of cytokines.



Analysis of Commonly and Uniquely Upregulated Immune Response Genes in Each of the Tissues in Response to SARS-CoV-2 Infection

Analyzing commonly and uniquely differentially expressed genes across lung, liver, kidney, and heart tissue to identify potential diagnostic biomarkers for tissue-specific inflammation was carried out by examining the overlap amongst the top 20 immune response genes upregulated in each of the tissues in response to SARS-CoV-2 infection revealed 8 common genes including HSP90AB1, MUC3A, PAK2, SPN, SOCS3, TRIM56, DBNL, and BMPR1A (Figures 5A, B).




Figure 5 | (A) Top 30 upregulated immune response genes in lung, liver, kidney, and heart tissues in response to SARS-CoV-2 infection; F.C.: fold change; light red represents commonly upregulated genes within the top 20 genes across the 4 types of tissues. (B) Venn diagram representation of the overlap between the top 20 upregulated immune response genes in each tissue, enlisted in (A). (C, D) Top Immune response genes uniquely upregulated in lung, liver, kidney, and heart tissues in response to SARS-CoV-2 infection. * represents p-value < 0.05; ** represents p-value < 0.01 analyzed using T-test statistical analysis.



Tripartite motif 56 (TRIM56) is an important regulator of innate immunity and TLR3-mediated anti-viral defense against various infections including hepatitis C virus (45). Moreover, two of the genes commonly upregulated are the suppressor of cytokine signaling-3 (SOCS3) and the heat shock protein HSP90AB1, which contribute to the regulation of cytokines production and signaling and subsequently, immune response and inflammation (46, 47). Furthermore, the mucin family genes, including MUC3A, MUC4, MUC5B, MUC16, and MUC17 were consistently upregulated across the four types of tissues (Figure 5A). LPCAT1, is another commonly upregulated gene between the four types of tissues, and it a regulator of inflammatory lipids synthesis (e.g. platelet-activating factor and lysophosphatidylcholine) (48).

Analysis of significantly and uniquely upregulated genes in each of the tissues in response to SARS-CoV-2 infection (Figure 5) showed that 55 genes were uniquely upregulated in lung tissue which included multiple important immune response regulators (e.g. DCLRE1C, CHI3L1, and PARP14) as well as cytokine receptors (e.g. CCR1, CCR2, and IL1RL1) (Figures 5C, D). Chitinase 3-like-1 (CHI3L1), was shown to play an important role in antipathogen innate and adaptive immune response in addition to apoptosis and tissue remodeling (49). poly-ADP-ribose polymerase (PARP14) similarly plays a central role in the activation and regulation of anti-viral interferon-based immune response (50).

23 immune response genes were significantly and uniquely upregulated in liver tissue which included some cytokines (e.g. TNFRSF4 and CXCL16) and anti-inflammatory proteins and immune checkpoints (e.g. APOA4) (Figures 5C, D); which could potentially indicate the activation of a negative feedback loop to regulate the aberrant expression of cytokines and immune mediators (51).

101 genes were significantly uniquely upregulated in kidney tissue which included some cytokines and cytokine receptors (e.g. TGFB3, CXCR2, IL5RA, and IL36NA) as well as multiple immune response regulators including the monocyte activator S100A12 (52), the interferon production regulator H2.0-like homeobox 1 (HLX) (53), LILRA5, and ISG20 (52, 53) (Figures 5C, D). Moreover, interferon-induced protein 20 (ISG20), an antiviral protein that directly degrades viral RNA (54), was uniquely upregulated in kidney tissue. Moreover, The upregulation of adhesion regulatory molecules including the intercellular adhesion molecule 5 (ICAM5) (55) and Glia maturation factor gamma (GMFG; regulates T-cell chemotaxis by regulating adhesion molecular and cellular detachment) (56) in kidney supports the observed enrichment of leukocytes (especially T-cells) recruitment pathways and immune cells infiltration into tissue biopsies in response to SARS-CoV-2 infection (11).

30 genes were significantly uniquely upregulated in heart tissue which included antiviral and immune response regulators (e.g. ASS1 and PTPN1) (Figures 5C, D). ASS1 regulates cellular survival, autophagy, immune cells differentiation (57, 58). Protein tyrosine phosphatase 1B (PTPN1) is a regulator of anti-viral interferon-based innate immune response by mediating the dephosphorylation of the mediator of IRF3 activation (MITA/STING) and a facilitator of macrophage-mediated inflammation (59, 60).



Cross-Validation of Immune Response Putative Biomarkers in COVID-19 Patients’ Whole Blood Samples

Validation of some of the putative biomarkers from the discovery analysis shown to be commonly or uniquely expressed by pulmonary and extrapulmonary tissues was carried out using the RNA sequencing data from COVID-19 patients’ whole blood samples. The expression of these putative biomarkers was analyzed across different stages of disease severity, including healthy, asymptomatic, mild, and severe (subclassified into complicated, incremental complicated, hyperinflammatory complicated and critical) (17). A significant elevation in the expression of some of the proposed putative biomarkers was revealed in the blood of COVID-19 patients with severe hyperinflammatory disease presentation (Figure 6A). Some of these biomarkers include genes identified to be uniquely dysregulated in lung tissue (ABCE1, MR1, PARP14, and IFI16), liver tissue (NFASC), kidney tissue (LILRA5, S100A12, and LILRB5), and heart tissue (ASS1), in addition to genes commonly dysregulated across the pulmonary and extrapulmonary tissues (SOCS3 and TRIM56).




Figure 6 | (A) Gene expression cross-validation of identified uniquely and commonly expressed immune putative biomarkers across pulmonary and extrapulmonary tissues using RNA sequencing dataset of whole blood samples from healthy donors and asymptomatic, mild, and severe COVID-19 patients. (B) Gene expression cross-validation of commonly expressed immune putative biomarkers across pulmonary and extrapulmonary tissues using qRT-PCR analysis of blood plasma samples from 3 healthy donors as well as 6 asymptomatic COVID-19 patients, 2 severe COVID-19 patients with pulmonary findings (pulmonary findings) only, and 4 severe COVID-19 with pulmonary and extrapulmonary finding (extrapulmonary findings). * represents p-value < 0.05; ** represents p-value < 0.01; *** represents p-value < 0.001; analyzed using unpaired t-test statistical analysis.



Moreover, qRT-PCR analysis of the whole RNA extracted from the blood serum of severe COVID-19 patients with pulmonary and extrapulmonary findings, confirmed the significant elevation in the gene expression of TRIM56 and SOCS3 in response to extrapulmonary dysfunction in severe COVID-19 patients (Figure 6B).




Discussion

SARS-CoV-2 infection elicits aberrant transcriptional shifts in the expression of cytokines and immune mediators, resulting in an exacerbated systemic inflammation with detrimental consequences including multi-organ dysfunction (24). However, despite the existence of experimental evidence on SARS-CoV-2 infectivity of extrapulmonary tissues including liver, kidney, and heart tissues (4–6), the effect of the SARS-CoV-2 infection on their immune transcriptome is yet to be explored. Moreover, the contribution of these extrapulmonary tissues to the exacerbation of the cytokine storm in response to SARS-CoV-2 infection remains unclear. Therefore, in this study we aimed at investigating immune response shifts in pulmonary and extrapulmonary tissues (liver, kidney, and heart) in patients with COVID-19 using systems immunology analysis.

The results showed significant dysregulation of immune response genes in both pulmonary and extrapulmonary tissues; remarkably, the dysregulation in some extrapulmonary tissues (kidney) supersedes the dysregulation in pulmonary tissue. Moreover, this dysregulation of the immune response comprises the significant dysregulation of the innate and adaptive arms of the immune response in the upregulated and downregulated transcriptome of the four types of tissues. Although immune cells infiltration into some SARS-CoV-2 infected extrapulmonary tissues has been detected histologically (8, 10, 11), tissue-specific transcriptional shifts in immune response across different extrapulmonary tissues has not been explored before. For the first time we report that SARS-CoV-2 infection elicits immunomodulatory effects in extrapulmonary tissues in addition to pulmonary tissues (Figure 7).




Figure 7 | SARS-CoV-2 may target extrapulmonary tissues along pulmonary tissues thereby inducing transcriptional shifts in the expression of central immune regulators (examples in the blue boxes; putative biomarkers unique for each tissue). Consequently, pulmonary as well as extrapulmonary tissues may secrete cytokines and immune mediators (in blue font) resulting in the chemoattraction and activation of innate and adaptive immune cells (e.g. Neutrophils, eosinophils, monocytes, dendritic cells, T-cells and B-cells). Upon activation, the infiltrating immune cells begin to uncontrollably secrete additional cytokines and immune mediators which elicits the cytokine storm and system inflammation phenomena.



Investigations on the pathogenesis of COVID-19 revealed a massive elevation of 14 cytokines levels in patient sera reflecting the cytokine storm and systemic inflammation (24). The analysis showed that out of these 14 cytokines, IL6 was significantly upregulated in liver and kidney tissues and IL2RA was significantly upregulated in liver tissue. More extended analysis of cytokines expression revealed the upregulation of neutrophil specific chemokine, CXCL1, in lung (25); the eosinophil chemoattractant, CCL11, in heart tissue (26); Monocytes chemoattractants in lung (CXCL4, CCL8, and CX3CL1), liver, (CX3CL1), kidney (CXCL4), and heart (CXCL4, and CX3CL1) (27, 28); dendritic cell chemoattractants in lung (CCL8 and CX3CL1), liver (XCL1 and CX3CL1), kidney (XCL1), and heart (XCL1 and CX3CL1) (29–33); and T-cells and B-cells chemotactic chemokines in lung (CCL8, CXCL4 and CX3CL1), liver (CXCL16), kidney (CXCL4 and CXCL16) and heart (CXCL4 and CX3CL1) (29, 30, 32, 34). These findings suggest that the systemic cytokine storm is a product of the combined aberrant production of cytokines by pulmonary and extrapulmonary tissues.

The unique upregulation of CXCL1 in lung tissue in combination with gene set ontology analysis suggest that neutrophil-mediated inflammatory immune response is predominant in pulmonary tissue. This speculation is concordant with the clinical findings reporting the neutrophilic infiltration into patients’ pulmonary tissue in response to SARS-CoV-2 infection (61). Increased neutrophilic infiltration was proposed to contribute to the initiation of the cytokine storm, aggravation of immune response dysregulation, and potentially development of vascular thrombosis (61). Although CXCL1 was not reported to be upregulated in COVID-19 patient sera, it was highlighted as a significant element of upregulated transcriptome of SARS-CoV-2 infected normal human bronchial epithelial cells (62).

The unique upregulation of the eosinophil-specific chemoattractant, CCL11, suggests the potential activation of an eosinophil-mediated inflammatory response, which can be one of the mechanisms contributing to myocardial injury and heart failure in COVID-19 patients (63). However, as the upregulation of the eosinophilic response elements is unique to heart tissue, the lack of eosinophilic activation in lung tissues can potentially explain the lack of correlation between eosinophilic disorders (e.g. asthma) and SARS-CoV-2 as risk factors, on the contrary to other influenza virus infections (64).

Another important finding in this study is the significant enrichment of T-cell and B-cell chemoattractants in all analyzed tissues, which may explain the lymphocytic infiltrates into pulmonary and extrapulmonary tissues detected in COVID-19 patient autopsy samples (8, 10, 11). In this regards, it is plausible that the lymphopenia observed in COVID-19 patients (65) may result from increased lymphocytic recruitment to pulmonary and extrapulmonary tissues. Intriguingly, CKLF Like MARVEL Transmembrane Domain Containing 6 (CMTM6), a regulator and stabilizer of PD-L1 (66), was commonly upregulated across the four types of tissues. Through stabilizing and enhancing PD-L1 function, CMTM6 can contribute to excessive T-cell exhaustion, as observed in COVID-19 patients (67).

Histologic analysis revealed as well the infiltration of monocytes into lung, liver, kidney, and heart tissue in response to SARS-CoV-2 infection (68), which is consistent with the upregulation of monocyte chemoattractants in the four types of tissues in the transcriptome analysis. Remarkably, the consistent enrichment of transcripts implicated in immune response mediated by dendritic cells, monocytes, T-cell and B-cells suggests the activation of late stage innate immunity and adaptive immunity in both pulmonary and extrapulmonary tissues. However, the absence of significant Interferon-alpha/beta/gamma upregulation in the investigated pulmonary and extrapulmonary tissues confirms previous speculations on the shift of immune response polarization from a classic anti-viral response to a pathogenic inflammation that fails to safeguard against SARS-CoV-2 (69).

Functional clustering and pathway analysis of potential upstream regulators of the observed immune response dysregulation revealed NF-κB signaling as a potential upstream target of SARS-CoV-2 infection. NF-κB signaling was dysregulated in pulmonary and extrapulmonary tissues (liver, kidney, and heart) resulting a shift in the activation pattern of NF-κB signaling and consequent transcriptional shifts of NF-κB inducible genes including cytokines. Amongst the different elements dysregulated in the NF-κB signaling pathway across all the investigated tissues was the CBM complex (CARD-BCL10-MALT1), a molecular bridge that propagates extracellular immunomodulatory signals by regulating NF-κB signaling (70). Previous investigations on the molecular mechanisms underlying the pathogenesis of COVID-19 proposed NF-κB signaling as a potential mechanism underlying the initiation and polarization of the inflammatory response towards a pathogenic phenotype in pulmonary tissue (69). This study extended this theory to include extrapulmonary tissue as a target of SARS-CoV-2 immunomodulatory effect potentially through the dysregulation of NF-κB signaling.

Mucin family members including MUC4, MUC16, MUC20, MUC5AC, and MUC5B have been reported to be upregulated in bronchial club cells in response to SARS-CoV-2 infection (71). However, for the first time we report upregulation of multiple Mucin family members (e.g. MUC3A, MUC4, MUC5B, MUC16, and MUC17) in pulmonary and extrapulmonary tissues in response SARS-CoV-2 infection. Mucin family members, including MUC4, play important regulatory roles in proliferation, epithelial to mesenchymal transition (EMT), fibroblast to myofibroblast transition (FMT), tissue remodeling and fibrosis as observed in diseases such as idiopathic pulmonary fibrosis (IPF) and cancer (72–74).

Similarly, we report the novel finding on the significant upregulation of Heat Shock Protein 90 Alpha Family Class B Member 1 (HSP90AB1) was in the four types of pulmonary and extrapulmonary tissues. Beyond the role of HSP90AB1 in eliciting immune response and regulating viral infectivity (75), HSP90AB1 has been shown to promote tissue remodeling by stabilizing and enhancing TGF-β signaling (76). Moreover, HSP90AB1 promotes epithelial to mesenchymal transition by activating AKT and WNT signaling pathways through the WNT signaling receptor, LRP5 (77). Additionally, the infiltration of the immune effectors, including macrophages, into tissues in response to SARS-CoV-2 infection has been associated with tissue remodeling and fibrosis (68). Taken together, these results suggest that the exacerbated inflammation activates tissue remodeling genes which contributed to the observed pulmonary fibrosis and multi-organ dysfunction in COVID-19 patients.

Moreover, Lysophosphatidylcholine Acyltransferase 1 (LPCAT1), a commonly upregulated gene in SARS-CoV-2 infected pulmonary and extrapulmonary tissues, is an important regulator of the synthesis of potent inflammatory lipids such as platelet-activating factor and lysophosphatidylcholine (48). Besides its potential contribution to the modulation of the immune response and inflammation, the upregulation LPCAT1 could potentially link to the high venous and arterial thromboembolism incidence observed in severe cases of COVID-19 patients (~30.7%) (78).

The analysis further revealed potential tissue-specific immune signatures with uniquely upregulated immune response genes in each of the pulmonary and extrapulmonary tissues including DCLRE1C, CHI3L1, and PARP14 in lung; APOA4, NFASC, WIPF3, and CD34 in liver; LILRA5, ISG20, S100A12, and HLX in kidney; and ASS1 and PTPN1 in heart. The overexpression of some of these biomarkers was similarly observed in the blood serum of severe COVID-19 patients with extrapulmonary dysfunction (e.g. SOCS3 and TRIM56). The unique upregulation of these putative biomarkers offers a potential diagnostic approach to assess the inflammation of each of these extrapulmonary tissues. Since the exacerbation of the inflammation in liver, kidney and heart can potentially result in tissue dysfunction and potential organ failure, these biomarkers can be assessed for their potential to predict tissue dysfunction at early stages and therefore guide medical intervention. Therefore, further investigation on these biomarkers is required to assess their accessibility through liquid biopsies and their diagnostic and predictive potential in COVID-19 pathogenesis.

Whilst the main limitation is the lack of validation of the genes on patients’ tissue samples, nevertheless we feel that the systems immunology analysis carried out in this study have resulted in identifying unique set of genes that are linked to different tissues from severe COVID-19 patients warranting further studies to carry out the validation on different cohort of patients’ autopsies once they become available. In addition to address the validity of the results we carried out cross sample validation using a smaller number of samples (15 lung samples, 2 liver samples, 2 kidney samples and 3 heart samples) and the results were similar. For instance, the analysis revealed the unique upregulation of CXCL1 in lung, CCL11 in heart, and IL6 in liver and kidney as well as the common upregulation of mucin family genes and HSP90AB1 across the four types of tissues. Moreover, the identified unique set of genes were cross-validated using patients’ blood serum samples as well as publicly deposited RNA-seq data from COVID-19 patients whole blood samples. The cross-validation confirmed the upregulation of some of these genes in correlation with disease severity and extrapulmonary dysfunction.
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Different emerging viral infections may emerge in different regions of the world and pose a global pandemic threat with high fatality. Clarification of the immunopathogenesis of different emerging viral infections can provide a plan for the crisis management and prevention of emerging infections. This perspective article describes how an emerging viral infection evolves from microbial mutation, zoonotic and/or vector-borne transmission that progresses to a fatal infection due to overt viremia, tissue-specific cytotropic damage or/and immunopathology. We classified immunopathogenesis of common emerging viral infections into 4 categories: 1) deficient immunity with disseminated viremia (e.g., Ebola); 2) pneumocytotropism with/without later hyperinflammation (e.g., COVID-19); 3) augmented immunopathology (e.g., Hanta); and 4) antibody-dependent enhancement of infection with altered immunity (e.g., Dengue). A practical guide to early blocking of viral evasion, limiting viral load and identifying the fatal mechanism of an emerging viral infection is provided to prevent and reduce the transmission, and to do rapid diagnoses followed by the early treatment of virus neutralization for reduction of morbidity and mortality of an emerging viral infection such as COVID-19.
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Introduction

Whether an RNA virus causes an endemic, epidemic, or pandemic is determined by the interactions among microorganism, host immunity, and environment. “Death or Survival” in an emerging viral infection depends largely on host immune responses because some patients are succumbed to death but most of the patients survive from the emerging infection. It is necessary to clarify varied immunopathogenesis of different emerging viral infections to prevent infection, morbidities, and mortality. Based on literature and our experiences with different emerging viral infections including enterovirus 71 encephalitis, dengue hemorrhagic fever, severe acute respiratory syndrome coronavirus-1 (SARS-CoV-1), novel influenza A(H1N1), and SARS-CoV-2 in the past 2 decades, this perspective article describes the evasion and evolution of an emerging infection among different aspects of RNA virus, environment and host, including microbial evasion and evolution (mutation, deletion, and recombination), changes of ecosystems (season, climate, and urbanization), host susceptibility, and herd immunity. “Know thyself and thy adversary to win a hundred battles”, each emerging viral infection requires individualized strategies to prevent infection and to avoid post-infectious immunopathology and fatality. A series of stepwise practical guides to infection and immunity controls are provided to prevent evasion, morbidity, and fatality of emerging viral infections.



Evolution of an Emerging Infection on an Imbalance Between Infection and Immunity

An emerging infection is usually caused by the naive immunity of human beings encountering a novel pathogen arising from microbial mutation, vector-borne, or/and zoonotic transmission (Table 1) (1–12). Most of the common emerging infections are mediated by RNA viruses, which pose a higher rate of genetic mutation, sequence deletion, recombination, and reassortment of RNA virus codes (1, 13). As shown in Table 1, severe acute respiratory syndrome (SARS), avian flu, swine flu, and enterovirus 71 (EV71) are known to emerge from sequence mutation, deletion, recombination, and/or reassortment of RNA segments (1–6). Vector-borne diseases such as yellow fever, dengue hemorrhagic fever, and West Nile virus encephalitis are transmitted by mosquitos (Table 1) and affected by weather, global warming, and herd immunity (5–9). Zoonotic diseases such as Ebola, Lassa, and Hantavirus infections are affected by culture, movement of animals, and exploitation of forests (8–12).


Table 1 | Evolution of the outbreaks of common emerging infections.





Immune Evasion of RNA Viruses


Mutations of RNA Viruses

Many emerging infections are caused by single-stranded RNA viruses. RNA viruses pose a higher mutation rate because its RNA-dependent polymerases usually lack a 3’-exonuclease that is present in DNA-dependent polymerases to provide proofreading ability for the genome stability during replication. RNA polymerases can produce one mutation over 10,000 replications (1, 13) and DNA viruses can produce only one mutation in 106 ~ 108 replications (14). The higher mutation rates of RNA viruses pose challenges to many emerging infections in human beings. For instance, influenza viruses, which are single-stranded negative RNA viruses, frequently have a nucleotide mutation causing an antigen drift responsible for periodic seasonal flu within the same host species (15). Similarly, EV71, which is a single-stranded positive RNA virus reveals varied genomic sequences in the isolates with different phenotypes (16). In an animal model, point mutations in different regions of EV71 have been attributed to different tissue tropism and fatality (17). Human severe acute respiratory syndrome coronavirus (SARS-CoV-1) caused an epidemic in Asia in 2003. SARS-CoV-1 virus mutation was estimated to be low at 0.1 per genome, similar to common single-stranded RNA viruses (18). However, SARS-CoV-2 appears to have an average of 7.23 mutations per sample (19). Single nucleotide transitions have been recognized as the major mutation of SARS-CoV-2 worldwide (19–23). The SARS-CoV-2 variant B.1.1.7 with mutation of N501Y and P681H reported from United Kingdom showed a 61% more virulence, and the variant B.1.617 with point mutations of E484Q, L452R and P681R from India revealed a 160% higher transmission rate (Ro > 5.0) (20, 21). More importantly, the variant B.1.351 with mutations of N501Y, K417N, and E484K from South Africa tended to cause breakthrough of COVID-19 vaccines showing a significant reduction in neutralization of antibodies raised by different vaccines (22, 23), potentially contributing to re-infection after natural infection or vaccination.



Genetic Reassortment of RNA Viruses in a Cross-Species Influenza Outbreak

It is believed that the 1918 Pandemic Spanish flu that killed millions of people originated from the reassortment of cross-species virus genetic segments among avian, swine, horse, and humans (24). Flu viruses from different host animals recognize different sugar residues on respiratory and/or gastrointestinal epithelium. For instance, avian flu viruses recognize sialic acid alpha 2,3 galactose as a receptor and human flu viruses recognize sialic acid alpha 2,6 galactose as a receptor. A mutation or RNA segment reassortment of avian flu virus codes can change its hemagglutinin and recognize sialic acid alpha 2,6 galactose, thus expanding its host range to humans (25). Avian influenza uses segment reassortment of the genome to promote its cell surface binding, expand its host ranges and pose an epidemic or pandemic threat (26). These studies supported the cross-species adaptation of flu viruses through a series of reassortment events in mammals over a period of years before a pandemic outbreak (24–26), suggesting continual surveillance strategies for detection of flu viruses with cross-species genetic codes may alert to pandemics in advance.



Nucleotide Deletion or Recombination of RNA Viruses

Coronavirus, which possesses a 3’-exonulcease to maintain a relative larger RNA genome, uses recombination and deletion to expand to and adapt in human beings (27–29). The SARS-CoV-1 likely originated in civet cats and raccoon dogs, with precursor SARS-like viruses potentially circulating in live-animal markets, and later transmitted to and adapted in humans by certain nucleotide sequence deletion (30). SARS-CoV-2 is also believed to have jumped from bats to pangolins and humans via a recombination of the genome in the cell binding region of spike glycoprotein (31, 32). Similarly, MERS-CoV jumped from bats to camels and humans through a series of recombinations among coronaviruses of bats, civet cats, and camels (33). Deletion of certain nucleotides in the open reading frame 8 (ORF8) has been found in SARS-CoV-2 isolates, which potentially contribute to milder infections in humans (34). Another pattern of gene deletion involved in the emerging infection of a zoonotic disease are the vaccinia-like viruses Aracatuba and Cantagalo viruses, which have been isolated from diary workers and cattle (35). The viruses have a 99% homology to the vaccinia virus but show an 18-nucleotide deletion in the A56R hemagglutinin gene (35, 36).




Changes of Ecosystems: Season, Climate, and Urbanization

In addition to virus mutation, temperature and humidity are known to affect human-human transmission of emerging infections. Aerosol, droplet and vector-born transmissions are affected by extreme climate changes and global transportation, and zoonotic infections are affected by urbanization, moving of animals, and exploitation of forests.


Seasonal Weather Influences Aerosol Transmission

Human seasonal influenza is usually prevalent during the winter season in which lower temperature and humidity enhance droplet and aerosol transmission. Enteroviruses are prone to outbreaks during the summer season when higher humidity enhances oral-fecal route transmission. An experimental study showed that higher temperatures and humidity block droplet and aerosol routes of influenza transmission but not close contact transmission (37). In contrast to seasonal patterns of influenza and enterovirus infection, the SARS-CoV-2 pandemic widely spread to over 180 countries in both hemispheres at the same time, suggesting that this pandemic could be related to a micro-organism that is relatively insensitive to warmer temperature and/or humidity, and can survive for a longer time on fomites, such as surfaces of handles and/or handrails. The fact that mandated face-covering, and regional or national lockdowns, even in a region of SARS-CoV-2 variant with a high reproduction number, accounts for the significantly reduced number of infections in different countries, suggests aerosol transmission as the dominant route for the SARS-CoV-2 infection (21, 38).



Climate Changes and Global Transportation Enhance Vector-Borne Diseases

Warming temperatures and precipitation (humidity) may decrease aerosol transmission of influenza infections, but increase mosquito-borne diseases, such as Dengue fever (DF), Zika fever, Yellow fever, and Chikungunya infections which have emerged in Western and Eastern countries (39). Global transportation and urbanization may also enhance mosquito-transmitted emerging infections. These emerging RNA viruses are primarily transmitted by the mosquito Aedes aegypti, which originated in Africa and breeds in fresh water such as tree holes or standing water, and is now responsible for outbreaks of urban Yellow fever, dengue, and Zika fever, following the movement of larva or eggs of Ae. aegypti through slave trade from Africa to the New World (39–41). The relatively cold-hardy Ae. albopictus has moved even further north with global warming (40, 41). More than 100 countries in Africa, the Americas, the Eastern Mediterranean, South-East Asia and the Western Pacific are seriously affected by DF, with Asia representing approximately 70% of the global burden (42). Dengue fever, caused by 4 different serotypes, used to present a benign febrile illness for a century until the 1950s when a severe form of dengue called dengue hemorrhagic fever (DHF) and dengue shock syndrome (DSS) was reported in the Philippines (41). DHF/DSS spread to South America in 1981 and currently threatens countries in East Asia and South America (42). The reasons for the transition of benign DF to life-threatening DFH/DSS may be related to vector adaptation, climate change (warming and precipitation), and/or prevalence of heterotypic serotype infections (43). Like dengue, Zika virus with a mutation of NS1, transmitted by Ae. aegypti, has spread worldwide with a recent introduction from African and Asian lineages to the Americas (44). Zika virus causes intrauterine infection, especially in the first trimester, which can lead to congenital anomalies, particularly microcephaly, intrauterine growth restriction, and eye diseases (45).



Urbanization and Environmental Changes Enhance Zoonotic Infections

Transition of jungle Yellow fever to endemic and epidemic urban Yellow fever is largely due to environmental changes, particularly industrialization and urbanization which enhance contacts between humans and the virus vectors in forests, as well as contacts between humans and urban virus vectors after urbanization (46). Although an effective live attenuated vaccine is available for Yellow fever, recent outbreaks in Africa and South America, where urbanization has promoted the Yellow fever virus to circulate from a jungle cycle (jungle mosquito-nonhuman primate) into an urban cycle (human-urban mosquito, Ae. aegypti), pose a risk to an estimated 400-500 million unvaccinated people living in at-risk areas (47). West Nile virus (WNV) is transmitted between avian hosts. The virus is transmitted by Culex spp. mosquitos that are infected from feeding on birds. The virus has however, expanded its geographic range from Africa, Europe, and the Mid-East to the Americas through global commerce and ecological changes (48). West Nile virus is not transmitted by a human-to-human or human-to-mosquito transmission, but rather by bird-to-mosquito-to-human transmission in which humans are the dead-end host; most of the infections are subclinical, but some can develop into severe neurological diseases, including fatal encephalitis and meningitis, particularly in older or immunocompromised patients (49). The spread of WNV north to Canada and south to Argentina indicates the growing burden of WNV in the world (50). A similar situation also occurs in Japanese encephalitis virus (JEV) transmission. JEV is an emerging flavivirus infection, transmitted by Culex spp. mosquitos in the Asia-Pacific region (51). JEV was initially reported in Africa and is now prevalent in the Asia-pacific region. Recently, both Aedes and Culex spp. have been shown to carry JEV in Europe (52), posing a great concern over its further spread in Northern Hemisphere countries.

Moreover, increased precipitation is associated with prevalence of Hantavirus hemorrhagic fever. Hantavirus hemorrhagic fever is transmitted by secretions of rodents and does not cause human-human transmission. The virus is found in urine and body secretion of rodents in large quantities and causes infection in humans by aerosol transmission. Hantavirus infection can lead to massive vascular damage causing “hemorrhagic fever with renal syndrome” (HFRS). HFRS was initially reported in Korea in 1950s and is now prevalent in China and Europe (53–55). The other hemorrhagic fever called “hantavirus cardio-pulmonary syndrome” (HCPS) is prevalent in the New World in North and South America (56). Recently certain overlapping hemorrhagic manifestations between HFRS and HCPS are increasingly observed (55). The HFRS has a relatively low fatality rate at about 1-3%, and the HCPS has a higher fatality rate of about 15-45%, depending on different outbreaks (53–56).




Herd Immunity and Susceptibility of Host Variants


Herd Immunity

Herd immunity is another key factor that determines the endemic or epidemic spread of an emerging infection. Seasonal flu is usually involved in a community where less than 10% of the population has immunity to a mutant influenza virus. Each year, human seasonal flu emerges with a certain serotype of a mutant with antigen drift resulting in an endemic or epidemic depending on herd immunity and immunization coverage. The seasonal flu, whether endemic or epidemic, usually occurs in autumn and winter when humans live in an atmosphere with a closer social distance, and lower temperature and humidity. The flu epidemic can be limited by herd immunity and/or mass vaccination that is selected and prepared from the emergence of seasonal influenza in the previous years. This is an example of the balance between virus mutation and herd immunity (57). A seasonal flu usually has a reproduction number (Ro) about 1.2~1.3, which can be controlled by herd immunity or vaccination if coverage is over 25% of the population (1 - 1/Ro = 1 - 1/1.3 = 25%). A flu pandemic is different and is usually caused by a series of antigenic reassortments (shifts) among cross-species flu viruses, which is novel to a population without immunity and causes a potential pandemic and fatal transmission. A novel cross-species flu virus usually causes a pandemic involving about 30-50% of the population in the initial years because almost all humans are susceptible to the novel influenza virus (58). This pandemic could re-emerge after a period of several years or decades; approximately 36 years (58), depending on the evolution and adaptation of a cross-species flu virus among avian, swine, and human hosts, and on the control of school closures, vaccination, facemask use, and isolation (59, 60). Another hypothesis for pandemic re-emergence is related to introduction of a dominant flu subtype virus into a population where the kinetic balance between virus virulence and human immunity is broken. Once a novel strain of flu virus can cause human-human transmission, it usually has a Ro value around 1.8 in the first wave of the epidemic and an attack rate of 10-30%. Second and/or 3rd waves will follow until herd immunity of over 60% is reached (60). The novel strain virus eventually transforms into a dominant subtype of the influenza epidemic and affects most of the population, particularly children who become infected with the pandemic strain over several years. This will confer some level of protection to older individuals and protect them from morbidity and mortality of influenza until the next pandemic (60). In a simulation model, the Ro of a novel influenza virus transmission among human-human transmission is around 1.3~1.8 (61), and that of the SARS-CoV-2 is around 2.3 (62), respectively. To control the pandemic requires infection or immunization rates of 33% (1 – 1/1.5) and 57% (1 – 1/2.3), respectively, based on the equation, 1 - 1/Ro, to cease the pandemic (63). Although a number of SARS-CoV-2 vaccines have been shown effectiveness on controlling the outbreaks with different SARS-CoV-2 variants, certain variants cause higher virulence, higher reproduction number, and/or breakthrough of COVID-19 vaccines (20–23), potentially contributing to re-infection after natural infection or vaccination. Whether the novel SARS-CoV-2 pandemic might also cause periodic waves of epidemics remains a great concern (64).



Genetic Polymorphisms Associated With Infectivity and Immunopathology

Genetic polymorphisms of immunity genes and virus receptors also affect infectivity and fatality of an emerging infection. Polymorphisms of CCR5, CCR2, CX3CR1, and SDF1 have been shown to influence HIV susceptibility and treatment responses (65). Polymorphisms of human leukocyte antigen (HLA), MBL2, CD209, and vitamin D receptor genes were associated with development of TB in HIV patients (66). We have found that a combination of TGFβ and CTLA-4 genotypes was significantly associated with the susceptibility to DHF (67). We (68) and others (69) have shown that a promoter polymorphism of CD209, a C-type lectin, was significantly associated with DHF. Recently, we found that the L-SIGN (CD299) polymorphism at the neck region of 9-tandem repeats was associated with susceptibility to DHF and correlated to virus replication and immune response (unpublished data). Similarly, the nine-repeat of CD299 isoform was associated with increased HIV viral load and HIV sexual transmission (70). ACE2 is a receptor for SARS-CoV-1 and SARS-CoV-2 infection, but the polymorphism of ACE2 was not associated with severity of infection (71). In contrast, glycosylation of Spike antigen is critically involved in recognition and binding of coronavirus (72) and affects binding affinity of host antibodies (73). TLR7 genetic variants cause predisposition to severe COVID-19 infections (74). Genetic variants in IL6R, TLR3, and DC-SIGN genes were associated with susceptibility and/or severity of DF (75). Genetic polymorphisms of DC-SIGN, TLR3 and TNF-α genes are also risk factors for the susceptibility and disease progression of Chikungunya infection (76). Interferon-inducible transmembrane protein 3 (IFITM3) gene is associated with susceptibility to severe influenza (77), and the variant with higher TMPRSS2 expression confers a higher risk to susceptibility of human A(H7N9) influenza and severity of A(H1N1)09 influenza (78). Ran Binding Protein 2 (RANBP2) gene mutations increase the susceptibility to recurrent episodes of necrotizing encephalitis with respiratory viral infections, particularly influenza infection (79).



Culture, Occupation, and Social Events

Culture, occupation, and socioeconomic status also affect the spread of emerging infections. A patient with hemorrhagic fever and symptoms of bloody diarrhea, bleeding gums and skin, hemorrhagic eyes or urine, should be traced back to the suspected contact of Ebola virus or Marburg virus through a dead or sick animal (for Ebola virus) or a mine or cave with bat colonies (for Marburg virus) (80). Ebola and Marburg hemorrhagic fevers usually begin as an exposure to affected animals followed by human-human transmission (80). Travelers who visit the endemic area of Africa may spread the filoviruses worldwide (81). Health caregivers or people in diagnostic laboratories who come into contact with tissue fluid samples may become infected through human-human transmission of Ebola virus because the virus shedding time in tissue fluids can persist for 30 to 60 days (82). Ebola outbreaks are also related to cultural funeral ceremonies, including washing and touching the corpse and close contact during funeral ceremonies (83). Another cultural issue that influences emerging infections is wet markets in Asia. SARS coronaviruses and avian influenza viruses can be identified in live poultry markets (84), posing a need for virological and serological monitoring of viruses and hosts in live poultry markets which are still popular in Asian countries.




Classification of Immunopathogenesis of Different Emerging Infections

An emerging infection can rapidly lead to a pandemic with high fatality rates. Each individual emerging infection has its unique pattern of infectivity related to virus-host interactions underlying ligation of pathogen-associated molecular pattern (PAMP) to pattern recognition receptor (PRR) for the signaling of immune responses toward proper defense or morbidity. It is always debatable whether the high fatality of an emerging infection is related to viral virulence, immune deficiency, or immunopathology.

We studied immune responses to enterovirus 71 (EV71) (85–88), dengue (67, 68, 89–96), SARS-CoV-1 (30, 97–100), and influenza A (H1N1) 2009 infections (101–104) employing a real time simultaneous detection of viral load and immune responses (Figure 1). A TaqMan qRT-PCR was used to replace classical time-consuming plaque-forming unit assay of viral load, and cell cytometers were used to measure quantity and quality of leukocyte counts and activation. Based upon our studies and others’ studies, we have classified common immunopathogeneses of different emerging infections into 4 categories in Table 2: 1) Deficient immunity with disseminated viremia; 2) Pneumocytotropism with/without later hyperinflammation; 3) Augmented immunopathology; and 4) Antibody-dependent enhancement of infection with altered immunity.




Figure 1 | A model on simultaneous measurement of viral load and immune responses in an emerging infectious disease such as dengue fever. The study model presented is derived from our previous publication (Yeh, et al. FEMS Immunol Med Microbiol. 2006;48 (1):84-90). (A) A TaqMan qRT-PCR is used to replace classical time-consuming plaque-forming unit assay of viral load (B). The limit of detection (LOD) is 14 copies of the dengue 2 virus while cutting off the PCR cycle at 35, and the LOD is 1.4 copies of the dengue virus while cutting off the PCR cycle at 40. (C) A flow cytometric assay is used to gate different populations of leukocytes (neutrophil, monocyte and lymphocyte) for the activation assay such as ERK activation in lymphocytes as indicated.




Table 2 | Mechanisms of different emerging infections.




Deficient Immunity With Disseminated Viremia

Emerging infections that fit into this category include Ebola, Lassa fever, West Nile virus (WNV) encephalitis, and EV71 encephalitis (Table 2). A study with Ebola and Lassa viruses showed that Ebola and Lassa virus infection could compromise monocyte-derived dendritic cell function resulting in impaired adaptive immunity (105). Patients with fatal Ebola infection tended to have an impaired humoral response associated with 100% detectable viremia (106, 107). Lassa fever with fatal outcome was related to impaired T cell reaction associated with overt viremia and disseminated vascular insults (108, 109). For WNV encephalitis, the virus tended to infect immunocompromised hosts, especially those with B cell defect, causing higher mortality (110).

Our study on the immunopathogenesis of EV71 encephalitis also demonstrated that younger children with impaired T cell activation of CD40L were associated with EV71 infection complicated by encephalitis (85). Patients with EV71 encephalitis tended to have higher IL-8 and IL-2 levels than those without (86). Patients with encephalitis associated with neurogenic pulmonary syndrome had augmented IL-6 and TNFα levels in their blood (87). Further studies showed sialylated glycans as a receptor and inhibitor of EV71 infection to DLD-1 intestinal cells (88). The blood viral load in EV71 encephalitis patients was significantly higher than in those without encephalitis (Figure 2A). In contrast, the blood viral load in patients with dengue hemorrhagic fever (DHF) was not significantly different from patients with dengue fever (Figure 2B). Taken together, the severity of Ebola, Lassa fever, West Nile encephalitis and EV71 encephalitis is correlated to immune deficiency with disseminated viremia. Detection of definite impaired immunity and/or viremia in these infections alerts to the seriousness and calls for emergent medical assistance.




Figure 2 | Different patterns of viral load in EV71 and dengue infections. (A) The blood viral loads in EV71 encephalitis patients were significantly higher than those with no encephalitis (data derived from 12 pairs of case-control samples). Based on the unit of one milliliter blood (ml), the limit of detection (LOD) is 9 copies/ml in patients with EV71. In contrast, (B) the blood viral loads in patients with dengue hemorrhagic fever (DHF) were not significantly different from those in dengue fever (DF). The LOD is 3 copies/ml in patients with dengue infection (the representative graph is derived from the publication (Chen, et al. FEMS Immunol Med Microbiol. 2005;44 (1):43-50).





Pneumocytotropism With/Without Later Hyperinflammation

Emerging infections fit into this category include SARS-CoV-1, SARS-CoV-2, and swine influenza A(H1N1)2009 which bind and fuse into the cells of respiratory tract and cause proinflammatory reaction in the lungs, called pneumocytotropism (Table 2). SARS-CoV-1 and SARS-CoV-2 are believed to infect the human respiratory tract by binding to angiotensin-converting enzyme 2 (ACE2) (111), and influenza A virus recognizes sialic acid alpha 2,6 galactose on respiratory epithelial cells as a receptor (23). The viruses enter the lung epithelial cells and induce innate immunity with production of interferons which limit viral replication before adaptive immunity. In different virus-host interactions, the virulent antigen(s) of the viruses (112), or host genetic variants (74–78), could impair the innate immune response and cause proinflammation or immunosuppression, followed by altered hyperinflammation with skewed Th17 reaction (113, 114). The viral RNA of SARS-CoV-1 and SARS-CoV-2 cannot only be detected in respiratory secretions but also in urine, feces, tears, and blood (115, 116). Virus shedding is not apparent during the incubation period in SARS-CoV-1 but can persist for 15-20 days after illness onset (115). However, virus shedding of SARS-CoV-2 virus is found in nasopharyngeal swabs before symptom onset and can persist for at least 3 weeks (116). The RNA virus was found in blood and urine of SARS-CoV-2 patients, but the urine or blood samples never yielded the virus from culture (116). In SARS-CoV-2 infections, the predominant pattern of lung lesions in autopsy is ARDS, similar to the findings in other two coronavirus, SARS-CoV-1 and MERS-CoV, showing capillary congestion, hyaline membrane, interstitial edema, pneumocyte hyperplasia and platelet-fibrin thrombi, associated with infiltration of macrophages in alveolar lumens, and lymphocytes (117, 118). Electron microscopy revealed viral particles in cytoplasmic vacuoles of pneumocytes. Pathogenesis of the deaths in cardiopulmonary events of COVID-19 patients are not due to pneumonia with ARDS at all, but some sort of thrombosis or disseminated intravascular coagulopathy (DIC) which occurred before death (119). Patients with severe COVID-19 have a hyperinflammation with higher plasma IL-2, IL-7, IL-10, G-SCF, IP-10, MCP-1, MIP1A, and TNFα levels, particularly in elders showing “inflamed-aging” (120). Elders with SARS-CoV-1 or SARS-CoV-2 infections had a higher mortality in an age-dependent correlation, and in an association with co-morbidities (121–123).

We found that one-third of SARS patients had detectable blood SARS-CoV-1 RNA, although the viremia was unlikely related to the outcome of the disease (97). Patients with SARS-CoV-1 infection had a significant higher IL-8 level associated with augmented phosphorylated p38 expression of CD14 cells and depressed phosphorylated p38 expression of CD8 T cells in early stage (<7 days) but higher IL-2 levels in late stage (>7 days) (97, 98). One of the 15 SARS patients studied had a late exacerbation of ARDS with a surge of p-ERK expression of CD8 T cells requiring steroid pulse therapy, which reversed the hyperactivation of p-ERK expression after the steroid pulse therapy (Figure 3). An exposure history and an early progression of chest X-rays in SARS-CoV-1 patients was associated with poor outcomes (99). SARS patients tended to have lymphopenia and thrombocytopenia which was caused by cell apoptosis associated with higher sFasL levels, and vascular sequestration associated with increased sVCAM-1 levels (100). Taken together, these results suggest uncontrolled regional pneumocytotropic lung damage, but not viremia responsible for the poor outcome of SARS-CoV-1. Some SARS-CoV-1 patients revealed a secondary exacerbation between the second and third weeks of infection in which CD8 T cell activation with higher IL-2 production was found (Figure 3).




Figure 3 | A kinetic tracing of chest X-rays, intracellular p-ERK and plasma IL-2 levels in a patient with late exacerbation of SARS-CoV-1 before and after methylprednisolone pulse treatment (MP pulse Rx). An early phase X-rays film in a SARS patient (A), who developed late phase exacerbation (B) showing a high intracellular p-ERK level of CD8 T cells (flow cytometric analysis of intracellular phosphorylated ERK levels) in exacerbation, and dramatically decreased after a 3-day course of methylprednisolone (MP; 1 gm/day) pulse Rx, associated with a decrease in plasma IL-2 level after the MP pulse Rx. (Data presented are derived from Li & Yang, et al. J Immunol. 2004;172 (12):7841-7).



In the swine influenza A (H1N1) 2009 outbreak, we found different clinical features between children and adults (101–103), and the younger children had a longer viral shedding time (102), and characteristic early lymphopenia and lower C-reactive protein levels (103). The influenza A (H1N1)2009 infection was associated with depressed NK cell function (Figures 4A, B). In other words, a higher initial viral uptake and/or suppressed immunity determines whether there is overwhelming regional lung damage and complication or not.




Figure 4 | Immune alteration of influenza A (H1N1) 2009 and dengue infection. (A) Depressed NK cell activity in influenza A (H1N1) 2009 infection. Employing K562 cells labeled with CFDA dye, the cell cytotoxicity was detected by propidium iodide (PI). (B) The NK cell cytotoxic activities in patients with influenza A (H1N1) 2009 infection were significantly depressed either in effector-target (ET) ratio at 20:1 or 40:1 in comparison to those in patients with other febrile illness (OFI). (C) A significant association of IL-10 levels among dengue infections with mild or severe DHF. In a dengue outbreak, a cohort of patients with dengue fever, and dengue hemorrhagic fever mild or severe showed a significant higher level of IL-10 toward severe DHF (data derived from Chen RF, Yang KD, et al. Trans R Soc Trop Med Hyg. 2007;101 (11):1106-13).





Augmented Immunopathology

Certain viruses do not cause systemic virus dissemination in the blood, but cause a systemic immune response with cytokine storm, or indirectly assault vessels by augmented immune reactions resulting in hemorrhage or vascular leakage (124–126). Emerging infections fit into this category, including Avian flu and Hanta viruses (Table 2). Patients with fatal H5N1 infections had a cytokine storm with low peripheral blood T-lymphocyte counts, associated with pharyngeal viral loads (127). Patients with fatal Hantavirus fever renal syndrome (HFRS) or Hanta cardiopulmonary syndrome (HCPS) had varied cytokine storms without viremia (128). Currently, H5N1 avian flu virus infects humans via the bird-to-human transmission and likely by the oral-fecal route, but not via aerosol transmission (129). However, avian H5H1 flu virus RNA was detected by RT-PCR in the lungs, intestines, and spleen. Active viral replication was limited to the lungs and intestine. This is compatible with clinical symptoms of pneumonia and diarrhea associated with altered immunity with circulating thrombocytopenia, cytokine storm and hemophagocytic syndrome (130). This suggests that regional unlimited viral replication due to depressed immunity, which is associated with uncontrolled proinflammatory cytokine production, is involved in the immunopathogenesis. An appropriate treatment may require not only an anti-viral agent (e.g. Tamiflu for avian flu within 3 days), but also immunomodulation of cytokine storm (e.g. anti-IL6 for COVID-19) as early as possible.

Hantavirus infects humans exposed to secretions of reservoir hosts (e.g., rats), resulting in a dead-end infection in humans with a long incubation period between 2-4 weeks. The hantavirus replicates in endothelial cells without cytopathic effect (CPE) but induces vascular leakage by a mechanism related to anti-viral mediators of endothelial cells, or cell immunity directed against infected cells by different cytokine storms in blood and affected tissues (56, 131). Infections occurring in the lungs are called HCPS (55, 56), and those occurring in the kidneys are called HFRS (53, 54). Hantaviruses infect endothelial cells via the β3 integrins which induce hyperresponsive to the permeability of endothelial cells by VEGF (131).



Antibody-Dependent Enhancement of Infection With Altered Immunity

The human immune system can discriminate non-self-microbes and raise a memory immune reaction after the infection. The memory immune response produces neutralizing antibodies for immuno-surveillance of the same microbes and/or cross-reactive protection of similar microbial infections. Unfortunately, certain emerging infections that raises antibodies may cause cross-enhancement of infections as seen in dengue fever and Ross River viral infections (Table 2). Patients with secondary dengue fever are more susceptible to complications of DHF and dengue shock syndrome (DSS) (132–134). The antibodies raised in primary dengue infection can circulate in the blood for years or even decades, providing protection from the same serotype of dengue infection, but cause cross-enhancement of secondary heterotypic dengue infections, in which subneutralizing antibodies enhance heterotypic dengue virus infection (89–92), and alter immune response shifting type 1 T helper (Th1) response to Th2 response with dominant IL-10 in patients with DHF (89, 92, 94). The first implication for DHF was the observation that over 85% of children with DHF had high dengue heterotypic cross-reactive antibody titers in a Bangkok outbreak of DHF (43, 132), suggesting an antibody-dependent enhancement (ADE) of dengue infection in the pathogenesis. This hinders dengue vaccine development because of antibody-dependent enhancement (ADE) of dengue infections due to vaccine-induced heterotypic antibodies. In contrast to the DHF, which more frequently occurs to children in East Asia, our studies found that elders with comorbidities are more susceptible to DHF (90, 91, 95), and patients carrying certain genotypes were significantly associated with DHF (67, 75). We also found that previous subclinical dengue infections are more frequently associated with DHF (92, 94, 96), and elders with comorbidity or concurrent bacteremia have a higher mortality (91, 95). To explore the biomarker for early detection of DHF, we found that blood IL-10 levels were significantly associated with severity of DHF (Figure 4C). In addition to the ADE of dengue infections (43, 89, 92), another example of ADE was demonstrated in Ross River viral infections with polyarthritis, in which the presence of antibody enhances viral infection by macrophages (135). Like ADE of dengue, antibodies of COVID-19 infections have been proposed to induce augmented immune response by Fcγ-receptor mediated enhancement (136).




Strategies to Prevent Fatality Based on Mechanistic Signatures of Immunopathogenesis

Mechanisms of the fatality in various emerging infections are different so that protection from fatality of each emerging infection requires an advanced deployment on early detection of the fatal pathogenesis among viral dissemination, immune deficiency, and immunopathology to develop a proper strategy to prevent or decrease fatality. For those with disseminated viremia, anti-viral agents such as interferons, inhibition of RNA replication with drugs such as remdesivir or favipiravir, and/or agents that block viral shedding, such as silmitasertib can be applied (137–139). Those with immune deficiency or with high viral load require earlier supplementation of hyperimmune immunoglobulins, neutralizing MoAbs, or convalescent plasma from convalescent patients (140–142). Those with immunopathology such as cytokine storm require administration of cytokine antagonist, inhibition of complement cascade, or adsorption of circulating cytokines (143–145). Those with infection-associated hemophagocytosis, also called secondary hemophagocytic lymphohistiocytosis or macrophage activation syndrome, require administration of IVIG, cyclosporin-A, corticosteroids, and/or anti-cytokine therapy (146, 147). As shown in Table 3, we have summarized how to differentiate fatal mechanisms and early signature markers for crisis management of early recognition and prevention, based on pathogenic mechanisms of overt viremia, tissue-specific organ failure, cytokine storm, and iatrogenic insults.


Table 3 | Early recognition of fatal mechanism for prevention of fatality.




Early Detection of Viremia for Reducing Viral Spread and Fatality

An emerging infection that causes impaired or delayed cell immunity or production of neutralizing antibodies can raise systemic viremia or immunopathology that causes a high fatality with hemorrhagic fever (coagulopathy), respiratory failure, and/or encephalitis. Patients with fatal Ebola infection tend to have 100% detectable viremia (106, 107). The early recognition of infection, viremia or antigenemia could promote not only an early administration of neutralizing antibodies (MoAbs or convalescent plasma) for reducing viral load and fatality, but also a timely interruption of the transmission of the emerging infection (Table 3.1). For instance, a rapid diagnostic test (RDT) for the Lassa viral antigen by a point of care test of immunochromatography can alert for systemic viremia (148). Detection of an early systemic viral load of Lassa fever in blood will raise the warning sign for early intervention (149) with administration of ribavirin (anti-viral agent), and/or convalescent plasma. These early interventions were shown to significantly reduced fatality (150, 151). Our study on the immunopathogenesis of enterovirus 71 encephalitis also demonstrates that younger children with impaired T cell reaction are associated with delayed CD40L expression and viremia (85, 86). In a simulation for Ebola containment based on a Ro value of 2.0, it is estimated that a rapid blood test reduces the attack rate from 80% to nearly zero, and the average diagnostic time from 5 days to 1 day in 60% of Ebola virus-infected patients (152). More importantly, in an Ebola outbreak, the early diagnosis would also promote the efficacy of ring vaccination by rVSV-ZEBOV which provided 100% vaccine efficacy (0/4539 vs. 39/4557 cases) in the immediate vaccinees after known exposure compared to the delayed group vaccinated 21 days after exposure (153). Administration of MoAbs or convalescent plasma in early stage of infection has also been shown effectiveness on the limitation of disease progression in Ebola (140), SARS-CoV-1 (141), MERS-CoV (142), and SARS-CoV-2 (154).



Rapid Diagnosis for Preventing Cytotropic Organ Failure

Rapid diagnoses of emerging viral infections using point of care tests (POCT) for detection of specific antigen or nucleotide are made available in recent years, particularly during the COVID-19 pandemic (155). The paper-based POCT can be done in 15 minutes by detecting antigen-antibody reaction in secretion of upper respiratory tract or blood (155). The early detection within 3 days may be followed by early treatment of neutralizing antibodies to reduce viral load of the lung and reduce complication (140, 154). Some emerging infections can cause tissue-specific cytotropism; for instance, SARS-CoV-2 and Avian influenza virus can cause respiratory distress syndrome and Hanta virus can cause renal failure. The emergence of Avian flu and Hantavirus syndrome did not cause systemic viral dissemination, but assaulted vascular endothelium by augmented immune reactions, resulting in hemorrhage, pulmonary edema, or renal failure (125, 126). As shown in Table 3.3, kinetic monitoring of lung and kidney functions is mandatory to prevent Hantavirus-induced organ failure. This can be accomplished through ventilation support, continuous renal replacement therapy (CRRT), and/or extracorporeal membrane oxygenation (ECMO) support (156). In addition, Icatibant which blocks the binding of bradykinin has been used to treat hantavirus infection with complement activation and coagulopathy (157). For patients with a fulminant or a treatment resistant course, strategies to identify host genetic variants that compromise defense, or to identify viral virulent factors that induce immunosuppression are required. For instance, a respiratory tract infection with repeated influenza infections or fulminant (necrotizing) encephalitis should be screened for genetic mutations at Ran Binding Protein 2 (RANBP2) (79) or interferon-inducible transmembrane protein 3 (IFITM3) (77), respectively, and anti-virus treatment (e.g. Tamiflu) should be initiated as early as possible.



Targeting Cytokine Storm by Immunotherapies

Certain emerging infections can cause altered immunity which results in the release of untoward cytokines causing cytokine storm of immunopathology. Because organ failure is related to inflammatory insults, anti-inflammatory regimens are necessary (Table 3.3). The cytokine storms in different emerging infections are frequently associated with augmented levels of IL-6, IL-1β, IL-8, TNFα, and/or IP-10 (87, 89, 92, 97, 120, 158). Anti-IL6R and/or anti-IL1 antibodies are indicated in the treatment of cytokine storm of COVID-19 (159). Moreover, the cytokine profiles induced by coronavirus infections are related to T helper cell type 17 (Th17) reactions (97, 114, 120, 158, 159), to which immunoregulatory therapies have been proposed (113, 160). For cases complicated by abnormal complement cascade and coagulopathy (higher D-dimer and lower platelets), a combined therapy with anti-C5a antibody and Jak1 inhibitor may be needed (161). In addition, some patients may require utilization of heparin, ECMO and/or CRRT treatment (162). Avian flu with cytokine storm might be associated with augmented immune responses such as hemophagocytosis showing anemia, thrombocytopenia, hyperferritinemia, hypertriglyceridemia, and adult type respiratory distress syndrome (ARDS) without detectable viremia, which may require a combination of IVIG with steroids, and cyclosporin A or etoposide (163, 164).



Prevention of Superimposed and Iatrogenic Morbidity

An emerging infection can cause high fatality when conditions such as sepsis and complications due to comorbidities or malpractices are superimposed (Table 3.4). Strategies to alert to these superimposed conditions will promote integrated therapies including anti-virus, anti-bacteria, anti-inflammation, and ventilation or renal support. Many patients with an emerging infection die of sepsis because of virus-induced immunosuppression (95, 165). In these cases mass spectrometry fingerprinting of blood culture is necessary to early detect bacteremia, identify antibiotic resistance, and prevent sepsis. New drugs or crisis management may result in novel toxicity or unexpected drug interactions in patients with comorbidities. Certain emerging infections, particularly those prone to nosocomial infections such as Ebola and SARS, can impact not only the general population but also health care providers and medical institutions. Containment of nosocomial and emerging infections in health care centers and long-term care facilities where elders are frequently bedridden with multiple comorbidities is especially important, since co-morbid patients are usually super-spreaders and succumb to higher morbidity and mortality, requiring early RDTs and reduction in viral load by MoAbs or convalescent plasma. Overtreatment or undertreatment of an emerging infection may cause iatrogenic morbidity and mortality. For instance, early mechanical ventilation or late use of neutralizing antibodies may increase morbidity and mortality. Shortage of medical resources or shortages of health providers could also increase potential complications. Continuing education with advanced deployment and use of computer simulation can be used to reduce iatrogenic side effects.




Summary

Because each individual emerging infection has its own evolutionary trait, transmission route, and immunopathogenesis, each emerging infection requires individualized strategies to prevent infection, morbidity and mortality. However, “stones from other hills may serve to polish the jade of this one,” advance deployment may be made for mitigating a pandemic and reducing fatality. A stepwise guideline for infection and immunity controls to prevent an emerging infection may be possible (166). As shown in Figure 5, there are 5 check points of infection controls to prevent infection, morbidity and fatality:




Figure 5 | A stepwise practical guide to do infection controls and immunity controls. As specified, (A) Infection controls can be made by a 5-step program, and (B) Immunity controls can be approached by another 5-step program.



(1) Monitoring for mutant viruses, vectors & zoonosis. The best way to prevent pandemics and fatalities due to an emerging infection is to monitor potential emerging microbials in mutations, vectors, and zoonosis before and during pandemics (1–13, 27–30, 84). In this era of a global village and changes of ecosystems, early prediction, recognition, and elimination of an emerging infection is not guaranteed. Preparedness of mass vaccination, convalescent plasma and specific anti-virus agents is also important.

(2) Platforms for development of vaccines. A couple of new platforms for rapid development of vaccines by avirulent virus vectors with DNA, mRNA vaccine and recombinant protein technologies that are safe and efficacious have been made possible (167–170). For instance, the fast pipelines of vaccines for an emerging infection such as COVID-19 were made available within one year (169, 170).

(3) Blockade of viral transmission. Before a vaccine is available for an emerging infection, it is important to encourage wearing of facemasks, keeping social distance and doing surface disinfection. These measures may not only have an effect on blocking transmission of the emerging infection, but may also have collateral benefits by decreasing other upper respiratory tract infections (171, 172).

(4) Inhibition of viral replication. The inhibition of viral replication could be made by antiviral agents directed against virus-cell fusion, virus and host proteases, and RNA synthetase (137–139).

(5) Inhibition of viral shedding. In SARS-CoV-2 infections activations of casein kinases (CK2) and protein kinases (MAPK) have been demonstrated (137). Inhibitors of CK2 and protein kinases which have demonstrated safety data in human trials have been proposed to re-purposing of the FDA-approved kinases inhibitors for the treatment of COVID-19 (137, 173, 174). A combination of anti-viral replication and shedding may provide a synergistic effect on mitigation of viral transmission

There are 5 other check points for immunity controls of an emerging infection:

(1) Host genetic susceptibility and herd immunity. In different emerging infections mortality ranges from 1% to 60%. Many humans survive because of host immunity and herd immunity. For patients who experience a fulminant disease course or treatment resistance, it is necessary to survey for host genetic susceptibility. For instances, deletion or mutation of TLR7 has been attributed to severity of COVID-19 in young adults (74), in which protection or early administration of MoAbs (REGN-CoV-2) may limit morbidity and mortality. Similarly, Ran Binding Protein 2 (RANBP2) mutation has been associated with fulminant necrotizing encephalitis of influenza (79), in which early prophylactic use of Tamiflu may prevent complication and fatality.

(2) Rapid diagnosis and interrupting viral spread. Rapid diagnostic tests have made early detection and interruption of disease progression and viral transmission possible (148, 149, 152, 153, 155). In an Ebola outbreak, an RDT made a ring vaccination possible that provided 100% vaccine efficacy in the immediate vaccinees (152, 153). Early administration of MoAbs or convalescent plasma has also shown effectiveness on the limitation of disease progression in Ebola (140), SARS-CoV-1 (141), MERS-CoV (142), and SARS-CoV-2 (154, 175–177). It is also postulated that a combination of neutralizing MoAbs and anti-virus agent may induce a synergistic effect (178). The early diagnosis followed by early treatment with MoAbs or convalescent plasma in 72 hours has been shown to reduce viral load, hospitalization and disease progression of COVID-19 (175–177).

(3) Targeting cytokine storm by immunoregulation. Different emerging infections may induce variant types of cytokine storm (87, 92, 97, 120, 158) to which immunotherapies with anti-cytokine and/or immune regulatory therapies have been proposed to rescue the patients with cytokine storm (114, 159–161). It is, however, postulated that aiming at a single target of one cytokine action may be ineffective, and sequential targeting may be required for eliminating the cytokine storm (178). A combined regimen with circulating supports by ECMO and eliminating cytokines by CRRT (156, 157, 162) may be beneficial.

(4) Targeting intracellular signal pathways. Hyperactivation of MAPK pathway and CK2 (casein kinase 2)-phosphorylation have been associated with SARS-CoV-1 and SARS-CoV-2 infections (97, 137), and inhibition of p38 activation or CK2 activation has been shown to decrease viral replication and cytokine induction (137, 174).

(5) Homeostasis of host milieu. The abnormal virus-host interactions for fulminant inflammation on emerging infections may not only depend on viral mutation and host genetic variants, but also host milieu: interior environment, such as imbalances of vitamins and microbiota, and external environment, such as temperature, humidity and protection equipment. For instance, maintenance of host interior homeostasis on vitamins (e.g. vitamin D, retinoids, vitamin K2) and metabolites of microbiota, which provide anti-virus properties and/or better Treg responses for anti-inflammatory reactions (179–184), may regulate immunity and reduce mortality of an emerging infection.
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Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) has been continuously mutating since its first emergence in early 2020. These alterations have led this virus to gain significant difference in infectivity, pathogenicity, and host immune evasion. We previously found that the open-reading frame 8 (ORF8) of SARS-CoV-2 can inhibit interferon production by decreasing the nuclear translocation of interferon regulatory factor 3 (IRF3). Since several mutations in ORF8 have been observed, therefore, in the present study, we adapted structural and biophysical analysis approaches to explore the impact of various mutations of ORF8, such as S24L, L84S, V62L, and W45L, the recently circulating mutant in Pakistan, on its ability to bind IRF3 and to evade the host immune system. We found that mutations in ORF8 could affect the binding efficiency with IRF3 based on molecular docking analysis, which was further supported by molecular dynamics simulations. Among all the reported mutations, W45L was found to bind most stringently to IRF3. Our analysis revealed that mutations in ORF8 may help the virus evade the immune system by changing its binding affinity with IRF3.
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INTRODUCTION

Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) causes the current pandemic of coronavirus disease 2019 (COVID-19) and is phylogenetically related to SARS-CoV, the cause of 2002–2003 severe acute respiratory syndrome and other bat-related SARS-CoVs (Ceraolo and Giorgi, 2020). It consists of 12 open-reading frames (ORFs), which encode 4 structural and 22 non-structural proteins (Wang M. Y. et al., 2020). The structural proteins are nucleocapsid (N), membrane (M), envelop (E), and spike (S). The non-structural proteins (nsp) contain 1–16 nsp and are encoded by ORF1ab and six accessory proteins, i.e., ORF3a, ORF6, ORF7a, ORF7b, ORF8, and ORF9 (Wu et al., 2021).

In general, viral infection is hindered by the activation of the type 1 interferon (IFN) pathway. The viral pathogen-associated molecular patterns are recognized by the host pattern recognition receptors. As a result, interferon regulatory factor 3 (IRF3) is activated (Chen et al., 2014). IRF3 resides in the cytoplasm in inactive form. However, when it is activated by pathogen infection, IRF3 is phosphorylated and translocates to the nucleus (Sharma et al., 2003), where it binds to the conserved sequences known as IFN stimulated response elements to induce the transcription of type I IFN genes (Kawai and Akira, 2007). Finally, interferon-stimulated genes are activated, which are important in controlling early infections (Ivashkiv and Donlin, 2014).

Viruses, including coronaviruses, have developed strategies to suppress IFN production by targeting different aspects of IFN signaling for successful infection (Lim et al., 2016). Viral proteins help coronaviruses to suppress the host innate immune system by binding to IRF3, which, in turn, inhibits the production of IFNß (Wathelet et al., 2007; Huang et al., 2011; Zhong et al., 2012; Liu et al., 2014; Lim et al., 2016). Moreover, viruses especially RNA viruses, including SARS-CoV and SARS-CoV-2, undergo rapid mutations, which benefit virus dissemination and infection (Lu et al., 2020).

Among all accessory proteins of SARS-CoV-2, ORF8 shows intriguing characteristics and is more prone to mutating. This protein has 366 nucleotides and 121 amino acids (Pereira, 2020). Recently, several studies showed that ORF8 could downregulate the major histocompatibility complex class I (MHC-I; Zhang et al., 2021) and the type I IFN signaling pathway to evade the host immune system by decreasing the nuclear translocation of IRF3 (Li et al., 2020; Rashid et al., 2021; Flower et al., 2021). Several mutations in SARS-CoV-2 ORF8 protein have been identified, i.e., ORF8 L (Leucine) and ORF8 S (Serine) at amino acid 84 (Ceraolo and Giorgi, 2020; Tang et al., 2020); ORF8 V (Valine) and ORF8 L at amino acid 62; and ORF8 S and ORF8 L at amino acid 24 (Laha et al., 2020). Moreover, it has been found that V62L mutation was accompanied with L84S mutation (Laha et al., 2020). Recently, another ORF8 mutation was also identified, i.e., ORF8 W (Tryptophan) and ORF8 L at amino acid 45, and is currently circulating in the virus isolates (“Indian variant”) in Pakistan (The Genbank accession number MW447642.1).

Since ORF8 protein affects several host cellular processes and has evolved strategies that help it to evade the host immune system (Rashid et al., 2021), therefore, it was important to investigate whether a wild type (WT) or the different mutations in ORF8 could affect the interaction with IRF3 and antagonize IFNß. In the current study, we adapted comparative binding and biophysical approaches to assess the role of patient-derived ORF8 mutations in host immune evasion through its binding with IRF3. We found that mutations in ORF8, in particular W45L, increase the binding with IRF3, suggesting the important role of SARS-CoV-2 ORF8 in regulating innate immune response upon virus infection.



MATERIALS AND METHODS


Data Retrieval and Variants Modeling

The crystal structure of ORF8 (PDB ID: 7JTL) was retrieved from UniProt (Magrane and UniProt Consortium, 2011). The Chimera software (Goddard et al., 2005) was used to simulate the structural model of SARS-CoV-2 ORF8 WT with other mutants (S24L, W45L, V62L, and L84S) based on the structure of ORF8 WT. The crystal structure of IRF3 was retrieved from UniProt (Magrane and UniProt Consortium, 2011).



Protein–Protein Docking

A high ambiguity-driven protein–protein docking (HADDOCK) algorithm was used for protein–protein (ORF8 WT/mutants-IRF3) docking to check the binding efficiency of the ORF8 protein with the human IRF3 protein. The Guru Interface was used to visualize the docking interface, i.e., about 500 features for protein–protein, protein–DNA, and protein–RNA docking. The Guru interface is the best interface operated by the HADDOCK server (Xue et al., 2016).



Molecular Dynamics Simulation

Amber20 was used to perform the dynamic behavior analysis of ORF8 WT and ORF8 with mutations of S24L, W45L, V62L, and L84S through MD simulation (Salomon-Ferrer et al., 2013) that uses FF14SB force field. We used the TIP3P water box to perform the system solvation, and the counter ions were added to neutralize the system (Price and Brooks, 2004). For bad clashes removal in the system, an energy minimization protocol was used. The steepest descent algorithm was used for 6,000 cycles (Meza, 2010), and the conjugate gradient algorithms were used for 3,000 cycles (Watowich et al., 1988). The system was equilibrated at 1 atm constant pressure with weak restraint after 300 K heating. Afterward, the molecular dynamics simulation was run for 100 ns. The particle mesh Ewald algorithm (Salomon-Ferrer et al., 2013) was used to treat the long-range electrostatics integrations with a 10.0 Å cutoff distance. However, to treat covalent bonds, the SHAKE algorithm was used (Krautler et al., 2001). The CUDA and trajectories were analyzed by the Amber20 CPPTRAJ package, while the molecular dynamics simulations were carried out on PMEMD (Roe and Cheatham, 2013).



Binding Free Energy Calculations

The MMGBSA approach was used to analyze the actual binding energy of ORF8 WT and ORF8 mutants with IRF3. The MMGBSA is the most suitable approach used by different studies for estimating various binding complexes, such as protein–protein, protein–DNA, and protein–RNA (Khan et al., 2018, 2019, 2021; Ali et al., 2019). The total free energy, GB, SA, electrostatic, and vdW of the ORF8 WT and ORF8 mutants were calculated by using the script MMGBSA.py (Hou et al., 2011).

The following equation was used for free energy calculations:
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Each component of the total free energy was estimated by the following equation:
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In the above equation, Gbond stands for bond, Gele for electrostatic, and GvdW for van der Waals interactions. Gpol is the polar solvated free energy, while Gnpol is the non-polar solvated free energy. Generalized born (GB) implicit solvent method with the solvent-accessible surface area SASA term was used to calculate Gpol and Gnpol.



RESULTS


ORF8 Mutant Modeling and Superimposition on ORF8 WT

To investigate whether ORF8 WT or ORF8 mutants could affect their interaction with IRF3, we generated S24L, W45L, V62L, L84S, and V62L-L84S double mutants by using Chimera (Figures 1A–F). The generated mutants were superimposed on the ORF8 WT protein, and the RMSD values were recorded (Figure 1G). The ORF8 WT sequence used in this study has an accession number of MN908947.3. For each superimposed structure, the RMSD differences were substantial with more than 1.0 Å. The mutations in ORF8 altered the protein conformations and the secondary structural elements. Hence, it is essential to understand how these changes may affect the binding of ORF8 and IRF3. Herein, structural approaches, i.e., protein–protein docking and biophysical simulations, were used to precisely estimate the impact of these variations.
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FIGURE 1. ORF8 mutants modeling and the superimposition of ORF8 WT with ORF8 mutants. (A) ORF8 WT, (B) S24L, (C) W45L, (D) V62L, (E) L84S, (F) V62L, and L84S double mutant (G). Superimposed structure of ORF8 WT (green) with S24L (light magenta), W45L (cyan), V62L (yellow), L84S (orange), and V62L, L84S (dark magenta). The RMSD values of each superimposition were shown.




ORF8 WT-IRF3 and ORF8 Mutants-IRF3 Docking

Given the role of the ORF8 protein in host immune system evasion and IRF3 in regulating IFNß production, binding analysis for ORF8 WT or ORF8 mutants with IRF3 was performed. Most biological processes in the cells are regulated by the interaction of different complexes they target for further downstream effects (Ray, 2014). Structural determinants and binding energies determination of these interactions are pivotal steps toward a deeper understanding and regulations of these processes. Importantly, binding affinity, which is the key element for regulating molecular interactions, developing novel therapeutics or predicting the effect of variations on protein interfaces determines whether the complex formation occurs under specific circumstances (Smith and Sternberg, 2002). HADDOCK was used to perform the protein–protein docking of IRF3 with the ORF8 WT and ORF8 mutants including S24L, W45L, V62L, L84S, and V62L and L84S double mutants to unwind the structural mechanisms behind the higher infectivity of different variants of SARS-CoV-2.

Previous work with ORF8 WT revealed its role in IFNß antagonism (Li et al., 2020; Rashid et al., 2021). HADDOCK predicted the docking score of −293.65 kcal/mol for the IRF3–ORF8 WT complex. Interaction analysis explored through the PDB sum delineated that 38 residues form the interface, among which 21 residues were contributed by the IRF3, while 17 residues were contributed by ORF8 WT. The interaction analysis explored that both structures formed 2 hydrogen bonds and 150 non-bonded interactions. These hydrogen bonds formed by the IRF3–ORF8 WT include Gln96-Ser24 and Phe233-Lys94 (Figure 2A).
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FIGURE 2. Docking of ORF8 WT, S24L, and W45L mutant complexes. (A) Key hydrogen bonding interactions of the ORF8 WT complex with the IRF3 binding interface along with stick representation of the ORF8 WT complex with IRF3 (left). 2D interaction representing salt bridges, hydrogen, and non-bonded interactions (right). (B) Key hydrogen bonding interactions of S24L mutant with the IRF3 binding interface along with stick representation (left). 2D interactions representing salt bridges, hydrogen, and non-bonded interactions (right). (C) Key hydrogen bonding interactions of the W45L complex with the IRF3 binding interface along with stick representation of the ORF8 WT complex with IRF3 (left). 2D interaction representing salt bridges, hydrogen, and non-bonded interactions (right).


The second most frequent mutation in SARS-CoV-2 ORF8 is S24L and accounts for 94.2% of the mutant sequences recorded in the United States of America (Wang R. et al., 2020). The HADDOCK docking score for S24L (IRF3-ORF8) is −321.26 kcal/mol. The substituted residue increases the binding of ORF8 with IRF3. Three hydrogen bonds, two salt bridges and 131 non-bonded contacts were reported (Figure 2B). Gln26-Gly8, Gln26-Thr11, and Thr31-Gln1, which are key residues, formed the hydrogen bonds. Asp35-Arg25 and Asp34-Arg25 residues were involved in the formation of salt bridges. The S24L mutation was found to enhance the function of the ORF8 protein (Wang R. et al., 2020); therefore, it could be speculated that S24L will antagonize IFNß more strongly and hinder the eradication of SARS-CoV-2. However, further experiments are needed to determine whether S24L binds to IRF3 more efficiently compared to ORF8 WT and antagonize IFNß more efficiently.

The mutation W45L in ORF8 was first reported in Saudi Arabia to cause more severe disease and may affect the function of this protein (Hassan et al., 2021). Therefore, it was speculated that W45L mutation may increase its binding to IRF3. The HADDOCK docking score for W45L (IRF3-ORF8) was −351.49 kcal/mol. The molecular interaction of this complex revealed an interaction interface with two salt bridges, while six hydrogen bonds and 134 non-bonded contacts formed by the substituted residue W45L. This mutation indeed increased the binding with IRF3. The salt bridges were formed by the key residues Lys53-Glu205 and Glu19-Arg37. Among the hydrogen bonds, His28-Arg211, Lys53-Glu205, Glu19-Gln214, Glu19-Arg37, and Tyr79-His394 residues were involved (Figure 2C). The docking results indicated a strong interaction of ORF8 protein with W45L mutation, suggesting that this mutation may further increase the function of the ORF8 protein in the evasion of the host immune system.

The HADDOCK docking score for L84S (IRF3-L84S) was reported to be −301.28 kcal/mol. The molecular interaction of this complex revealed an interaction interface with three salt bridges, two hydrogen bonds, and 157 non-bonded contacts formed by L84S. This mutation increased the binding of the IRF3–mutant protein complex as compared to the ORF8 WT complex. However, there was no significant difference in the nuclear translocation of IRF3 after overexpressing ORF8 WT or ORF8 L84S in HEK-293T cells (Rashid et al., 2021). The salt bridges were formed by the key residues Glu59-Arg192, Glu92-Arg185, and Lys94-Glu17. Gly24-Ser84 and Arg192-Glu59 residues were involved in the hydrogen bond formation (Figure 3A).
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FIGURE 3. Docking V62L, L84S, and V62L and L84S double-mutant complexes. (A) Key hydrogen bonding interactions of the V62L mutant with the IRF3 binding interface along with stick representation (left). 2D interactions representing salt bridges, hydrogen, and non-bonded interactions (right). (B) Key hydrogen bonding interactions of the L84S complex with the IRF3 binding interface along with stick representation of the ORF8 WT complex with IRF3 (left). 2D interaction representing salt bridges, hydrogen, and non-bonded interactions (right). (C) Key hydrogen bonding interactions of double mutants V62L and L84S with the IRF3 binding interface along with stick representation (left). 2D interactions representing salt bridges, hydrogen, and non-bonded interactions (right).


The V62L mutation was predicted to be neutral (Hassan et al., 2021). Therefore, it was intriguing to assume that this mutation will not affect the function of ORF8. The predicted score of HADDOCK for V62L (IRF3-V62L) was −345.84 kcal/mol. The PDB sum analysis of the complex delineated that 44 residues form the interface. Among these residues, 23 were contributed by IRF3 and 21 residues by ORF8. The interaction analysis found that the two structures form two salt bridges, one hydrogen bond, and 130 non-bonded interactions. Ser339-Glu92 was responsible for forming the hydrogen bonds by IRF3-V62L-ORF8, whereas the salt bridges included Glu92-Arg338 and Glu59-Arg373 residues (Figure 3B).

It was reported that V62L mutation was accompanied with L84S mutation in ORF8 (Laha et al., 2020). Therefore, we want to investigate if a double-mutant ORF8 could increase the immune evasion capability of ORF8 by strongly binding to IRF3. The predicted score of HADDOCK for the double-mutant V62L and L84S (IRF3-V62L-L84S double mutants) complex was −325.79 kcal/mol, which was comparable to that for the ORF8 WT complex. This observation revealed that ORF8 containing the double mutations of V62L and L84S may not affect the function of the ORF8 protein. The PDB sum analysis of the complex revealed that 36 residues form the interface. Among these residues, 17 were contributed by IRF3 and 19 by ORF8. The interaction analysis indicated that the two structures formed two salt bridges, two hydrogen bonds, and 100 non-bonded interactions. The hydrogen bonds formed by the IRF3-V62L, L84S ORF8 included Arg213-Asp63 and Ser339-Glu92, while the salt-bridge included Glu92-Arg338 and Asp63-Arg213 residues (Figure 3C).



Structural Dynamic Features of ORF8 WT and Mutant Complexes

The structural dynamic characterization of the WT and mutant complexes was performed to understand the thermodynamics stability, structural compactness, and residual flexibility. We also calculated the total number of hydrogen bonds to understand the impact of these natural substitutions on the binding of ORF8 to IRF3. To estimate the stability of each complex, the root mean square deviation (RMSD) of each complex with respect to time was calculated (Figure 4A). The overall results showed that all the complexes exhibit rigid structures except the double mutant (V62L-L84S). In the case of the WT, the structure did not attain the equilibrium, and the RMSD continues to increase over the simulation time. During the 100-ns simulation, the structure faces substantial convergences, and significant deviation from the mean position was largely experienced. The average RMSD was observed to be 0.6 Å. On the other hand, the S24L mutant structure abruptly converged after reaching 10 ns, and the RMSD increased from 0.2 to 0.4 Å. Afterward, the structure did not face any convergences and remained uniform over the 100-ns simulation time. Comparatively, the S24L structure remained more stable than the WT. Similarly, the W45L complex followed a similar pattern as the WT, and the RMSD observed was about 0.6 Å; however, the system remained more stable, though the RMSD remained higher and increased continuously. No significant convergence was observed during the simulation. Similarly, the V62L also exhibits a rigid structure, and the RMSD continues to increase over time. The average RMSD remained 0.4 Å. The behavior of L84S exhibits some convergence from the mean position during the first 50 ns. The RMSD then abruptly converged and increased. The double mutant lost the rigidity, and the RMSD remained the highest. The structure also faced significant convergences at different intervals. The average RMSD remained 1.5 Å. The observed simulation pattern is an indication of rigid binding between ORF8 and IRF3. The fixed amino acid substitution facilitated the stable evolution of viral protein, while its binding affinity with the host protein is stronger.
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FIGURE 4. The RMSDs and Rgs of all complexes. (A) The RMSD of ORF8 WT was shown in black, while other mutants in different colors. RMSDs, root mean square deviations. (B) Rg(s) of ORF8 WT was shown in black, while the other mutants were given in different colors. Rg, Radius of gyration.


The radius of gyration (Rg) was calculated to evaluate the compactness of the protein structure during the simulation (Figure 4B). In the case of the WT, the structure remained open, and the Rg value continuously increased during the simulation. The average Rg value was 23.40 Å. Unlike the ORF8 WT, the mutant complexes remained more compact. The average Rg values for each mutant S24L, W45L, V62L, L84S, and V62L-L84S were 22.40, 23.20, 22.00, 23.20, and 23.40 Å, respectively. These results indicate that the mutant complexes efficiently bound the ORF8 and IRF3 to ensure the suppression of IRF3 and thus eventually lead to the immune evasion. The binding and unbinding of one or both ends of the ORF8 cause the Rg value to fluctuate during the simulation of all the structures.

To understand the dynamics and function relationship as a consequence of the evolutionary divergence of protein motions, the RMSF value of backbone C-alpha was calculated and compared. A large RMSF value is an indication of a flexible region with movements, whereas a low RMSF value suggests a rigid region and minimal movements during the simulation. It can be seen that the region between 1 and 125 fluctuated in all the complexes, while the region between 126 and 240 exhibits minimal fluctuation (Figure 5A). Afterward, the region between 241 and 350 possesses substantial fluctuation particularly in the case of ORF8 WT. According to these results, it can be inferred that the binding of mutant ORF8 with IRF3 stabilized the binding, whereas the residual fluctuation is minimized. The overall results suggest the possible evolutionary changes in the mutants for better binding, which leads to enhanced infectivity and host immunity evasion.
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FIGURE 5. The RMSFs and H-bonding graphs of all complexes. (A) The RMSFs of the ORF8 WT were shown in black, while the other mutants were given in different colors. RMSFs, root mean square fluctuation. (B) The H-bonding graph of the ORF8 WT was shown in black, while the other mutants were given in different colors.


To further understand the impact of these mutations on the change of the total hydrogen bonding and binding affinity, we performed hydrogen bonding analysis and free energy calculations using the MM-GBSA approach. The total number of hydrogen bonds during the 100-ns simulation for each mutant remained variable (Figure 5B). It was observed that the number of H-bonds in the ORF8 WT complex is 152 and is less than in the mutant complexes in which the average H-bonds are 157, 161, 159, 165, and 154 for the mutants S24L, W45L, V62L, L84S, and V62L-L84S, respectively. These results validated the previous docking results and further proved that protein conformational evolution alters the binding of ORF8 to IRF3. For the estimation of real-time binding energy, the MM-GBSA approach was adapted by considering 5,000 snapshots from the simulation trajectories of each complex. The binding energies for ORF8 WT, mutant S24L, W45L, V62L, L84S, and V62L-L84S are −28.47, −45.18, −55.77, −55.66, −35.61, and −41.47 kcal/mol, respectively (Table 1), and are dominated by the van der Waals forces, while the electrostatic energies did not significantly influence the binding.


TABLE 1. MM/GBSA binding free energies of the ORF8 WT and ORF mutants.

[image: Table 1]


DISCUSSION

Severe acute respiratory syndrome coronavirus 2 has undergone several mutations since it first emerged. With the passage of mutations, the virus became more infectious and got more strength in infectivity (Chen et al., 2020). Theses mutations have a direct correlation to clinical outcomes, are responsible for the spread of virus, and may cause a more severe disease. So far, these mutations occurred in structural, non-structural, and accessory proteins of SARS-CoV-2 (Nagy et al., 2021). The accessory protein, i.e., the ORF8 protein sequence of SARS-CoV-2, has the least homology with that of SARS-CoV (Zhang et al., 2021). In the current study, we adapted structural and biophysical analysis approaches to explore the impact of various mutations of ORF8, such as S24L, W45L, V62L, and L84S, on its ability to bind IRF3 and to evade the host immune system.

The ORF8 protein is one of the fast evolving viral proteins in beta coronaviruses (Flower et al., 2021). Some of the functions attributed to ORF8 include inhibition of IFN-1 signaling and downregulation of MHC-I in cells (Li et al., 2020; Rashid et al., 2021; Zhang et al., 2020b, 2021). Moreover, ORF8 can also stimulate the immune system to produce strong humoral and cellular immune responses upon virus infection, which are the biomarkers for SARS-CoV-2 infection (Flower et al., 2021). These observations suggested that the sequence variations in ORF8 may be pivotal for the roles of different ORF8 mutants in evading the host immune system.

Severe acute respiratory syndrome coronavirus 2 first emerged in Wuhan City of China in early 2020. Since then, it acquired many genetic variations. The genetic alterations have changed its pathogenicity, infectivity, and epidemic (Khan et al., 2021). The ORF8 protein is the most rapidly mutating protein (Flower et al., 2021). The different mutations reported in ORF8 are S24L, W45L, V62L, L84S, V62L, and the V62L/L84S double mutant. These mutations in ORF8 may have a profound effect on the epidemic of SARS-CoV-2 and may affect immune evasion by altering its interaction with IRF3 or downregulating its capability of MHC-I.

In the WT of SARS-CoV-2 ORF8 protein, the L84 residue is flanked by disulfides Cys83 and Pro85, which are highly conserved among ORF8 orthologs, indicating their indispensable roles for ORF8 (Flower et al., 2021). ORF8 was found to be involved in IFNß antagonism and MHC-I downregulation (Rashid et al., 2021; Zhang et al., 2021). However, the biological function of the residue 84 remains to be elucidated.

S24L is the second most frequent mutation in the SARS-CoV-2 ORF8 protein (Wang R. et al., 2020). S24L was found to increase the folding stability of the ORF8 protein and is associated with the dissemination of SARS-CoV-2 (Hassan et al., 2021; Wang R. et al., 2020). Therefore, it was assumed that this mutation may favor the function of ORF8 in immune evasion. HADDOCK docking analysis indicates its stronger binding with IRF3 (Figure 2B), which, in turn, may antagonize IFNß more efficiently.

The W45L substitution in ORF8 was first reported in Saudi Arabia and then circulated in Pakistan to cause more severe COVID-19 disease (Hassan et al., 2021). The circulation of this mutant in different countries indicated that W45L mutation may affect the function of the ORF8 protein through increasing its binding to IRF3 and enhancing its function in antagonizing IFNß. Our results support the above assumption. The HADDOCK docking score for W45L (IRF3-ORF8) was significantly bigger than that for ORF8 WT (Figure 2C), while the free binding energy for W45L was the highest among the ORF8 WT and mutants analyzed (Table 1). Collectively, the HADDOCK scores, the bonding network, the RMSD, the Rg scores, and the binding free energies enhanced the binding of W45L with IRF3 compared to ORF8 WT and other mutants. Moreover, the interaction interface with six hydrogen bonds and two salt bridges makes this substitution more likely to bind with IRF3 (Figure 2C). The stability analysis revealed by RMSD showed that the system is most stable for the W45L mutant (Figure 4A). Finally, hydrogen bonding (Figure 5B) and free energy binding (Table 1) affect the confirmation and structure of W45L that favors its strong binding with IRF3. Moreover, it was observed that over the course of mutations in ORF8, the function of ORF8 is going to be enhanced (Table 1).

In contrast, both the HADDOCK docking score and the binding free energy for L84S (IRF3-L84S) were close to the IRF3–ORF8 WT complex (Table 1), suggesting that this substitution may not enhance the binding of ORF8 with IRF3. Even the double-mutant V62L/L84S did not significantly affect its binding with IRF3. Our results are in line with the previous studies in which L84S substitution did not enhance the IFNß antagonism and the downregulation of MHC-I compared to ORF8 WT (Rashid et al., 2021; Zhang et al., 2021). We have found that the nuclear translocations of IRF3 by either overexpressing ORF8 WT or L84S in HEK293T cells were the same (Rashid et al., 2021). In another study, the overexpression of ORF8 WT in HEK293T cells or infected lung epithelial cells of hACE2 transgene mice significantly downregulated MHC-I. When overexpressing using L84S, similar effects were observed in the downregulation of MHC-I. Furthermore, the knockdown of ORF8 restored MHC-I expression (Zhang et al., 2021).

The current study was conducted to explore the interaction of the SARS-CoV-2 ORF8 protein and its mutants with the host IRF3 by using structural and biophysical analysis approaches to reveal the difference of binding energy and affinity. Our results indicate that this system is simple and useful to evaluate various ORF8 mutants with respect to its binding to IRF3 that may help in the evasion of the host immune system This investigation revealed the difference of ORF8 mutants in escaping the immune system compared to the ORF8 WT. However, experimental studies on various mutants of ORF8 are required to confirm their potential role in immune evasion by binding to IRF3.

We believe that SARS-CoV-2 may hijack other host proteins to enforce its infection and disease severity. It has been found that about 3.5% of COVID-19 patients had known autosomal-recessive (AR) deficiencies [interferon regulatory factor 7 (IRF7) and IFNAR1] and autosomal-dominant deficiencies (AD) [toll-like receptor 3 (TLR3), UNC93B1, TICAM1, TBK1, IRF3, IRF7, IFNAR1, and IFNAR2]. These findings suggested important roles of not only IRF3 or IRF7 but also TLR3 in the control of SARS-CoV-2 infection (Zhang et al., 2020a). This study further emphasizes the roles IRF7 along with IRF3 and further demanded biochemical and experimental approaches for rapid therapeutics of SARS-CoV-2 infections.
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L-leucine (Leu), as one of the effective amino acids to activate the mTOR signaling pathway, can alleviate transmissible gastroenteritis virus (TGEV) infection. However, the underlying mechanism by which Leu alleviates the virus infection has not been fully characterized. In particular, how Leu impacts TGEV replication through mTOR signaling has yet to be elucidated. In the present study, we found that TGEV proliferated efficiently in intestinal porcine epithelial cells (IPEC-J2 cells) as evidenced by the increase in viral contents by flow cytometry, the inhibition of cell proliferation by CCK-8 assay as well as the reduction of PCNA level by western blot. Besides, western blot analysis showed that STAT1 expression was markedly reduced in TGEV-infected cells. The results of ELISA revealed the inhibition of ISGs (ISG56, MxA, and PKR) expressions by TGEV infection. TGEV-induced mTOR and its downstream p70 S6K and 4E-BP1, STAT1 and ISGs downregulation were blocked by an mTOR activator-MHY1485 but not by an mTOR inhibitor-RAPA. Concurrently, mTOR activation by MHY1485 reduced the contents of TGEV and vice versa. Furthermore, Leu reversed the inhibition of STAT1 and ISGs by activating mTOR and its downstream p70 S6K and 4E-BP1 in TEGV-infected cells. Our findings demonstrated that Leu promoted the expressions of STAT1 and ISGs via activating mTOR signaling in IPEC-J2 cells, aiming to prevent TGEV infection.




Keywords: L-leucine, transmissible gastroenteritis virus, mammalian target of rapamycin, signal transducer and activator of transcription 1, IPEC-J2 cells



Introduction

Transmissible gastroenteritis virus (TGEV), which belongs to the genus Alphacoronavirus, is an enveloped, single-stranded, positive-sense RNA virus (1, 2). TGEV replicates in the cytoplasm of differentiated enterocytes covering the small intestinal villi and causes acute enteritis in swine of all ages (3, 4). The common clinical manifestations are anorexia, vomiting, watery diarrhea, dehydration, and weight loss in piglets. Specifically, the mortality rate of seropositive suckling piglets may reach up to 100% during epidemics (5). Despite the availability of vaccines, outbreaks can be encountered globally and cause great economic losses in the swine industry (6).

In the process of viral infection and replication, innate immunity, as the first line of defense, detects pathogen-associated molecular patterns (PAMPs) of invading viruses by different pattern recognition receptors (PRRs) and responds accordingly by producing a series of effector molecules or inflammatory elements against viral invasion (7, 8). Among most innate immune responses, IFN-I signaling is one of the most important antiviral innate immunity to antagonize virus infection. Phosphorylation of STAT1 on tyrosine 701 plays a pivotal role in activating the IFN-I signaling pathway (9–11). Even though IFNs exert antiviral activity during viral infection, the ability to suppress innate immune responses provides invading viruses with the opportunity to replicate and establish a productive infection (12–14). A previous study revealed that porcine epidemic diarrhea virus (PEDV), which is genetically related to TGEV, can inhibit STAT1 expression through the ubiquitin-proteasome targeting degradation system (15).

A great deal of evidence supports the notion of mTOR function in maintaining the structure of the intestinal mucosa and in the self-renewal of stem cells. Emerging studies have begun to shed light on the interplay between mTOR signaling and innate immune signaling transductions, arguing for their possible roles in the regulation of host antiviral responses (16, 17). Several studies have indicated that mTOR could regulate STAT1 expression (18–20). However, how mTOR regulation influences STAT1 expression in TGEV-infected cells remains unknown.

In the meantime, identifying an effective treatment for TGEV pathogens is of utmost importance in terms of the antibiotic prohibition. Because the possibility of viral gene mutation, general therapeutic drawbacks of vaccines, and effects of prescription drugs only on clinical symptoms still put the host at risk, the development of effective nutritional regimens targeting mTOR/STAT1 activation has become one of the integral means to antagonize TGEV infection (21). Recent studies on pigs have shown that branched-chain amino acids (BCAAs) improve intestinal integrity and function and modify the production of immunoregulatory cytokines to protect the host from different diseases (22, 23). Among the three BCAAs, L-leucine (Leu) earns the greatest reputation for its unique function of activating the mTOR signaling pathway (24, 25). In the present study, we investigated the role of mTOR in regulating the IFN-I response. Our results clearly demonstrated that TGEV inhibited the expressions of mTOR, p70 S6K, 4E-BP1, STAT1 and ISGs. Mechanistically, mTOR activity regulation both by its own activator and Leu could alleviate TGEV infection via increasing in STAT1 and ISGs expression. On the contrary, the specific inhibitor of mTOR promoted TGEV replication by reducing STAT1 and ISGs expressions.



Materials and Methods


Cells and Virus

TGEV strain WH-1 (GenBank accession no. HQ462571.1) was kindly offered from the College of Veterinary Medicine, Sichuan Agricultural University (26). Virus titers were determined by 50% tissue culture infective doses (TCID50) assay. Intestinal porcine epithelial cells (IPEC-J2 cells) were cultured and maintained in Dulbecco’s modified Eagle’s F12 Ham medium (DMEM-F12; Gibco, USA) supplemented with 10% heat-inactivated fetal bovine serum (FBS; Gibco, USA) and 1% penicillin–streptomycin (Gibco, USA) at 37°C in a humidified 5% CO2 incubator. The swine testis cells (ST-0746) were cultured and maintained in DMEM (Gibco, USA) and used to amplify TGEV.



Reagents and Antibodies

Polyclonal antibodies against STAT1, phospho-STAT1 (Tyr701) Rabbit mAb, PCNA antibody Mouse mAb, and the β-actin antibody were purchased from Cell Signaling Technology, USA. Recombinant human IFN-β was purchased from Peprotech, USA. Rapamycin (RAPA) and MHY1485 were purchased from Selleck Chemicals, USA. Leu was purchased from Sigma-Aldrich, USA. Before TGEV infection, IPEC-J2 cells were pretreated with 10 nM RAPA or 10 μM MHY1485 for 30 min. Differently, the cells were starved for 3 h in the Earle’s Balanced Salt Solution (EBSS; Gibco, USA) and then pretreated with 10 mM Leu before TGEV infection. TGE Virus Antibody (1-Q-17) was purchased from Santa Cruz Biotechnology, USA. Goat Anti-Mouse IgG H&L (Alexa Fluor® 488) was purchased from Abcam, USA.



CCK-8 Assay

IPEC-J2 cells were seeded on glass coverslips (Corning, USA) in 96-well plates (1 × 104 cells per well). After reaching 80% confluence, the medium was replaced with IPEC-J2 cell starvation medium, followed by infection with TGEV (MOI = 5) for 1 h. Then, the virus culture medium was replaced by IPEC-J2 cell starvation medium. The cells were cultured for 0, 6, 12, 24, 36, and 48 h, respectively. After that, 10 μl of CCK-8 solution was added into each well and then cultured in the cell incubator for 2 h. The absorbance at 450 nm was determined by enzyme-linked immunosorbent assay.



The Kinetic Curve of TGEV Replication in IPEC-J2 Cells

ST cells were infected with TGEV (MOI = 5) at different time points (6, 12, 24, 36, 48 h). The virus was harvested at different time points by repeated freezing and thawing for 3 times, followed by centrifugation at 3,000 r/min for 10 min. Then, the supernatant was filtered with a 0.22 μm filter to preserve at −80°C. The virus titers were measured in IPEC-J2 cells. TCID50 was calculated by the Reed–Muench method to draw the kinetic curve of TGEV replication.



Flow Cytometry Analysis

IPEC-J2 cells were collected in the EP tubes with 1 ml PBS and centrifuged for 5 min at 4°C in 350 relative centrifugal force (rcf). Then we removed the supernatant and resuspended and fixed cells with 4% paraformaldehyde for 15 min. After 500 rcf centrifugation at 4°C for 5 min, 100 μl TGEV primary antibody (0.05% Titonx-100: primary antibody = 100: 1 v/v) was added. Two hours later at room temperature, cells were centrifuged for 5 min at 4°C in 500 rcf. Next, the supernatant was removed and we added 100 μl second antibody (PBS: second antibody = 1,000:1) in the dark condition. After storage at room temperature for 1 h, we added 900 μl PBS for centrifugation. Then the supernatant was removed and 500 μl PBS was added to resuspend cells for detection.



RT-qPCR

Total cellular RNA was extracted with TRIzol Reagent (Invitrogen, USA) from TGEV-infected IPEC-J2 cells and an aliquot (1 μg) was reverse-transcribed into cDNA using a PrimeScript™ RT Reagent Kit with gDNA Eraser (TaKaRa, Japan). The obtained cDNA was then used as the template in the SYBR Green I PCR assay (Applied Biosystems, CA). Real-time qPCR was performed for STAT1 and a house-keeping gene (GAPDH) according to standard protocols with the primers indicated in Table S1.



Western Blot Analysis

Briefly, IPEC-J2 cells were collected in the 1.5 ml EP tube for centrifugation at 500 rcf for 5 min at 4°C. After removing the supernatant, cells were mixed with RIPA lysis buffer (Beyotime, China) containing PMSF (Sigma-Aldrich, US) and kept on the ice for 30 min. Ultrasonication was then performed to break cells, followed by centrifugation at 10,000 rcf for 15 min at 4°C. The proteins in the supernatant containing with 4× Laemmli Sample Buffer (Bio-Rad, USA) were denatured in the 98°C-metal bath for 10 min. Equal amounts of samples were then subjected to SDS-PAGE, and the expressions of STAT1 and p-STAT1 protein were examined by western blot analysis using the indicated antibodies. The expression of β-actin was detected to verify equal protein sample loading.



Enzyme-Linked Immunosorbent Assay (ELISA)

The supernatants of different treatments were collected to determine the concentrations of ISGs (ISG15, ISG56, MxA and PKR) using spectrophotometric kits in line with the manufacturer’s instructions (MEIMIAN, Jiangsu, China). The protein concentrations were expressed pg/ml or ng/ml.



Statistical Analysis

All data were expressed as means ± standard error of means (SEMs). The statistical significance was tested by unpaired two-tailed Student’s T test and/or one-way analysis of variance (ANOVA) using IBM SPSS Statistics version 20.0 (IBM, USA). When there was a significant interaction, post hoc testing was conducted using Tukey’s multiple comparison test. A p-value of <0.05 was considered statistically significant.




Results


IPEC-J2 Cells Are Susceptible to TGEV

Firstly, to determine whether TGEV could proliferate in IPEC-J2 cells, cells were incubated with TGEV (MOI = 5) for 0, 6, 12, 24, 36, and 48 h. We observed a massive viral replication at 24 h post-infection (hpi). Moreover, the contents of TGEV increased in a time-dependent manner (Figure 1A). Then, the percentage of TGEV infected IPEC-J2 cells was examined. At first, virus particles were assembled and released into the extracellular matrix; however, the titer of TGEV was very low. During 24 to 48 h, the virus replicated rapidly. In particular, at 48 hpi, the TCID50 of virus reached the highest level (10−6.57/100 μl), which is close to the TCID50 (10−6.8/100 μl) measured by TGEV in ST cells (Figure 1B).




Figure 1 | TGEV infection in IPEC-J2 cells. (A) The contents of TGEV at 0, 6, 12, 24, 36, and 48 hpi were analyzed via flow cytometry. (B) The viral titers of TGEV infected IPEC-J2 cells at 6, 12, 24, 36, and 48 hpi. (C) CCK-8 assay was used to detect the cell proliferation after TGEV infection at 6, 12, 24, 36, and 48 hpi. Data express the mean ± SEM (n = 3). (D) The PCNA level was detected by western blot. (E) Quantitation of bands to demonstrate the protein level of PCNA. Data express the mean ± SEM (n = 3). The symbol * indicates statistically significant differences (P < 0.05), and the symbol ** indicates statistically very significant differences (P < 0.01).



Next, CCK-8 assays were performed to assess cell proliferation at different time points after TGEV infection (MOI = 5). The results revealed that cell proliferation was boosted at 12 hpi, but was remarkably suppressed afterward (Figure 1C). Besides, the protein expression of PCNA was dramatically inhibited by TGEV infection at 48 hpi (Figures 1D, E).



TGEV Replication Counteracts IFN-I Signaling Pathway

To assess the effect of TGEV infection on STAT1 activation, the levels of phosphorylated STAT1 (p-STAT1) and STAT1 were examined in TGEV-infected cells. Since the ability of IFN-β to induce STAT1 phosphorylation has been well documented previously, recombinant IFN-β was exogenously administered in the positive control (27). Western blot analysis revealed that compared with the positive control, TGEV significantly decreased the expressions of p-STAT1 and STAT1 (Figures 2A, B). Similarly, the concentrations of ISGs (ISG56, MxA, and PKR) related to STAT1 activation were also decreased by TGEV (Figure 2C). Taken together, TGEV could inhibit the activation of STAT1 regulated by IFN-β and its downstream ISGs to block the IFN-I signaling pathway.




Figure 2 | IFN-I signaling pathway was blocked by TGEV infection. (A) Both p-STAT1 and T-STAT1 levels were detected by western blot. (B) Quantitation of bands to demonstrate the protein level of p-STAT1 and T-STAT1. Data express the means ± SEMs (n = 3). (C) The expressions of ISGs (ISG15, ISG56, MxA and PKR) were analyzed via ELISA. Data express the means ± SEMs (n = 3). The symbol * indicates statistically significant differences (P < 0.05), **P < 0.01, ***P < 0.001 and ****P < 0.0001.





mTOR Regulation Is Involved in Control of TGEV Replication

Our research demonstrated that the level of phosphorylation of mTOR and its downstream p70 S6K and 4E-BP1 was generally turned down by TGEV infection (Figure 3A). Given that mTOR acts as the regulatory center of various innate immune responses, we wonder whether mTOR could modulate TGEV replication. IPEC-J2 cells were treated with mTOR specific activator-MHY1485 and inhibitor-RAPA, followed by infection with TGEV. We observed that the inhibition of cell proliferation induced by TGEV was alleviated by MHY1485 pretreatment (Figure 3A), but not RAPA pretreatment (Figure 4A). At the same time, MHY1485 pretreatment markedly curbed the replication of TGEV (Figure 3B). By contrast, RAPA pretreatment promoted the viral replication at 48 hpi in IPEC-J2 cells (Figure 4B).




Figure 3 | MHY1485 attenuated the TGEV infection by activating mTOR signaling. (A) CCK-8 assay was used to detect the proliferation of IPEC-J2 cells pretreated with 10 μM MHY1485, followed by TGEV infection. Data express the mean ± SEM (n = 3). (B) The contents of TGEV were analyzed via flow cytometry in the IPEC-J2 cells pretreated with 10 μM MHY1485, followed by TGEV infection. (C) The protein levels of p-mTOR, mTOR, p-p70 S6K, p70 S6K, p-4E-BP1 and 4E-BP-1 were detected by western blot. (D) Quantitation of bands to demonstrate the protein level of p-mTOR/mTOR, p-p70 S6K/p70 S6K and p-4E-BP1. Data express the means ± SEMs (n = 3). The symbol * indicates statistically significant differences (P < 0.05), **P < 0.01 and ***P < 0.001.






Figure 4 | RAPA promoted the TGEV replication by inhibiting mTOR signaling. (A) CCK-8 assay was used to detect the proliferation of IPEC-J2 cells pretreated with 10 nM RAPA, followed by TGEV infection. Data express the mean ± SEM (n = 3). (B) The contents of TGEV were analyzed via flow cytometry in the IPEC-J2 cells pretreated with 10 nM RAPA, followed by TGEV infection. (C) The protein levels of p-mTOR, mTOR, p-p70 S6K, p70 S6K, p-4E-BP1 and 4E-BP-1 were detected by western blot. (D) Quantitation of bands to demonstrate the protein level of p-mTOR/mTOR, p-p70 S6K/p70 S6K and p-4E-BP1. Data express the means ± SEMs (n = 3). The symbol * indicates statistically significant differences (P < 0.05), **P < 0.01 and ***P < 0.001.



With further research, we found that the protein expression of p-mTOR and its downstream p-p70 S6K and p-4E-BP1 significantly increased with MHY1485 pretreatment (Figures 3C, D), while RAPA inhibited the p-mTOR, p-p70 S6K and p-4E-BP1 protein expressions regardless of the presence or absence of viral infection (Figures 4C, D). These data indicated that pharmacological manipulation of mTOR could control the yield of TGEV.



mTOR Activator Augments STAT1 and ISGs Expressions in TGEV-Infected IPEC-J2 Cells

To investigate how mTOR modulates STAT1 activity, IPEC-J2 cells were pretreated with mTOR activator-MHY1485, followed by TGEV infection. Western blot analysis revealed that 10 μM MHY1485 significantly elevated the protein expression of p-STAT1 (Figures 5A, B). Similarly, the concentrations of ISGs, including ISG15, ISG56, MxA, and PKR, increased under MHY1485 pretreatment (Figure 5C). The evidence showed that mTOR activation could upregulate the expressions of p-STAT1 and downstream ISGs.




Figure 5 | The inhibition of STAT1 and ISGs induced by TGEV infection was alleviated by MHY1485 pretreatment. (A) Both p-STAT1 and STAT1 levels were detected by western blot. (B) Quantitation of bands to demonstrate the protein level of p-STAT1/STAT1. Data express the means ± SEMs (n = 3). (C) The expressions of ISGs (ISG15, ISG56, MxA and PKR) were detected by ELISA. Data express the means ± SEMs (n = 3). The symbol * indicates statistically significant differences (P < 0.05), **P < 0.01 and ****P < 0.0001.





mTOR Inhibitor Reduces STAT1 and ISGs Expressions in TGEV-Infected IPEC-J2 Cells

Considering the promotion of TGEV replication triggered by mTOR inhibitor-RAPA, we clarified whether RAPA could suppress STAT1 and ISGs expressions to interrupt innate immune response against TGEV infection. It is shown that p-STAT1 level was not decreased by 10 nM RAPA pretreatment in TGEV-infected cells (Figures 6A, B). However, compared with the control group, 10 nM RAPA significantly inhibited p-STAT1 expression with non-infection (Figures 6A, B). To further confirm the effect of RAPA on STAT1 expression, 1,000 U/ml IFN-β was treated in the IPEC-J2 cells. The result showed that 10 nM RAPA markedly blocked the STAT1 activation by IFN-β (Figure 6C). Similarly, the concentrations of ISG56, PKR, and MxA were significantly decreased in RAPA-pretreated cells in response to IFN-β (Figure 6D). These observations suggested that mTOR inhibition could downregulate the expressions of p-STAT1 and downstream ISGs.




Figure 6 | The expressions of STAT1 and ISGs was lessened by RAPA pretreatment. (A) Both p-STAT1 and T-STAT1 levels were detected by western blot. (B) Quantitation of bands to demonstrate the protein level of p-STAT1/STAT1. Data express the means ± SEMs (n = 3). (C) The mRNA expression of STAT1 were analyzed via RT-qPCR. Data express the means ± SEMs (n = 4). (D) The expressions of ISGs (ISG15, ISG56, MxA and PKR) were detected by ELISA. Data express the means ± SEMs (n = 3). The symbol * indicates statistically significant differences (P < 0.05), **P < 0.01 and ***P < 0.001.





Leu Activated mTOR Signaling and Prevents TGEV Replication

As shown in Figure 7A, Leu pretreatment mitigated the reduction of cell proliferation by TGEV infection. At the same time, we observed that Leu significantly reduced the contents of TGEV (Figure 7B) and alleviated the inhibition of p-mTOR, p-p70 S6K and p-4E-BP1 with TGEV infection (Figures 7C, D). Therefore, Leu may protect IPEC-J2 cells from TGEV replication by activating mTOR signaling.




Figure 7 | TGEV replication was regulated by Leu treatment. (A) CCK-8 assay was used to detect the proliferation of IPEC-J2 cells pretreated with 10 mM Leu, followed by TGEV infection. Data express the mean ± SEM (n = 3). (B) The contents of TGEV were analyzed via flow cytometry in the IPEC-J2 cells pretreated with 10 mM Leu, followed by TGEV infection. (C) The protein levels of p-mTOR, mTOR, p-p70 S6K, p70 S6K, p-4E-BP1 and 4E-BP-1 were detected by western blot. (D) Quantitation of bands to demonstrate the protein level of p-mTOR/mTOR, p-p70 S6K/p70 S6K and p-4E-BP1. Data express the means ± SEMs (n = 3). The symbol * indicates statistically significant differences (P < 0.05), **P < 0.01 and ***P < 0.001.





Leu Boosts STAT1 and ISGs Expressions in TGEV-Infected IPEC-J2 Cells

In this study, we investigated whether Leu could increase the STAT1 and ISGs expressions to counteract virus infection. As shown in Figures 8A, B, the reduction of p-STAT1 was significantly alleviated by Leu in TGEV-infected cells under the RAPA pretreatment. As expected, Leu remarkably enhanced the concentrations of ISG56, MxA, and PKR in infected IPEC-J2 cells (Figure 8C).




Figure 8 | The expressions of STAT1 and ISGs increased by Leu and RAPA pretreatment in TGEV-infected cells. (A) Both p-STAT1 and T-STAT1 levels were detected by western blot. (B) Quantitation of bands to demonstrate the protein level of p-STAT1/STAT1. Data express the means ± SEMs (n = 3). (C) The expressions of ISGs (ISG15, ISG56, MxA and PKR) were detected by ELISA. Data express the means ± SEMs (n = 3). The symbol * indicates statistically significant differences (P < 0.05), **P < 0.01 and ***P < 0.001.






Discussion

TGEV is known to the main etiological agent to cause diarrhea, dehydration, and high mortality of piglets, and leads to devastating economic losses in the swine industry. Once piglets are infected, the virus enters the digestive tract and destroys the small intestinal epithelial cells of piglets, affecting the absorption of nutrients (28). The construction of TGEV-infected IPEC-J2 cells, which emulates the in vivo intestinal environment of piglets infected by TGEV, is an ideal model for studying the mechanism of viral infection (29). In the present study, a large number of necrotic cells were observed in the culture plate, and virulence reached the highest level at 48 hpi. Moreover, the results of flow cytometry showed that the contents of TGEV increased in a time-dependent manner. Consequently, it provides a reference for the selection of appropriate time points for our subsequent experiments.

Virus infection activates the host innate and adaptive immunity to resist virus invasion. Innate immunity is the first line of defense in host protection (30). The host utilizes PRRs to detect the PAMPs of the invading virus and induces the expressions of some effector molecules through a series of signal transduction (14). ISGs play an important role in the process of direct resistance to viral infection, and JAK/STAT signaling pathway mediates the expressions of ISGs (31). STAT1, a member of the STAT family, is an important effector molecule that mediates type I IFN response (32). However, IFN-β has multi-function of antiviral infection and immunosuppression but shows less cytotoxicity. Thus, IFN-β is inclined to clinical application (33). Considering its superiority, IFN-β was selected as a positive control to activate STAT1. In order to circumvent the host innate immunity, the virus has developed a variety of strategies to inhibit the activation of antiviral effector molecules, especially to reduce the expressions of IFNs and inhibit the IFN signaling pathway (34, 35). In the present study, TGEV infection significantly inhibited the expression of STAT1 under normal conditions and the expressions of p-STAT1 and STAT1 induced by IFN-β at 48 hpi. At the same time, the expressions of ISGs, including ISG56, MxA, PKR, and OASL were also inhibited. Therefore, these results indicate that STAT1 is a vital signal transduction target against TGEV infection. TGEV invasion can block IFN signal transduction by suppressing STAT1 activity.

The mTOR signaling pathway, as the center of various important physiological processes, has been a research hotspot (36). A great deal of evidence supports the notion that the mTOR signaling pathway plays an important role in viral infection, replication, particle assembly and release (37, 38). Our study showed that the mTOR activator (MHY1485) markedly inhibited TGEV contents and mitigated the suppression of p-mTOR, p-p70 S6K and p-4E-BP1 induced by TGEV infection. Conversely, mTOR inhibitor (RAPA) promoted the TGEV infection and has an adverse impact on the expressions of p-mTOR, p-p70 S6K and p-4E-BP1 induced by TGEV infection. In addition, recent reports have revealed the points that mTOR is able to regulate STAT1 activity, suggesting the possibility of a specific cell type cascade between mTOR and STAT1 pathways to synergistically regulate the host immune response (39, 40). A recent study demonstrated that RAPA pretreatment could inhibit STAT1 nuclear translocation in primary human fetal astrocytes infected with neurotropic polyomavirus JC (JCV) (41). Therefore, we hypothesize that the resistance of TGEV infection by mTOR upregulation is mediated by STAT1 regulation. In this study, IPEC-J2 cells were pretreated with mTOR specific activator and inhibitor, respectively, to detect the STAT1 activity and the concentrations of downstream ISGs in TGEV-infected cells. It is reported that mTOR activator-MHY1485 significantly alleviated the inhibitory effect of TGEV on p-STAT1 expression, and increased the expressions of ISGs to achieve the purpose of inhibiting TGEV proliferation. On the contrary, compared with the control group, the mTOR inhibitor-RAPA inhibited the expression of p-STAT1. However, p-STAT1 level was not decreased by RAPA pretreatment in TGEV-infected cells. It is speculated that TGEV and RAPA both act as antagonists of STAT1. Under the circumstances of STAT1 suppression by TGEV infection to evade innate immunity, the negative effect of RAPA on STAT1 was not obvious in TGEV-infected cells. Moreover, RAPA significantly inhibited the expression of STAT1 in IFN-β-driven cells, consistent with the trend of expressions of ISGs determined by ELISA. This is a unique example of the positive regulation of STAT1 activity by mTOR, mechanistically highlighting the multifaceted control of TGEV replication.

BCAAs enhance the intestinal immune defense system by maintaining mucosal immune homeostasis and increasing the level of immunoregulatory cytokines (42). Leu participates in various cellular signal transduction mechanisms to regulate intestinal growth, integrity and immune function against virus invasion. Rag guanosine triphosphatases (GTPase) located on lysosomes can sense the changes in amino acids and transfer them to the mTORC1 pathway. With sufficient amino acids, mTORC1 is recruited to play a role in lysosomes (43). Our research showed that Leu could alleviate the inhibition of p-mTOR, p-p70 S6K and p-4E-BP1 and reduce the content of TGEV. The results above indicated that mTOR activation significantly increased the expression of p-STAT1 and attenuated the TGEV infection. Furthermore, we confirmed that Leu could regulate the expressions of STAT1 and ISGs by enhancing the activity of mTOR, which is coherent with the results caused by MHY1485. Overall, our findings clearly demonstrate that Leu may promote STAT1 and ISGs expressions through activating mTOR signaling, with the consequence of alleviation of TGEV infection in enterocytes.

In conclusion, mTOR regulation is involved in the process of innate immunity against TGEV invasion. The ability of IPEC-J2 cells to prevent TGEV infection can be altered by regulating mTOR signaling. The mechanism by which Leu alleviates TGEV infection is related to its activation of mTOR signaling and promotion of STAT1 and ISGs expressions (Figure 9). Harnessing an effective nutrient strategy provides a novel theoretical basis for targeting mTOR/STAT1 activation in the prevention of transmissible gastroenteritis.




Figure 9 | The mechanisms by which Leu affects TGEV infection through regulating mTOR signaling in IPEC-J2 cells.
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Case Report: A Re-Positive Case of SARS-CoV-2 Associated With Glaucoma
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The current pandemic of coronavirus disease 2019 (COVID-19), caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), has already become a global threat to the human population. Infection with SARS-CoV-2 leads to a wide spectrum of clinical manifestations. Ocular abnormalities have been reported in association with COVID-19, but the nature of the impairments was not specified. Here, we report a case of a female patient diagnosed with glaucoma on re-hospitalization for ocular complications two months after being discharged from the hospital upon recovery from COVID-19. Meanwhile, the patient was found re-positive for SARS-CoV-2 in the upper respiratory tract. The infection was also diagnosed in the aqueous humor through immunostaining with antibodies against the N protein and S protein of SARS-CoV-2. Considering the eye is an immune-privileged site, we speculate that SARS-CoV-2 survived in the eye and resulted in the patient testing re-positive for SARS-CoV-2.
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Introduction

Coronavirus disease 2019 (COVID-19), caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), has been identified among patients in China since December 2019. The infection has rapidly spread worldwide (1). As a newly emerging infectious disease, details regarding COVID-19 are not yet fully elucidated. SARS-CoV-2 causes substantial pulmonary disease and is associated with detrimental effects on several other processes, such as cardiovascular, gastrointestinal, hematologic, renal, endocrinologic, dermatologic, neurologic, and ophthalmologic. At the same time, diverse abnormal immune responses of the human body towards SARS-CoV-2 infection have been observed, such as early waning of protective immune responses with a rapid reduction in IgG/IgM and neutralizing antibody levels, during the early phase of convalescence (2) or no responses at all. Recently, the appearance of reinfection (3), re-positivity, and long-term positivity of SARS-CoV-2 (4) has attracted more attention, as SARS-CoV-2 may be evading the immune system to make these patients a potential source of infection. Coronavirus has been previously described to be associated with human conjunctivitis (5). While there is no direct proof that replication of SARS-CoV-1 results in conjunctivitis and other ocular diseases, studies have highlighted the eye as a possible site for transmitting viruses (6). Previous studies confirmed the crucial role of CD147 in promoting SARS-CoV-2 invasion into host cells and CD147 is present in tears, aqueous humor, and vitreous fluids (7). A study (8) with 7% of patients presenting viral RNA in their conjunctival secretion has further emphasized the possibility of SARS-CoV-2 ocular transmission. The transmission of SARS-CoV-2 through the eye has been suspected. Moreover, the unusual COVID-19 cases, reports of re-infection or secondary infection events by SARS-CoV-2 with few shreds of evidence indicating ocular transmission need more attention


Case Description

Here we report a case of a 66 year-old woman admitted to the Hubei provincial hospital of Traditional Chinese Medicine (Wuhan, Hubei) with symptoms such as fever, sore throat, cough, and muscle pain on January 21, 2020. The laboratory examinations revealed an elevated level of C-reactive protein, decreased lymphocyte counts, and increased neutrophil counts. Thoracic computed tomography (CT) scan showed multiple ground-glass opacities in the bilateral upper lobes of the lungs, indicating the possibility of viral pneumonia. Then oropharyngeal swab specimen from the upper respiratory tract was obtained, and the nucleic acid tests for SARS-CoV-2 were positive. This patient was diagnosed as SARS-CoV-2 positive and was hospitalized till February 13, 2020 with commonly recommended medication. Upon recovery from COVID-19, the patient displayed sight darkness and a spiral visual field in her left eye. An ocular swab and tear samples were collected from both eyes, and the SARS-CoV-2 RT-PCR test result was negative. Following the hospital recommended criterion, the patient was discharged after having tested negative twice for the SARS-CoV-2 RNA.

However, the patient was admitted to the hospital again on April 22, 2020 after developing more complex ocular conditions. Upon reassessment, the SARS-CoV-2 RNA test was also found positive thereby complicating the case. Oropharyngeal and conjunctival swabs were collected, and SARS-CoV-2 RNA was detected in both throat and left eye. The patient experienced symptoms of glaucoma such as halos around lights, blurred vision, and progressive loss of peripheral or side vision. The slit-lamp evaluation showed epiphora, conjunctival congestion, and inferior palpebral and conjunctival follicles in the left eye (Figure 1). An ophthalmic test revealed a visual acuity of 20/200 in her left eye. The intraocular pressure (IOP) of the right eye and left eye was 18.1 mmHg and 48 mmHg, respectively. The patient was diagnosed with unilateral glaucoma.




Figure 1 | Slit-lamp photographs of the patient’s eyes. Conjunctival congestion and conjunctival follicles in the left eye (B) and the right eye was normal (A).



On re-hospitalization, the patient’s IgM was found positive, slightly higher than the cutoff value, indicating that the body still had an active response to the infection (Table 1). In contrast, IgG antibodies were observed to be at a higher level against SARS-CoV-2. Aiming to evaluate the patient’s immune system functionality, the patient’s inactivated serum sample was analyzed using a plaque reduction neutralization test (PRNT). With the value for nCoV T-3 = 1068.01, RBD IgG = 450.07, Surrogate Virus Neutralization Test (SVNT) 2-1 = 36.11, SVNT3 = 35.6 and PRNT50 = 89. Therefore, we observed that the patient’s serum neutralizing antibodies protected her against infection, to a certain extent, by inhibiting SARS-CoV-2, thereby indicating that the patient’s immune system was functioning normally.


Table 1 | RT-qPCR results and antibodies titer calculated for four consecutive weeks.



Next, we tried to investigate how the virus could still linger in the body, despite the presence of neutralizing antibodies, which can inhibit the progression of SARS-CoV-2 infection. We further examined the viral load of the upper respiratory tract (throat swab and saliva), digestive tract (anal swabs), and eyes (tears) to determine whether the virus was still present in these locations. As shown in Table 1, the RNA detection results were found weakly positive in the upper respiratory tract and negative in the digestive tract and tear samples. These results indicated that the virus was not present in the lower respiratory tract and digestive tract, and only a low viral load was present in the upper respiratory tract. Together, these results suggested that SARS-CoV-2 was avoiding the immune clearance and still harbored at some locations in the patient’s body. The timeline depiction of the current case report (Figure 2).




Figure 2 | Timeline of the COVID-19 infection, development of glaucoma, and recurrence SARS-CoV-2. On January 21, 2020, the patient was presented to the Hubei provincial hospital of Traditional Chinese Medicine with initial COVID-19 signs and symptoms and eventually confirmed to be positive for SARS-CoV-2 infection using RT-PCR. After normal recommended medication, the patient was discharged from the hospital on February 13, when declared negative with RT-PCR twice as per hospital criterion. However, the patient was experiencing sight darkness and spiral visual field in her left eye. On April 22, 2020, the patient was re-hospitalized displaying more severe unilateral ocular complications. With an extensive investigation the patient was found re-positive for SARS-CoV-2 with neutralizing antibodies. The ocular complication resulted in unilateral glaucoma. The investigation team further examined the patient closely, and the immunocytochemical study of both eyes was conducted on May 28, 2020. SARS-CoV-2 spike (S) or Nucleocapsid (N) protein were detected in aqueous humor of the left eye only.



Fortunately, the patient was subjected to surgery to cure glaucoma. Thus aliquots, of the aqueous humor in the anterior chamber of the patient’s left eye were obtained. We were able to acquire a fraction of the sample and therefore could explore the association of SARS-CoV-2 with glaucoma. Moreover, we wanted to examine the presence of SARS-CoV-2 behind blood eye barrier or in the immune-privileged site of the eyes, to explore the possibility of ocular transmission of this virus. Eventually, the aqueous humor tested positive for SARS-CoV-2 RNA on May 28, 2020. The cycle threshold value for the aqueous humor was approximately 35. Therefore, to confirm the presence of SARS-CoV-2, the cells from the aqueous humor were stained with the antibody against SARS-CoV-2. For cytology studies, 10 μL of aqueous humor was spotted on poly-L-lysine-coated glass slides. The immunocytochemical study was performed using antibodies against the SARS-CoV-2 spike (S) protein or nucleocapsid (N) protein. The N protein was found in the cytoplasm and the S protein gathered around the nucleus in the cells of the left eyes (Figures 3 and S2), but not in the cells collected from the right eye (Figure S1). These results validated the latent SARS-CoV-2 that was found in the left eye of the patients. Considering that the eye is a part deprived of the immune system, SARS-CoV-2 entered into the eye’s interior through an unknown route and was able to avoid the immune clearance. The above results suggested that SARS-CoV-2 could infect immune-privileged sites to cause patients to test re-positive or remain positive for SARS-CoV-2 for a longer period of time.




Figure 3 | SARS-CoV-2 was detected using immunofluorescence in the aqueous humor. Cells were fixed and incubated with the antibodies of SARS-CoV-2 spike (S) protein, nucleocapsid (N), respectively. This picture shows SARS-CoV-2 was detected in the aqueous humor of the left eye.






Diagnostic Assessment


Clinical Studies

The patient, when admitted to Hubei provincial hospital of Traditional Chinese Medicine Wuhan, Hubei, for the first time was treated as a regular COVID-19 patient. However, upon re-hospitalization, the patient was admitted to the Intensive Care Unit under the keen observation of ophthalmologists and infectious disease experts. In addition to COVID-19 treatment, the patient also received additional supportive treatment for ocular complications. The patient provided written informed consent for publication of the information presented in this case report.



Diagnosis


RT-PCR

RT-PCR was performed for confirmation of SARS-CoV-2 in nasal, oropharyngeal, lachrymal, and aqueous humor samples, according to the established protocol by the Chinese Center for Disease Control (9). ORF1 ab and N gene of SARS-CoV-2 were detected with the 2019-nCoV nucleic acid detection kit (fluorescence PCR method) developed by DaAn Gene Co., Ltd. details are shown in supplementary information.



Immunocytochemical Study

Immunocytochemical analysis was carried out to investigate the expression of both N and S proteins in the aqueous humor cells. The commercially available primary antibodies (Anit-N, DA00027 and Anti-S, DA00005) were purchased from symray biopharma co. Ltd. Goat Anti-Human IgG Fc (FITC) (ab97224) was purchased from abcam Ltd. Hoechst 33342 was acquired from beyotime (C1022). Assays details are provided in supplementary files. The aqueous humor was collected from both eyes of the patient provided by Hubei provincial hospital.



Plaque Reduction Neutralization Test (PRNT)

The plaque reduction neutralization test was used to examine the patient’s serum sample for their neutralization capability against SARS-CoV-2. The PRNT was used as described previously with minor modifications (10). Details of the PRNT assays are provided in supplementary document.





Discussion

The current case highlights the persistent behavior of COVID-19 infection by demonstrating provoked immune responses. Similarly, the weak positive PCR results of SARS-COV-2 RNA in the upper respiratory tract and negative results for the sputum samples and those from the digestive tracts indicated that the body’s immune system did not entirely eliminate the infection. However, the immunostaining experiment provides experimental evidence that SARS-CoV-2 infection occurs in the eyes, an immune-privileged site in the human body. Notably, the immunocytochemical study revealed the presence of SARS-COV-2 in the left eye only, making the current study noteworthy.

There are several reports about the COVID-19 infection found in the immune-privileged sites, for example, the detection of SARS-CoV-2 RNA and expression of the S and N proteins in the placenta of a COVID-19 pregnant woman (11), the direct cytolytic effect of SARS-CoV-2 on the pancreas (12), and its association with certain CNS complications (13). Previous experimental animal-based studies of the coronavirus infection, reported retinal diseases such as retinal vasculitis (14) and retinal degeneration and blood-retinal barrier breakdown (15) revealed the possibility of immune-privileged site infectivity by SARS-CoV-2. Furthermore, the ACE2 expression on the eye was reported (7) and also found to be associated with the treatment of glaucoma and uveitis (16). It was also reported that SARS-CoV-2RNA was detected on the ocular surface of 52 COVID-19 patients (17). Likewise, RNA sequencing analysis also revealed that the virus infected the ocular surface cells, especially the limbus. These reports support the finding of our current case study. Consequently, it shows that SARS-CoV-2 could infect the eyes and survive in immune privileged site of the eyes with the potential of causing infection. Our result further opens the question of the association of SARS-CoV-2 with glaucoma.

In the case presented, we strongly suspect that the immune-privileged site, the eye, must have caused the contraction of the SARS-CoV-2 infection and the episodic weak presence of SARS-CoV-2 resulting in COVID-19 recurrence. It also highlighted the importance of periodic follow-up of COVID-10 patients to avoid the development of a raised IOP that could lead to glaucoma. The current case illustrates that SARS-CoV-2 most likely evades immune clearance, thereby persistently proliferating and spreading. In conclusion, the recurrent COVID-19 cases demanded detailed investigations of associated conditions like glaucoma, revealing what is likely to be a series of patients testing re-positive.

Unfortunately, we still unable to describe the true nature of the current recurrence of SARS-CoV-2, that either SARS-CoV-2 survived in immune privileged sites is still infectious or not. Our findings are based on single case study, and currently as there are no new cases herein China. Therefore, we are unable to investigate further to divulge similar cases. However, the phenomena is a challenge for ophthalmologist as well as for the researchers and demanding further investigation to sort out the lingering effects of COVID infection and the recurrence of SARS-CoV-2.
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Background

Mucosal-associated invariant T (MAIT) cells are considered to participate of the host immune response against acute severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) infection; however, single-cell transcriptomic profiling of MAIT cells in patients with COVID-19 remains unexplored.



Methods

We performed single-cell RNA sequencing analyses on peripheral MAIT cells from 13 patients with COVID-19 and 5 healthy donors. The transcriptional profiles of MAIT cells, together with assembled T-cell receptor sequences, were analyzed. Flow cytometry analysis was also performed to investigate the properties of MAIT cells.



Results

We identified that differentially expressed genes (DEGs) of MAIT cells were involved in myeloid leukocyte activation and lymphocyte activation in patients with COVID-19. In addition, in MAIT cells from severe cases, more DEGs were enriched in adaptive cellular and humoral immune responses compared with those in moderate cases. Further analysis indicated that the increase of cell cytotoxicity (killing), chemotaxis, and apoptosis levels in MAIT cells were consistent with disease severity and displayed the highest levels in patients with severe disease. Interestingly, flow cytometry analysis showed that the frequencies of pyroptotic MAIT cells, but not the frequencies of apoptotic MAIT cells, were increased significantly in patients with COVID-19, suggesting pyroptosis is one of leading causes of MAIT cell deaths during SARS-CoV-2 infection. Importantly, there were more clonal expansions of MAIT cells in severe cases than in moderate cases.



Conclusions

The results of the present study suggest that MAIT cells are likely to be involved in the host immune response against SARS-CoV-2 infection. Simultaneously, the transcriptomic data from MAIT cells provides a deeper understanding of the immune pathogenesis of the disease.





Keywords: COVID-19, MAIT, single-cell RNA sequencing, disease severity, pyroptosis



Introduction

Acute infection with severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) has rapidly caused the ongoing worldwide pandemic of coronavirus disease 2019 (COVID-19). COVID-19 can present with a spectrum of illness, from asymptomatic, mild, moderate, to severe and death (1, 2). SARS, Middle East respiratory syndrome (MERS), and COVID-19 are the three epidemics of lethal diseases caused by coronaviruses during the last twenty years. SARS-CoV and MERS−CoV are highly pathogenic and can cause severe diseases presented as acute respiratory distress syndrome. SARS-CoV-2 seems to be less virulent but shows more infectious transmission from human to human through air droplets from the respiratory tract compared with that in SARS-CoV or MERS-CoV, with mortality rates of 3.4%, 9.6%, and ~35%, respectively (3, 4).

The outcome of acute viral infection is mainly influenced by three factors: Viral, immune factors, and viral-host interactions. Acute SARS-CoV-2 infection and the antiviral host immune responses influence and interact with each other in vivo, shaping different disease severities and outcomes. Lymphopenia and cytokine release syndrome, as well as dyspnea, hypoxemia, and acute respiratory distress, are often found in patients with severe COVID-19, suggesting that the host immune responses against the viral infection play an important role in the development of pneumonia in COVID-19 cases (5). Therefore, it is of the utmost importance to understand the immunopathology of the disease, which would also help to identify effective drugs or develop efficient prophylactic vaccines for the disease. Recent studies have shown that severe inflammatory responses, impaired innate and adaptive immune responses were characterized in patients with severe COVID-19 (6–12). Furthermore, based on single−cell RNA sequencing (scRNA-seq), the transcriptomic properties of adaptive immunocytes, such as T cells and B cells (13, 14), as well as classical innate immune cells, including monocytes, natural killer cells, and neutrophils, have been identified. These studies deepen our understanding of the disease’s immunopathology. However, scRNA profiling of innate-like T cells, such as mucosal-associated invariant T (MAIT) cells, remains unexplored in patients with COVID-19.

MAIT cells are recently defined innate-like T cells that are mainly distributed in the blood, intestinal laminae lymphatic tissues, liver, and lungs (15, 16). MAIT cells express a semi-invariant T cell receptor (TCR) mostly containing the relatively conserved Vα7.2-Jα33 chain, preferentially paired with a restricted Vβ2 or Vβ13 repertoire, and a C-type lectin-like receptor, CD161 (17–20). MAIT cells can be considered to span both the innate and adaptive arms, and play an important role in the innate host defense against various bacterial and viral infections (e.g., influenza virus, hepatitis B virus, hepatitis C virus, hepatitis D virus, as well as human immunodeficiency virus type 1), through secreting effector molecules, including interferon gamma (IFN-γ), tumor necrosis factor alpha (TNF-α), Granzyme B, perforin, and interleukin 17 (IL-17) (17, 21–24). More recently, Parrot et al. and Jouan et al. observed certain phenotypical and functional alterations of MAIT cells in patients with COVID-19 that were associated with disease severity (25, 26). In the present study, we performed scRNA-seq analyses to characterize MAIT cells in peripheral blood mononuclear cells (PBMCs) from patients with varying severities of COVID-19, and depicted an unbiased and comprehensive visualization of blood MAIT cells in the progression of the disease, which will lead to a better understanding of the pathogenic mechanism of COVID-19.



Materials and Methods


Data Collection and MAIT Extraction

The raw scRNA-seq FASTQ files of PBMCs from 13 patients and 5 healthy controls were downloaded from the Genome Sequence Archive of the Beijing Institute of Genomics (BIG) Data Center (http://bigd.big.ac.cn/gsa-human, accession HRA000150). The 13 patients with COVID-19 were classified into three clinical conditions: moderate (n = 7), severe (n = 4) and convalescent (conv; n = 6, of whom 4 were paired with moderate cases). The downloaded reads were then processed individually using the Cell Ranger (v.4.0.0, 10xgenomics, https://www.10xgenomics.com/) count pipeline with the GRCh38 human reference genome to generate gene expression matrices. The subsequent analyses were performed by R (v.4.0.2) scripts with the Seurat (v.3.2.2) package as described in our previous study (13). Briefly, the Cell Ranger output filtered gene expression matrices were further filtered according to the parameters in our previous study (13). The genes expressed at a percentage of 0.1% cells or more were kept for every sample. The cells were filtered as following criteria: (1) the number of genes is equal to or larger than 500; (2) the number of unique molecular identifiers (UMIs) is equal to or larger than 800; (3) the percentage of the mitochondrial genes is no more than 10%. Those cells that did not satisfy the above criteria were removed. Then, the datasets from different samples from four conditions were integrated into an integrated and unbatched dataset using the “standard workflow”, as described at https://satijalab.org/seurat/v3.2/integration.html. The integrated dataset was scaled and principal components analysis (PCA) was calculated. The top 20 principal components (PCs) were selected to construct a shared nearest neighbor (SNN) network and an unsupervised graph-based clustering approach, the Louvain algorithm, was applied to cluster cells with a parameter resolution = 1.5. Clusters were then classified and annotated based on the selected classic markers (13). Specifically, MAIT cells were located using marker SLC4A10 (encoding solute carrier family 4 member 10) and TRAV1-2 (encoding T cell receptor alpha variable 1-2) and were extracted to another dataset to perform downstream analyses. Finally, uniform manifold approximation and projection (UMAP) was applied to visualize the clustering result in a two-dimensional space (27).



Identification of Differentially Expressed Genes (DEGs) and GO Enrichment

To identify the DEGs across different clusters and/or conditions, the “FindMarker” function in the Seurat package was performed with multiple threshold parameters, including an average log2 (fold change) ≥ 0.5, a Benjamini–Hochberg-corrected P value ≤ 0.01, and detection in ≥ 10% of cells in at least one condition. The obtained DEGs were uploaded to the Metascape webtool (www.metascape.org) (28) and the gene sets derived from gene ontology (GO) Biological Process Ontology were selected to obtain their function profiles.



Defining Cell State Scores

We used cell scores to evaluate the degree to which individual cells express a certain pre-defined gene set (13, 29, 30). For a given gene set (Gj) reflecting a specific cell state or biological function, the score for every cell i, SCj(i), quantifying the relative expression of Gj in cell i as the average relative expression (Er) of genes in Gj compared to the average relative expression of a control gene set (Gjcont): SCj(i) = average[Er(Gj, i)] - average[Er(Gjcont, i)]. The control gene set was defined by first binning all the analyzed genes into 25 bins of aggregate expression levels. For each gene in the given gene set, we randomly chose 100 genes from the same expression bin. The “AddModuleScore” function in Seurat package was used to implement this approach with “nbin” set to 25. We respectively used CELL KILLING (GO:0001906), CELL CHEMOTAXIS (GO:0060326), APOPTOTIC SIGNALING PATHWAY (GO:0097190), 9 activation-related genes (CD38, CD69, CD25(IL2RA), CD95(FAS), CD134(TNFRSF4), CD137(TNFRSF9), CD154(CD40LG), MKI67, KLRG1) to define the cell killing, cell chemotaxis, apoptosis, and the activation score.



TCR Analysis

The Cell Ranger (v.4.0.0) vdj pipeline with GRCh38 as the reference was used to perform the gene quantification and TCR clonotype assignment. Then, the files with contig annotations and clonotype frequencies were obtained. According to our previous study, only cells with at least one productive TCR α-chain (TRA) and one productive TCR β-chain (TRB) were kept for further analysis (13). The cell barcodes and sample identifiers were concatenated to define the cell identifiers and to associate the gene expression data with TCR information for each MAIT cell. Here, a clonotype refers a unique TRA(s)-TRB(s) pair (complementary determine region 3 (CDR3) amino acid sequences included). If the cell numbers of one clonotype were greater than 1, this clonotype was considered to be clonal, and the number indicated the degree of clonality of the clonotype.



Flow Cytometry

MAIT cells were identified as CD161hiTCR Vα7.2+ cells among CD3+ T cells. To detect surface markers, the following antibodies were used: anti-CD3-APC-Cy7 (BD Biosciences, San Diego, California, USA. Clone: OKT3), anti-CD161-PE (BD Biosciences. Clone: HP-3G10), and anti-TCR Vα7.2-BV421 (BD Biosciences. Clone: 3C10). For fluorochrome-labeled inhibitors of caspases (FLICA) caspase-1 detection, FLICA staining was conducted in accordance with the manufacturer’s instructions (Bio-Rad, Hercules, CA, USA). Cells were incubated with the FLICA caspase-1 reagent for 1 hour at 37 C and then cells were washed for downstream surface markers staining and intracellular anti-capase-3-Alexa 647 (BD Biosciences. Clone: C92-605). Data were acquired on a BD FACSCanto II flow cytometer (BD Biosciences), and further analyzed using FlowJo (Ashland, OR, USA) Tree Star software.



Boxplot and Comparisons

All the boxplots in this study were plotted using “geom_boxplot” in ggplot2 (ggplot2: Elegant Graphics for Data Analysis. Springer-Verlag New York, 2016) R package. Every dot represented a sample. The horizontal line within each box acted as the median, and the bottom and top of each box indicated the 25-th and 75-th percentile. The Wilcoxon rank-sum test was applied to test the significance of the difference between conditions using the “geom_signif” function in ggsignif (Significance Brackets for ‘ggplot2’) R package. The statistical tools and methods for each analysis are explicitly described in the figure legends.




Results


Single-Cell Transcriptional Profiling of Peripheral MAIT Cells

To characterize the transcriptional profiling of MAIT cells in patients with COVID-19, we analyzed the published scRNA-seq datasets of PBMCs from thirteen patients and five healthy donors (HDs) (13) (Figures 1A, C). The 13 patients with COVID−19 consisted of moderate cases (n = 7), severe cases (n = 4), and convalescent (n=6; of whom 4 were paired with the moderate cases) (Figure 1C). Fourteen cell types comprising a total of 121464 cells were selected and annotated after quality control and doublets removal. Specifically, according to the expression level of canonical markers SLC4A10 and TRAV1-2, a total of 2502 MAIT cells were identified and extracted for subsequent detailed analyses (Figures 1B and S1A). Among these MAIT cells, 417 cells (16.7%) were from HDs, 1019 cells (40.7%) were from moderate cases, 130 cells (5.2%) were from severe cases, and 936 cells (37.4%) were from convalescent samples. Meanwhile, there were an average of 1.97%, 2.58%, 0.53%, and 2.53% MAIT cells among PBMCs per sample in the HD, moderate, severe, and conv groups, suggesting profound depletion of MAIT cells in patients with severe disease. The changed MAIT proportions in the different conditions agreed with the previous findings (13, 25, 26). Visualization of MAIT cells via UMAP clearly demonstrated their batch-less nature and comparability (Figure 1C). As such, we clearly defined the MAIT cells in the peripheral blood of individuals with COVID-19.




Figure 1 | Single-cell gene expression profiling of MAIT cells derived from PBMCs of the participants. (A) Schematic diagram of this study design. The scRNA−seq data for MAIT cells were processed for expression analysis and TCR profiling across four conditions, including HD (n = 5), moderate (n = 7), severe (n = 4) and conv (n = 6). (B) UMAP projection of integrated single-cell transcriptomes of 121464 cells from all participants (left) and MAIT cell annotation (right). The left scatter plot shows all 14 cell types and each dot represents a single cell, colored according to cell type. MAIT cells are circled in red. The right two scatter plots show the expression of canonical markers of MAIT cells and the cell are colored according to the expression level. (C) UMAP representations of MAIT cells in HD, moderate, severe, and conv conditions, respectively. Cells are color-coded by individual samples, respectively. (D) Gene enrichment analyses of the DEGs in the MAIT cells in comparison with 13 other immune cell types (naïve T cell, activated T cells, γδ T cells, proliferative T cells, natural killer cells, B cells, plasma B cells, CD14+ monocytes, CD16+ monocytes, monocyte-derived dendritic cells, plasmacytoid dendritic cells, platelets, and hemopoietic stem cells) in PBMCs.



To investigate the transcriptomic features of MAIT cells comprehensively, we first compared the expression patterns of MAIT cells with 13 other immune cell types, including naïve T cell, activated T cells, γδ T cells, proliferative T cells, natural killer cells, B cells, plasma B cells, CD14+ monocytes, CD16+ monocytes, monocyte−derived dendritic cells, plasmacytoid dendritic cells, platelets, and hemopoietic stem cells, in PBMCs and identified a total of 230 differentially expressed genes (DEGs). Further analysis found that these DEGs were mainly involved in myeloid leukocyte activation, lymphocyte activation and migration, antigen processing and presentation, and cytokine production (Figure 1D), suggesting that MAIT cells may engage in the immune response against SARS-CoV-2. Second, we compared the expression patterns of MAIT cells from patients with moderate or severe disease with the counterparts from HDs. We found that DEGs were mostly enriched in the type I interferon signaling pathway, response to interferon (gamma and/or beta), regulation of innate immune response, positive regulation of cytokine production, and NF-kappaB transcription factor activity (TFA) processes (Figures 2A, B). These results agreed with the previously observed results in 13 other immune cell types from patients with COVID-19 (13, 31). Third, we compared the transcriptional profiles of MAIT cells from patients with severe disease with the counterparts from patients with moderate disease to explore the correlation of disease severity and gene expression in MAIT cells. A total of twelve DEGs were recognized. Ten of them (TRBV9, TRAV8-2, S100A8, GZMH, S100A9, KLF6, CD8B, KLRD1, IGLV3-19, and JCHAIN) were upregulated, whereas the only two were downregulated genes (SLC4A10 and TRAV1-2), which are canonical markers of MAIT cells (Figure 2C). Further analysis found that the DEGs were mainly enriched in adaptive immune response and humoral immune response (Figure 2D), suggesting that the expression of these DEGs might correlate with the disease severity. Interestingly, we found that 18 DEGs were in at least two conditions (Figure 2E). Specifically, twelve of them (IFITM1, IFI44L, IFI6, ISG15, XAF1, LY6E, MX1, IRF7, OAS1, EIF2AK2, TRIM22, and TXNIP) showed increased expression during COVID−19 and later declined in the convalescent condition; however, six DEGs (RGCC, LMNA, ZFP36, MT-ND6, JUN, and FOS) showed the opposite; i.e., the expression levels of these genes were reduced during infection with COVID-19 and recovered after being restored to health (Figure 2F and Table S1). These findings suggested that the encoded proteins might be involved in the virus-host interaction and host immune response, thus reflecting disease severity.




Figure 2 | Characterization of MAIT cells in individuals across four conditions. (A) Scatter plot showing the comparisons of DEGs in the MAIT cells between severe (or moderate) and HD controls. The red dots represent significantly upregulated genes with an adjusted P value ≤ 0.01 and average log2 fold change ≥ 0.5. Example genes are labeled with gene symbols. The gray dots represent genes with adjusted P > 0.01 or average log2 fold change < 0.5. A two sided unpaired Mann–Whitney U-test was applied. P values were adjusted using Bonferroni correction. (B) Gene enrichment analyses of the significantly upregulated DEGs in (A). GO terms are labeled by name and ID, and sorted by -log10(P) values. A smaller P value was expressed in a darker color. (C) Violin plots showing gene expression levels of DEGs of MAIT cells in the severe group (n = 4) in comparison with their counterparts in the moderate group (n = 7). (D) Gene enrichment analyses of the DEGs in (C). Display settings are similar to (B). (E) Venn diagram showing the overlapping DEGs among the HD (n = 5), moderate (n = 7), severe (n = 4) and conv (n = 6) conditions. (F) Heatmap showing the relative expression level of shared genes of (E) in at least two conditions. Rows denotes the four conditions and columns denote the shared genes.





Features of MAIT Cells in Patients With COVID-19

To further investigate the features of MAIT cells in patients with COVID-19, we used a scoring system to evaluate certain key biological processes, such as activation, cell killing, cell chemotaxis, and apoptosis. Optimal cell activation is a prerequisite for cell function, and we found that MAIT cells in patients with COVID-19 showed trends if higher activation levels than in HDs, suggesting a consistent response by MAIT cells to SARS-CoV-2 infection. Notably, the activation levels of MAIT cells in severe cases were less than those in moderate and conv cases. For functional evaluation, we found that the cell killing level in MAIT cells increased consistently with disease severity and displayed the highest levels in severe cases. Importantly, cell chemotaxis and apoptosis levels in MAIT cells were also highest in severe cases, suggesting that the increased migration and cell death pathways in the MAIT cells of patients with severe COVID-19 may be associated with their MAIT-cell loss in peripheral blood (Figure 3A).




Figure 3 | Pyroptotic MAIT cells increased in patients with COVID-19. (A) Box plots of the expression levels of genes associated with four GO biological process in MAIT cells derived from the HD (n = 5), moderate (n = 7), severe (n = 4), and conv (n = 6) samples. Conditions are displayed in different colors. Horizontal lines represent median values, with whiskers extending to the farthest data point within a maximum of 1.5 × the interquartile range. (B) The expression level of the CASP1 gene in participants from four conditions. A dot represents a single sample. Samples and their corresponding conditions are displayed in different colors. (C) Comparisons of FLICA caspase-1 in peripheral CD4+ T, CD8+ T and MAIT cells from healthy donors and patients with COVID-19. Statistical analysis was performed using SPSS software version 22 (IBMCorp., Armonk, New York, USA). For comparison, the Mann–Whitney U test was used for comparisons between healthy donors and patients with COVID-19. A paired Student’s t-test was adopted for the analysis of CD4+ T, CD8+ T and MAIT cells in the same group. p values < 0.05 indicated a significant difference. HD, healthy donor.



To investigate the association between pyroptosis, a newly identified programmed cell death pathway, and disease severity during SARS-CoV-2 infection, we first compared CASP1 gene expression and found the CASP1 gene expression in patients with COVID-19 showed higher levels than those in in HDs (Figures 3B and S2). To confirm this finding, we used FLICA to detect the percentages of the active form of caspase-1+ cells. We observed that the frequencies of FLICA caspase-1+ MAIT cells were significantly increased in the peripheral blood of patients with COVID-19. By contrast, the frequencies of active caspase-3+ MAIT cells was not significantly increased in patients with COVID-19 (Figures 3C and S3). Interestingly, CD8 T cells, but not CD4 T cells, also showed an increased pyroptotic phenotype in patients with COVID-19 (Figures 3C and S3). Collectively, these data, at least in part, confirm that MAIT cell pyroptosis occurs in SARS-CoV-2 infection and pyroptosis as possible cause of MAIT cell loss.



Clonal Expansion of MAIT Cells and Preferred Usage of V(D)J Genes in Patients With COVID-19

To better determine the clonal relationship among individual MAIT cells and their usage of V(D)J genes across the four conditions, we reconstructed TCR sequences of MAIT cells from the TCR sequencing of 20 cases. In this analysis, 1687 cells matching TCR information were detected from 2318 MAIT cells and the percentage of cells with TCR information is more than 70% in all conditions, except for the HD (Figures 4A, B). We then performed statistical processing of all clonotypes (Figures 4C, D). Overall, the number of clonotypes was negatively logarithmically correlated with the number of cells per clonotype (Figure 4C). It should be noted that the number of high frequencies of clonotypes of MAIT cells was relatively high. Compared with the HDs, clonal expansion was obvious in patients with COVID-19 both in disease progression and in convalescence (Figure 4D). Interestingly, there were more large clonal expansions (clonal size >10) in the severe cases than in the other conditions, indicating that some clonotypes might be abnormally over expanded in the MAIT cells of severe cases. To study the abnormality and gene preference of TCRs in MAIT cells of severe cases, we compared the usage of V(D)J genes across the four conditions (Figures 4E–G). The top 10 complementarity determining region 3 (CDR3) sequences in TRB were quite different across the four conditions (Figure 4E) and the moderate and conv conditions shared three CDR3 sequences because four samples from these conditions were paired. However, for all the top 10 CDR3 sequences across the four conditions, there were only 21 unique CDR3 sequences in TRA. In total, the usage percentage of the top 10 CDR3 sequences in the HD condition was lower and more balanced compared with those of the other three conditions. Notably, we found that the percentage of cells using TRAV1−2 or TRBV33 was much higher than that of other genes in TRA and the percentage in severe cases was significantly decreased compared with that in the moderate and conv cases (Figure 4E). TRAV1-2 is a marker gene of MAIT cells and it was also expressed at a lower level inside MAIT cells of severe cases compared with that in the other conditions. We also found that the usage levels of the gene pairs TRAV1-2 and TRAJ33, and TRAV1-2 and TRAJ20 were high across all conditions (Figure 4G). Besides, the usage level of gene pair TRAV1-2 and TRAJ12 was also high across all conditions except for that in the severe cases. Thus, it seems that in TRA, these three gene pairs were mainly used only in moderate and conv cases. The lost gene pair TRAV1-2 and TRAJ12 might influence MAIT cell antigen recognition of patients with severe disease.




Figure 4 | Expanded TCR clone and selective V(D)J gene usage in MAIT cells. (A) UMAP of MAIT cells derived from PBMCs. Cells detected with TCRs are highlighted in blue (left) and the distributions of some types of TCR are shown (right). (B) Bar plots showing the percentage of TCR detection in each MAIT cell condition. (C) The association between the number of MAIT cell clones and the number of cells per clonotype. Nonclonal cells are on the left of the dashed line and clonal cells are on the right. These points were fitted by LOESS, which shows the negative correlation between the two axes. (D) The percentages of the clone states of MAIT cells in each condition and the distribution of different levels of clonal MAIT cells across four conditions. (E) The percentages of usage of some TRAV, TRAJ, TRBV, and TRBJ genes across four conditions in MAIT cells, in which error bars are represented by ± s.e.m. Differences in all comparisons were analyzed by the Mann-Whitney test and the results of P < 0.05 are labeled over the bar plots (0.01 < P < 0.05 is marked by ‘*’ and 0.001 < P < 0.01 is marked by ‘**’). (F) The percentages of top ten CDR3 usages in MAIT cells across four conditions are shown. Sequences in blue are distinctive usages compared with other conditions. Sequences in red are common usages across the four conditions. Sequences in orange are common usages in at least two conditions. (G) TRA/B rearrangement differences in each MAIT cell condition. The color legends in the right of these plots indicate the usage percentage of specific V-J gene pairs.






Discussion

Previous studies have revealed that MAIT cell numbers decreased with disease severity and were later restored in the peripheral blood of convalescent patients (13), but were highly enriched in the airways of patients with severe disease, coupled with strong activation (25). Importantly, higher numbers of CD69+ peripheral blood MAIT cells in patients with COVID-19 on admission was predictive of the clinical course and disease severity (26). These findings hinted that MAIT cells are involved in the host immune response against SARS-CoV-2 and are possibly engaged in COVID-19 immune damage, even pulmonary fibrosis (32). As such, investigating the precise transcriptomic profiling of MAIT cells, as well as their relationships with disease severity in patients with COVID-19, is of great importance to understanding COVID-19 progression and to develop effective therapy (33). To address this issue, in the present study, we profiled the transcriptome of MAIT cells in patients with COVID-19 at single-cell resolution.

Our study provided an unbiased visualization of MAIT cells in the peripheral blood of patients with COVID-19. We found that DEGs in MAIT cells were mainly involved in myeloid leukocyte activation, lymphocyte activation, and antigen processing and presentation, suggesting their unique response to SARS-CoV-2 infection. Furthermore, an intensive interferon response was observed in patients with COVID-19 in MAIT cells, exemplified by the high enrichment of biological processes related to DEGs under disease conditions. Moreover, additional DEGs in MAIT cells from patients with severe disease were enriched in adaptive and humoral immune responses. With regard to functional evaluation, the cell killing level in MAIT cells increased consistently with increasing disease severity and displayed the highest levels in patients with severe disease, suggesting that the enhanced cytotoxicity of MAIT cells might be associated with immune-induced damage, particularly in patients with severe COVID-19. Notably, we observed that the activation levels of MAIT cells in severe cases were lower than those in moderate and convalescent cases, which conflicts with the results other studies that identified MAIT cells with high expression of the CD69 activation marker being associated with poor clinical outcome and disease severity in patients with COVID-19 (25, 26). The different activation marker profiles of MAIT cells could be explained by the fact that the activation of MAIT cells was analyzed at the protein level in previous studies, which is different from RNA level scoring system in our study. Therefore, whether the discrepancy is associated with various regulations during or after transcription, or whether the discrepancy could predict the clinical outcomes of patients with COVID−19 requires further investigation Finally, MAIT cells experienced distinctive TCR clonal expansion, evidenced by increased MAIT cells clonality in non-healthy condition and a biased usage of TRAV and TRAJ genes. Overall, MAIT cells manifested a complex and specific transcriptional profile in patients with COVID-19, suggesting their possible engagement in the immune response against SARS-CoV-2 infection.

We and other groups found that the frequencies of peripheral MAIT cells were persistently decreased in patients with severe COVID-19, which might have detrimental consequences for the immune defense against microbial disease and immune homeostasis at barrier sites (25). However, the factors that led to the obvious decrease of MAIT cells in peripheral blood of patients with COVID-19, especially in severe cases, are not clear. Our data present the transcriptomic profiling of peripheral MAIT cells in patients with COVID-19, which might provide hints to the cause of the loss of MAIT cells. First, the cell chemotaxis level in peripheral MAIT cells was observed to be the highest in patients with severe disease, suggesting the increased migration of MAIT cells, which might be consistent with other studies revealing that the enrichment of MAIT cells in airways may lead to an marked decrease of MAIT cells in the peripheral blood of patients with COVID-19 (25, 26, 33). Second, the increased cell death of MAIT cells because of enhanced apoptosis might also contribute to the decline of peripheral MAIT cells in patients with severe COVID-19. Third, pyroptosis is a recently defined programmed cell death characterized by active caspase-1-mediated gasdermin−D (GSDMD) cleavage and subsequent plasma membrane instability, leading to emission of proinflammatory signals, including signature cytokines IL-1β and IL-18, which activate intense inflammation (34–36). We found that the frequencies of pyroptotic MAIT cells, but not the frequencies of apoptotic MAIT cells, were significantly increased in the peripheral blood of patients with COVID-19. These data, at least in part, confirm that pyroptosis is one of leading causes of deaths of MAIT cells in SARS-CoV-2 infection. In the future, we need to know how to maintain the homeostatic MAIT cells in patients with COVID-19. Moreover, it is virtually important to identify MAIT cells as our friend or foe in patients with COVID-19, and to explore new methods to modulate MAIT cells to keep the balance of advantages and disadvantages of MAIT cells. More recently, our studies have demonstrated that intravenous umbilical cord-derived mesenchymal stem cell infusion in patients with moderate and severe COVID-19 is safe and well tolerated (37, 38). Of note, further studies should investigate the factors underling T-cell pyroptosis, such as MAIT cells and CD8 T cells, in patients with COVID-19.

In summary, the transcriptomic profiling of MAIT cells depicted in this study provided substantial value to further clarify the involvement of MAIT cells in COVID-19 immunopathogenesis, and might be helpful to evaluate their potential as biomarkers and/or immune intervention targets.
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Supplementary Figure 1 | Quality of clustering and annotation of MAIT cells. (A) MAIT cell annotation and UMAP projection of integrated single-cell transcriptomes of 121464 cells from all participants. The left two violin plots show the expression distribution of MAIT cell canonical markers in all clusters. The right scatter plot shows all 14 cell types and each dot represents a single cell, colored according to cell type. MAIT cells are circled in red. (B) UMAP projections of gene counts (left), UMI counts (middle), and the percentage of mitochondrial genes (right) in MAIT cells. (C) Violin plots depicting the distribution of gene counts (left), UMI counts (middle), and the percentage of mitochondrial genes (right) in MAIT cells.

Supplementary Figure 2 | Dynamic transcriptional profile of MAIT cells. Heatmap showing the relative expression levels of selected markers in different samples. Rows represent shared genes and columns represent samples from different conditions.

Supplementary Figure 3 | Comparisons of active capase-3 in peripheral CD4+ T, CD8+ T and MAIT cells from healthy donors and COVID-19 patients. Statistical analysis was performed using SPSS software version 22 (IBMCorp., Armonk, New York, USA). For comparison, the Mann–Whitney U test was used for comparisons between healthy donors and patients with COVID-19. A paired Student’s t-test was adopted for the analysis of CD4+ T, CD8+ T and MAIT cells in the same group. p values < 0.05 indicated a significant difference. HD, healthy donor.
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Containment of the AIDS pandemic requires reducing HIV transmission. HIV infection is initiated by the fusion of the membrane between the virus and the cell membrane of the host. 2P23 is an effective HIV membrane fusion inhibitor that may be a good entry inhibitor microbicide candidate. This study evaluated the potential of using gel-formulated 2P23 as a topical microbicide to prevent sexual transmission of HIV in the rectum and vagina. Our data revealed that 2P23 formulated in gel is effective against HIV. There was no change in antiviral activity at 25°C for 4 months or 60°C for 1 week. In addition, we demonstrated that the 2P23 gel was stable and fully functional at pH 4.0–8.0 and under different concentrations of H2O2. Finally, the 2P23 gel exhibited no cytotoxicity or antimicrobial activity and did not induce inflammatory changes in the rectal or vaginal mucosal epithelium in New Zealand rabbits after 20 mg/day daily rectovaginal application for 14 consecutive days. Despite repeated tissue sampling and 2P23 gel treatment, the inflammatory cytokines and microbiota of the rectum and vagina remained stable. These results add to general knowledge on the in vivo evaluation of anti-HIV microbicide application concerning inflammatory cytokines and microbiota changes in the rectum and vagina. These findings suggest that the 2P23 gel is an excellent candidate for further development as a safe and effective pre-exposure prophylactic microbicide for the prevention of HIV transmission.
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Introduction

According to the latest global statistics report, 38 million individuals are living with HIV (1). Although 26 million patients received antiretroviral (ARV) treatment as of the end of June 2020, treatment efficacy is largely limited by daily medication, poor adherence, and the lifelong burden and stigma associated with side effects, such as kidney failure and bone loss (2, 3). It is well known that HIV transmission is primarily mediated via sexual contact. The rectal epithelium is composed of single-layered columnar cells and is a desired target for HIV viral penetration (4, 5). Preventing HIV transmission is of great importance, especially in individuals with a high risk of HIV exposure.

Modifying sexual behaviors and the use of condoms are fundamental prevention strategies for HIV transmission. Condoms are effective in preventing the transmission of HIV (6–8). However, consistent condom use is not optimal, and controls are lax. In addition, among the Ontario cohort of men who had sex with men (MSM), 693 were infected with HIV, and 51% (95% confidence interval, 17%–77%) used condoms. These data indicate that despite the efficacy of condoms, condom failure occurs in gay men exposed to HIV (9).

In addition to condoms, microbicides are also applied for HIV prevention. To facilitate application to the rectum and vagina, microbicides are usually used in the form of lubricants, creams, gels, films, capsules, sponges, rings, tablets, electrospun fibers, suppositories, lavage, or enemas to topically prevent HIV from entering and/or replicating in mucosal cells (10–12). Topical pre-exposure prophylaxis (PrEP) is a microbicide that inhibits viral infection at the mucosal level (13, 14). The antiviral activity of PrEP is dependent on the antiretroviral regimen. Therefore, accumulation of antiretroviral drugs might induce side effects and have to be stopped. As a consequence, the antiviral property of PrEP is abrogated (15–22).

To maintain a sustained preventive effect, we synthesized a 2P23 peptide from the C-terminal heptapeptide repeat region (CHR) of the HIV fusion protein gp41 (23). In this study, we further assessed the activity and safety of 2P23 for blocking HIV infection. Herein, we report that 2P23 is a novel membrane fusion inhibitory peptide with exceptional potency against HIV infection in gel formulation. We also performed safety evaluations, assessing its cytotoxicity and antibacterial potential in vitro, and analyzed the inflammatory response and microbiota changes in vivo. Collectively, our data demonstrate the potential of 2P23 membrane fusion inhibitors as new antiviral agents for the prevention of HIV infection.



Materials and Methods


Ethics Statement

All animal experiments were conducted in accordance with the guidelines and protocols approved by the Ethics Committee for Animal Experimentation of the National Institute for Food and Drug Control (NIFDC; Beijing, China) [protocol No. 2019 (B) 010]. To ensure personnel safety and animal welfare, research on animals was performed in strict accordance with the highest scientific, humane, and ethical principles concerning experiments set out in the Guidelines for the Care and Use of Laboratory Animals.



Peptide Synthesis

Peptides were synthesized on rink amide 4-methylbenzhydrylamine (MBHA) resin using standard solid phase 9-fluororenyl methoxycarbonyl (FMOC) chemistry at SciLight Peptide Biological Technology Co., Ltd. (SciLight Peptide; Beijing, China) and analyzed by high-performance liquid chromatography (HPLC) and matrix-assisted laser desorption ionization time of flight mass spectrometry (MALDI-TOF MS) to determine that the purity of the peptide was >95%. The concentration of the peptide was measured by UV absorbance and theoretically calculated by the molar extinction coefficients of tryptophan and tyrosine residues.



Therapeutically Active Compound

2P23 is a novel short peptide (23 mer) fusion inhibitor with an M-T hook structure, HIV-2 sequence and salt bridge formation residue, and a molecular weight of 3717.96 g/mol (2P23 amino acid sequence: EMTWEEWEKKVEELEKKIEELLK). 2P23 is a highly stable helical peptide that binds highly to surrogate targets from HIV-1, HIV-2, and simian immunodeficiency virus (SIV) and is effective at inhibiting HIV-1 and HIV-2 replication (mean IC50 for HIV-1, 5.57 nM; mean IC50 for HIV-2, 15.38 nM) (23).



Virus Source and Cell Culture

The Global HIV-1 ENV Cloning Group was obtained from David Montefiori through the NIH AIDS Reagent Program (AIDS Research and Reference Reagent Program, NIH, USA), Division of AIDS, NIAID, NIH. TZM-bl indicator cells were obtained from Dr. John C. Kappes, Dr. Xiaoyun Wu, and Tranzyme Inc (24–29), which stably express large amounts of CD4 and CCR5 with endogenous expression of CXCR4 and were maintained in complete growth medium composed of DMEM (HyClone™, GE Healthcare, Utah, USA) supplemented with 10% heat-inactivated FBS (Gibco, Grand Island, NY, USA), 100 IU/ml penicillin, and 100 μg/ml streptomycin (HyClone). HEK293T cells and the human T-cell line MT-4 were purchased from the American Type Culture Collection (ATCC; Manassas, USA). Peripheral blood mononuclear cells (PBMCs) from healthy individuals were separated by Ficoll-Paque Plus (GE Healthcare, Waukesha, USA) with density gradient centrifugation and stimulated with 5 μg/ml PHA (Sigma-Aldrich, St. Louis, USA) for 72 h.



Inhibitory Activity of Membrane Fusion Inhibitory Peptide on HIV

The HIV membrane fusion inhibition peptide sensitivity test was performed by polyethylenimine (PEI) transfection to produce env-specific pseudoviruses. Briefly, 293T cells were cotransfected with env-deficient pSG3Δenv plasmid DNA and pcDNA3.1-env plasmid containing the full-length env gene derived from plasma virus. The supernatant was collected, aliquoted, and stored at −80°C until use. The titers of these viruses were determined by infecting TZM-bl cells, and the relative luminescence unit (RLU) readings were recorded using a Veritas microplate luminometer. The cutoff value was threefold higher than that of the cell control well, and 50% tissue culture infectious doses (TCID50) of the virus were calculated using the Reed and Muench method (30). To determine the peptide inhibitor dose corresponding to the 50% inhibitory concentration (IC50) with a confidence interval of 95%, a piecewise linear dose–response curve was constructed for each virus type. After establishing a dose–response curve, the IC50 dose was estimated using appropriate correction techniques using GraphPad Prism statistical software. Under the linear assumption, the standard error of IC50 can be estimated (31).



Hydroxyethyl Cellulose

Hydroxyethyl cellulose (HEC) (catalog# 434973) was purchased from Sigma-Aldrich (St. Louis, MO, USA). The HEC gel is a “universal” gel that has shown sufficient stability in gel formulation, as previously described (32–34), and is safe and sufficiently inactive to be used in clinical studies of experimental microbicides. In our study, the 2P23 gel dosage formulation was prepared using the gel method, and HEC was selected as the gelling agent. Aqueous systems containing decreasing concentrations (%) of HEC were prepared to evaluate HEC cytotoxicity in TZM-bl cells using the Cell Counting Kit-8 (CCK-8; Kumamoto Michio, Japan) according to the manufacturer’s instructions.

Cytotoxicity was evaluated by calculating the cell viability = (OD450 of cell-HEC group − OD450 of blank control group)/(OD450 of HEC-free cell control group − OD450 of blank control group) × 100%. The evaluation criteria were derived from the Biological evaluation of medical devices—Part 5: Test for in vitro cytotoxicity (GB/T 16886.5-2017/ISO 10993-5:2009, IDT) (35).



Products

The 2P23 peptide in powder form was provided by Scilight Peptide (Beijing, China). A solution of 2P23 peptide was prepared in PBS. 2P23 gels consist of 2P23 peptide solutions of different concentrations added to a formulation containing a gel (HEC), glycerin, and the preservative methyl 4-hydroxybenzoate, filtered through a 0.45-μm microporous membrane. Formulation of the vehicle control gel was the same but without the active ingredient (2P23).



Physicochemical Property Testing

The primary physicochemical parameters commonly used to evaluate semisolids include viscosity, osmotic pressure, and pH. The viscosity was determined using the CP41 spindle on a Wells/Brookfield™ cone plate Brookfield Model DVIII viscometer (Brookfield Eng. Lab., Inc., MA, USA). Data were collected using Rheocalc software (Brookfield Eng. Lab., Inc., MA, USA). To compare data from different samples, viscosity values obtained at 50 s−1 were used in the analysis. The shear stress (dyne/cm2) was best fitted by the Bingham equation using Rheocalc software. pH was determined using a Mettler-Toledo SevenExcellence™ Multiparameter pH meter (Mettler) with a Mettler-Toledo InLab® Expert Pro-ISM (Mettler) probe calibrated using three points, pH 4.01, 6.86, and 9.18. Osmolality was determined using a SMC30D osmometer (TianJin TianHe Analytic Instrument Co., Ltd, Tianjin, China) calibrated using GBW(E) 198.5, 600.8, and 1000 mOsmol/kg calibration standards (National Institute of Metrology, Beijing, China).



Cytotoxicity Test of the 2P23 Gel In Vitro

The toxicity of the 2P23 gel against PBMCs, CEMss-CCR5, MT-4, and TZM-bl cells was determined using a CCK-8 assay. Cytotoxicity was evaluated by calculating the cell viability = (OD450 of cell-2P23 gel group − OD450 of blank control group)/(OD450 of 2P23 gel-free cell control group − OD450 of blank control group) × 100%. The evaluation criteria were derived from the Biological evaluation of medical devices—Part 5: Test for in vitro cytotoxicity (GB/T 16886.5-2017/ISO 10993-5:2009, IDT) (35).



Antibacterial Activity of the 2P23 Gel

The antimicrobial activity of the 2P23 gel was determined according to the Clinical and Laboratory Standards Institute (CLSI) guidelines (36, 37). Microorganisms used in the antibacterial test were Escherichia coli ATCC 25922, Pseudomonas aeruginosa ATCC 27853, Enterococcus faecalis ATCC 29212, and Staphylococcus aureus ATCC 25923. Reference microbial strains were purchased from ATCC, and a panel of probiotics strains, including Lactobacillus rhamnosus, Lactobacillus acidophilus, Lactobacillus reuteri, Lactobacillus fermentium, Lactobacillus casei, Lactobacillus paracasei, Lactobacillus delbrueckii subsp. bulgaricus, Bifidobacterium lactis, Bifidobacterium breve, Bifidobacterium bifidum, and Bifidobacterium longum, were purchased from Shanghai Aurinda Health Food Co., Ltd. Broth microdilution minimum inhibitory concentration (MIC) testing was performed for the 2P23 gel according to CLSI M07 and CLSI M100 guidelines. The viability of the bacteria was determined by measuring the optical density (OD) absorbance at 450 nm, as described above. MICs were measured for bactericidal activity. Walch® Instant Hand Sanitizer positive controls (Kills 99.9% of germs) (Whealth Lohmann CENTRALIN GmbH, Germany) were included for each organism–2P23 gel combination.



Effect of pH and H2O2 on the Stability and Antiviral Activity of the 2P23 Gel

The effect of pH on the 2P23 gel was evaluated at pH 4.0, 6.0, and 8.0. Briefly, the antiviral activity of 2P23 gels incubated at pH 4.0, 6.0, or 8.0 in complete growth medium at 37°C for 48 h was determined by a single-round viral infection assay using luciferase reporter gene detection in the abovementioned TZM-bl cells. To test the oxidation of H2O2, the 2P23 gel was treated with 1.2 μM H2O2 and 5 μM H2O2 as previously described (38). The antiviral activity of the 2P23 gel in H2O2 was determined as described above.



Accelerated Stability and Antiviral Activity of the 2P23 Gel

The accelerated stability and antiviral activity of the 2P23 gel under different temperature and time conditions were studied. In brief, the 2P23 gel was stored at 4°C, 25°C, 40°C, and 60°C for 1 to 24 weeks at 75% relative humidity (RH). Equal portions of the 2P23 gel were taken weekly, diluted in complete medium, and incubated at 37°C for 48 h. The antiviral activity was determined as described above. In addition, the stability of the 2P23 gel was further analyzed by HPLC.



HPLC Experiment

2P23 in gel or PBS was analyzed by HPLC on an Ultimate3000 (Thermo) liquid chromatograph. A reversed-phase Ultra Aqueous C18 analysis column (2.1 mm × 100 mm, 5-μm particle size) and guard column (2.1 mm × 12.5 mm, 5 μm particle size) were purchased from Agilent. ChemStation software (Agilent) was used to calculate the peak area (Pa), and the recovery rate of 2P23 was calculated as “X week PA sample/0 week PA sample × 100%”.



Safety Evaluation in Rabbit Model In Vivo

Rabbits are an ideal animal model for assessing rectal and vaginal products, as described elsewhere (39, 40). A total of 48 specific pathogen-free (SPF) New Zealand White (NZW) rabbits were provided by the National Center for Rodent Laboratory Animal Resources (Beijing, China). The rabbits were 8 to 9 weeks old and weighed between 1.790 and 2.424 kg. For the in vivo safety study, 48 rabbits (24 male rabbits and 24 female rabbits) were randomized into 12 groups (two male rabbits and two female rabbits per group). Rabbits were randomly assigned to 12 experimental groups: placebo control group rabbits receiving PBS only (n = 4), vehicle control group rabbits receiving empty gel (n = 4), SFT gel high-dose group rabbits receiving gel formulation containing 20 mg/ml SFT (n = 4), SFT gel low-dose group rabbits receiving gel formulation containing 4 mg/ml SFT (n = 4), 2P23 gel high-dose group rabbits receiving gel formulation containing 20 mg/ml 2P23 (n = 4), 2P23 gel low-dose group rabbits receiving gel formulation containing 4 mg/ml 2P23 (n = 4), LP80 gel high-dose group rabbits receiving gel formulation containing 20 mg/ml LP80 (n = 4), LP80 gel low-dose group rabbits receiving gel formulation containing 2 mg/ml LP80 (n = 4), LP98 gel high-dose group rabbits receiving gel formulation containing 20 mg/ml LP98 (n = 4), LP98 gel low-dose group rabbits receiving gel formulation containing 2 mg/ml LP98 (n = 4), nonionic surfactants irritation control group rabbits receiving 100 mg/ml Triton X-100 (n = 4), and anionic surfactants irritation group rabbits receiving 100 mg/ml SDS (n = 4) (Table 1). Rabbits were dosed intrarectally and intravaginally with active formulation (2P23, SFT, LP80, and LP98), irritation control (Triton X-100, SDS), vehicle control (gel), or placebo control (PBS) using 4.7 mm (14Fr) silicone-rubber catheters (Yangzhou Huayue Technology Development Co., LTD, Yangzhou, China) connected to a 20# lavage apparatus with a syringe without needle. Active formulation compound gel, irritation control, vehicle control, or placebo control were placed in the rectal tract approximately 9 cm away from the anus and in the vaginal canal against the cervix approximately 5 cm away from the cunnus to their respective groups daily for 14 consecutive days. Rectal lavage (RL) and cervical lavage (CVL) were collected by irrigating the rectal walls and cervix and the lateral vaginal walls with PBS before (baseline) and after 24 h of administration of each dose. On the 14th day, rabbits were euthanized, the rectum and vagina were excised, and the middle was cut open. After macroscopic observation, tissue was removed from the upper, middle, and lower segments of the vagina or rectum for histopathological examination. Grading was performed based on Eckstein et al. (39).


Table 1 | Animal characteristics in the 2P23 gel trial.





Histopathological Analysis of Mucosal Tissues

The rectal and vaginal tissues were fixed for 24 h and evaluated for histopathological changes in mucosal tissues following in vivo treatment with 2P23 gel. In each biological sample, the rectal or vaginal epithelium was assessed for lesions, inflammatory infiltrates, vascular congestion, and/or submucosal edema. The evaluation criteria were derived from the Biological evaluation of medical devices—Part 10: Tests for irritation and skin sensitization (GB/T16886.10-2017/ISO10993-10:2010, IDT) (40).



Evaluation of Inflammatory Cytokines

Soluble markers of inflammation in CVL and RL were quantified by enzyme-linked immunosorbent assay (ELISA) using 14 commercially available rabbit cytokine kits (Cloud-Clone Corp., Wuhan, China). IL-4, IL-5, IL-6, IL-8, IL-10, IL-17, IFN-γ, MCP-1, IL-1a, IL-1Ra, ELAM-1, ICAM-1, VEGFA, and PDGFA were included in these 14 cytokines that we tested. A standard curve was generated for each cytokine. The optical density was read using an Infinite® F50 absorbance microplate reader (Tecan). Cytokine concentration was calculated by quadratic regression analysis based on logarithmic transformation optical density.



Rectal and Vaginal Microbiota Analysis


Sample Collection

RL and CVL samples were collected on September 10, 2019, and daily from September 17 to 30, 2019. To control for potential variants, RL and CVL samples were randomly chosen as follows (1): T0 (baseline): CM-01 (NWR1), CM-02 (NWR2), CF-01 (NWF1), and CF-02 (NWF2); (2) T14 (after 14 days administration): PBS group: PBSM1, PBSM2, PBSF25, and PBSF26; gel group: GELM3, GELM4, GELF27, and GELF28; SFT gel high-dose group: SFTHM5, SFTHM6, SFTHF29, and SFTHF30; SFT gel low-dose group: SFTLM7, SFTLM8, SFTLF31, and SFTLF32; 2P23 gel high-dose group: 2P23HM9, 2P23HM10, 2P23HF33, and 2P23HF34; 2P23 gel low-dose group: 2P23LM11, 2P23LM12, 2P23LF35, and 2P23LF36; LP80 gel high-dose group: LP80HM13, LP80HM14, LP80HF37, and LP80HF38; LP80 gel low-dose group: LP80LM15, LP80LM16, LP80LF39, and LP80LF40; LP98 gel high-dose group: LP98HM17, LP98HM18, LP98HF41, and LP98HF42; LP98 gel low-dose group: LP98LM19, LP98LM20, LP98LF43, and LP98LF44; Triton X-100 group: Triton100M21, Triton100M22, Triton100F45, and Triton100F46; SDS group: SDSM23, SDSM24, SDSF47, and SDSF48.




DNA Extraction

The total community genomic DNA of the RL and CVL samples was extracted using the E.Z. N. A Soil DNA Kit (Omega, USA) according to the manufacturer’s instructions. The concentration of the DNA was determined using Qubit 2.0 (Life, USA).



16S rRNA Gene Amplification by PCR

We targeted the V3–V4 hypervariable region of the bacterial 16S rRNA gene. PCR was initiated immediately after DNA extraction. V3–V4 amplicons of the 16S rRNA gene were amplified using Kapa Hifi Hot Start Ready Mix (2 ×) (Takara Bio Inc., Japan). Two common bacterial 16S rRNA gene amplification primers (purified by PAGE) were used: PCR forward primer 341F (5’-CCTACGGGNGGCWGCAC-3’) and PCR reverse primer 805R (5’-GACTACHVGGGTATCTAATCC-3’) (41).



16S Gene Library Construction, Quantification, and Sequencing

The free primers and primer dimer species in the amplified products were purified using AmPure XP beads. Samples were sent to Shanghai Sangon Biotechnology Co., Ltd., China, for library construction using Universal Illumina adapters and indexes. Depending on coverage requirements, all the libraries can be pooled for one run. The amplified products in each reaction mixture were aggregated in equal molar ratios according to their concentration. Sequencing was performed using the Illumina MiSeq system (Illumina MiSeq, USA).



Sequence Processing

After sequencing, the data were collected as follows: (1) PEAR (V0.9.6) software was used to assemble two short Illumina readings based on the overlap and process FASTQ files to generate separate FASTA and QUAL files for analysis using standard methods; (2) sequences with ambiguous bases and lengths greater than 480 base pairs (bp) were removed, and the maximum allowable homopolymer length was 6 bp (42). Sequences shorter than 200 bp were removed; (3) all the same sequences were combined into one; (4) sequences were aligned according to the customized reference database; (5) the integrity of indexes and adapters was checked, and all indexes and adapter sequences were deleted; (6) noise was removed using PRE Cluster tools. Chimera UCHIME was used to detect Chimera. All software was in the mothur package. We resubmitted the valid sequences of each sample to the RDP classifier to identify archaea and bacterial sequences. Species richness and diversity statistics, including coverage, Chao1, Ace, Simpson, and Shannon-Ever, were calculated using mothur. The modified pipeline is described on the mothur website. Finally, all effective bacterial sequences without primers were submitted for data analysis (43).



Sequencing Data Analysis

Operational taxonomic units (OTUs) were established de novo using UCLUST, and 97% sequence homology was truncated (44). OTUs for regions V3–V4 were specified by the Ribosomal Database Project (RDP) Naive Bayes classifier (45, 46). This sequence was compared to the Greengenes core set using the Python nearest alignment space termination (PyNAST) aligner (47). Phylogenetic trees were generated using FastTree, and dilution curves were drawn to calculate alpha and beta diversity of the samples performed by QIIME (48). Similarities between microbial communities were identified using principal coordinate analysis (PCoA), which relies on unweighted and weighted UniFrac. UCHIM software was used to detect and remove chimeric sequences based on the “RDP GOLD” database. OTU cluster analysis was performed according to the Galaxy online platform process. The BIOM file obtained by the QIIME software was uploaded to the Galaxy website for predictive analysis of the Phylogenetic Investigation of Communities by Reconstruction of Unobserved States (PICURSt) functional genes. The information could be obtained by referring to the Kyoto Encyclopedia of Genes and Genomes (KEGG) Orthology class 1 and class 2 functional gene classes to obtain the functional composition of the predicted genome (49).



Statistical Analysis

All data were derived from at least three separate experiments. All experimental data are expressed as the mean ± standard deviation (Mean ± SD). One-way ANOVA was used, followed by GraphPad Prism (Version 7.00, GraphPad Software, Inc., La Jolla, CA, USA) and Microsoft Excel [Office 365; Microsoft Corp. (MSFT)]. Statistical significance was defined as p < 0.05.




Results


Cytotoxicity of HEC In Vitro

The toxicity of HEC against TZM-bl cells was measured using a CCK-8 assay kit. The survival of TZM-bl cells was assessed under different concentrations of HEC. The results are summarized in Table 2. The 0.1% HEC gel, 0.5% HEC gel, 1% HEC gel, 1.5% HEC gel, and 2% HEC gel were level 1, and the cell viability was 99.7%, 97.5%, 93.4%, 89.4%, and 83.5%, respectively. The 5% HEC gel, 7% HEC gel, 10% HEC gel and 15% HEC gel were level 2, and their cell viability values were 79.3%,  73.53%, 65.1% and 60%, respectively. No cytotoxicity (level 0) was defined as cell viability ≥ 100%, minimum cytotoxicity (level 1) was defined as 80% ≤ cell viability <100%, mild cytotoxicity (level 2) was defined as 50% ≤ cell viability < 80%, moderate cytotoxicity (level 3) was defined as 30% ≤ cell viability < 50%, and severe cytotoxicity (level 4) was defined as cell viability < 30%. A grade greater than 2 using this method is considered cytotoxic. A decrease in cell viability greater than 30% is considered cytotoxic. Different concentrations of HEC gel (0.1%, 0.5%, 1%, 1.5%, 2%, 5%, 7%, 10%, and 15% HEC) were screened. According to the evaluation criterion in ISO10993 (35), the cytotoxicity of the 0.1%–2% HEC gel was of ranking 1 and qualified (Figure 1). Due to the fluidity and the difficulty of filtration, the 1.5% HEC gel was selected as the final concentration.


Table 2 | Cytotoxicity of HEC on TZM-bl cells.






Figure 1 | Effects of different concentrations of HEC gel on TZM-bl cell viability. TZM-bl cells were cultured in different concentrations of HEC gel, and cell viability was assessed by CCK-8 assay.





2P23 Gel Formulation Evaluation

Formulation tests are required to predict the effect of the product when applied to mucosal surfaces. The primary physicochemical properties commonly assessed for semisolids include osmolality, viscosity, and pH. Osmolality was measured to determine how the drug deviated from isosmolar (290 mOsmol/kg) conditions. This is important because hypertonic products can cause mucosal tissue damage. The osmolality values of the 2P23 gel and its vehicle control gel were 8.8-fold (2,540 mOsmol/kg) and 7.8-fold (2,250 mOsmol/kg), respectively, greater than those under isosmolar conditions. The pH 4.4 or pH 7.4 of both gels was similar to that of the vaginal and rectal environment. The viscosities of the 2P23 gel and its vehicle control gel were 1543 centipoise (cps) and 1316 cps, respectively, at a shear rate of 3 rpm. These results were reproducible in repeated trials.



The 2P23 Gel Exhibits No Cytotoxicity In Vitro

To determine whether the 2P23 gel exerts cytotoxicity in vitro, we incubated PBMCs, CEMss-CCR5, MT-4, and TZM-bl cells with the 2P23 gel at graded concentrations and assessed their cell viability by CCK-8 assay. As illustrated in Figure 2, the 2P23 gel exhibited no in vitro cytotoxicity to PBMCs, CEMss-CCR5, MT-4, or TZM-bl cells at concentrations as high as 6270 nM, which is approximately 1,126-fold higher than the IC50 of 2P23 for inhibiting HIV-1 infection, suggesting that the 2P23 gel has a good safety profile.




Figure 2 | In vitro cytotoxicity of the 2P23 gel. The viability of PBMCs (A), CEMss-CCR5 (B), MT-4 (C), and TZM-bl (D) cells treated with 2P23 formulated in gel or in PBS at graded concentrations was evaluated by CCK-8 assay.





The 2P23 Gel Efficiently Inhibits HIV Infections In Vitro

We therefore formulated 2P23 peptide in gel or in PBS. In our study, 2P23 showed strong broad-spectrum inhibitory activity against HIV-1, such as pseudotyped HIV-1 CRF01_AE (CNE55), B (X2278_C2_B6), C (HIV_25710-2.43), and G (X1632_S2_B10), with the mean IC50 values range of 0.5908–2.084 nM (Figure 3). To enhance the translational potential of human vaginal and rectal applications, the 2P23 peptide was reformulated in gel rather than PBS to achieve equivalent potency in vitro. The 2P23 gel demonstrated full activity against HIV-1, confirming the effective delivery of the 2P23 peptide in the gel formulation.




Figure 3 | Antiviral activity of the 2P23 gel. 2P23 formulated in gel or in PBS was incubated at 37°C for 48 h The antiviral activity of 2P23 in gel or in PBS was evaluated using a single-round viral infectivity assay using TZM-bl reporter cells and HIV-1 (A) pseudotyped HIV-1 CRF01_AE (CNE55), (B) pseudotyped HIV-1 B (X2278_C2_B6), (C) pseudotyped HIV-1 C (HIV_25710-2.43), and (D) pseudotyped HIV-1 G (X1632_S2_B10). The experiments were performed with an initial concentration of 2P23 peptide at 250 nM. These assays were performed in triplicate and repeated three times. Percent inhibition of 2P23 in gel or in PBS and IC50 values were calculated as described in the text. Data were expressed as means ± standard deviations (SD).





The 2P23 Gel Lacks Antibacterial Activity In Vitro

Lactobacillus, Bifidobacterium, Enterobacter, and Enterococcus are found in a healthy vagina or rectum. They are essential for maintaining an acidic environment (pH 3.5–4.5) or a neutral environment (pH 7.4–8.4) and produce a variety of antiviral and antibacterial substances that inhibit pathogens. Alterations in the normal rectovaginal microbiota can lead to multiple rectovaginal infections and affect the risk of rectovaginal HIV transmission. Therefore, the 2P23 gel must not interfere with normal rectovaginal microbiota. The effects of the 2P23 gel on rectovaginal bacteria were studied using 15 different species of bacteria, namely, E. coli, P. aeruginosa, E. faecalis, S. aureus, L. rhamnosus, L. acidophilus, L. reuteri, L. fermentium, L. casei, L. paracasei, L. delbrueckii subsp. bulgaricus, B. lactis, B. breve, B. bifidum, and B. longum, and 2P23 gels did not affect the growth of the bacteria to 2,689,500 nM concentrations (≈ 482,855-fold higher than the IC50) (Table 3). These studies indicate that 2P23 gels do not affect the normal rectovaginal microbiota.


Table 3 | In vitro anti-bacterial activity of 2P23 gel on Lactobacillus, Bifidobacterium, Enterobacter, and Enterococcus species.





Antiviral Activity of the 2P23 Gel Is Preserved at Different pH and H2O2 Conditions

The 2P23 gel is used in the vagina or rectum and therefore must be stable in the acidic pH of a healthy vagina (pH 3.5 to 4.5), near-neutral pH after ejaculation, or a healthy rectum (pH 7.4 to 8.4). The 2P23 gel should not be oxidized by H2O2 in the vaginal cavity. Under different pH and H2O2 conditions (Figure 4), the 2P23 gel always inhibited viral replication efficiently, indicating that pH and H2O2 had no significant effect on its antiviral activity. In conclusion, the high stability of the 2P23 gel under different pH and H2O2 conditions indicates that it is an ideal vaginal and rectal microbicide.




Figure 4 | Antiviral activity of the 2P23 gel under different pH and H2O2 conditions. A 2P23 gel was prepared in complete growth medium (GM) at pH 7.5, 4.0, 6.0, and 8.0 or in the presence of 1.2 μM H2O2 and 5 μM H2O2 and incubated at 37°C for 48 h Single-round viral infection tests were performed using TZM-bl reporter cells and HIV-1 (A) pseudotyped HIV-1 CRF01_AE (CNE55), (B) pseudotyped HIV-1 B (X2278_C2_B6), (C) pseudotyped HIV-1 C (HIV_25710-2.43), and (D) pseudotyped HIV-1 G (X1632_S2_B10). The experiments were performed with an initial concentration of 2P23 peptide at 250 nM. These assays were performed in triplicate and repeated three times. Percent inhibition of the 2P23 gel in pH 7.5, pH 4.0, pH 6.0, pH 8.0, 1.2 µM H2O2 and 5 μM H2O2, and IC50 values were calculated as described in the text. Data are expressed as means ± standard deviations (SD).





2P23 Formulated in Gel Is Stable at Different Temperatures

The 2P23 peptide must remain stable at different temperatures during the shelf life of the compound and in the human body during the manufacture of microbicides. To test their thermal stability, 2P23 gels were stored at 60°C for 1 week, 40°C for 8 weeks, 25°C for 16 weeks, and 4°C for 24 weeks. Antiviral activity was measured and compared to the control measured at 37°C for 48 h (Figure 5). The 2P23 gel showed the same antiviral activity when stored at 60°C for 1 week, 40°C for 8 weeks, 25°C for 16 weeks, and 4°C for 24 weeks. Together, these results highlight the very high thermal stability of the 2P23 gel. As shown in Figure 6, compared to the freshly prepared gel (0 weeks), 2P23 in the gel stored at 40°C for 8 weeks and 2P23 in PBS had the same peak shape and preservation time. At the end of the 8th week of storage at 40°C, the recoveries of 2P23 in gel and PBS were both 100%, indicating that there were no obvious drug loss or degradation products after a sufficient period of storage at relatively high temperature.




Figure 5 | Antiviral activity and biological stability of the 2P23 gel at different temperature conditions. Stability of the 2P23 gel in complete growth medium was evaluated in a biological assay as a function of temperature. Thermal degradation studies were conducted at 60°C for 1 week, 40°C for 8 weeks, 25°C for 16 weeks, and 4°C for 24 weeks. Single-round viral infection tests were performed using TZM-bl reporter cells and HIV-1 (A) pseudotyped HIV-1 CRF01_AE (CNE55), (B) pseudotyped HIV-1 B (X2278_C2_B6), (C) pseudotyped HIV-1 C (HIV_25710-2.43), and (D) pseudotyped HIV-1 G (X1632_S2_B10). The experiments were performed with an initial concentration of 2P23 peptide at 297 nM. These assays were performed in triplicate and repeated three times. Percent inhibition of the 2P23 gel at 4°C, 25°C, 40°C, and 60°C and IC50 values were calculated as described in the text. Data are expressed as means ± standard deviations (SD).






Figure 6 | The content of 2P23 formulated in gel or in PBS was monitored by HPLC. Representative chromatograms of 2P23 formulated in gel or in PBS. The retention time (Ret. Time) was 7.5 min for 2P23. 2P23 gel_T40 (8), 2P23 gel_T40 (0): 2P23 in gel had been stored at 40°C for 8 weeks, 2P23 in gel at 40°C for 0 week; 2P23 PBS_T40 (8), 2P23 PBS_T40 (0): 2P23 in PBS had been stored at 40°C for 8 weeks, 2P23 PBS at 40°C for 0 week; Gel, PBS: Gel control, PBS control.





The 2P23 Gel Does Not Significantly Irritate or Damage the Rectal or Vaginal Mucosa

The study was designed to have four animals per experimental group. Lifestyle observation involves assessing signs of irritation in the rectal and vaginal areas. After 14 days of rectal or vaginal administration of the 2P23 gel, no 2P23 gel-related changes with respect to physical signs or body weight were observed in animals. No significant abnormalities were found in the body surface, anus, or vagina by gross examination. Histopathological examination of the rectum and vagina is shown in Figure 7. No significant irritation was observed in the high or low doses of the 2P23 gel compared to the control group. At autopsy, rectal and vaginal irritation was assessed by the Eckstein method, which reflects the collective histopathological grading of four parameters within the vagina, including epithelial morphology, leucocyte infiltration, congestion, and edema. A mean irritation score of ≤8 was considered acceptable for clinical testing of rectal and vaginal products. The results of the rabbit model showed good safety profiles for the 2% 2P23 gel and 0.4% 2P23 gel. No gross anatomic pathology associated with 2P23 gel treatment was observed at any dose. There were few to no rectal or vaginal lesions on the 2P23 gel following once-daily dosing for 14 days. There was virtually no detectable rectal or vaginal irritation during the study. In the postmortem individual Eckstein score (maximum score 16) for the rectum and vagina of male and female rabbits at 4 mg/day, the 20 mg/day dose group was generally comparable between the two groups and ranged from none to minimal magnitude (ranging from 1 to 4 in the rectum and vagina). In rabbits treated with 100 mg/day SDS, epithelial disruption and vascular congestion were observed. Some tissues exhibited necrotic ulcerative granuloma. The inflammatory infiltrate had spread to the submucosa and may be severe. The histopathologic mean irritation scores are illustrated in Table 4. The total score obtained in these rabbit samples indicated the presence of average rectal and vaginal irritation. Taken together, these results suggest that 2P23 can be safely used as a microbicide at doses up to 20 mg/day (5,379,000 nM). After 14 days of continuous rectal and vaginal administration of the 2P23 gel, no 2P23 gel-related changes in physical signs or body weight were observed in rabbits. Histopathological examination found no irritation of the 2P23 gel to the rectal or vaginal mucosa, indicating that the product has good safety.




Figure 7 | Histopathological analysis of vaginal or rectal epithelium in NZW rabbits of different groups after rectovaginal application of fusion inhibitor microbicides for 14 consecutive days. (A) PBS male rectum 1, 2; PBS female vagina 25, 26; gel male rectum 3, 4; gel female vagina 27, 28; 2% SFT gel male rectum 5, 6; 2% SFT gel female vagina 29, 30. (B) 0.4% SFT gel male rectum 7, 8; 0.4% SFT gel female vagina 31, 32; 2% 2P23 gel male rectum 9, 10; 2% 2P23 gel female vagina 33, 34; 0.4% 2P23 gel male rectum 11, 12; 0.4% 2P23 gel female vagina 35, 36. (C) 2% LP80 gel male rectum 13, 14; 2% LP80 gel female vagina 37, 38; 0.2% LP80 gel male rectum 15, 16; 0.2% LP80 gel female vagina 39, 40; 2% LP98 gel male rectum 17, 18; 2% LP98 gel female vagina 41, 42. (D) 0.2% LP98 gel male rectum 19, 20; 0.2% LP98 gel female vagina 43, 44; 10% Triton X-100 male rectum 21, 22; 10% Triton X-100 female vagina 45, 46; 10% SDS male rectum 23, 24; 10% SDS female vagina 47, 48.




Table 4 | Histopathological scores of combined rectal and vaginal irritation after 14 consecutive days of rectovaginal application of fusion inhibitor microbicides in NZW rabbits of different groups.





The 2P23 Gel Does Not Significantly Trigger Rectal or Vaginal Mucosa Secretion of Inflammatory Cytokines

To further evaluate the inflammatory potential of the 2P23 gel on the rectal and vaginal mucosa, RL and CVL were collected from each test animal after 14 consecutive days of treatment, and the presence of 14 cytokines was measured and quantified by ELISA. We measured the secretion of inflammatory cytokines triggered by these candidate microbicides at local sites of the mucosa. Compared to PBS, the 2P23 gel did not induce obvious enhancement of cytokine production (Table 5). Taken together, the HIV membrane fusion inhibitor 2P23 gel has the potential to be developed as a safe and effective anti-HIV microbicide for the prevention of sexual transmission of HIV.


Table 5 | Inflammatory cytokines in the rectum and vagina after 14 consecutive days of rectovaginal application of fusion inhibitor microbicides in male and female NZW rabbits.





The 2P23 Gel Is Not Associated With Changes to the Rectal or Vaginal Microbiota

Maintenance of the mucosal barrier is critical for preventing microbial invasion, including HIV, and bacterial diversity in the rectum and vagina is closely associated with mucosal inflammation, which negatively affects local vulnerability to HIV infection. Microbial communities in the rectum and vaginal mucosal sites may influence the efficacy of topical HIV drugs (50, 51). We evaluated changes in the composition of the microbiota in vaginal and rectal samples before and after 2P23 gel administration using bacterial 16S rRNA sequencing. We collected pairs of RL and CVL samples from 48 NZW rabbits and simultaneously treated the extracted DNA and sequenced 16S ribosomal RNA genes, providing a strong opportunity for comparative evaluation of these different mucosal compartments. In addition, the mean sequencing depth of the RL and CVL samples was the same, and the number of high-quality reads was similar, suggesting that the irrigation sampling technique effectively restored and amplified bacterial DNA. We obtained 937 million high-quality reads from RL samples and 958 million bacterial reads from CVL samples. Silva 132 was used as a reference database to classify high-quality reads (52). Before investigating whether the immune response after 2P23 gel rectovaginal application correlates with changes in the mucosal microbiome profile, we evaluated the bacterial composition similarities and differences in the rectal and vaginal compartments at baseline (Day 0 of 2P23 gel rectovaginal application). Figure 8 shows the composition of the microbiota clustered by similarity in the relative abundance of organisms. At the phylum level, the bacterial communities in the rectum and vagina were composed of Firmicutes, Bacteroidetes, Tenericutes, Actinobacteria, Verrucomicrobia, and Proteobacteria (Figure 8A). An assessment of microbial composition at the genus level revealed that the rectal and vaginal microbiota are composed of similar phylotypes (Figure 8B).




Figure 8 | Diversity of microbial community composition across the rectum and vagina. (A) The composition of the microbiota was visualized by 3D bar plots. The horizontal axis represents the bacterial colonies. The vertical axis represents the relative abundance ratio. The z-axis represents the sample. (B) Heat map showing the top 23 similarly abundant genera in the rectum versus vagina. Each column represents data from a single animal.



We next evaluated changes in the composition of the microbiota in rectal and vaginal samples in response to 2P23 gel rectovaginal application by bacterial 16S rRNA sequencing. Due to the rectovaginal application of the 2P23 gel, no significant change in Shannon alpha diversity of the rectal or vaginal microbiota was observed (Figure 9A). Comparison of microbial communities at the phylum level showed no significant differences between 2P23-gel rectovaginal-applied samples (Figure 9B). Weighted PCoA analysis showed slight differences among animals in most sample clusters and rectal and vaginal microbiomes (Figure 9C). We detected noticeable variation in the relative abundance of Rhizobiales, which belongs to Proteobacteria, and Lactobacillales, which belongs to Firmicutes, in the 2P23 gel high-dose and gel groups (Figure 9D). Overall, the data demonstrated that the rectal and vaginal microbiome is highly polymicrobial and remains largely stable during the course of HIV membrane fusion inhibitor 2P23 microbicide rectovaginal application. Rabbits are relevant models for studying pathogenesis and verifying strategies to prevent the spread of infection. Our study provides a detailed characterization of the rectal and vaginal microbiota of male and female NZW rabbits and opens up new prospects for establishing this animal model. Overall, our data suggest that the safety and ability of 2P23 gels to inhibit HIV infection is independent of rectal and vaginal microbiome differences.




Figure 9 | Microbial changes following 2P23 gel administration. (A) Rectal and vaginal microbiota comparison following 2P23 gel administration was analyzed using shannon_alpha_diversity_test. (B) 16S rRNA sequence data from paired rectal and vaginal samples showed unique clustering evident from a principal coordinate analysis (PCoA) plot based on unweighted UniFrac distances between bacterial communities across each mucosal site at day 14. (C) Histogram of the relative abundance of taxonomic classification at the phylum level. The horizontal axis is the serial number of each sample, and the vertical axis is the relative abundance ratio of species. Colors correspond to species names at this taxonomic level, and different color block widths represent the relative abundance ratio of different species. (D) Diagram of difference analytic results at the genus level list only the 25 with the lowest p-values. The figure on the left shows the abundance ratio of different species in the two groups of samples; the middle shows the 95% confidence interval, the proportion of differences in species abundances; the rightmost value is a p-value, where a p-value < 0.05 indicates a significant difference.






Discussion

The main findings of this study include the following: (1) the inhibitory effect of 2P23 gel on HIV infection was stable and effective against a broad spectrum of HIV strains, as evidenced by IC50 values ranging from 0.5908 to 2.084 nM in vitro; (2) the potency of anti-HIV infection of 2P23 gel was stable when kept at different temperatures, different pH values, and different H2O2 concentrations; (3) 2P23 gel did not induce cell death in PBMCs or immune cells in vitro; and (4) when administered to rabbits, 2P23 gel did not influence physical rectal or vaginal bacterial expansion. Moreover, it induced neither morphological changes nor inflammatory cytokine production in the rectal or vaginal mucosa.

Due to the deleterious destruction of the immune defense system by HIV infection, patients experience a lifelong threat for immunodeficiency-related diseases. If better HIV prevention is attained, a lower incidence of HIV infection is achieved. To date, there are three main strategies for HIV prevention: lifestyle modification, condom use, and microbicides. Given the sustained high rate of HIV infection, a gap remains for education, improved compliance, and recognition of condom usage.

Microbicides circumvent viral infection of targeted cells and therefore hold promise for anti-HIV infection. However, the therapeutic effect of topical PrEP application is dependent on the ARV regimen. At present, the most promising microbicides are nucleotide reverse transcriptase inhibitors, such as tenofovir. By inhibiting RNA transcription, tenofovir prohibits viral replication, such as hepatitis and HIV infection, in host cells. In a randomized, placebo-controlled trial, 12,320 women with no HIV infection were assigned to oral administration of tenofovir disoproxil fumarate (TDF), tenofovir-emtricitabine (TDF-FTC), or 1% tenofovir (TFV) vaginal gel and followed up for 12–36 months. By intention-to-treat analysis, the incidence of HIV infection was comparable among all groups (53, 54). Likewise, resistance to tenofovir is commonly observed in low- and middle-income countries (55, 56). These data suggest that new drugs are needed for HIV prevention.

Previously, we reported a synthetic HIV membrane fusion inhibitor peptide called 2P23 that has strong activity against HIV-1, HIV-2, and SIV (23). In this study, we further evaluated its physical and biological as well as its toxic effects in vitro and in vivo. When formulated into a gel, 2P23 was stably released, maintained, and blocked HIV infection in vitro, independent of temperature (25°C–60°C), pH (4.0–8.0), and H2O2 concentration. We developed a 2P23 gel dosage form and examined its physical and chemical properties to meet the requirements of rectal and vaginal administration environments and reduce irritation (57–60). HEC was added to the preparation as a gel matrix so that the preparation had a suitable viscosity and could be retained in the rectum and vagina. After 14 days of continuous rectovaginal application of the 2P23 gel, no 2P23 gel-related changes in physical signs or body weight were observed in rabbits. Histopathological examination found no irritation of the 2P23 gel to the rectal or vaginal mucosa, indicating that the product has good safety.

Notably, 2P23 had no effect on physical bacterial expansion in the rectum or vagina in vitro or in vivo, which is crucial for biological defense and function in the body. This is important because rectovaginal application of microbicides should protect the normal rectal and vaginal microbiota, particularly Lactobacillus, Bifidobacterium, Enterobacter, and Enterococcus, which are essential for maintaining a balance of a healthy rectal and vaginal bacterial ecosystem. Loss of rectal and vaginal mucosal integrity and abnormal rectal and vaginal microbiota, e.g., the abundance of γ-Proteobacteria, the absence of Lachnospiraceae and Ruminococcaceae, and the reduction of alpha diversity are thought to be mechanisms that lead to chronic inflammation and increased morbidity and mortality during antiretroviral therapy for HIV disease (61–63). The vaginal microflora dominated by Lactobacillus may be enhanced, and inflammatory cytokines may attenuate the protective effect of vaginal TFV gel in healthy HIV-negative women (64–66).

This is the first study to evaluate the rectal and vaginal use of the 2P23 gel. The safety and stability of the 2P23 gel indicate that the HIV membrane fusion inhibitor 2P23 peptide is an optimal microbicide for HIV prevention.



Conclusions

In conclusion, this multiplatform study, which combines cytokine and microbiome monitoring techniques, provides comprehensive information on the rectal and vaginal mucosal environment at a systematic level, providing an additional tool for preclinical microbicide safety evaluation. In general, the 2P23 microbicide gel did not have any significant effect on mucosal cytokines and had only a small effect on the microbiome, indicating its tolerability and suitability as a candidate microbicide. This study highlights the use of 2P23 gel as a suitable candidate for PrEP, which may offer the potential for better adoption and effective HIV prevention by men and women in end users. The 2P23 gel did not cause cellular or bacterial toxicity, nor did it alter the microbiome of the rectum or vagina. The versatility of gel formulations offers the potential to create products that protect men and women from HIV infection and enhance mucosal health.
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Neutrophils are characterized by their heterogeneity. They fight against pathogens and are involved in tissue injury repair and immune system regulation. Neutrophils have an extremely short life span in the peripheral blood and undergo aging after being released from the bone marrow. The over-aggregation of aged neutrophils is associated with phenotypical and functional changes. Here, we aimed to investigate the dynamics of neutrophil aging and its relationship with T cell exhaustion in HIV-1 infection, as they are not well understood. In this study, we enrolled 23 treatment naïve (TN) patients, 23 individuals that had received antiretroviral therapy (ART), and 21 healthy controls (HC). In these cohorts, we measured the degree of neutrophil aging, and its possible correlation with T cell dysfunction. In TN patients, peripheral neutrophils showed a more distinct aging phenotype and were over-activated compared to those in ART-treated patients. The degree of neutrophil aging was positively correlated with HIV-1 RNA viral load and negatively correlated with CD4+ T cell count. Moreover, aged neutrophils had impaired reactive oxygen species (ROS) production after lipopolysaccharide (LPS) stimulation, and were characterized by increased PD-L1 and arginase-1 expression in a time-dependent manner. Aged neutrophils demonstrated an increased inhibition of IFN-γ and TNF-α secretion by CD8+ T cell compared to non-aged neutrophils. The inhibition effect could be partially reversed by blocking PD-L1 and arginase-1 in vitro, and LPS was identified as an important activator of neutrophil aging. These results provide evidence that dampening neutrophil aging may provide a novel approach to recover T cell dysfunction in patients with HIV-1 infection.
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Introduction

Immune aging is a significant feature of chronic HIV-1 infection and is associated with non-AIDS-related events. The occurrence of immune aging is closely related to the activation of the immune system (1, 2). Viral antigens and overexpressed pro-inflammatory cytokines are considered as the main activating factors that accelerate immune aging (2). Significant evidence points toward a close relationship and synergy among aging, immune activation, and immunosuppression (3). Neutrophils are the most abundant type of white blood cells in the peripheral blood, and their aging is not only associated with the circadian rhythm but also affected by exogenous activators (4). Currently, the complete understanding of neutrophil aging and its role in T cell exhaustion and involvement in the complete immune reconstitution of patients with HIV-1 infection are lacking (5).

Blood polymorphonuclear neutrophils are the first-line immunocytes to arrive at the site of infection and fight against pathogens (6, 7). During HIV-1 infection, neutrophils defend the body by secreting neutrophil extracellular traps (NETs), myeloperoxidase, α-defensin, and other factors (8). Simultaneously, neutrophils have a characteristic heterogeneity, which mediates immunosuppression via PD-L1, arginase-1, and reactive oxygen species (ROS) in many diseases including cancer and systemic lupus erythematosus (9–11).

Under normal physiological conditions, the life span of a neutrophil is less than approximately 24 h without any activation (12). Approximately 100 billion neutrophils are released into the blood from bone marrow daily, and once released, neutrophil aging occurs, which is characterized by increased CXCR4 and decreased CD62L expression. Aged neutrophils are returned to the bone marrow upon interaction via CXCL12, and cleared by resident macrophages (13–15).

Neutrophil aging is associated with gut microbiota and the circadian rhythm. Aged neutrophils are characterized by structural changes, including enlarged cell size, increased nuclear lobules, and altered phenotype (16). Germ-free status or microbiota depletion dampens aging, while LPS and fecal transplantation restore it (13). Aged neutrophils are more likely to migrate to infection sites and exhibit strong phagocytic ability by releasing ROS, NETs, and other factors. Previous studies in human ischemic stroke showed that aged neutrophils with a CD62LloCXCR4+ phenotype are elevated, and their levels are associated with disease severity (17). Over-aggregation of aged neutrophils induces thrombotic inflammation (16, 18, 19). Furthermore, neutrophils are characterized by immune activation and high PD-L1 expression in patients with gastric cancer; therefore, the immunosuppression may be introduced by neutrophils (3).

The aging status of neutrophils and its relationship with T cell exhaustion are largely unknown during HIV-1 infection. Therefore, here, we aimed to investigate this further by observing neutrophil aging in both patients that had received antiretroviral therapy (ART) and treatment naïve (TN) patients with HIV-1 infection.



Materials and Methods


Study Participants

Patients were enrolled from the Fifth Medical Center, General Hospital of PLA, Beijing, China, between January 2020 and December 2020. A total of 23 TN (with unrestricted CD4+ T cell counts) patients diagnosed with HIV-1 infection and 23 ART-treated patients with HIV-1 viral load below the limit of detection for at least 24 months were enrolled. A total of 21 healthy donors were enrolled as controls. Patients with the following features were excluded: 1) acute bacterial, as well as HBV and HCV infection; 2) tumor and other serious organ diseases unrelated to HIV-1 infection; and 3) long-term immunosuppressive therapy. The age, gender, viral load and CD4/CD8 count of all of the patients are listed in Table 1.


Table 1 | Clinical characteristics of participantsa.



Heparinized and EDTA anti-coagulated peripheral venous blood samples were collected aseptically from patients and healthy controls (HCs). All blood samples were collected between 8 and 9 AM. Phenotype and function tests were performed within 2 h after blood samples were collected.

This study was approved by the institutional review boards of the Fifth Medical Center of Chinese PLA General Hospital. Study subjects provided written informed consent in line with the Declaration of Helsinki.



Neutrophil Isolation and Flow Cytometry Analysis

Peripheral blood mononuclear cells (PBMCs) were isolated via centrifugation on a Ficoll–Paque PLUS gradient (GE Healthcare, Uppsala, Sweden). Neutrophils were further isolated after dextran sedimentation and hypotonic lysis as previously described (20).

Fresh EDTA anti-coagulated peripheral blood (100 μl) was incubated with antibodies for 30 min in the dark. The following antibodies were used: Anti-CD66b-PE-cy7, anti-TLR2-FITC, anti-TLR4-APC, anti-CXCR1-APC, anti-CXCR2-FITC, anti-C5aR-APC, anti-CD64-PE, anti-CD177-APC, anti-CD62L-FITC, anti-CD11b-PE, anti-CD49d- FITC, anti-C5L2-PE, anti-CD3-BV421 and anti-PD-1-PE were obtained from Biolegend (San Diego, California, USA); anti-CD4-BV421, anti-CD8-APC-cy7, anti-CD38-FITC, and anti-HLA-DR-PerCP were purchased from BD Biosciences (Franklin Lakes, New Jersey, USA); anti-PD-L1-PE were bought from eBioscience (San Diego, California, USA). Isotype-matching antibodies were used as negative controls. After lysing the red blood cells, the remaining cells were washed and fixed for flow cytometry analysis.



Aging Score

Aging score was defined as described in a previous study (21). In brief, aging scores were determined as the weighted sum of z-scores according to age-related phenotypes. Phenotype weights were set to 1 or −1 according to the changes accompanied by cell aging. The phenotype markers including CXCR4, CD62L, CXCR2, CD49d, and CD11b were selected as previous recommendation (22).



Oxidative Burst Assay

The oxidative burst of neutrophils was determined according to the manufacturer’s instructions. Briefly, 100 μl of heparinized whole blood was pretreated by incubating in an ice bath for 10 min. LPS (Sigma Aldrich, St. Louis, MO, USA) at a final concentration of 100 ng/ml or the same volume of PBS was added. The burst assay samples were incubated for 10 min at 37.0°C in a water bath. Dihydrorhodamine (DHR) 123 (AAT Bioquest, Sunnyvale, CA, USA) was added and the sample was mixed for another 10 min. After staining, erythrocytes were lysed, and the remaining cells were fixed and then collected for flow cytometry analysis.



Neutrophil Aging Induction

The heparinized whole blood was mixed with equal volumes of RPMI-1640, incubated at 37°C for 4, 8, 12, 24, and 48 h, and then stained with anti-PD-L1-PE, anti-CXCR4-APC, anti-CD62L-FITC, and anti-CD66b-PE-cy7, isotype-matching antibodies were used as negative controls. Levels of arginase-1 in the supernatant were detected using an enzyme-linked immunosorbent assay (ELISA).

Isolated neutrophils were incubated with LPS (10 ng/ml) (Sigma Aldrich, St. Louis, MO, USA) and GM-CSF (100 ng/ml) (Huabei Pharmaceutical Co. Ltd. Shijiazhuang, China) separately or coordinately for 12 h in vitro. Staining analysis for anti-PD-L1-PE, anti-CXCR4-APC, anti-CD62L-FITC, and anti-CD66b-PE-cy7 were conducted. Cells were fixed in 0.5% formaldehyde and analyzed using flow cytometry on a BD Canto II flow cytometer (BD Biosciences).



Neutrophil and T Cell Co-Culture In Vitro

Freshly isolated neutrophils and aged neutrophils derived from the in vitro culture for 24 h were separately co-cultured with PBMCs at a 3:1 ratio. Anti-CD3 (1 μg/ml)/anti-CD28 (1 μg/ml) was added. For staining intracellular markers, PBMCs were permeabilized utilizing the Permeabilization/Fixation Kit from eBioscience (San Diego, California, USA). Samples were incubated with anti-IFN-γ-PE-cy7 and anti-TNF-α-PE antibodies. Cells were fixed in 0.5% formaldehyde and analyzed using flow cytometry on a BD Canto flow cytometer (BD Biosciences).

For blocking assay, isolated neutrophils were cultured with or without a neutralizing antibody against human PD-L1 (10 μg/ml) (Ebioscience, San Diego, California, USA) and arginase-1 inhibitor nor-NOHA (250 μM) (Biovision, Milpitas, CA, USA) for 1 h at 37°C, the corresponding IgG control was also used. Samples were co-cultured with autologous PBMCs at a 3:1 ratio containing anti-CD3 (1 μg/ml) and anti-CD28 (1 μg/ml) antibodies for another 12 h. The cells were then harvested for intracellular cytokine staining. Fixed cells were further analyzed using FACS Canto and FlowJo (Tristar, San Carlos, CA) software.



Soluble Marker Quantification

Arginase-1 (Hycult, Uden, The Netherlands) levels were determined using ELISA according to the manufacturers’ instructions. Serum levels of ten different cytokines (IL-1β, IL-6, IL-8, IFN-γ, TNF-β, IL-17A, IL-18, neutrophil gelatinase-associated lipocalin (NGAL), GM-CSF, and G-CSF) were determined via flow cytometry using a QBPlex Human custom 10-plex Kit (Quantobio, Beijing, China).



Statistical Analysis

Statistical analysis was performed using GraphPad Prism 7.0 (GraphPad Software, San Diego, CA, USA) and SPSS (Version 24, Chicago, SPSS Inc). Continuous and normally distributed data were analyzed using a t-test or one-way analysis of variance. Mann–Whitney U-test was used for non-normally distributed continuous data. Correlations were determined using Pearson analysis. All data are expressed as the mean ± standard error of the mean. p < 0.05 was considered to indicate statistical significance.




Results


Neutrophil Aging Is Increased in HIV-Infected Patients and Is Positively Correlated With HIV RNA and T Cell Activation

To identify the degree of neutrophil aging in HIV-1-infected patients, we measured the percentage of CD62LloCXCR4+ neutrophils, as previously described (13, 16), which was increased in TN patients and was not fully recovered under efficient ART treatment (Figures 1A, B). In addition, the aging score was determined simultaneously by calculating the weighted sum of z-scores according to age-related markers (22), which included CXCR4, CD62L, CXCR2, CD49d, and CD11b, and the mean fluorescence intensity (MFI) of each marker was shown (Supplementary Figures 1A–E). The MFI of CXCR4 increased, while that of CD62L and CXCR2 both decreased in TN patients. Although the MFI of CD49d and CD11b showed no significant difference within different groups, all five markers showed a correlation with the aging score (Supplementary Figure 1F). The aging score increased in TN patients (Figure 1C) and was coordinated with the percentage of CD62LloCXCR4+ neutrophils (r = 0.5841, p <0.0001) (Figure 1D). Interestingly, the aging score of neutrophils was positively correlated with HIV-1 RNA viral load (r = 0.4313, p = 0.0399) and negatively correlated with CD4+ T cell counts (r = −0.3242, p = 0.0279) at enrollment (Figures 1E, F). Meanwhile, the aging score was positively correlated with the percentage of CD38+HLA-DR+CD8+ T cells (r = 0.4492, p = 0.0017) and CD38+CD4+ T cells (r = 0.4988, p = 0.0004) (Figures 1G, H). This indicated that aged neutrophils were closely associated with HIV viral load, as well as CD4+ T cell count and activation. Still, these results did not fully elucidate the outcome and the reason for neutrophil aging.




Figure 1 | Neutrophil aging is increased in HIV-infected patients and is positively correlated with HIV RNA and T cell activation. (A) Representative gating diagram for aged neutrophils in healthy controls (HCs), antiretroviral therapy (ART)-treated and ART treatment naïve (TN) patients. Aged neutrophils were defined as CD66b+CD62LloCXCR4+. (B) Differences in CD62LloCXCR4+ expression on neutrophils among groups. (C) Differences in the aging score of neutrophils among groups. (D) The relationship between the aging score and the percentage of CD62LloCXCR4+ neutrophils. For statistical analyses, Mann–Whitney U-test was performed. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001. (E) The correlation of the neutrophil aging score with viral load in TN patients. (F) The correlation of neutrophil aging score with CD4+ T cell count in HIV-1-infected patients. (G, H) The relationship between the aging score and the percentage of CD38+HLA-DR+CD8+ T cells (G) and CD38+CD4+ T cells (H). Statistical analyses were performed using Pearson correlation tests.





Aged Neutrophils From HIV-Infected Patients Have Impaired ROS Production After LPS Stimulation and Exhibit Over-Activation

Although our data revealed that neutrophil aging increased in HIV-1-infected patients, we did not fully understand the function of the aged neutrophils. ROS production was separately monitored in aged (CD62LloCXCR4+) and non-aged (CD62L+CXCR4-) neutrophils. Aged neutrophils had a lower ROS production after LPS stimulation when compared with non-aged neutrophils (Figures 2A, B). In TN patients, the spontaneous production of ROS in neutrophils was higher than that in HCs, and LPS-induced ROS production was lower (Figure 2C). Therefore, the neutrophils in TN patients might be dysfunctional and have impaired response to LPS stimulation as a result of aging. Neutrophil dysfunction in TN patients was also identified by an increased concentration of NGAL, a marker of neutrophil degranulation (Figure 2D). Notably, after screening the phenotype of neutrophils, we found that neutrophils in TN patients exhibited an over-activated phenotype, which was characterized by elevated CXCR4, PD-L1, TLR-2, TLR-4, and C5L2 expression, as well as decreased CD16, CXCR2, C5aR, and CD62L expression (Figure 2E). These results indicated that neutrophils in TN patients were over-activated and had impaired ROS production after LPS stimulation.




Figure 2 | Aged neutrophils from HIV-infected patients have impaired ROS production after LPS stimulation and exhibit over-activation. (A, B) Representative flow cytometric plots gated for CD66b+CD62LloCXCR4+ROS+ (red) and CD66b+CD62L+CXCR4-ROS+ (blue) neutrophils (A), and statistical data (B) for ROS production by CD62LloCXCR4+ and CD62L+CXCR4- neutrophils after LPS activation. (C) Spontaneous (left) and LPS-induced (right) production of ROS by neutrophils detected using FACS analysis. (D) Plasma levels of NGAL in healthy controls (HCs) and HIV-1-infected patients. For statistical analyses, Mann–Whitney U-test or t-test was performed. *p < 0.05, **p < 0.01, ns, not significant. (E) Comparison of phenotypical features of neutrophils in HCs, antiretroviral therapy (ART)-treated and ART treatment naïve (TN) patients. The expression of CD62L, CD11b, CD16, CD64, PD-L1, HLA-DR, TLR-2, TLR-4, CXCR1, CXCR2, C5aR, C5L2, CD49d, and CXCR4 was detected using flow cytometry, and the data are shown on a heatmap. Each color represents the MFI of the indicated marker (z-score). PMN, polymorphonuclear neutrophil.





Aged Neutrophils Have High PD-L1 and Arginase-1 Expression in TN Patients

To analyze the relationship between aging and other neutrophil phenotypes, we used multivariate correlation analysis and found that the percentage of CD62LloCXCR4+ neutrophils was positively correlated with PD-L1 expression (r = 0.6400, p = 0.0010) (Figures 3A, B). In addition, we detected PD-L1 expression on neutrophils in different groups and found that it was higher in TN patients, but no significant difference was observed between HC and ART treatment groups (Figure 3C). The arginase-1 expression consistently increased in TN patients (Figure 3D), and was positively correlated with the percentage of CD62LloCXCR4+ neutrophils (r = 0.5601, p = 0.0054) (Figure 3E) and PD-L1 expression (r = 0.5087, p = 0.0132) (Figure 3F). These results indicated that PD-L1 and arginase-1 expression both increased in TN patients, and were associated with the severity of neutrophil aging.




Figure 3 | Aged neutrophils have high PD-L1 and arginase-1 expression in TN patients. (A) The Spearman’s correlation of neutrophil characters presented in a heatmap. The colored scale bar ranging from blue to red (−1 to 1) corresponds to negative and positive correlations, respectively. The size of the circle represents the p-value. (B) Correlation between CD62LloCXCR4+ and PD-L1 expression on neutrophils in HIV-1-infected patients. (C) Comparison of PD-L1 expression on neutrophils in HIV-1 patients. (D) Comparison of the plasma-derived arginase-1 in HIV-1-infected patients. (E) Correlation between CD62LloCXCR4+ and plasma arginase-1 levels in TN patients. (F) Correlation between PD-L1 expression on neutrophils with arginase-1 in HIV-1 TN patients. For statistical analyses, Mann–Whitney U-test was performed. Correlations were calculated using Pearson’s correlations. **p < 0.01, ***p < 0.001, ns, not significant.





PD-L1 and Arginase-1 Expression Is Accompanied by Neutrophil Aging In Vitro

After identifying the relationship between PD-L1 and arginase-1 expression and neutrophil aging in patients, the dynamics of PD-L1 and arginase-1 expression on neutrophils were measured in vitro. The percentage of CD62LloCXCR4+ neutrophils was increased, accompanied by increased PD-L1 expression after culturing for long periods (Figures 4A, B). Furthermore, the aged neutrophils had higher PD-L1 expression than the non-aged ones (Supplementary Figures 2A, B), and PD-LI expression increased along with the percentage of CD62LloCXCR4+ neutrophils during the extended culture time (Figure 4C). In addition, arginase-1 expression increased with time and was positively correlated with the CD62LloCXCR4+ phenotype (Figures 4D, E). These findings implied that neutrophil aging was accompanied by increased PD-L1 and arginase-1 expression.




Figure 4 | PD-L1 and arginase-1 expression is accompanied by neutrophil aging in vitro. (A) Percentage of CD62LloCXCR4+ neutrophils increased after in vitro culturing. Neutrophils were cultured in vitro for 48 h, and the expression of CD62L and CXCR4 was detected using FACS. (B) Dynamics of CD62LloCXCR4+ neutrophils and PD-L1 expression after in vitro culturing. (C) Relationship between the percentage of CD62LloCXCR4+ neutrophils and PD-L1 MFI expression. (D) Dynamic change of arginase-1 secretion after neutrophils was cultured in vitro. (E) Correlation between the proportion of CD62LloCXCR4+ neutrophils and arginase-1 production. For statistical analyses, Mann–Whitney U-test was performed. Correlations were calculated using Pearson’s correlations.





Aged Neutrophils Play an Immunosuppressive Role Through PD-L1 and Arginase-1

To identify the effect of aged neutrophils on T cells, we cultured PBMCs and neutrophils together, and found the percentage of IFN-γ+ CD8+ along with TNF-α+ CD8+ T cells was decreased after co-culturing with aged neutrophils for 24 h (Figures 5A, B), while no significant change occurred when PBMCs were cultured alone. The results can be interpreted that aged neutrophils had an increased immunosuppression effect on T cells. The addition of a blocking assay was performed by culturing PBMCs and neutrophils together with anti-PD-L1 antibody and arginase-1 inhibitor. After 12 h of culture, the expression of IFN-γ and TNF-α in CD8+ T cells was measured. We found that the addition of neutrophils induced a significant decrease of IFN-γ and TNF-α expression in CD8+ T cells, and the inhibition effect was partially reversed by PD-LI and arginase-1 blocking (Figures 5C, D). Meanwhile, PD-L1 and arginase-1 inhibition had no significant effect on IFN-γ and TNF-α secretion in CD8+ T cells in vitro (Supplementary Figures 3A, B). We hypothesized that both PD-L1 and arginase-1 derived from aged neutrophils were involved in the immunosuppression of CD8+ T lymphocytes.




Figure 5 | Aged neutrophils play an immunosuppressive function through PD-L1 and arginase-1. (A, B) PBMCs were co-cultured with neutrophils derived from an in vitro culture for 0 h, 24 h at a 1:3 ratio. Statistical analysis of CD8+ T cells secreting IFN-γ (A) and TNF-α (B). (C, D) PBMCs were stimulated by anti-CD3 (1 μg/ml) and anti-CD28 (1 μg/ml) antibodies with or without neutrophils from TN patients at a 1:3 ratio for 12 h in the presence or absence of a specific PD-L1-blocking antibody or arginase-1 inhibitor (nor‐NOHA). Cumulative IFN-γ (C) and TNF-α (D) expression was measured via intracellular cytokine staining of CD8+ T cells. For statistical analyses, Mann–Whitney U-test was performed. *p < 0.05, **p < 0.01, ns, not significant.





Neutrophil Aging Is Associated With Pro-Inflammatory Cytokines

To identify the inflammatory mediators that may be responsible for mediating neutrophil aging, we screened IL- 1β, IL-6, IL-8, IFN-γ, IL-18, TNF-β, IL-17A, GM-CSF, G-CSF, and LPS levels in the plasma (Supplementary Figures 4A–J). We observed that IL-1β, IL-6, IL-8, IFN-γ, IL-18, and LPS levels were all significantly elevated in TN patients compared to those in HCs (Figure 6A). The expression of TLR-4, a receptor of LPS, was positively correlated with the aging score of neutrophils (r = 0.5666, p = 0.0048) (Figure 6B). Next, we investigated the influence of LPS on neutrophil aging, the data showed that LPS had a stronger capacity to improve the percentage of CD62LloCXCR4+ and PD-L1 expression on neutrophils than GM-CSF. Furthermore, LPS and GM-CSF had a synergistic effect in vitro (Figures 6C–E).




Figure 6 | LPS accelerates neutrophil aging. (A) Comparison of plasma cytokines among healthy controls (HCs), antiretroviral therapy (ART)-treated and ART treatment naïve (TN) patients. The expression of IL-1β, IL-6, IL-8, IFN-γ, TNF-β, IL-17A, IL-18, GM-CSF, G-CSF, and LPS was detected, and the data are shown on a heatmap. The color in each cell represents the level of indicated cytokine relative to all samples (z-score). (B) Correlation of aging score of neutrophils with TLR-4 expression in TN patients. (C–E) LPS and GM-CSF induced PD-L1 expression and increased the percentage of CD62LloCXCR4+ neutrophils. Purified neutrophils were incubated with or without LPS or GM-CSF for 12 h. Representative diagram (C), the percentage of CD62LloCXCR4+ neutrophils (D) and PD-L1 expression (E) among total neutrophils were shown. For statistical analyses, Mann–Whitney U-test was performed. Correlations were calculated using Pearson’s correlations. *p < 0.05, ****p < 0.0001.






Discussion

Neutrophil aging is an important physiological phenomenon for the preservation of immunological homeostasis, but under pathological conditions, over-aging may contribute to increased tissue pathogenesis and immune disorders (23). CD62LloCXCR4+ subsets, defined as aged neutrophils, have stronger antibacterial activities in acute inflammation (15), but their role in chronic HIV-1 infection are not well understood. In this study, we demonstrated that aging neutrophils accumulate in TN patients with HIV-1 infection and exhibit immunosuppression partially through PD-L1 and arginase-1.

Neutrophils are important immune system guards during HIV-1 infection (8). High neutrophil counts before infection are associated with a low risk of sexually transmitted HIV-1 infection, and low neutrophil counts in mothers are associated with a high risk of perinatal infection (24). Emerging evidence has shown that neutrophils are phenotypically and functionally heterogeneous (24). Under normal physiological conditions, neutrophil heterogeneity may arise from aging and is associated with functional changes (25).

Well-known markers, CD62L and CXCR4, were used to evaluate neutrophil aging, where lower CD62L and higher CXCR4 expression indicated increased neutrophil aging. In our study, we found that the percentage of CD62LloCXCR4+ cells was significantly expanded in the peripheral blood of TN patients with HIV. As another validation, the aging score, including CD62L, CXCR4, CXCR2, CD49d, and CD11b status, was introduced and applied to evaluate the severity of neutrophil aging among HIV-1-infected patients. Both methods showed good consistency. Via further analysis, we found that the aging score was negatively correlated with CD4+ T cell counts, and positively correlated with HIV-1 RNA viral load and T cell activation. These results indicated that the virus may be an important factor in neutrophil aging, which happens in coordination with T cell activation. In infection-induced kidney injury animal models, aged neutrophils have a higher capacity to fight against fungal infections than non-aged ones (16). In our study, we found that the aged neutrophils have impaired ROS production after LPS stimulation. In addition, spontaneous ROS and NGAL productions were increased in TN patients, and the total number of neutrophils in TN patients showed an over-activation phenotype with high expression of TLR-2, TLR-4, C5L2, CD16 and low expression of CXCR2 and C5aR. This indicated that the persisting activation and paralysis of neutrophils may exist in vivo, and ultimately weaken the proper immune function of these cells.

In peripheral blood, neutrophils are terminally differentiated and have a short lifespan (23). Neutrophil aging occurs in the peripheral blood after being released from bone marrow, with increased CXCR4 and decreased CD62L expression. Neutrophil turnover is not only associated with aging but also with changes in immune-phenotype and function. In a previous study, neutrophils with high PD-LI expression showed obvious immunosuppression of CD8+ T cells in HIV-infected patients (11). In our study, we found that the expression of both PD-L1 and arginase-1 significantly increased in TN patients and were positively correlated to the percentage of CD62LloCXCR4+ neutrophils and aging score. This indicated that neutrophil phenotype and function both change as aging progresses, and aged neutrophils may have an immunosuppressive effect on T cells.

In vitro, PD-L1 and arginase-1 expression increased with aging, and aged neutrophils even had a higher capacity to inhibit IFN-γ and TNF-α production in CD8+ T cells than non-aged cells. Although the arginase-1 had a more efficient inhibition effect than PD-LI, it still needs further investigation whether the slight reversing effect of the PD-LI-blocking antibody used in our study was due to the lack of PD-1/PD-L1 or not. In addition, arginase-1 and PD-LI blocking only partially reversed the immunosuppression of CD8+ T cells by neutrophils, other immunomodulation pathways may further be proposed.

During HIV-1 infection, microbial translocation caused by gastrointestinal mucosal damage is a major driver for HIV-1-related events (26), and LPS mediates the adaptive immune and innate immune activation (27–29). In an antibiotic-treated mice model, neutrophil aging was controlled by LPS and/or microbiota via Toll-like receptor signaling. Depletion of the microbiota significantly reduces the number of circulating aged neutrophils and dramatically alleviates the pathogenesis and inflammation-related organ damage (13).

In our study, we found that LPS increased in TN patients, and the expression of TLR-4 on neutrophils was positively correlated with the aging score. LPS, as an activator, showed a stronger capacity to improve the percentage of CD62LloCXCR4+ neutrophils than GM-CSF. The synergistic effects of LPS and GM-CSF indicated complex interactions between the inflammatory environment and neutrophil aging. Other inflammatory cytokines including IL-1β, IL-6, IL-8, IFN-γ, and IL-18 may also be involved but were not identified in our study. In addition, aged neutrophils in the peripheral blood were mainly eliminated by macrophages; therefore, dysfunction of macrophages may be another important factor contributing to the accumulation of aged neutrophils in patients with HIV infection, which warrants further investigation.

There are some limitations in our study. The progression of neutrophil aging may be associated with a longer lifespan, inflammation, decreased phagocytosis by macrophages, and other factors; however, we only identified neutrophil aging in TN patients with HIV-1 infection, and the associated mechanisms of aging were not fully confirmed. Notably, the relationship among aging, activation, and immunosuppression cannot be fully differentiated by our current data.

In summary, we reveal that during HIV-1 infection, excessive aging of neutrophils induces immunosuppression of T cells, detected by increased PD-L1 and arginase-1 expression, and LPS may be an important inducer for the aging process (Figure 7). Therefore, dampening the progress of neutrophil aging may provide a novel approach to recover T cell dysfunction in HIV-1-infected patients.




Figure 7 | The aging neutrophil model in HIV-1-infected patients. Under normal physiological conditions, neutrophils undergo aging once they are released from the bone marrow, and then cleared by resident macrophages through CXCR4-CXCL12 receptors. During HIV-1 infection, the damaged intestinal barrier, accompanied by bacterial translocation, contribute to create a pro-inflammatory microenvironment, which promotes neutrophil aging. Aged neutrophils are characterized by multiple functional and phenotypic changes, which have stronger immunosuppressive effects on T cells through the increased expression of PD-L1 and arginase-1.
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Proviral Turnover During Untreated HIV Infection Is Dynamic and Variable Between Hosts, Impacting Reservoir Composition on ART
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Human immunodeficiency virus (HIV) can persist as an integrated provirus, in a transcriptionally repressed state, within infected cells. This small yet enduring pool of cellular reservoirs that harbor replication-competent HIV is the main barrier to cure. Entry of viral sequences into cellular reservoirs begins shortly after infection, and cells containing integrated proviral DNA are extremely stable once suppressive antiretroviral therapy (ART) is initiated. During untreated HIV infection however, reservoir turnover is likely to be more dynamic. Understanding these dynamics is important because the longevity of the persisting proviral pool during untreated infection dictates reservoir composition at ART initiation. If the persisting proviral pool turns over slowly pre-ART, then HIV sequences seeded into it during early infection would have a high likelihood of persisting for long periods. However, if pre-ART turnover was rapid, the persisting proviral pool would rapidly shift toward recently circulating HIV sequences. One-way to estimate this turnover rate is from the age distributions of proviruses sampled shortly after therapy initiation: this is because, at the time of sampling, the majority of proviral turnover would have already occurred prior to ART. Recently, methods to estimate a provirus’ age from its sequence have made this possible. Using data from 12 individuals with HIV subtype C for whom proviral ages had been determined phylogenetically, we estimated that the average proviral half-life during untreated infection was 0.78 (range 0.45–2.38) years, which is >15 times faster than that of proviral DNA during suppressive ART. We further show that proviral turnover during untreated infection correlates with both viral setpoint and rate of CD4+ T-cell decline during this period. Overall, our results support dynamic proviral turnover pre-ART in most individuals, which helps explain why many individuals’ reservoirs are skewed toward younger HIV sequences. Broadly, our findings are consistent with the notion that active viral replication creates an environment less favorable to proviral persistence, while viral suppression creates conditions more favorable to persistence, where ART stabilizes the proviral pool by dramatically slowing its rate of decay. Strategies to inhibit this stabilizing effect and/or to enhance reservoir turnover during ART could represent additional strategies to reduce the HIV reservoir.
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INTRODUCTION

Viruses evade host immune detection through various strategies, and among these is the ability to persist in a transcriptionally repressed state within host cells (Simmons et al., 2013). Human immunodeficiency virus (HIV) is no exception. Like all retroviruses, HIV integrates its genome into that of its host cell, and a small number of cells harboring integrated proviruses persist long-term in vivo, even during suppressive antiretroviral therapy (ART). While most persisting proviruses harbor genetic defects (Ho et al., 2013; Bruner et al., 2016; Imamichi et al., 2016), a minority are genomically intact and have the potential to produce infectious HIV at any time. These cellular reservoirs are the major barrier to achieving ART-free HIV remission or cure, and would need to be reduced, inactivated or eliminated to achieve these goals.

It is clear that cellular reservoirs are established very early in infection (Ananworanich et al., 2012, 2015; Hocqueloux et al., 2013) and that they are extremely stable during long-term ART (Siliciano et al., 2003; Crooks et al., 2015; Golob et al., 2018; Peluso et al., 2020). Pre-ART proviral dynamics however are less well understood, though recent data suggest that proviral turnover is more rapid during untreated infection than during suppressive therapy (Brodin et al., 2016; Abrahams et al., 2019; Pankau et al., 2020). As pre-ART proviral longevity determines reservoir composition at ART initiation, it is critical for us to understand these dynamics if we are to develop approaches to inactivate or eliminate HIV reservoirs.

Recent studies interpreting on-ART proviral diversity in context of HIV’s within-host evolutionary history have revealed that the persisting proviral pool is typically enriched in HIV variants that circulated during later chronic infection, though it is not uncommon to recover proviruses that are identical or similar to the transmitted/founder virus or its direct descendants (Brodin et al., 2016; Jones et al., 2018; Brooks et al., 2020; Pankau et al., 2020). Though these analyses captured total (i.e., both defective and intact) proviruses, a recent study that recovered replication-competent proviruses on ART revealed that, while some dated back to acute/early infection, the majority represented sequences that circulated in the year before ART initiation (Abrahams et al., 2019). Observing acute/early infection sequences at generally low frequencies in both the persisting proviral pool and the replication-competent reservoir, but nevertheless to varying extents between individuals, suggests that proviral turnover pre-ART is dynamic, and that rates of turnover vary between individuals (Brodin et al., 2016; Abrahams et al., 2019; Pankau et al., 2020). Two recent studies have inferred these rates from the estimated ages of proviruses sampled on ART, yielding estimated pre-ART proviral half-lives of 9 months (Brodin et al., 2016) and 25 months (Pankau et al., 2020), though in the latter study, estimates ranged from 7 to 68 months depending on the individual and the HIV gene analyzed. Though variable, these average rates are nevertheless much shorter than both the half-life of proviral DNA on suppressive ART, which is estimated as >10 years (Golob et al., 2018; Peluso et al., 2020), and the half-life of the replication-competent reservoir on ART, which is estimated as 44 months or longer (Siliciano et al., 2003; Gandhi et al., 2020; Peluso et al., 2020). Together, these observations are consistent with more rapid proviral turnover during untreated compared to treated infection.

In total however, existing pre-ART proviral half-life estimates are based on data from only 16 individuals: a group of 10 persons with predominantly HIV subtype B infections and 6 women with super-infection (Brodin et al., 2016; Pankau et al., 2020). No studies to our knowledge have calculated pre-ART proviral turnover rates in a gender-balanced group of individuals with HIV subtype C, the most prevalent subtype globally, using such approaches. Furthermore, the correlates of within-host pre-ART proviral decay rate remain undefined. To address these gaps, we studied a Zambian cohort of 12 individuals (seven men and five women) with HIV subtype C infections for whom the integration dates of proviruses sampled on ART had been determined phylogenetically (Brooks et al., 2020), and leveraged these data to infer within-host proviral decay rates during untreated HIV infection.



MATERIALS AND METHODS


Participants and Ethics Statement

This study leveraged 12 longitudinal HIV sequence datasets that were originally used to characterize on-ART proviral diversity and age distributions among participants of a Zambian seroconverters cohort (Brooks et al., 2020). The original study featured 13 participants; here we analyze 12, all of whom had single-variant HIV subtype C (one individual with mixed infection was excluded). As described in the original publication, plasma HIV envelope (env) sequences were sampled at seroconversion and two additional time points prior to ART initiation, and proviruses were sampled at least once during suppressive ART (for four participants, proviruses were sampled twice). All HIV sequences were characterized using single-genome amplification followed by next-generation sequencing on the Pacific Biosciences SMRTbell platform. The GenBank Accession numbers of studied sequences were MT194125 – MT194771 and MT194898 – MT195535. All participants gave written informed consent. The cohort study was approved by the University Teaching Hospital Ethics Committee in Lusaka, Zambia, and additional approvals for sample and data use were granted by the Institutional Review Boards of Emory University, Simon Fraser University, and Providence Health Care/University of British Columbia.



Proviral Age Estimation Using a Within-Host Phylogenetic Approach

Proviral age estimation was performed phylogenetically as previously described (Brooks et al., 2020). Briefly, defective HIV sequences harboring hypermutation, ambiguous bases, or evidence of within-host recombination within env were removed from each participant’s dataset. Each participant’s remaining plasma HIV RNA sequences collected between seroconversion and ART initiation, along with proviral sequences collected on ART, were used to infer a maximum likelihood phylogeny. The phylogeny was then rooted at the location that maximized the correlation between the root-to-tip distances and collection dates of the pre-ART plasma HIV RNA sequences, where this root represented the inferred transmitted/founder virus. A linear regression relating the pre-ART HIV RNA root-to-tip distances to their sampling times was then fit, where the slope of this line represented the host-specific rate of HIV evolution pre-ART. The regression was then used to convert the root-to-tip distance of each proviral sequence to its “creation” (i.e., integration) date, with associated 95% confidence intervals (CI). As described in the original paper, all 12 datasets yielded strong molecular clock signal (Brooks et al., 2020), allowing us to infer the integration dates of 259 intact proviruses, 253 of which were distinct [median 20, interquartile range (IQR) 15–25 distinct intact proviruses per participant]. Each participant’s proviruses were then grouped into “bins” by their estimated year of integration (one “bin” per year preceding ART initiation), though a sensitivity analysis was also undertaken where the point estimates were used directly without binning. In the primary analysis, integration date estimation was only performed on the 253 distinct proviral sequences under the assumption that “replicate” sequences arose through clonal expansion and not through individual integration events. Nevertheless, sensitivity analyses that incorporated all intact proviruses, including the six “replicate” sequences (observed in only four participants), were also performed. For simplicity, proviruses whose integration date point estimate fell after the ART initiation date (all of which had 95% CIs that extended to before ART) were assigned to the ART initiation date.



Illustrating How Pre-ART Proviral Half-Lives Shape Proviral Composition Using a Dynamical Mathematical Model of Reservoir Seeding and Decay

To illustrate how proviral clearance rates during untreated infection shape proviral composition at ART initiation, we implemented a published dynamical mathematical model of HIV infection (Pankau et al., 2020). This model comprises a set of ordinary differential equations that describe within-host cell and virus concentrations over time, where these equations include susceptible target cells, actively and latently infected cells that can produce viable virus, actively and latently infected cells that cannot produce viable virus, the virus itself, and an immune response. The model assumes that HIV sequences enter the latent pool at a rate proportional to their abundance in plasma at the time, an assumption that is supported by the observation that latently infected cell frequency correlates positively with the area under the pretreatment viral load curve (Archin et al., 2012). In a subsequent independent step, proviruses then decay out of the latent pool at a constant, exponential rate to produce predictions of what the age distribution of the proviral pool would be if sampled on ART, given different rates of pre-ART decay. We reproduce the model here for clarity.

Let S represent the susceptible compartment. Let AP and LP represent the compartments of actively and latently infected cells that are productively infected and produce viable virus; likewise let AU and LU represent the compartments of actively and latently infected cells that are unproductively infected and cannot produce viable virus. Let V represent viremia and let E represent the adaptive immune response. The following dynamical system describes within-host HIV infection kinetics:

[image: image]

The parameters used were: susceptible cell creation rate αS = 70 cells μL−1 day−1; susceptible cell death rate δS = 0.2 day−1; viral infectivity β = 10−4μL viral RNA copies−1 day−1; probability of productively infectious virions τ =  0.05; probability of latency λ = 10−4; actively infected cell death rate δI = 0.8 day−1; viral burst size π =  50,000 viral RNA copies cell−1 day−1; viral clearance rate λ =  23 day−1; initial adaptive precursor frequency αE = 10−4 cells μL−1 day−1; adaptive immune killing rate κ =  0.3 μ L cells−1 day−1; adaptive immune recruitment rate ω =  1.6 day−1; adaptive immune clearance rate δE = 0.002 day−1; adaptive immune 50% saturation constant [i.e., the number of infected cells required for a half-maximal cytolytic expansion rate (Reeves et al., 2017)] E50 = 250 cells μL−1.

The following initial conditions were used as per the recommendation of the model creator Dr. Daniel Reeves, who kindly provided us a link to his source code.1 We take as an initial value for the viral load V(0) = 0.03 viral RNA copies per μL, which represents the detectable plasma viral load (pVL) limit of a typical assay when converted from the conventional 30 HIV RNA copies/mL to viral RNA copies per microliter, as required by the model. Also let I0 = V(0) γ/π = 1.38×10−5; this represents a quasistatic approximation for the infected cells.
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Note that S(0) and E(0) are the equilibrium values for the system in the absence of virus.

As described above, reservoir creation is assumed to be proportional to pVL over time, with the probability of a virus entering the latent pool (defined by λ above) remaining constant over time.

In our initial application of the model, where the purpose was solely to illustrate how the rate of proviral turnover during untreated infection influences proviral composition at ART initiation, we reconstructed “representative” within-host pVL dynamics using a published model that features typical HIV acute-phase pVL kinetics (Robb et al., 2016) and subsequent setpoint (Reeves et al., 2017).

Using these equations, we modeled proviral deposition into the latent pool and grouped the resulting proviruses by year of creation. In a separate step, we then allowed each group of latent proviruses to decay exponentially, at various rates (half-lives), up until the proviral sampling date. This produced a series of distributions that predict what proportion of proviruses would remain from each creation year at the time of sampling, assuming that proviruses had been eliminated from the pool at the stated rate.



Inference of Pre-ART Proviral Half-Lives From Proviral Distributions Sampled on ART

Pre-ART proviral turnover rates in vivo can be inferred from age distributions of proviruses sampled on ART, because at the time of proviral sampling the majority of proviral turnover would have already occurred prior to ART. Our primary method of inferring pre-ART proviral half-life involved the application of a Poisson generalized linear model to each participant’s observed proviral distribution at time of sampling. To do this, we grouped each participant’s proviral sequences by their year of creation (integration) relative to their ART initiation date. We will refer to the bin containing proviruses from t-1 to t years old as “bin t,” where we make the simplifying assumption that all proviruses in bin t are exactly t years old. We then applied a Poisson generalized linear model with the canonical natural logarithm link function to the binned counts, using the age of the bin t as the predictor. This choice can be justified as follows: Let t1/2 be the proviral half-life. Assuming the participant’s proviral reservoir decays at an exponential rate, we would expect that the size of bin t would be approximately
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where C represents the initial size of the age bin as if there was no decay, and θ = ln (2)/t1/2.

Next, we assume that every provirus has the same small independent probability p of being sampled. If so, we would then expect the number of observed proviruses from bin t to be binomially distributed with ⌊C exp (−θt)⌋ trials and success probability p. Assuming that p is small, we can approximate the distribution with a Poisson distribution with parameter
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where D = ln (Cp), or in other words,

[image: image]

The above equation is precisely the setup required for a Poisson generalized linear model with natural logarithm link function.

The above-described method infers pre-ART proviral half-lives solely from participants’ sampled proviral age distributions without incorporating any information from their clinical histories. As a sensitivity analysis, we additionally adapted the dynamical mathematical model, described earlier, to incorporate each participant’s available pre-ART pVL history to estimate proviral deposition during this period, and further extended the model to identify the pre-ART proviral half-life that best fit each participant’s observed proviral distribution.



Statistical Analysis

Implementation of the mathematical model and calculation of within-host proviral half-lives using the Poisson generalized linear model was performed using R. All other statistical analyses were performed in GraphPad prism (version 9.0.1) using nonparametric tests.



RESULTS


Estimating the Ages of Proviruses Persisting on ART

The study participants comprised 12 Zambian seroconverters with HIV subtype C, seven males and five females, who initiated ART within a median of 3.5 (IQR 3.0–4.8) years following infection (Figure 1). As previously described (Brooks et al., 2020), plasma HIV RNA env sequences were collected at three time points during untreated infection (at seroconversion, at 1 year following infection, and before ART) and proviral env sequences were collected a median of 6.3 (IQR 5.3–8.7) months after ART. For four participants, proviral sequences were also collected at a second time point, a median of 22 months after ART.
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FIGURE 1. Participant sampling timeline. Infection and sampling timelines for the 12 study participants, sorted by their untreated infection duration, and using ART initiation as the reference time-point. IDs ending in “M” and “F” denote male and female participants, respectively. The short vertical line denotes the estimated date of infection, and the gray shaded area denotes ART. The three colored circles denote the dates when plasma HIV RNA env sequences were sampled: at seroconversion (red circle), 1 year after infection (black circle) and before ART (blue circle). The colored diamonds denote when proviral sequences were sampled on ART. Figure adapted from Brooks et al. (2020).


The “creation” (i.e., integration) dates of each participant’s proviral sequences were estimated phylogenetically as described (Brooks et al., 2020). As these dates form the basis of our proviral half-life estimates, we explain how they are derived using participant Z634F, whose proviral pool was sampled twice on ART, as an example (Figure 2A). The majority of Z634F’s proviral sequences either intersperse with plasma HIV sequences that circulated just prior to ART, or cluster within intermediate clades between this and the preceding plasma time point, which represents viruses that circulated 1 year post-infection (Figure 2B). Two proviruses fall within the clade of plasma HIV sequences from 1 year post-infection, but none intersperse with plasma sequences collected at seroconversion. A linear model relating the root-to tip distances of pre-ART plasma HIV RNA sequences to their collection dates (Figure 2C) allows us to convert the root-to-tip distances of proviral sequences to their integration dates, along with the 95% CIs around these point estimates (Figure 2D). Grouping these proviruses by their year of integration relative to ART initiation shows that Z634F’s proviral pool predominantly (∼70%) dated to the year preceding ART (Figure 2E).
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FIGURE 2. Estimating the ages of proviruses persisting on ART: Participant Z634F. (A) Sampling timeline for participant Z634F. Plasma HIV RNA env sequences were sampled at three time points between infection and ART (colored circles); proviral sequences were sampled twice on ART (colored diamonds). Gray shading denotes ART. (B) Within-host maximum-likelihood phylogeny inferred from intact, distinct HIV sequences, where the root represents the inferred transmitted/founder virus and the symbols at the tree tips denote the sequence type (plasma HIV RNA versus proviral) and sampling time-point. (C) The dashed blue line represents the linear regression relating the root-to-tip distances of the plasma HIV RNA sequences to their sampling times. The slope of the regression line represents the evolutionary rate (ER) of plasma HIV RNA env sequences in this participant during untreated infection (3.2 × 10− 5 estimated nucleotide substitutions/site/day); this line is used to convert the root-to-tip distances of proviral sequences sampled on ART to their original “creation” (i.e., integration) dates. The faint gray lines represent the underlying evolutionary relationships between sampled HIV sequences. (D) Point estimates and associated 95% CIs of the integration dates of sampled proviral sequences, as inferred from the regression, colored by sampling date. (E) Proportion of Z634F’s proviruses that dated to each year prior to ART.




Illustrating How Different Pre-ART Decay Rates Influence Proviral Distribution on ART

We next wished to demonstrate how the duration of untreated infection, and the rate of decay of the long-lived proviral pool during this period, influence proviral age distribution on ART. To do this we employed a mathematical model of continual viral seeding into cellular HIV reservoirs followed by continual elimination, and we implemented this model for untreated infection durations that were representative of our cohort participants’ clinical histories (Figure 3). Figure 3A depicts model-generated pVL dynamics in a hypothetical individual who initiated ART 3 years after infection, and whose proviral pool was sampled 1 year thereafter. Figure 3B shows four model predictions of the individual’s proviral age distribution on ART, assuming that HIV sequences entered the reservoir during untreated infection at a rate proportional to their abundance in plasma at the time and were subsequently eliminated at a constant exponential rate. The purple line represents the total proviral pool created by viral seeding: here, the model predicts that the biggest (>60%) proportion of persisting proviruses entered the reservoir during the first year of infection (i.e., 3 years before ART initiation), because peak viral load during this period is >2 log10 higher than the subsequent setpoint. We also modeled what the persistent proviral pool would resemble if, after seeding, proviruses were subsequently cleared at rates comparable to those during suppressive ART. To do this we applied half-lives of 140 months [the decay rate of proviral DNA on ART (Golob et al., 2018)] and 44 months [the decay rate of the replication-competent reservoir on ART (Siliciano et al., 2003)] up until the date of sampling. This produced the predicted proviral distributions shown by the gray and black dashed lines, respectively. The differences between these distributions and the “no decay” condition are modest, due to the relatively short time from infection and ART initiation: under these relatively slow decay rates, the biggest portion of the reservoir is still predicted to constitute proviruses that integrated in the first year of infection.
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FIGURE 3. Using a mathematical model of HIV infection to demonstrate how untreated HIV infection duration and proviral decay rate shape proviral composition on ART. (A) Model-produced plasma viral load dynamics in a hypothetical individual who initiated ART 3 years after infection (blue line), where proviral DNA was sampled 1 year later (inverted triangle). Note that the proviral sampling time-point is illustrative only: as proviral seeding in the model ceases at ART initiation but decay proceeds at a constant rate, and because proviral compositions are depicted as proportions of proviruses remaining from each year of creation, model predictions would be the same regardless of when the proviral pool is sampled on ART. (B) Model-predicted proviral compositions on ART for the hypothetical individual shown in A, depicted in terms of the proportions of proviruses remaining from each year of creation, under conditions of no decay (purple line), under slow decay rates of 140 months (gray line) and 44 months (dotted black line) that represent published half-lives of proviral DNA and the replication-competent reservoir during ART, respectively (Siliciano et al., 2003; Golob et al., 2018), and under a rapid decay rate of 6 months (red line). (C) Same as panel A, but for a hypothetical individual who initiated ART 7 years after infection. (D) Model predicted proviral compositions on ART for the hypothetical individual shown in C, under various rates of decay.


By contrast, applying a relatively fast decay rate up until the date of sampling, namely a half-life of 6 months, produced a proviral distribution that is markedly enriched in sequences that integrated in the year prior to ART, though sequences from earlier in infection are still present at lower frequencies (red line). Figures 3C,D depict model-generated pVL dynamics and predicted proviral age distributions, respectively, in a hypothetical individual who initiated ART 7 years following infection, and whose proviral pool was sampled 1 year thereafter. Here, applying published “on-ART” decay rates still produce proviral distributions that are enriched in sequences that integrated in the first year of infection, though less dramatically so than the first example, because the longer untreated infection duration allows for more decay. By contrast, the fast decay rate (6-month half-life) produces a markedly skewed proviral pool where nearly 80% of sequences date to the year prior to ART, and where essentially no proviruses remain from the early years of infection. This mathematical model of HIV infection therefore clearly illustrates how faster proviral clearance rates during untreated infection skew proviral composition toward sequences seeded later in infection. Indeed, Z634F’s proviral distribution, shown in Figure 2E, more resembles that created by the faster (6 months) clearance rate than the known (far slower) rates of proviral clearance on ART.



Inferring Proviral Half-Lives From Phylogenetically Estimated Proviral Age Distributions

The phylogenetically inferred proviral age distributions for all 12 study participants, grouped by their year of creation relative to ART initiation, are shown in Figure 4. For the four participants for whom proviral DNA was sampled twice on ART, including Z634F (Figure 2), all proviral sequences were combined to maximize sampling depth. This was done because proviral decay on ART is extremely slow [half-life >10 years (Golob et al., 2018; Peluso et al., 2020)] and because proviral sampling in these individuals was performed only an average of 0.9 years apart. The data clearly illustrate the variation in participants’ proviral age distributions: while some participants’ proviral pools are highly enriched in sequences that integrated in the year preceding ART initiation, for example, Z1808F (Figure 4K) and Z1047M (Figure 4E), the proviral pools of others, for example, Z1124F (Figure 4H) feature proviruses that integrated throughout untreated infection at relatively comparable frequencies.
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FIGURE 4. Best-fitting proviral decay rates inferred from participants’ proviral compositions on ART (A–L). Each participant’s proviral distribution on ART, as determined phylogenetically via the procedure outlined in Figure 2, is depicted as histograms that show the proportions of proviruses remaining from each year of integration. For the four participants whose proviral pools were sampled twice on ART (N133M, Z634F, Z1165M, and Z1788F), proviral composition is shown as stacked bars. The solid and dashed red lines represent the best-fit half-life and associated 95% confidence intervals, respectively, estimated using a Poisson generalized linear model. Participants are sorted by study ID.


Proviral half-lives were inferred from participants’ proviral age distributions using a Poisson generalized linear model. This yielded proviral half-lives ranging from 0.45 years (95% CI 0.27–1.34) in participant Z1808F, for whom >80% of their proviral pool dated to the year preceding ART (Figure 4K), to 2.38 (95% CI 1.09–∞) years in Z1124F (Figure 4H), the participant with the “flattest” overall proviral age distribution. Z1124F was also the only participant for whom an upper 95% confidence bound could not be defined, indicating that we cannot reject the null hypothesis of no or extremely slow pre-ART decay in this individual. Overall, the median pre-ART proviral half-life was 0.78 (IQR 0.56–1.22) years.

To compare these estimated pre-ART half-lives to published decay rates on ART, we plotted each participant’s half-life point estimate and associated 95% CI alongside historic estimates of the decay rate of the replication-competent reservoir on ART, estimated as 3.7 years (i.e., 44.2 months) with a 95% CI of 2.3–9.5 years (Siliciano et al., 2003) and the decay rate of total proviral DNA on ART, estimated as 11.7 years (i.e., 140.4 months) with a 95% CI of 6.3–240 years (Golob et al., 2018; Figure 5). Despite inter-individual variation, visualizing the data in this way reveals that 9 of the 12 participants’ estimated proviral half-lives during untreated infection are significantly lower than published overall proviral decay rate on ART, as indicated by the lack of overlap in their respective 95% CI. Moreover, 6 of 12 participants’ pre-ART half-lives are significantly lower than published decay rates of the replication competent reservoir on ART. These observations are consistent with more rapid proviral turnover in untreated compared to treated infection in most individuals, though it is important to note that some individuals displayed slow pre-ART turnover rates that were not significantly different than published on-ART rates.
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FIGURE 5. Comparison of estimated pre-ART proviral decay rates with published rates of reservoir and proviral decay on ART. Estimated pre-ART proviral half-lives and associated 95% CI are shown for the 12 participants, alongside published rates of reservoir (Siliciano et al., 2003) and proviral (Golob et al., 2018) decay on ART. Bi-colored circles represent the four participants for whom proviral sampling was performed twice on ART. Arrowheads indicate upper 95% CIs of infinity.




Pre-ART Proviral Half-Life Correlates Inversely With Plasma Viral Load Setpoint and the Rate of CD4+ T-Cell Decline

Given the inter-individual variability within estimated pre-ART proviral half-lives, we sought to explore potential correlates of this decay rate. We observed no significant difference in proviral half-lives between males and females (p = 0.7) nor any significant relationship between proviral half-life and either the length of untreated infection (Spearman’s ρ = 0.24, p = 0.5) nor the time of proviral sampling following ART initiation (Spearman’s ρ = 0.4, p = 0.2) (data not shown). We did however observe an inverse relationship between proviral half-life and setpoint pVL, estimated as the median of all pVL measurements taken between 6 months post-infection and ART initiation (Spearman’s ρ = −0.56, p = 0.06; Figure 6A). Moreover, we observed a significant correlation between proviral half-life and the rate of CD4+ T-cell decline (quantified by ordinary linear regression on square-root transformed CD4+ T-cell counts measured longitudinally prior to ART, where there were a median of 13 measurements per participant) (Spearman’s ρ = −0.82, p = 0.0016; Figure 6B). Together, these observations suggest that higher levels of viral replication and/or faster rates of elimination of HIV infected CD4+ T-cells accelerate proviral turnover in vivo.
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FIGURE 6. Higher pVL setpoint and rapid rate of CD4+ T-cell decline is associated with faster proviral turnover during untreated infection. Spearman’s correlation showing inverse relationship between model-estimated proviral half-lives and participant set point plasma viral load (A), and rate of CD4+ T-cell decline (B). Blue and red dots denote male and female participants, respectively.




Sensitivity and Alternative Analyses

In the following sections, we present a number of sensitivity and alternative analyses that test the robustness of our observations to various assumptions.



Calculating Proviral Decay Rates Without Grouping Proviruses by Year of Creation

Our primary analysis grouped proviruses by year of creation prior to the initiation of ART. This was done in order to achieve a number of “bins” that was appropriate for the number of proviruses collected per participant while also recognizing that there is uncertainty around the point estimate for each provirus’ creation date. Nevertheless, to verify that our results were not unduly influenced by temporal grouping, we performed a sensitivity analysis where we applied the Poisson linear model directly to the inferred proviral dates (i.e., where we used a “bin size” of 1 day). The results of this analysis are shown in Supplementary Figures 1, 2. Overall, the within-host proviral half-life point estimates derived from this analysis were consistent with those in the primary analysis, though the 95% CIs around the estimated decay rates were generally wider. Z1124F’s estimated proviral half-life was also slower when calculated this way (8.87 versus 2.38 years in the primary analysis), though in both analyses the upper 95% CI around this estimate extended to infinity, indicating that this is not a significant difference.



Accounting for Identical Sequences When Estimating Proviral Decay Rates

As our main objective was to infer the turnover of the persistent proviral pool pre-ART from the integration dates of individual proviruses sampled on ART, our primary analysis excluded identical sequences under the assumption that these arose via clonal expansion, not via individual integration events. We acknowledge however that by sequencing only a subgenomic HIV fragment (env) we cannot conclusively classify identical sequences as clonal across the whole HIV genome (Laskey et al., 2016). To account for the possibility that identical env sequences may represent distinct proviral genomes, we repeated all analyses including all env sequences collected. There were only six such “replicate” sequences across the whole dataset, among four participants (three who harbored one replicate sequence each, and one who harbored three additional replicates of one particular env sequence). Proviral decay rates inferred using these data are shown in Supplementary Figures 3A–D, while a summary figure showing decay rates for all participants, replicates included, is shown in Supplementary Figure 3E. Not surprisingly given the very small number of replicate sequences, results are highly consistent with the results of the primary analysis.



Computing Proviral Decay Rates for Each Proviral Sampling Date Independently

Our cohort included four participants whose proviral pool was sampled at two time points spaced relatively shortly apart, and our primary analysis pooled these proviruses together to maximize sampling depth. In a sensitivity analysis, we estimated proviral decay rates for these two time points separately (Supplementary Figure 4). For all four participants, the 95% CI around the proviral half-life estimates derived from the first, second and combined time points overlapped one another, where all point-estimates were markedly lower than the published on-ART decay rate for proviral DNA (Golob et al., 2018). Moreover, for two of the four participants (Z634F and Z1788F), the point-estimates were nearly identical across all analyses. For the remaining two participants (N133M and Z1165F) the proviral half-life estimated from the second sampling time point was slower than that estimated by the first, though the associated 95% CI extended to infinity in both cases. For consistency with the other participants for whom proviruses were sampled only once, we recalculated the correlation between proviral half-life and pre-ART clinical parameters restricting to the proviral half-life calculated from the first sampling time point only. The inverse correlation with pVL setpoint remained (Spearman’s R = −0.59, p = 0.046; Supplementary Figure 4B), as did the correlation with CD4 decline (Spearman’s R = −0.71, p = 0.012; Supplementary Figure 4C).



Incorporating Participants’ Pre-ART pVL Histories Into Proviral Half-Life Estimates

Our primary method of inferring pre-ART proviral half-lives did not incorporate any information from the participants’ clinical histories. To address this, we adapted the dynamical mathematical model (see methods and Pankau et al., 2020) to incorporate each participant’s available pre-ART pVL history, and extended the model to identify the pre-ART proviral half-life that best fit each participant’s observed proviral distribution. Note that peak viremia was not captured for the majority (10/12) of participants due to the challenges of sampling during this stage, so for these we inferred a viremia peak at 14 days after their estimated date of infection at a value that was 50 times the average of their measured pVL from 30 to 365 days post-infection. This approach was chosen because it gave peak viral load values that were consistent with those observed in acute HIV infection (van Loggerenberg et al., 2008; Mlisana et al., 2014; Dong et al., 2018). Two participants (Z1047M and Z1808F) had a pVL measurement performed during the period when they were HIV p24Gag antigen positive yet HIV antibody negative [i.e., Fiebig stage 2 (Fiebig et al., 2003)], this measurement was used as their inferred peak. We then used a piecewise linear function to couple each participant’s inferred peak to their available longitudinal pVL data. Each participant’s pVL dynamics reconstructed in this manner are shown in Supplementary Figure 5.

We then applied the published dynamical mathematical model to predict what each participant’s proviral distribution would resemble at their time of sampling, assuming that their proviral pool had been continually seeded during untreated infection in proportion to their viral load at the time, and where this proviral pool had subsequently decayed at various rates. To do this, we allowed each group of latent proviruses created by the model to decay exponentially, under half-lives ranging from 30 to 6000 days, in increments of 30 days, up until the participants’ proviral sampling date. This yielded a series of 200 proviral distributions per participant that represented what proportion of proviruses would still remain from each creation year, assuming decay at the stated rate. For context, we also predicted reservoir composition under decay rates of 44 and 140 months [which represent the half-life of the replication-competent reservoir (Siliciano et al., 2003) and total proviral DNA (Golob et al., 2018) on ART, respectively] as well as under conditions of no decay. Although each participant’s model-generated proviral pool was allowed to decay up to their proviral sampling date, it is important to note that any date post-ART would produce the same proviral distribution. This is because, in the model, creation of new latent HIV sequences ceases after ART initiation: after this time, total reservoir size decreases but the overall proportion of proviruses remaining from each year of creation does not change. As a final step, we compared all of the model-generated proviral distributions to each participant’s observed proviral age distribution, and identified the decay rate (half-life) that best fit the data by maximum likelihood. We used standard theory to identify 95% confidence bounds around this decay rate estimate.

Model-predicted proviral compositions under different decay rates are shown alongside the participants’ observed proviral distributions in Supplementary Figure 6. Notably, the model-predicted proviral distributions under decay rates of 44 and 140 months (i.e., “on-ART” decay rates) fit the participants’ observed proviral distributions poorly in all cases. Instead, the proviral half-lives that best fit each participant’s observed proviral distributions were much faster than this and ranged from 0.33 years (Z1047M) to 0.99 years (Z326M), where the upper bound of the 95% CI around these best-fit estimates were, in all cases, below the lower bound of the 95% CI around the on-ART proviral DNA decay rate (Supplementary Figure 7). Though these half-life estimates assume that the reconstructed acute-phase dynamics reflect the participants’ true dynamics during this stage, and that within-host HIV replication and latency occur as parameterized in the model, these results nevertheless further support the notion that proviral turnover pre-ART is faster than on-ART.



DISCUSSION

The rate of proviral turnover during untreated infection is critical to HIV cure research efforts because it determines reservoir composition at ART initiation. Assuming that reservoir seeding begins shortly following infection, which is supported by studies of early ART (Jain et al., 2013; Ananworanich et al., 2015, 2016) as well as within-host phylogenetic studies that have recovered proviruses dating back to transmission or early infection (Brodin et al., 2016; Jones et al., 2018; Abrahams et al., 2019; Brooks et al., 2020; Pankau et al., 2020), if subsequent proviral turnover during untreated infection was slow, a substantial proportion of “old” sequences would continue to persist even if ART is initiated late (Figure 3). By contrast, if turnover was fast, the proviral pool would rapidly shift to younger sequences. Studying reservoir turnover during untreated infection has historically been challenging, however, as it ideally requires serial within-host sampling beginning early enough to reconstruct the transmitted/founder virus. Furthermore, even when such cohorts are available, estimating these rates solely from pre-therapy samples is imperfect because one cannot distinguish the minority of persisting proviruses from the dominant population of short-lived proviruses that are continually generated through ongoing infection. Recently however, studies that have coupled within-host HIV evolutionary reconstructions with proviruses sampled on ART, where the latter represent “true” persisting proviruses, have offered opportunities to investigate this (Brodin et al., 2016; Jones et al., 2018; Abrahams et al., 2019; Brooks et al., 2020; Pankau et al., 2020).

Here, we estimated pre-ART proviral half-lives in 12 seroconverters with HIV subtype C for whom the ages of proviruses sampled on ART had been determined phylogenetically (Brooks et al., 2020). Despite inter-individual variation, we estimated the median pre-ART proviral half-life to be 0.78 years. To our knowledge, only two studies have estimated pre-ART HIV proviral turnover using similar methods (Brodin et al., 2016; Pankau et al., 2020). Our median half-life is essentially identical to that estimated in a study of 10 individuals, most of whom were men infected with HIV subtype B (Brodin et al., 2016), though the inter-individual variability we observed is more consistent with a study of six women with HIV superinfection that reported half-life estimates ranging from 10 to 68 months (0.83–5.6 years), also using HIV env sequences (Pankau et al., 2020). Overall, our observation that in 75% of our study participants, the 95% CI of the pre-ART proviral half-life estimate did not overlap that of the published on-ART proviral decay rate, further supports the notion that proviral turnover is much faster during untreated compared to treated infection (Brodin et al., 2016; Abrahams et al., 2019; Pankau et al., 2020). It further suggests that this is true across the sexes, as well as across the major HIV group M subtypes.

Our observations thus corroborate the notion that ART induces a dramatic slowing of the rate of proviral turnover, thereby creating an environment that further promotes proviral persistence. Indeed, the recent study that observed marked skewing of the HIV reservoir toward sequences that integrated near the time of ART initiation concluded that “ART alters the host environment in a way that allows the formation or stabilization of most of the long-lived latent HIV-1 reservoir” (Abrahams et al., 2019). We propose that “stabilization” is a more appropriate term to describe this phenomenon, to avoid the misunderstanding that reservoir “formation” (i.e., creation or seeding) only begins coincident with or after ART initiation. The relatively frequent recovery of proviruses that date back to acute/early infection during ART clearly indicates that some proviruses can persist long-term during untreated infection. The term “stabilization” recognizes that reservoir seeding occurs throughout untreated infection, but that the relatively dynamic turnover during this period in most individuals means that early proviruses have a high probability of being cleared before ART is initiated. By dramatically slowing the rate of proviral decay, ART stabilizes the proviral pool in its present state, which for many individuals comprises a pool that is enriched in contemporary sequences with comparably fewer proviruses dating to earlier infection. Indeed, a mechanism for ART-driven reservoir stabilization has recently been proposed, namely that uncontrolled HIV infection skews the memory CD4+ T-cell response to a short-lived effector phenotype with lower frequencies of long-lived memory CD4+ T-cells, possibly due to dysregulated IL-7/IL7R signaling (Goonetilleke et al., 2019). As a result, during untreated infection, most proviruses are eliminated along with the short-lived effector CD4+ T-cells that harbor them, with relatively few such cells transitioning back to long-lived memory cells. Suppression of viremia on ART, however, largely restores CD4+ T-cell homeostasis, including restoration of the CD4+ T-cell transition from effector to long-lived memory T-cells, allowing proviruses within the latter to persist long-term. A related hypothesis proposes that the chronic immune activation and recurring polyclonal T-cell activation that occur during untreated infection create an environment where new provirus-containing clones dynamically replace existing ones, which are continually “washed out” as a result of their activation, differentiation, and eventual death (Grossman et al., 2020). Confirmation of the underlying mechanism may in turn yield opportunities for intervention, which may include combining ART with agents that block the CD4+ T-cell effector-to-memory transition to inhibit “stabilization” of proviruses within these cells during this critical period (Goonetilleke et al., 2019) or by therapeutically triggering sequential waves of polyclonal CD4+ T-cell activation (with concomitant enhancement of HIV protein expression) during ART, to mimic the relatively rapid cellular “washout” that occurs during untreated HIV infection (Grossman et al., 2020).

Our identification of pVL setpoint and pre-ART rate of CD4+ T-cell decline as correlates of pre-ART proviral clearance rate also extends prior understanding. To our knowledge such relationships have not previously been demonstrated in HIV, though a similar correlation with pVL setpoint was reported in a longitudinal Simian Immunodeficiency Virus (SIV) study in animals carrying a specific Major Histocompatibility Complex allele, where researchers estimated overall proviral turnover during untreated infection by comparing the frequency of a specific immune-driven viral escape mutation in RNA versus DNA during this time (Reece et al., 2012). The researchers observed very slow proviral turnover in animals who naturally controlled viremia, in whom wild-type (unescaped) proviral DNA persisted at high levels over long periods, but increasingly rapid turnover in animals with higher viral loads, in whom escape mutant proviral DNA rapidly replaced the wild-type founder virus. The correlation in the present study is not nearly as strong as that in the SIV study, because the very rapid proviral turnover in the animals with very high pVL was driven by high levels of short-lived proviral DNA generated through active SIV replication, that numerically overwhelmed the persistent SIV pool. By contrast, by sampling our proviruses during suppressive ART, we can be more confident that these represent a persisting proviral pool, whose average half-life would be expected to be orders of magnitude longer than the actively replicating pool. Our observation that both pVL setpoint and pre-ART rate of CD4+ T-cell decline correlate with pre-ART proviral clearance rate, where the latter correlation is even stronger than the former, is important because it supports the notion that, even during untreated infection, higher levels of viral replication and/or more rapid loss of CD4+ T-cells create conditions that are less favorable to proviral persistence. Indeed, the observed correlation between pre-ART proviral turnover and CD4+ decline is consistent with the notion that rapid CD4+ T-cell turnover during untreated infection is a barrier to proviral longevity during this period. Larger studies however will be required however to tease apart whether pVL and CD4+ T-cell dynamics independently correlate with pre-ART proviral clearance rate.

There are several caveats and limitations to this study, many of which are common to within-host HIV evolutionary studies. First, due to the labor-intensive nature of collecting large within-host datasets of single-genome HIV sequences over long time-scales, both the number of participants (n = 12) and the number of “date-able” proviruses collected per participant (median 20) are relatively modest. The latter refers to the fact that hypermutated, grossly defective and putative within-host recombinant proviruses cannot be dated phylogenetically, and were removed prior to analysis, which also means that these types of sequences are not accounted for in our pre-ART proviral half-life estimates. Our analyses are also based on inference of a single phylogeny per participant, as published in the original study (Brooks et al., 2020), but we acknowledge that this approach does not account for inherent uncertainty in within-host phylogenetic reconstruction. Moreover, there is uncertainty in our integration date estimates (e.g., see 95% CI in Figure 2D), but our methods of inferring proviral half-life incorporate information from the point estimate only. Nevertheless, our cohort size, sampling depth, and method of inferring proviral half-lives from integration date point estimates are comparable to prior studies (Brodin et al., 2016; Pankau et al., 2020).

Secondly, because we only amplified HIV env, we cannot distinguish intact from defective proviral genomes; in fact it is reasonable to assume that the majority of sampled proviruses harbored defects, likely large deletions, outside env (Sanchez et al., 1997; Ho et al., 2013; Bruner et al., 2016; Imamichi et al., 2016). Our study therefore cannot address whether, during untreated infection, the half-life of intact, replication-competent proviruses differs from that of the overall pool. We nevertheless hypothesize that this is likely to be the case, based on two observations. The first is that, on ART, intact proviruses decay more quickly than the overall proviral DNA pool (Siliciano et al., 2003; Golob et al., 2018; Pinzone et al., 2019; Gandhi et al., 2020), and it is not unreasonable that the same may be true during untreated infection, particularly if a major mechanism of elimination of such cells is via immune-mediated killing following activation and presentation of viral antigens. The second observation supporting the faster decay of intact versus defective proviruses during untreated infection is that the extent of skewing of replication-competent reservoirs on ART toward late infection sequences (Abrahams et al., 2019) seems to be more pronounced than that of the overall proviral pool (Brodin et al., 2016; Jones et al., 2018; Brooks et al., 2020; Pankau et al., 2020). Specifically, a median of ∼78% of replication competent reservoirs were found to date to the year preceding ART (Abrahams et al., 2019), compared to only ∼60% of overall proviruses as estimated in a 2016 study (Brodin et al., 2016). In the present dataset, a median of 58% (range 23–82%) of distinct proviruses dated to the year preceding ART. Studies that infer the integration dates of both intact and defective proviruses on ART will be required to address this.

It is also worth explicitly pointing out that the methods used to compute on-ART decay rates (which are based on longitudinal measurements of reservoir size on ART) differ from those used here to infer pre-ART decay rates (which leverage the age distributions of proviruses sampled at a single timepoint on ART, to infer decay rates prior to that point). The different approaches are required because it is not possible to measure the persisting proviral pool during untreated infection (because it is numerically overwhelmed by the short-lived actively replicating proviral pool, which cannot be distinguished from the persisting pool using current technologies). This distinction is worth noting because, at all stages of infection, proviral decay is likely counterbalanced to some extent by proliferation/clonal expansion in many individuals. As such, when calculating on-ART proviral half-lives from longitudinal reservoir size measurements during therapy, this counterbalancing will serve to underestimate the actual decay rate (i.e., if there was no proliferation, inferred on-ART decay rates would be faster than currently reported). At first it may seem that the methods used in the present study, which rely on collection of individual HIV sequences, may not be confounded by proliferation in the same way, and thus produce half-life estimates that may not be directly comparable to those estimated on ART. To some extent however, the present approaches do capture the possibility of proliferation/clonal expansion during untreated infection, albeit in a different way. This is because, at the time of sampling, we recover proviruses that have persisted in the host, regardless of mechanism (i.e., it is possible that some of the proviruses sampled may have persisted up to that point only through clonal expansion). Finally, it is also worth re-iterating that our methods (as well as those of prior studies including Brodin et al., 2016 and Pankau et al., 2020) assume that proviral decay occurs exponentially up until the sampling time, which in the present study is relatively shortly after ART-mediated pVL suppression.



CONCLUSION

In conclusion, our observations reveal inter-individual variability in the rate of pre-ART proviral turnover, including one individual whose upper estimate bound is inclusive of an infinite half-life. This variation is important to keep in perspective, as it underscores the uniqueness of every individual’s HIV reservoir. In particular, although on-ART proviral pools tend to be enriched in sequences that date to advanced chronic infection, consistent with relatively rapid proviral turnover during untreated infection, older sequences are not uncommonly recovered. Furthermore, some individuals harbor proviruses from throughout their infection history at relatively equal frequencies, indicating that pre-ART proviral turnover is not rapid in all persons. Indeed, our identification that pVL setpoint and pre-ART rate of CD4+ T-cell decline correlate with pre-ART proviral clearance rate strongly supports the notion that viral and host factors influence pre-ART reservoir stability, which merits investigation in larger studies. Despite this variability, we estimate that the average half-life of persisting proviruses during untreated infection is 0.78 years, a turnover rate that is more than 15 times faster than that of proviral DNA during suppressive ART. Taken together with previous findings (Brodin et al., 2016; Abrahams et al., 2019; Pankau et al., 2020), our observations are consistent with the notion that active viral replication and rapid CD4+ T-cell depletion create an environment that is less favorable to proviral persistence, while conditions of viral suppression create a milieu that are more favorable to proviral persistence, and where ART stabilizes the proviral pool by dramatically slowing its rate of decay. Ours and previous observations further suggest that this is true across both sexes, as well as across the major HIV group M subtypes. Therapeutic strategies to inhibit this stabilizing effect or to enhance reservoir turnover during suppressive ART could therefore represent additional strategies to reduce the HIV reservoir.
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Filovirus family consists of highly pathogenic viruses that have caused fatal outbreaks especially in many African countries. Previously, research focus has been on Ebola, Sudan and Marburg viruses leaving other filoviruses less well studied. Filoviruses, in general, pose a significant global threat since they are highly virulent and potentially transmissible between humans causing sporadic infections and local or widespread epidemics. Filoviruses have the ability to downregulate innate immunity, and especially viral protein 24 (VP24), VP35 and VP40 have variably been shown to interfere with interferon (IFN) gene expression and signaling. Here we systematically analyzed the ability of VP24 proteins of nine filovirus family members to interfere with retinoic acid-inducible gene I (RIG-I) and melanoma differentiation-associated antigen 5 (MDA5) induced IFN-β and IFN-λ1 promoter activation. All VP24 proteins were localized both in the cell cytoplasm and nucleus in variable amounts. VP24 proteins of Zaire and Sudan ebolaviruses, Lloviu, Taï Forest, Reston, Marburg and Bundibugyo viruses (EBOV, SUDV, LLOV, TAFV, RESTV, MARV and BDBV, respectively) were found to inhibit both RIG-I and MDA5 stimulated IFN-β and IFN-λ1 promoter activation. The inhibition takes place downstream of interferon regulatory factor 3 phosphorylation suggesting the inhibition to occur in the nucleus. VP24 proteins of Mengla (MLAV) or Bombali viruses (BOMV) did not inhibit IFN-β or IFN-λ1 promoter activation. Six ebolavirus VP24s and Lloviu VP24 bound tightly, whereas MARV and MLAV VP24s bound weakly, to importin α5, the subtype that regulates the nuclear import of STAT complexes. MARV and MLAV VP24 binding to importin α5 was very weak. Our data provides new information on the innate immune inhibitory mechanisms of filovirus VP24 proteins, which may contribute to the pathogenesis of filovirus infections.
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Introduction

Filoviruses belong to the order of Mononegavirales and Filoviridae is one of the eleven families (1). Characteristics of filoviruses are filamentous virion structure, long genomes containing overlapping genes, transcriptional initiation and termination signals, and unique structural proteins without obvious structural and functional homologs with other mononegavirus species (2). Filoviruses are divided into six genera: Ebolavirus, Marburgvirus, Cuevavirus, Dianlovirus, Striavirus and Thamnovirus. Of these viruses Zaire ebolavirus (EBOV), Sudan ebolavirus (SUDV) and Marburgvirus (MARV) have caused severe outbreaks and the infection is characterized with a high mortality in humans (3). So far, the largest ebolavirus outbreak with a clinical syndrome named as Ebola virus disease (EVD), took place in West Africa in 2014–2015, resulting in more than 28 000 cases with 11 300 deaths (4). Among the twelve viruses assigned to the family of filoviruses, EBOV, SUDV and MARV are the most characterized ones mainly due to their high lethality in infection outbreaks (5).

Filoviruses consist of ssRNA genomes of 19 kilonucleotides and the genomes encode up to eight translation products derived from seven separate transcriptional units (6). The gene order of EBOV genome is nucleoprotein (NP), viral protein (VP) 35, VP40, glycoprotein/secreted glycoprotein (GP/sGP), VP30, VP24, and viral polymerase L. Out of these eight proteins, VP35 and VP24 have been shown to interfere with the activation of host innate immune responses. VP35 of both EBOV and MARV inhibit the interaction of viral RNA with retinoic acid-inducible gene I (RIG-I) by binding to and sequestering viral dsRNA leading to impaired activation of IRF3. EBOV VP35 has shown to interfere with the RIG-I ATPase activation by disrupting the interaction between protein kinase R (PKR) or PACT activator with RIG-I (7). VP35 can also inhibit the functions of IkappaB kinase-epsilon/TANK-binding kinase-1 (IKKϵ/TBK1) complex (8). VP24 (EBOV VP24) is a minor matrix protein, which is also able to inhibit IFN-induced antiviral responses. It binds to cellular importin α molecules, especially importin α5 and α6 and thus the nuclear import of phosphorylated STAT1 and STAT1-STAT2 dimers is prevented, leading to impaired Janus kinase–signal transducer and activator of transcription (Jak-STAT) signaling and antiviral responses (9). VP24 also efficiently inhibits IFN gene expression downstream of the RIG-I pathway and a recent study showed that this event likely takes place in the nucleus (10). Previous studies demonstrated that ebolavirus species VP24 proteins, but not that of MARV, can antagonize IFN gene expression (11, 12). A common feature for all ebolavirus family VP24s and MARV VP40 is that they efficiently interfere with IFN signaling and IFN-induced gene expression (12, 13).

Invading and replicating viruses are being recognized by the host cell via pattern recognition receptors (PRRs). PRRs recognize pathogens via pathogen-associated molecular patterns (PAMPs) and activate host innate immune responses. The production of antiviral proteins and initiation of adaptive immune response is mediated through different cellular signaling pathways that activate the production of type I (IFN-α/β) and type III interferons (IFN-λ). Infection of cells with an RNA virus activates different PRRs, such as Toll-like receptors (TLRs), RIG-I-like receptors (RLRs) and nucleotide-binding oligomerization domain-containing (NOD)-like receptors (NLRs). RIG-I and melanoma differentiation-associated antigen 5 (MDA5) are activated by viral ss/dsRNA molecules leading to activation and nuclear translocation of IRF3 and IRF7, NF-kB and MAPK TFs (14–16). Binding of secreted type I and III IFNs to their specific receptors results in the activation of Jak–STAT signaling pathway which ultimately leads to the enhanced expression of IFN-stimulated genes (17) such as antiviral proteins MxA, MxB, Viperin, IFITMs, OAS and PKR, just to mention some of them.

In the present study we focused on potential functional differences of filovirus VP24 proteins. We found that EBOV, SUDV Bundibugyo (BDBV), Reston (RESTV), Taï Forest (TAFV), Lloviu virus (LLOV) and MARV VP24s, but not Bombali (BOMV) and Mengla virus (MLAV), efficiently inhibited both RIG-I and MDA5-dependent type I and III interferon promoter activation. IRF3 phosphorylation was not inhibited by selected VP24s and EBOV VP24 did not inhibit the nuclear import of activated IRF3. The data obtained provides new information on the ability of filoviruses to delay or interfere with the activation of innate immune responses, a phenomenon important in understanding virus pathogenesis and disease progression as well as in identifying potential new drug targets.



Materials and Methods


Cell Culture, Transfections and Cell Stimulations

Human embryonic kidney 293 (HEK293) and human hepatoma Huh7 cells were maintained in Dulbecco’s modified Eagle’s medium (D-MEM) supplemented with HEPES (MP Biomedicals).

Immortalized RIG-I+/+/MDA5+/+(wild type), RIG-I-/-/MDA5+/+, RIG-I+/+/MDA5-/- and RIG-I-/-/MDA5-/- mouse embryonic fibroblast (MEF) cell lines were maintained as described previously (18). Cell media was supplemented with 10% heat inactivated fetal bovine serum (FBS, Biowest), penicillin/streptomycin and L-glutamine. Plasmids were transfected into HEK293 and Huh7 cells with TransIT-LT1 Reagent according to manufacturer’s instructions (Mirus Bio LCC, Madison). PolyI:C stimulation was carried out by first transfecting plasmids with TransIT-LT1 reagent followed by transfection with stimulatory low molecular weight polyI:C (10μg/well in 12-well plates; LMW polyI:C; InvivoGen) with Lipofectamine2000 (Invitrogen). Ebolavirus ssRNA mimic was transfected into MEF cells using Lipofectamine3000 transfection reagent (Invitrogen) (19).

Spodoptera frugiperda (Sf9) (ATCC: CRL-1711) cells were used for baculovirus expression and they were maintained in TNM-FH medium (Sigma-Aldrich Co.) supplemented with 0.6 µg/ml penicillin, 60 µg/ml streptomycin, 2.5 µg/ml amphotericin B and 10% fetal calf serum (Sigma-Aldrich Co.) or in EX-C420 Serum-Free Medium (Sigma-Aldrich Co.) as recommend by the manufacturer.



Plasmids and RNA Constructs

Sequences for the VP24 of EBOV (KM233113), BOMV (MF319185), BDBV (KC545394), RESTV (KY798006), SUDV (KC545389), TAFV (KU182910), LLOV (NC016144.1), MARV (NC001608.3) and MLAV (KX371887) were retrieved from GenBank (https://www.ncbi.nlm.nih.gov/) and the VP24 genes were synthesized by Geneart (Thermo Fisher Scientific). Due to low protein production encoded by authentic BDBV and MARV VP24 genes codon optimized versions of the respective genes were obtained. The genes were cloned into an expression plasmid pEBB-HA-N, (a kind gift from Professors Kalle Saksela and David Baltimore), which creates a fusion protein with an N-terminal HA-tag. Nuclear localization signal (NLS) (or importin α interaction site) mutated EBOV VP24 expression plasmid has been described previously (10). Luciferase reporter plasmids pIFN-β-Luc and pIFN-λ1-Luc containing the promotor areas for the interferon genes in front of a firefly luciferase were used (20). Renilla luciferase gene under Rous sarcoma virus promoter (RSV-Renilla), as well as the expression plasmids for wtRIG-I, constitutively active form of RIG-I (ΔRIG-I) (21), MDA5 (22), wtIRF3 (23) and hepatitis C virus nonstructural protein 3/4A (HCV NS3/4A) (24) have been described previously.

A minigenome of EBOV (EBOV_negssDNA_GFP, 1940 bp) was designed as a reverse complement to the virus genome with a chimeric eGFP gene between 5’UTR trailer and 3’UTR leader regions of the genome of EBOV (KM233113) (Supplementary Figure 1). The fragment was synthesized and cloned into pMKRQ vector backbone (Geneart, Thermo Fisher Scientific). The plasmid was used as the template for PCR to produce EBOV dsDNA with a T7 promoter. The oligonucleotides used in the PCR reaction were 5’-CGCGTAATACGACTCACTATAGGGACACACAAAAAAGAAGAA-3’ (sense primer, T7 promoter underlined) and 5’-CGGACACACAAAAAGAAAGAAGAAT-3’ (antisense primer). EBOV dsDNA was used as the template to produce an ssRNA with the authentic EBOV genome ends: virus 3’UTR leader followed by eGFP gene and virus 5’UTR trailer. The ssRNA-product was extracted and analyzed as previously described (15, 19). In vitro produced ssRNA was further purified and desalted with NAP5 column (GE Healthcare).

The N-terminal end of the protein coding region of human importin α5 gene (GenBank: NM002264) was modified by adding a BamHI restriction site and a Kozak consensus sequence, ACC, prior to the translation start site (GGA TCC ACC ATG). To the C-terminal end of the gene a second BamHI site was added for further subcloning to a prokaryotic expression vector pGEX-2T(+) (GE Healthcare; GenBank: U13850.1) as described previously (25). Influenza A (A/PR8/34 H1N1) virus nucleoprotein (NP) gene (GenBank: NC002019.1) was subcloned to a baculoviral expression plasmid GST-pAcYM1 as described previously (26).



Immunofluorescence and Antibodies

For visualization of intracellular location of filovirus VP24s, Huh7 cells were plated on coverslips and grown for 20h before transfection with expression plasmids for N-terminally HA-tagged VP24 gene. Twenty-four hours post transfection the cells were fixed with 4% paraformaldehyde at room temperature (RT) for 15 min, permeabilized with 0.1% Triton-X 100 in PBS for 5min and incubated for 1h at RT with primary mouse antibodies (anti-HA, Cell Signaling Technology) diluted in 3% BSA/PBS. After washing with 0.5% BSA/PBS the samples were labeled for 1h at RT with fluorescent Alexa Fluor 488 secondary anti-mouse antibodies (Thermo Fisher Scientific) diluted in 3% BSA/PBS. The coverslips were washed with 0.5% BSA/PBS and mounted with Moviol® 4-88ProLong Gold Antifade Mountant with DAPI (Thermo Fisher Scientific) in PBS on objective slides. Slides were imaged using Leica DFC7000 T fluorescent microscope with a 63x objective. Mitotracker staining of TAFV VP24 gene transfected cells was performed according to manufacturer’s instructions (MitoTracker® Red CMXRos, Cell Signaling Technology) followed by detection of VP24 protein as described above.

For the analysis of nuclear import of IRF3 Huh7 cells attached on coverslips in 12-well plates were transfected with EBOV wt and NLS-mutated VP24 expression constructs for 24 h. Cells were left unstimulated or stimulated by transfection of 10 μg of polyI:C per well with Lipofectamine 2000 according to manufacturer’s instructions. After 18h stimulation cells were fixed with 4% formaline in PBS for 15 min, permeabilized with 0.1% triton X-100 in PBS for 5 min and stained with mouse anti-HA and rabbit anti-IRF3 20 antibodies followed by staining with Alexa-anti-mouse-568 and Alexa-anti-rabbit-488 and mounting (see above). The coverslips were visualized with Zeiss Axioimager microscope with 63x oil objective. Images were manually analyzed with Image J software and statistical differences between the groups were analyzed using Chi-square test.



Reporter Gene Assays

HEK293 cells were grown on 96-well plates and transfected at 80-90% confluency with promoter-luciferase constructs (20ng/well), with wtRIG-I, ΔRIG-I or MDA5 expression plasmids (30ng/well) and filovirus VP24 or hepatitis C virus nonstructural protein (HCV NS3/4A) expression plasmids (3-30 ng/well). RSV-Renilla (50 ng/well) was included as an internal transfection efficacy control. Cells were harvested at indicated time points for Twinlite Dual Luciferase Reporter Gene Assay System (Perkin Elmer) according to the manufacturer’s instructions. Firefly luciferase results were normalized with Renilla luciferase values.



Immunoblotting

For immunoblotting HEK293 cells were grown on 12-well plates. Cells were transfected with 500 ng of wtRIG-I, ΔRIG-I or MDA5 expression plasmids and with 250 ng of IRF3 expression plasmid. Filovirus VP24 expression plasmids were transfected in different amounts (200-2000 ng/well). After overnight incubation, cells were lysed on ice with Passive lysis buffer provided in Dual Luciferase Assay Kit (Promega), supplemented with Complete Protease Inhibitor Cocktail (Roche) and PhosStop Phosphatase Inhibitor Cocktail (Roche). Proteins were separated on in house 10% or 4–12% or Any kD SDS-PAGEs and transferred onto an Amersham Protran 0.2 μm nitrocellulose (GE Healthcare) or PVDF blotting membranes (Millipore). Immunoblotting was done using commercially available or in-house produced mouse anti-HA1.1 epitope tag (1:1000 dilution, BioLegend), mouse anti-GAPDH (1:700, 6C5, Santa Cruz Biotechnology), rabbit anti-IRF3 20 (1:200), anti-P-IRF3 (4947, Cell Signaling Technology), rabbit anti-MDA5 (1:200) and rabbit anti-RIG-I (27) (1:200) antibodies. Anti-MDA5 antibodies were produced by immunizing rabbits 4 times with 50μg of E. coli produced MDA5 CARD domain (provided by Dr. J. Hiscott). Secondary antibodies were IRDye 800CW goat anti-rabbit IgG and IRDye 680RD goat anti-mouse IgG (LI-COR Biosciences). Membranes were scanned and analyzed with Odyssey Fc Imaging System (LI-COR Biosciences).



Quantitative RT-PCR Analysis

Immortalized RIG-I+/+/MDA5+/+, RIG-I-/-/MDA5+/+, RIG-I+/+/MDA5-/- and RIG-I-/-/MDA5-/- MEF cells were harvested in 6-well plates after overnight stimulation either with synthetic EBOV ssRNA mimic or polyI:C. The cellular RNA was extracted using Trizol/RNeasy hybrid RNA extraction protocol (28). The relative expression levels of endogenous mouse Ifn-β mRNA was analyzed with quantitative RT-PCR and normalized to endogenous GAPDH mRNA levels with the ΔΔCt-method.



Phylogenetical Analysis

To analyze the filovirus sequences, complete genomes or VP24 sequences of the viruses listed in Figure 1 were aligned using Multiple Sequence Comparison by Log Expectation (MUSCLE). Best model for the description of the phylogenetic relationships was estimated with Molecular Evolutionary Genetics Analysis Computing Platform 7 (MEGA 7) and the phylogenetic trees were constructed in the same platform by maximum likelihood approach using General Time Reversible model with gamma distribution and possibility of evolutionary invariability for some sites.




Figure 1 | Phylogenetic analysis of complete genome (A) and VP24 amino acid sequences (B) of nine filoviruses. Sequences were obtained from Genbank: Bombali (BOMV; Accession number MF319185), Bundibugyo (BDBV; KC545394), Ebola (EBOV; KM233113), Reston (RESTV; KY798006), Sudan (SUDV; KC545389), Taï Forest (TAFV; KU182910), Lloviu (LLOV; NC016144.1), Marburg (MARV; NC001608.3), and Mengla virus (MLAV; KX371887) sequences were aligned with MUSCLE. Table (C) presents the amino acid sequence identities between filovirus VP24s. Phylogenetic analysis was carried out using maximum likelihood method based on the general time reversible (GTR) model for nucleotide sequences and general reverse transcriptase model for amino acid sequences with correction for gamma distribution to reconstruct the phylogenetic trees in MEGA 7 software platform. Evolutionary invariable sites were allowed in the GTR-model. The substitution models were chosen based on the model test in MEGA 7. One thousand bootstrap pseudoreplicates were used to estimate the reliability of the analysis.





Importing Binding Assays

Human importin α5 was expressed in E. coli as a GST fusion protein in BL21 cells under isopropyl-1-thio-D-galactopyranoside induction (26). Bacteria were lysed in 50 mm Tris-HCl buffer, pH 7.4, 150 mm NaCl, 5 mm EDTA, 1% Triton X-100 (IP buffer) with 5 mg/ml lysozyme (Sigma-Aldrich Co.) for 30 min at room temperature, briefly sonicated, and clarified by Eppendorf centrifugation (13,000 rpm, 5 min). Bacterial cell extract, containing GST-importin α5, was allowed to bind to Glutathione Sepharose 4B beads (GE Healthcare) at +4 °C in IP buffer for 60 min followed by washing for two times. The purity and quantity of each fraction were verified with Coomassie Blue staining on 12% SDS-PAGE. To produce GST influenza A virus NP fusion protein, Sf9 cells were infected for 72 h with GST-NP gene expressing baculoviruses as described elsewhere (26). The cells were collected, whole cell extracts were prepared, and GST-NP fusion protein was bound to Glutathione Sepharose 4B beads as described above. To produce VP24 proteins for importin binding assays, HEK293 cells on 6-well plates, were transiently transfected with pEBB-HA-BOMV VP24, pEBB-HA-LLOV VP24, pEBB-HA-RESTV VP24, pEBB-HA-SUDV VP24, pEBB-HA-TAFV VP24, or pcDNA3.1(+)/myc-His-EBOV VP24 expressing gene constructs using TransIT-LT1 transfection reagent (Mirus Bio LCC) according to the manufacturer’s instructions. After 24 h, the cells were collected, lysed in IP buffer by suctioning the samples through a 25 G needle, followed by centrifugation (10,000 x g, +4 0C, 5 min). For pull-down experiments, soluble cellular protein samples were bound to 25 μL of Glutathione Sepharose-immobilized GST and GST-fusion proteins at +4°C for 1 h and washed three times with IP buffer. Those filovirus VP24 proteins that could not be efficiently produced or extracted from transfected HEK293 cells were in vitro-translated as radioactively labeled proteins (TnT® Quick Coupled Transcription/Translation Systems; Promega, Madison) BDBV and MLAV VP24 cDNAs in pcDNA3.1+ plasmid (Thermo Fisher Scientific) and MARV VP24 cDNA in pcDNA3.1+/myc-His B plasmid were [35S]-Met/Cys-labeled (Easy TagTM Express Protein Labeling Mix, PerkinElmer) and allowed to bind to Sepharose-immobilized GST and GST-fusion proteins as described above. For analysis of GST or GST-fusion protein-bound proteins, Sepharose beads were dissolved in Laemmli sample buffer, and the proteins were separated on 12% SDS-PAGE. Samples from transiently transfected HEK293 cells were transferred onto PVDF membranes (Millipore,) followed by staining with primary anti-HA1.1 and secondary anti-mouse HRP antibodies (Dako). Gels with [35S]-labeled proteins were fixed and treated with Amplify reagent (Amersham Biosciences). Autoradiography was performed using HyperMax films (Amersham Biosciences).




Results


Phylogenetic Analysis of Filovirus VP24s

Analysis of the filovirus complete genome and VP24 gene sequences indicate that the species arrange phylogenetically similarly when complete genomes (Figure 1A) and the VP24 genes (Figure 1B) are compared. The species belonging to the genus Ebolavirus were 74-90% identical in their VP24 amino acid sequences while the identity with LLOV was 56-59%, with MARV 34-36% and with MLAV 37-57% (Figure 1C).



Cloned Filovirus VP24 Genes Are Efficiently Expressed in Huh7 Cells

The expression of VP24 proteins from the VP24-pEBB-HA-N plasmids was confirmed by immunofluorescence. Codon optimized constructs for BDBV and MARV VP24 were also included. Immunofluorescence analysis showed that the expression of VP24 proteins with N-terminal HA-tag is efficient in transfected Huh7 cells (Figure 2A). Based on the immunofluorescence imaging the subcellular localization of different VP24s were quantified in 3 individual experiment in which 100-200 cells were counted for each VP24 protein expressing cells (Figure 2B). Interestingly, the majority of VP24s studied were predominantly expressed both in the cytoplasm and nucleus (EBOV 95%, MLAV 53%, BOMV 96%, LLOV 96%, TAFV 71%, RESTV 56%, SUDV 92%, BDBV 50% and BDBV* 92%; * refers to codon optimized protein) with the remaining VP24 positive cells being either solely in the nucleus or in the cytoplasm (Figure 2B). The authentic MARV VP24 gene encoded protein was predominantly expressed in the cytoplasm (91%), but the codon optimized version of MARV* VP24 was predominantly both in the nucleus and cytoplasm (93%; Figure 2B).




Figure 2 | Subcellular location of nine filovirus VP24 proteins. Huh7 cells were transfected for 24 hours with different filovirus VP24 expression plasmids (2.5µg/well in 6-well plates). For imaging purposes cells were fixed and permeabilized followed by labeling with anti-HA antibody and fluorescent secondary antibodies. (A) Representative images of filovirus VP24 expressing Huh7 cells. BDBV* and MARV* refer to codon optimized expression constructs of the respective genes due to the low or undetectable expression of the original gene sequences in Western blotting. (B) Quantification of subcellular localizations of different filovirus VP24s. The quantitation was based on 3 experimental repeats in each of which 100-200 cells per VP24 were analyzed, scale bar 10µm, error bars are standard error of means. (C) Representative image of RESTV VP24 expressing Huh7 cell stained with anti-HA antibody (for VP24) and MitoTracker® stain is shown. (D) Western blot analysis of indicated VP24 proteins and controls in HEK293 cells. The cells were transfected with 1200 ng in 12-well plate for 24 h, protein samples were collected and 20% of total cellular proteins were separated on 10% SDS-PAGE, transferred onto PVDF membranes and detected with anti-HA and anti-GAPDH antibodies followed by Alexa-anti-mouse-568.



Interestingly, VP24 of RESTV formed granule-like structures in the cell cytoplasm resembling mitochondrial structures. This expression pattern was clearly different from the other VP24 proteins. Since RIG-I and MDA5 signaling takes place on mitochondrial membranes, we performed a colocalization analysis of RESTV VP24 and mitochondria by staining the cells for RESTV VP24 and mitochondria. RESTV VP24 formed distinct granular structures that were clearly separate from mitochondria (Figure 2C).

To ensure that the expression constructs are encoding correct size proteins HEK293 cells were transfected for 24 h with different expression plasmids followed by analysis of VP24 protein expression by immunoblotting. All authentic VP24 gene encoded proteins, except those for MARV and BDBV VP24 proteins, were clearly visible. The codon optimized constructs of MARV and BDBV VP24 were expressed in similar quantities as other VP24s (Figure 2D).



Ebolavirus Genus and Lloviu VP24 Proteins Directly Interact With Human Importin α5

In our previous study, we suggested that binding of VP24 to importin α molecules is required for VP24-dependent inhibition of IFN-λ1 gene expression 10. Also, to inhibit IFN signaling EBOV VP24 is known to require an NLS/importin α binding site. A previous study has shown that the sequence differences in the main three clusters (clusters 1-3; Supplementary Figure 2) of this binding site dictate the differences in VP24 binding to karyopherin alpha (KPNA) (also called importin α5) (29). We analyzed the amino acid sequences of VP24s of these three clusters in different filovirus VP24s and observed that the whole Ebolavirus genus (6 viruses) and LLOV VP24 show high sequence identity in protein clusters 1 and 3 while MARV and MLAV VP24s differ from other filovirus VP24s in all 3 clusters (Supplementary Figure 2). Since filovirus VP24s were also located in the cell nucleus, we analyzed whether they were binding to importin α5. GST pull-down experiments with VP24 expression plasmid transfected cell extracts or for low-expressing/aggregating in vitro translated VP24 species indicated that all VP24 proteins bound to importin α5 with MARV and MLAV VP24 showing very weak binding (Figure 3). The data suggests that importin α/β pathway is likely regulating the nuclear import of all filovirus VP24 proteins.




Figure 3 | Binding of filovirus VP24 proteins to human importin α5. (A) HEK293 cells were transiently transfected in a 6-well format with BOMV, RESTV, SUDV, TAFV, EBOV or LLOV VP24 expression plasmids (4 μg/well). At 24 h post-transfection, soluble cell extracts were prepared, and proteins in cell extracts were allowed to bind to empty beads or bead-immobilized GST, GST-importin α5, and influenza A virus GST-nucleoprotein (GST-IAV-NP) as another nonspecific binding control. Bound proteins were separated on 12% SDS-PAGE, and the presence of VP24 proteins were analyzed by immunoblotting with anti-HA antibodies. Control lanes include ca. 5% of the amount of input cell extracts for different VP24 proteins (input 1:20). (B) [35S]Met/Cys-labeled and in vitro-translated BDBV, MARV and MLAV VP24 proteins were allowed to bind to beads alone and immobilized GST, GST-importin α5 and GST-IAV-NP. Bound proteins were separated on 12% SDS-PAGE, and the presence of VP24 proteins were analyzed by autoradiography. Control lanes show in vitro-translated BDBV, MARV and MLAV VP24 proteins, and each lane represents 1:20 of the amount of reticulate lysate that was used in each binding experiment. (C) Coomassie Blue-stained gel is shown to visualize the amount of Glutathione Sepharose-bound GST, GST-Importin α5, and GST-IAV-NP. (D) Quantitation of relative VP24 binding efficacy to GST-importin α5. VP24 band intensities in immunoblots were scanned and the percentage of GST-importin α5 bound VP24 of the input is shown. The percentage was obtained by dividing the intensity of bound VP24 signal with the input signal multiplied by 20 (loading included 1:20 of the amount of VP24 in binding experiments).





EBOV Genomic RNA Mimic Activates Both RIG-I and MDA5 Pathways in Mouse Embryonal Fibroblast Knock-Out Cell Lines

RIG-I and MDA5 act as the main PRRs in early innate immune response (30). To investigate their differential role in regulating type I interferon genes (Ifn-λ1 gene is defective in mice) in response to stimulation with genomic EBOV ssRNA mimic (described in Supplementary Figure 1), RIG-I+/+/MDA5+/+, RIG-I-/-/MDA5+/+, RIG-I+/+/MDA5-/- and RIG-I-/-/MDA5-/- MEF cells were stimulated with increasing amounts of EBOV ssRNA mimic (Figures 4A–D, left column). As a positive control, polyI:C was used (Figures 4A–D, right column). The expression of endogenous Ifn-β mRNA was measured with qRT-qPCR and the signal was normalized using an endogenous control, Gapdh mRNA. As expected, polyI:C stimulated RIG-I+/+/MDA5+/+ MEF cells showed a dose-dependent expression of Ifn-β mRNA (Figure 4A, right column). Also, EBOV ssRNA mimic induced Ifn-β mRNA expression in RIG-I+/+/MDA5+/+ cells in a dose-dependent fashion (Figure 4A, left column). Interestingly, a clear difference in Ifn-β mRNA expression was detected in RIG-I-/-/MDA5+/+ and RIG-I+/+/MDA5-/- MEF cells with a functional RIG-I molecule showed a better response to EBOV ssRNA mimic stimulation as compared to RIG-I defective, MDA5-positive cells (Figures 4B, C, left column). Although both RIG-I and MDA5 pathways appeared to be activated by EBOV RNA, Ifn-β mRNA expression was more strongly dependent on the RIG-I pathway (Figures 4B, C, right column). As expected, the MEF cell line lacking both RIG-I and MDA5 showed no increased Ifn-β gene expression (Figure 4D).




Figure 4 | Regulation of Ifn-β gene expression in RIG-I and MDA5 defective mouse cell lines by EBOV ssRNA mimic. Immortalized mouse embryonic fibroblast (MEF) cells were stimulated with EBOV ssRNA mimic construct or polyI:C and after overnight incubation the cells were harvested for RT-PCR. The expression levels of endogenous Ifn-β mRNA were analyzed and normalized with Gapdh levels. In the X-axis there is an increasing amount of either EBOV ssRNA mimic (166 to 4500 ng/well) or polyI:C (15 to 450 μg/well) and Y-axis indicates the fold change in Ifn-β mRNA expression. Note the differences in ssRNA and polyI:C amounts. Relative expression of Ifn-β mRNA is shown in wild type MEFs [panel (A) RIG-I+/+/MDA5+/+], MDA5 defective [(B) RIG-I+/+/MDA5-/-], RIG-I defective [(C) RIG-I-/-/MDA5+/+], and RIG-I/MDA5 double knockout cells [(D) RIG-I-/-/MDA5-/-]. A representative experiment out of 3 is shown.





Type I and III Interferon Promoters Are More Strongly Activated by the RIG-I Pathway Than the MDA5 Pathway

It is known that RIG-I and MDA5 have common features but they also differ from each other (31). RIG-I preferentially recognizes small 5’-phosphorylated ss/dsRNA molecules while MDA5 is stimulated by longer non-5’-phosphorylated RNA molecules. To compare the relative stimulatory activity of RIG-I and MDA5 as activators of type I and III interferon promoters, HEK293 cells were transfected with increasing amounts of wtRIG-I, ΔRIG-I, (constitutively active form of RIG-I) and MDA5 expression plasmids together with IFN-β or IFN-λ1-promoter-luciferase reporter plasmids. Since wtRIG-I is not constitutively active, the cells needed to be additionally stimulated with polyI:C. As shown in Figure 5, an increase in IFN-β and IFN-λ1 promoter activation is dose-dependently following the increasing amounts of wtRIG-I+polyI:C, MDA5 and ΔRIG-I (Figure 5A), the increasing expression of the latter two molecules confirmed by immunoblotting (Figures 5A–C). Of note, in high plasmid amounts wtRIG-I or ΔRIG-I expressing cells showed up to 10-fold higher IFN-β-Luc and 2 to 4-fold higher IFN-λ1-Luc promoter activities as compared to those with MDA5 stimulation. Based on these results, we chose the amount of 30ng of expression plasmids (Figures 5B, D) for further studies on the potential inhibitory effects of different filovirus VP24s on RIG-I and MDA5 signaling pathways.




Figure 5 | Comparative ability of MDA5 and RIG-I to stimulate IFN-β and IFN-λ1 promoter activation. (A). HEK293 cells were transfected in a 96-well format with expression plasmids for MDA5, wtRIG-I and ΔRIG-I (from left to right 1, 3, 10, 30, 100 ng/well) and reporter plasmids IFN-β or IFN-λ1-promoter-luciferase (30 ng/well) and RSV-Renilla (50 ng/well). wtRIG-I expression plasmid transfected cells were stimulated with polyI:C (10 μg/ml) at 4 h post-transfection. After 24 h incubation luciferase activities were measured. (B) Comparative presentation of luciferase activity obtained with 30ng/well of expression plasmids. Data obtained from panel (A) A representative experiment of 3 is shown. (C) HEK293 cells were transfected with increasing amounts of MDA5 and ΔRIG-I expression plasmids in a 12-well format (10, 30, 100, 300, 900 ng/well) for 24 h. Cells were collected and 20% of cell extracts were separated on 10% SDS-PAGE, transferred to PVDF membranes and stained with rabbit anti-MDA5 and anti-RIG-I antibodies followed by goat anti-rabbit IRDye 800CW.





Filovirus VP24 Protein Differentially Inhibits IFN-λ1 and IFN-β Promoter Activation

Next, we systematically analyzed the potential inhibitory effects of filovirus VP24 proteins on RLR stimulated IFN-λ1 and IFN-β promoter activation. HEK293 cells were transfected with the expression plasmids for ΔRIG-I, IFN-λ1 or IFN-β-promoter-luciferase reporter, RSV-Renilla and increasing amounts of different filovirus VP24 expression constructs (only codon optimized versions of MARV and BDBV were used). Overexpression of ΔRIG-I was included as a positive control and HCV NS4/3A as a negative control since it is known to cleave the MAVS protein and release it from the mitochondrial membrane efficiently abolishing RIG-I signaling (24). IFN-λ1 and IFN-β promoter activity was measured after overnight incubation and luciferase values were normalized with Renilla luciferase values. As expected, HCV NS3/4A strongly inhibited IFN-λ1 and IFN-β promoter activation (Figures 6A, B). VP24 proteins of EBOV, LLOV, TAFV, RESTV, SUDV, MARV and BDBV dose-dependently inhibited the activation of the RIG-I pathway. The level of inhibition appeared to be more pronounced for IFN-λ1 promoter. In contrast, MLAV and BOMV VP24 proteins appeared to show no inhibition of ΔRIG-I induced IFN-λ1 or IFN-β promoter activation, not even with the highest amounts of VP24 expression plasmids.




Figure 6 | Inhibitory effects of filovirus VP24 proteins on RIG-I induced IFN-λ1 and IFN-β gene expression. HEK293 cells were transfected with increasing amounts (3, 10 or 30 ng/well) of filovirus VP24 expression plasmids (*codon optimized) together with expression plasmid ΔRIG-I and reporter plasmids IFN-λ1 (A) or IFN-β (B) promoter-luciferase (30 ng/well) and RSV-Renilla (50 ng/well). Cells were harvested after overnight incubation and measured for the luciferase activity. Controls include ΔRIG-I, promoter-reporter plasmids and HCV NS3/4 plasmids (3, 10 or 30 ng/well). Luciferase values were normalized with RSV-Renilla expression control. The bars represent the mean values of three independent experiments with three replicates (n=9). Error bars indicate standard errors. Statistical differences were calculated by ordinary one-way ANOVA Dunnett’s multiple comparisons test with a single pooled variance. Each column value was compared to the positive control. P values, *p = < 0.05, **p = < 0.005, ***p = < 0.0005, ****p = < 0.0001.





EBOV VP24 Efficiently Inhibits Both the RIG-I and MDA5 Pathways

RIG-I and MDA5 are essential molecules in regulating the production of type I and III interferons (31). Previously we have shown that EBOV VP24 efficiently inhibits RIG-I dependent IFN-λ1 promoter activation and this activation requires an intact NLS/importin α interaction site of VP24 (10). Since both RIG-I and MDA5 play critical roles in host innate immune responses, we analyzed the effect of EBOV VP24 protein separately on RIG-I and MDA5 dependent IFN gene promoter activation. HEK293 cells were transfected with ΔRIG-I or MDA5 expression constructs together with IFN-β or IFN-λ1-promoter-luciferase reporter constructs. As negative transfection controls, EBOV VP40 and Zika virus (ZIKV) NS3 expression constructs with no inhibitory effect on the RIG-I pathway were used (32). As shown in Figures 7A, B, EBOV VP24 strongly and dose-dependently inhibited IFN-β and IFN-λ1 promoter activation downstream of RIG-I and MDA5 pathways while no inhibition was seen by EBOV VP40 and ZIKV NS3 proteins (Figures 7A, B). It was of interest that EBOV VP24 almost completely inhibited MDA5 induced IFN promoter activity (Figure 7A), while the activity induced by RIG-I was inhibited to a lesser extent. This may be explained by the higher stimulatory activity of RIG-I compared to that of MDA5 and thus higher levels of VP24 would be needed to fully inhibit the RIG-I pathway.




Figure 7 | Inhibition of MDA5 and RIG-I induced IFN-β and IFN-λ1 gene expression by wild type and NLS-mutated EBOV VP24. (A) HEK293 cells were transfected with increasing amounts (3, 10, 30 ng/well in 6-well plates) of EBOV VP24 and VP40 and Zika virus NS3 expression constructs. Positive control refers to MDA5 induced promoter activity in the absence of viral proteins. (B) Experimental setting as in panel (A), but promoter activation is induced by ΔRIG-I. (C, D) HEK293 cells were transfected with increasing amounts of EBOV VP24 or NLS-mutated VP24 (VP24mut) expression plasmids (3, 10 or 30ng/well) together with an expression plasmid ΔRIG-I and reporter plasmids IFN-β/IFN-λ1 -promoter-luciferase (30 ng/well) and RSV-Renilla. VP24 (wt+mut) refers to combinations of wt and NLS-mutated VP24 expression plasmids (3+27 ng, 10+20 ng and 30+0 wt-NLS mutant plasmid ratios). Cells were harvested at 24 h after incubation and luciferase values were normalized with RSV-Renilla control. The experiment was repeated three times and values represent the mean values. Error bars indicate standard errors of the mean. Positive controls refer to MDA5 or ΔRIG-I induced promoter activity without VP24 expression plasmids.



Previously, we demonstrated that EBOV VP24 that has its NLS/importin α interaction site mutated, rendering the protein preferentially cytoplasmic, shows strongly decreased inhibition of ΔRIG-I induced IFN-λ1 promoter activation (10). Here we transfected HEK293 cells with MDA5 (Figure 7C) or ΔRIG-I (Figure 7D) expression plasmids together with IFN-β or IFN-λ1-promoter-luciferase reporter and with EBOV wtVP24 or NLS-mutated VP24. Increasing amounts of wtVP24 efficiently inhibited RIG-I and MDA5 induced IFN promoter activation, while the NLS-mutated VP24 was almost devoid of this inhibitory activity (Figures 7C, D). Interestingly, mixing wt and NLS-mutated VP24 expression plasmids (total amount of DNA 30 ng) efficiently inhibited RIG-I and MDA5 induced IFN promoter activation suggesting that wtVP24 - NLS-mutated VP24 dimers likely enter the nucleus in sufficient amounts to inhibit the activation of IFN promoters. Even small amounts of wtVP24 (10%) mixed with NLS-mutated VP24 expression plasmid (90%) enabled VP24 to be efficiently targeted into the nucleus (Figures 7E, F). Our data shows that EBOV VP24 has to be located in the nucleus to efficiently inhibit RIG-I and MDA5 regulated IFN gene expression.



Filovirus VP24s Do Not Inhibit the Phosphorylation of IRF3 and EBOV VP24 Does Not Inhibit the Nuclear Import of Activated IRF3

In our previous study we showed that EBOV VP24 does not inhibit the phosphorylation of IRF3 (10). Since there was a clear dose-dependent inhibition of activation of the RIG-I pathway in most filovirus VP24 expressing cells, we analyzed whether some of these proteins had an ability to inhibit RIG-I or MDA5 regulated IRF3 phosphorylation (Figure 8A). To study this, HEK293 cells were transfected with ΔRIG-I (Figure 8A) or MDA5 (Figure 8B) expression plasmids together with IRF3 and increasing amounts of RESTV, SUDV, EBOV and LLOV VP24 expression plasmids. As shown in Figure 8A, in the presence of filovirus VP24s, IRF3 is efficiently phosphorylated and none of the four VP24 proteins exhibited a detectable inhibition of IRF3 phosphorylation. We also analyzed the phosphorylation of IRF3 downstream of MDA5, since the EBOV RNA mimic was found to activate both pathways. Like in ΔRIG-I stimulation experiments, EBOV VP24 was not able to inhibit MDA5 stimulated IRF3 phosphorylation (Figure 7B).




Figure 8 | The effect of RESTV, SUDV, EBOV and LLOV VP24 on RIG-I and MDA5 activated IRF3 phosphorylation. HEK293 cells were transfected with increasing amounts of expression plasmids for VP24s (200–2000 ng/well in 6-well plates) together with (A) ΔRIG-I or (B) MDA5 and IRF3 expression constructs (30 ng/well). After overnight incubation cells were harvested, separated on SDS-PAGE, transferred to nitrocellulose membranes and stained with specific antibodies against different proteins as indicated in the figure. GAPDH detection with anti-GAPDH antibody was used as a loading control. P-IRF3 refers to activated, phosphorylated form of IRF3. The experiment was repeated twice with similar results. A representative experiment is shown.



In order to mechanistically reveal this observation further we analyzed whether EBOV wtVP24 or mutVP24 can interfere with the nuclear import of activated IRF3. Huh7 cells were selected for these analyses due to their good cellular morphology and distinct intracellular location of VP24s (Figure 2). EBOV VP24 expressing cells stimulated with polyI:C showed that IRF3 accumulation in the nucleus occurred equally efficiently in control cells and in wtVP24 and mutVP24 expressing cells (Figure 9). The data indicates that VP24 is not inhibiting the nuclear import of activated IRF3.




Figure 9 | The effect of EBOV VP24 on nuclear import of IRF3. Huh7 cells we transfected with EBOV VP24 expression plasmids for 24 h (1200ng of plasmid per 12-well), followed by stimulation of the cells with 10µg of polyI:C for 18 h. (A) Fixed and permeabilized cells were stained with anti-HA and anti-IRF3 antibodies and fluorescent secondary antibodies. (B) Nuclear localization of IRF3 was quantified. Bars represent the average of IRF3 nuclear localization in each sample. From each variable 100 to 110 cells were analyzed and statistical analysis was performed using Chi-square test. ns, non-significant.






Discussion

A vast majority of filovirus research has been focusing on EBOV due to its recent outbreak in West Africa which led to a very high number of deaths. A subsequent epidemic in the Democratic Republic of Congo further emphasized the urgent need for understanding the transmission and pathogenesis of Ebola and other filoviruses. EVD and Marburg virus disease (MVD) are characterized as an acute disease with rapid and uncontrolled viral replication and suppression of host antiviral responses, mainly downregulation of the production of type I and III interferons (33). Uncontrolled inflammatory responses in filovirus infection may also lead to excessive production of immunological mediators, better known as a cytokine storm, causing distinct symptoms of EVD and MVD (34). Currently there are six filoviruses that have been recorded as human pathogens (35). In this study, we systematically analyzed the effects of nine filovirus VP24 proteins on RIG-I and MDA5 stimulated type I and III interferon promoter activation. We also demonstrated that a synthetic EBOV ssRNA mimic stimulated both RIG-I and MDA5 pathways and both pathways were inhibited by most filovirus VP24s. The inhibition occurred downstream of IRF3 and all VP24s capable of inhibiting IFN promoter activation were located in the cell nucleus. Nuclei targeted EBOV VP24 was also inhibiting the nuclear accumulation of activated IRF3. However, nuclear localization as such was not sufficient for a VP24 to inhibit IFN gene expression (e.g. MLAV and BOMV).

Our current study was initialized by first investigating the possible differences in filovirus genomes covering four genera (Ebolavirus, Marburgvirus, Cuevavirus and Dianlovirus) and their VP24 proteins. Previously, it has been shown that EBOV VP24 protein can inhibit type I and III interferon promoter activation (10). The phylogenetic analysis between different filoviruses revealed quite large differences between the genomes. Also, the difference between the EBOV and MARV viruses was significant showing only as little as 34% of amino acid sequence identity. A recent study identified two new filovirus species in fish showing that filoviruses have relatives in aquatic vertebrates and suggests for a possibility that filoviruses have differentiated even further (36).

We analyzed the intracellular localization of filovirus VP24 proteins and interestingly found that VP24s localize into different cellular compartments with varying efficiency, however, all VP24s were found both in the cell nucleus and cytoplasm. MARV VP24 behaved somewhat differently, in low expression levels it was cytoplasmic, but high expression induced by codon optimized MARV VP24 expression construct rendered the protein nucleo-cytoplasmic. Accumulation of different filovirus VP24s in the nucleus correlated very well with their interaction with importin α5; all six Ebolavirus VP24s and the Lloviu VP24 bound importin α5 and they were also primarily found in the nucleus. It was of interest that MARV and MLAV VP24s that are genetically more distant from Ebolavirus VP24s bound importin α5 extremely weakly, however, when the expression level was high, these proteins were yet targeted into the nucleus. MARV VP24 was also able to inhibit IFN promoter activation.

Due to the dominant role of RLRs in filovirus infections we produced synthetic genomic EBOV RNA mimic to activate MEF cells that were either RIG-I or MDA5 defective and compared them to the wild type cells and RIG-I/MDA5 double knock-out cells. Stimulation of cells with EBOV ssRNA mimic showed that both RIG-I and MDA5 were involved in IFN gene expression, but the RIG-I pathway appeared to be the dominating one. The dominant role of RIG-I in EBOV ssRNA induced responses may be due to the overall higher signaling activity of RIG-I compared to that of MDA5. RIG-I and MDA5 detect somewhat different viral genome structures, but yet these PRRs may work synergistically to recognize different elements of the same viral genome (37).

Since the difference in VP24 is up to 26%, it is expected that there may be differences in their ability to mediate interferon antagonism and downregulate IFN stimulated genes. Typically EBOV VP24 has been shown to inhibit type I and III interferon gene expression and also the nuclear import of IFN-induced phosphorylated and dimerized STAT1 and STAT2 (10, 29). Also, EBOV VP24 has been shown to interact with several importin α subtypes, especially importins α5 and α6 9,10. It is commonly known that host innate immune responses to filovirus infection is largely dependent on both type I and III IFNs (IFN-α/β/λ). Previously, it has been shown that EBOV VP24 strongly inhibits IFN gene expression (10, 12). In the present study we extended these observations to cover other Filoviridae family members and all studied filovirus VP24 except those of MLAV and BOMV clearly inhibited IFN promoter activation. IRF3 phosphorylation and nuclear import of IRF3, in the case of EBOV VP24, was not affected by inhibitory VP24 proteins stimulated by ΔRIG-I and MDA5. Both pathways seemed to be specifically inhibited by those filovirus VP24 molecules that were able to downregulate RLR signaling.

In the case of EBOV VP24, the ability to bind to importin α is functionally important since the NLS mutant of EBOV VP24 did not efficiently inhibit RIG-I induced IFN gene expression (10). These observations were further extended here and we showed that both RIG-I and MDA5 pathways were inhibited by EBOV wtVP24 while the inhibitory activity of NLS mutated VP24 was very weak. However, if wt and NLS mutant VP24 plasmids were mixed even low amounts of wtVP24 was sufficient to trigger wt-mutVP24 heterodimer import into the nucleus and mediate inhibitory activity on IFN promoter activation. This suggests that nuclear localization of VP24 is essential for its inhibitory activity on RLR signaling.

In most part, our data on the inhibitory activity of filovirus VP24 of IFN gene expression is well in line with previous publications (34, 38). Previously, it has been shown that EBOV and RESTV inhibit type I interferon production (39). MLAV VP24 has been shown not to inhibit IFN-induced gene expression (38 )which is well in line with the results of the present study. Some differences, such as the ability of MARV VP24 to inhibit IFN promoter activation between our and published data can be due to differential experimental conditions and MARV VP24 protein expression level. Our study provides a systematic comparison of all available mammalian-infecting filovirus VP24 proteins on IFN-λ1 and IFN-β promoter activation and we show that seven out of nine filovirus VP24s are efficiently inhibiting IFN promoter activation. Among these filoviruses the only filovirus that has not so far been seen as a human pathogen is LLOV. Another interesting finding is the role of RIG-I and MDA5 pathways in filovirus biology. Our findings based on synthetic genomic EBOV ssRNA mimic suggests that both pathways are likely activated by filovirus RNA and MDA5 pathway is even more sensitively inhibited by VP24 than the RIG-I pathway. This may be explained by the higher signaling activity of the RIG-I pathway. It is of interest that EBOV VP35 has been shown to inhibit both RIG-I and MDA5 mediated type I IFN gene expression (40), an observation that is now extended to cover also EBOV VP24.

In summary, we have confirmed and extended previous observations on IFN antagonistic functions of filovirus VP24 proteins. We demonstrated that synthetic filovirus RNA that mimics the genomic EBOV ssRNA activates both RIG-I and MDA5 pathways to activate type I gene expression. VP24 proteins were shown to efficiently inhibit both RIG-I and MDA5 induced signaling with the MDA5-dependent pathway to be even more sensitively inhibited compared to that of the RIG-I pathway. Our observations provide baseline data for future filovirus studies and further understanding in filovirus evolution, pathogenesis and interaction with innate immunity that can be taken into account in designing novel antiviral drugs or new modalities of treatment of filovirus infections.
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Supplementary Figure 1 | Schematic representation of the construction of EBOV ssRNA mimic. Synthetic dsDNA molecule encoding the trailer sequences 18220-18958, GFP and leader sequences 1-469 in reverse orientation was synthesized by Geneart and provided in a company-based plasmid vector pMKRQ. As described in detail in Materials and Methods the template for ssRNA synthesis was obtained by PCR followed by transcription by T7 RNA polymerase and production of EBOV genomic mimigenome ssRNA mimic that has the exact 3’ and 5’ ends of the viral genome. T7 in PCR product refers to T7 promoter.

Supplementary Figure 2 | Importin α5 binding elements of Zaire ebolavirus VP24 are shared among other filovirus VP24 amino acid sequences. Identical amino acid residues within all nine filovirus VP24 proteins in the alignment are marked in red. The binding elements are marked as clusters 1, 2 and 3 based on the specific interaction between importin α5 and Zaire ebolavirus VP24 (Reference 29). Ebolavirus family VP24 proteins and Cuevavirus (Lloviu) VP24 proteins show high sequence identity in the potential importin α5 binding elements (boxed).
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First author Publication Design ~ Number  ART  Adjunct Drug usage Duration of  Relevant outcome measures

year of therapy medication
participants use
Rusconi (18) 2010 RCT 47vs.50°  Yes Maraviroc 300mg, twice daily 48 weeks CD4* Tcell count, IL-7, CD38,
and HLA-DR
Hunt (16) 2013 RCT 23vs.22°  Yes Maraviroc 300mg, twice daily 24 weeks CD4* T-cell count, soluble
CD14, LPS, CD38, and
HLA-DR
Minami (17) 2017 Observational 18 vs. 14°  Yes Maraviroc 300mg, twice daily 24 weeks CD4+ T-cell count, IFN-y
research
McComsey (9) 2001 RCT 20vs.21°  Yes®  Prednisone 0.5 mg/kg, once daily 8 weeks CD4+ Tcell count, IL-6 TNF-,
and CD38
Kasang (19) 2012 Observational 27vs. 31 Yes/No Prednisolone 5mg, once daiy NA. CD4* Tcell count, soluble
research  vs. 30 vs. CD14, LPS binding protein,
13° SUPAR, soluble CDA0L, and
cD3s
Kasang (20) 2016 RCT 13vs.24  No Prednisolone 5mg, once daily 2 years CD4* T-cell count, soluble
CD14, suPAR, CD38, and
HLA-DR
Rizzardi (10) 2002 Non-RCT  9vs.29  Yes Cyclosporine 0.3~0.6 mg/kg, twice 8 weeks CD4* T-cell count and IFN-y
daily
Lederman (21) 2006 RCT 22v5.20  Yes Oyclosporine 4mg/kg, twice daily 2 weeks CD4+ Tcell count and CD38
Markowitz (22) 2010 RCT 28vs.13  Yes Oyclosporine 0.3 mg/kg, once dally 4 weeks ©D4* T-cell count, CD38 and
HLA-DR
Murray (23) 2010 RCT 6vs.3vs.  No Chloroquine 250 mg/500mg, once 2 months CD4+ Tcell count, LPS, CD38,
49 daily and HLA-DR
Jacobson (24) 2016 RCT 16vs. 17 No Chloroquine 250mg, once daily 13 weeks GD4* Tcell count, CD38, and
vs. 18 vs. HLA-DR
19°
Paton (7) 2012 RCT 42vs.41 No Hydroxychloroquine 400 mg, once daily 48 weeks CD4* Tcell count, CD38, and
HLA-DR
Funderburg (14) 2015 RCT 72vs.75  Yes Rosuvastatin 10mg, once daily 48 weeks CD4* Tcell count, soluble
CD14, soluble CD163, IL-6,
soluble receptors of TNF-o,
IP-10, VCAM-1, soluble
intercellular adhesion molecule
1, D-dimer, fibrinogen, CD38,
and HLA-DR
Weijma (25) 2016 RCT 13vs. 15 No Rosuvastatin 20mg, once daily 8 weeks CD4* T-cell count, neopterin,
soluble TLR2, soluble TLR4,
IL-6, IL-1Ra, IL-18, D-dimer,
CRP, CD38, and HLA-DR
Nakanjako (26) 2015 RCT 15vs.15°  Yes Atorvastatin 80mg, once daily 12 weeks CD4* Tcell count, CD38, and
HLA-DR
Best (27) 2015 RCT 18vs.20 Vs Sitagliptin 100mg, once daily 8 weeks CRP, C-X-C motif chemokine
10, MCP-1, EGF-like
modulecontaining, mucin-like
hormone receptor 1
Dubé (15) 2019 RCT 42vs.42  Yes Sitagliptin 100mg, once daily 16 weeks CD4* T-cell count and soluble
cD14
Hunt (29) 2011 RCT 14vs. 16" Yes Valganciclovir  900mg, once daily 8 weeks CD4* Tcell count, CD38, and
HLA-DR
Yi(28) 2013 RCT 20v5.20  Yes Valacyclovir 500 mg/1 g, twice 12 weeks CD4* Tcell count,
vs. 20' daily
Missaiicis (30) 2019 RCT 81vs.86  No Vitamin D3and 5000 IU vitamin D3 16 weeks CD4+ Tcell count, soluble
phenylbutyrate  and 500mg CD14, antimicrobial peptide
phenyloutyrate, once LL-37,
daily kynurenine/tryptophan-ratio
Ashenafi (31) 2019 RCT 9%vs. 102 No Vitamin D3 and 5000 IU vitamin D3 16 weeks CD4* T-cell count
phenylbutyrate  and 1,000mg
phenylbutyrate, once
daily
Tenorio (32) 2015 RCT 43vs.22*  Yes Rifaximin 550mg, twice daily 4 weeks CD4* T-cell count, soluble
CD14, soluble CD163, IL-6,
LPS, CRP, D-dimer, CD38, and
HLA-DR
Lindboe (33) 2016 RCT 28vs.18  Yes Recombinant 0.7mg, once daily 40 weeks CD4* T-cell count, CRP, and
human growth SUPAR
hormone
Srinivasa (34) 2018 RCT 25vs.21  Yes Eplerenone 50mg, once daily 6 months CD4+ T-cell count, CRP, IL-6,
PAI-1, MCP-1, and adiponectin
Bourke (35) 2019 RCT 144 vs. Yes Cotrimoxazole 9 48 weeks CD4* T-cell count, CRP, IL-6,
149 soluble CD14, and TNF-a
Macatangay (36) 2020 RCT 17vs. 18 Yes Dipyridamole 100mg, four times 12 weeks CD4* T-cell count, soluble
daily CD163, soluble CD14, IL-6,
CD38, and HLA-DR
Natsag (37) 2016 RCT 36vs.34  Yes Alendronate 70mg, once weekly 48 weeks CD4* T-cell count, IL-6 and
soluble receptors for TNF-o
Somsouk (38) 2014 RCT 15vs.18%  VYes Mesalamine 1,500mg, once daily 12 weeks GD4* T-cell count, soluble
CD14, IL-6, D-dimer,
kynurenine to tryptophan ratio,
CD38, and HLA-DR
O'Brien (39) 2017 RCT 38vs.38  Yes Aspirin 100 mg/300mg, once 12 weeks CD4* T-cell count, soluble
vs. 36" daily CD14, IL-6, soluble CD163,
CD38, and HLA-DR
Gupta (40) 2018 RCT 13vs.13  Yes Pentoxifyline 400mg, 3 times daily 8 weeks CD4* T-cell count, CRP, IL-6,
soluble TNF-a receptors, tissue
inhibitor of metalloproteinase-1,
MCP-1, IP-10, PAI-1, CDG8,
and HLA-DR
Vergara (41) 2017 RCT 16vs. 14 No Thalidomide 200mg, once daily 3 weeks CD4* T-cell count, CRP, LPS,
CD38 and HLA-DR
Hsue (42) 2019 RCT 86v5.90  Yes Methotrexate 5~15mg, once 24 weeks CD4* T-cell count, CRP, IL-6,
weekly soluble CD163, soluble CD14,
VCAM:-1, IP-10, D-dimer and
fibrinogen
Kent (43) 2018 RCT 34vs.31  Yes Vorapaxar 2.5mg, once daily 12 weeks GD4* T-cel count, D-dimer,
CRP, IL-6, soluble CD14, and
soluble CD163

ART, antiretroviral therapy; RCT, randomized controlled tral; IL, interleukin; LPS, lipopolysaccharide; IFN, interferon; TNF; tumor necrosis factor; N.A., not applicable; suPAR, soluble
urokinase plasminogen activated receptor; IP-10, IFN-y-inducible protein 10; VCAM-1, vascular cell adhesion molecule 1; TLR, Toll-like receptor; CRP, C-reactive protein; MCP-1,
monocyte chemoattractant protein 1; PAI-1, plasminogen activator inhibitor 1; *Participants were immunological non-responders; PAll one of the patients had been taking stable
ART; ©27 received prednisolone, 31 received prednisolone in combination with ART, 30 received HAART alone and 13 received neither ART nor prednisolone; 96 receiving 250 mg of
chloroquine daily, 3 receiving 500 mg of chloroquine daily, and 4 receiving placebo; °A RCT comparing chloroquine to placebo administration in two sequential cohorts of HiV-infected
indlviduals: off-ART [cohort 1: arms A (N = 16) and B (N = 17)] and on-ART [cohort 2: arms C (N = 18) and D (N = 19)}, then randomized 1:1 to receive chioroquine 250 mg for the first
12 weeks and then to cross over to placebo for 12 weeks (arms A and C) or placebo for 12 weeks then cross over to chloroquine 250mg for 12 weeks (arms B and D); /20 received
valacyclovir 500 mg twice daily, 20 received valacyclovir 1g twice daily, or 20 received placebo; 9200 mg of sulfamethoxazole/40 mg of trimethoprim, 400 mg of sulfamethoxazole/80 mg
of trimethoprim, or 800 mg of sulfamethoxazole/160mg of trimethoprim for body weight 5-15, 15-30, or >30kg, respectively; "38 received daily aspirin 100mg, 38 received aspirin
300mg, or 36 received placebo.
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Name

mR-30a (302)
miR-300 (300)

mR-30c (300)

mR-30 300

miR-300 (306)

miR-30a inoitor (30a-h)
NG

NG inhibitor (NC-inhi)

Sequence (5'-3)

UGUAMCAUCCUCGACUGGAG
UGUAAACAUCCUACACUCAGCU
UGUAAACAUCCUACACUCUCAGC
UGUAAACAUCCCCGACUGGAAG
UGUAAACAUCCUUGACUGGAAG
CUUCCAGUCGAGGAUGUUUACA
'UUGUCCGAACGUGUCACGUTT
CAGUACUUUUGUGUAGUACAA
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Primer

Sequence (5'-3)
GAPDH-F TGGAATCCCATCACCATCT
GAPDHR GGCAGAGATGATGACCCTTT
FN-oF CTCCATICTGGCTGTGAGGA
FN-a-R TGAACCAGTTTICATTCCTT
NG ACCATCTGAAGACAGTCCTG
FNBR TCTGACTATGGTCCAGGCAC
SG15-F GAAGGCGCAGATCAGCCAGA
SGI5R ‘GAGGTTCGTCGCATTTGTCS
X1-F GGAAGGAATGGGAATCAGTC

iR TGCCTCTGGATGTACTICTT
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Type of samples

Swab samples

Tissue sample

Serum samples

Source of samples

Throat swab

Saliva
Tears
Anal

Sputum
Aqueous humor
IgG U/uL

IgM U/pL

05-07

41.29

NA
76.84
10.19

NA, Not Applicable/samples not taken. Cutoff value for IgG =10 U/uL, and IgM = 1 U/ul

Date of sample collection

05-14

36.50

NA
63.74
11.72

05-21 05-28

NA 35.00

65.03 67.68
9.12 9.29
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Group PBS Gel 2% SFT gel 0.4% SFT gel 2% 2P23-gel 0.4% 2P23-gel 2% LP80 gel 0.2% LP80gel 2% LP98gel 0.2% LP98 gel 10% Triton X-100 10% SDS
Male

IL-4 (pg/mi) 8.495 6.260 6.445 22.932 6.819 5.235 12.283 6.290 12.438 8.805 1.354 4.707
IL-5 (pg/m) 4.926 3618 3.727 13.374 3.945 3019 7.142 3.636 7.233 5108 0748 2.710
IL-6 (pg/mi) 13.5647 41.251 22197 5.025 34.114 22.852 29.682 17.326 34.724 141.775 8.398 20.300
IL-8 (pg/mi) 16.489 16.207 16.864 40.329 15.426 18.366 28.503 14.674 28.909 11.868 9.076 11.953
IL-10 (pg/mi) 46516 22575 54.875 28.816 32.740 30.533 64.171 32.449 67.114 27.322 23.243 28215
IL-17 (pg/mi) 27.447 28783 74516 52.028 42.427 54.772 64.625 41.380 56.865 19.253 51.379 34.919
IFN-y (pg/mi) 92.078 29.989 208.731 65.217 36.477 56.667 138.394 213.390 168.524 74.476 69.886 33.475
MCP1 (pg/mi) 316515 290.692 458.542 518.796 341.477 312211 359.553 298.438 392.262 265.729 291.552 302.742
IL1a (pg/mi) 18.121 16.398 16.178 21786 17.181 14.425 22.976 17.964 18.497 14.894 9.538 13.234
IL1RA (pg/ml) 73.422 29.354 47.695 16.805 47.783 25.346 49.200 52.052 46.470 47.170 22.021 42672
E-SELE (pg/ml)  420.948 844.272 1,689.902 719.662 647.309 1,602.838 1,476.119 700.284 1,020.177 1,666.472 361.133 810.675
ICAM1 (pg/mi) 5.415 8.572 7.295 3.576 9.659 7.947 7.082 19.329 7.302 18.154 8.012 7.298
VEGFA (pg/mi) 82.420 10.661 70.077 14.887 7.144 10.931 45.728 54.893 34.941 14.955 20.231 7.516
PDGFA (pg/ml)  29.784 18.279 67.158 18.247 12.752 14.423 59.220 54.271 82.101 22.135 24.482 10.277
Female

IL-4 (pg/mi) 5.207 5.856 13.059 7.905 7.008 4.024 14.953 6.200 4.148 3.837 5.577 13.463
IL-5 (pg/m) 3.055 3.382 7.597 4.581 4109 2.310 8.705 3.636 2.383 2201 3.219 7.833
IL-6 (pg/mi) 13510 12.290 29.680 8.894 5.229 2677 7.780 9.308 10.031 3.278 26.947 5.869
IL-8 (pg/mi) 29.035 27.346 33.196 34.134 18.304 20.650 26.375 16.051 22.840 69.174 22.496 108.345
IL-10 (pg/m) 61.898 63.124 54.006 49.592 76.945 70.815 34.879 53.761 60.760 79.017 20613 121.529
IL-17 (pg/m) 51.708 53.761 48.274 64.950 87.222 101.299 73.288 60.871 82312 54.843 80.039 150.895
IFN-y (pg/mi) 267.266 210.009 179.637 282.037 210.147 160.310 182.122 163.071 194.892 339.087 199.793 450.771
MCP1 (pg/mi) 166.741 402.592 327.7056 425.832 188.26 253.678 398.288 177.931 130.588 407.756 486.947 289.831
IL1a (pg/mi) 13.986 14.801 15.928 23.133 14.268 12.764 23.853 16.366 10.446 14.643 10.227 26.955
IL1RA (pg/m) 52.771 50.180 121.304 37.387 51.335 53611 56.183 52.718 82.872 77.166 51.388 156.026
E-SELE (pg/ml) 1,694.582 1,813.372  1,258.297 1,631.046 1,879.006 2,282,737 1,933.241 1,750.316 1,610.216 2,038.053 1,991.377 1,421.484
ICAMT (pg/mi) 9.161 13.541 9.722 41.344 9.672 7.898 10.505 7.948 6.441 9.798 35.134 10787
VEGFA (pg/m))  62.401 81.947 46.100 65.105 61.116 45.560 62.062 38.762 41.806 88.541 58.647 88.609
PDGFA (pg/m))  125.903 85.315 68.031 64.619 65.776 66.198 69.954 34315 58.3562 169.202 194.449 99.037
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Group PBS  Gel

2% SFT gel 0.4% SFT gel 2% 2P23-gel 0.4% 2P23-gel 2% LP80 gel 0.2% LP80gel 2% LP98gel 0.2% LP98gel 10% Triton X-100 10% SDS
Male ID 1.2 3 4 5 6 7 8 9 10 " 12 13 14 15 16 17 18 19 20 21 22 23 24
Epithelial lesion 11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 2 3 3
Inflammatory infitrate 2 3 2 2 3 2 2 2 3 2 3 3 2 2 2 2 2 3 3 3 2 3 2 3
Vascular congeston 0 0 0 O 0 0 0 0 0 0 0 0 [ 0 0 0 0 0 0 0 1 1 2 2
Edemaffibrosis 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ] 0 1 1 2 2
Total Score * 3 4 38 38 4 3 3 3 4 3 4 4 3 3 3 3 3 4 4 4 6 7 9 10
Female ID 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48
Epithelial lesion 11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 & 2 2 4 3
inflammatory infitrate 2 3 3 3 2 2 2 2 2 2 2 2 2 2 2 2 3 2 3 2 2 2 4 2
Vascular congeston 0 0 0 O 0 0 0 0 0 0 0 0 o 0 0 0 0 0 o 0 1 1 4 2
Edemaffibrosis 0 0 0 0 0 0 0 0 0 0 0 0 ] 0 0 0 0 0 0 ] 1 1 4 2
Total Score * 3 4 4 4 3 3 3 3 3 3 3 3 3 3 3 3 4 3 4 3 6 6 16 9

“The score for each lesion was as follows: 0 (1o change), when there was no injury or the observed change was within the normal range; 1 (minimur), when the changes are sparse but exceed those considered norma; 2 (mil), when ijuries
were identifiable but with no severity; 3 (moderate), severe injury can increase the severity; 4 (very severe), very severe injuries occupied most of the analyzed tissue. These scores were added up to determine levels of vaginal and rectal iitation
as minimum (1-4), mid (5-8), moderate (9-11), and severe (12-16).
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Bacteria strain 2P23 gel (MIC¥)

Escherichia coli ATCC 25922 >2,689,500 nM
Pseudomonas aeruginosa ATCC 27853 >2,689,500 nM
Enterococcus faecalis ATCC 29212 >2,689,500 "M
Staphylococcus aureus ATCC 25923 >2,689,500 nM
Lactobacillus rhamnosus >2,689,500 nM
Lactobacillus acidophilus >2,689,500 nM
Lactobacillus reuteri >2,689,500 nM
Lactobacillus fermentium >2,689,500 "M
Lactobacillus casei >2,689,500 nM
Lactobacillus paracasei >2,689,500 nM
Lactobacillus delbrueckii subsp. bulgaricus >2,689,500 nM
Bifidobacterium lactis >2,689,500 "M
Bifidobacterium breve >2,689,500 nM
Bifidobacterium bifidum >2,689,500 nM
Bifidobacterium longum >2,689,500 nM

*MIC, minimal inhibitory concentration.
2P23 gel MIC at 2,689,500 nM, which is =482,855-fold higher than the ICsp.
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Group (n = 3) Cell viability (mean = SD) Level*

Cell control 100 0
0.1% HEC-gel 99.66 + 0.76 1
0.5% HEC-gel 9749 +0.20 1
1.0% HEC-gel 9343 + 0.40 |
1.5% HEC-gel 89.43 +0.23 1
2.0% HEC-gel 83.54 + 0.65 1
5.0% HEC-gel 79.28 + 0.42 2
7.0% HEC-gel 7352+ 0.20 2
10.0% HEC-gel 65.13 + 0.51 2
16.0% HEC-gel 59.98 + 1.35 2

*Cytotoxicity evaluation: cell viability, no cytotoxicity (level 0) was defined as cell viability >
100%, minimum cytotoxicity (level 1) was defined as 80% < cell viability <100%, mild
cytotoxicity (level 2) was defined as 50% < cell viability < 80%, moderate cytotoxicity (level
3) was defined as 30% < cell viability < 50%, and severe cytotoxicity (level 4) was defined
as cell viability <30%. A grade greater than 2 by this method is considered cytotoxic. A
decrease in cell viability greater than 30% is considered cytotoxic. The evaluation criteria
were derived from the Biological evaluation of medical devices—part 5: test for in vitro
cytotoxicity (GB/T 16886.5-2017/ISO 10993-5:2009, IDT).
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Group D Gender Initial weight Final weight D Gender Initial weight Final weight

PBS 1 Male 2.193 kg 2.452 kg 25 Female 2242 kg 2.419 kg
PBS 2 Male 2127 kg 2.382 kg 26 Female 2.136 kg 2.336 kg
Gel 3 Male 2176 kg 2.495 kg 27 Female 2141 kg 2.424 kg
Gel 4 Male 1.922 kg 2,162 kg 28 Female 1.836 kg 2.022 kg
2% SFT gel 5 Male 1.990 kg 2.420 kg 29 Female 2.368 kg 2.569 kg
2% SFT gel 6 Male 1.922 kg 2.262 kg 30 Female 2.053 kg 2.324 kg
0.4% SFT gel 7 Male 2,020 kg 2.330 kg 31 Female 1.956 kg 2,080 kg
0.4% SFT gel 8 Male 1.941 kg 2145 kg 32 Female 2.096 kg 2.335 kg
2% 2P23 gel 9 Male 2121 kg 2.449 kg 33 Female 2.032 kg 2.325 kg
2% 2P23 gel 10 Male 2.100 kg 2.358 kg 34 Female 1.840 kg 2.055 kg
0.4% 2P23 gel 11 Male 2.145 kg 2.475kg 35 Female 1.996 kg 2.362 kg
0.4% 2P23 gel 12 Male 2116 kg 2.356 kg 36 Female 2248 kg 2.390 kg
2% LP80 gel 13 Male 2120 kg 2.367 kg 37 Female 2.268 kg 2.443 kg
2% LP80 gel 14 Male 2.424 kg 2.596 kg 38 Female 2.291 kg 2.338 kg
0.2% LP8O gel 15 Male 2.205 kg 2.522 kg 39 Female 2283 kg 2.462 kg
0.2% LP80 gel 16 Male 2.067 kg 2273 kg 40 Female 2.427 kg 2.542 kg
2% LP98 gel 17 Male 2.005 kg 2.400 kg 41 Female 2.248 kg 2.434 kg
2% LP98 gel 18 Male 2249 kg 2.415kg 42 Female 2.070 kg 2.240 kg
0.2% LP98 gel 19 Male 2170 kg 2.384 kg 43 Female 2.363 kg 2.482 kg
0.2% LP98 gel 20 Male 2.090 kg 2292 kg 44 Female 2.348 kg 2.452 kg
10% Triton X-100 21 Male 2.109 kg 2.420 kg 45 Female 2.299 kg 2.465 kg
10% Triton X-100 22 Male 1.828 kg 2126 kg 46 Female 2276 kg 2.405 kg
10% SDS 23 Male 1.790 kg 2116 kg 47 Female 2.109 kg 2217 kg

10% SDS 24 Male 1.956 kg 2.226 kg 48 Female 2.246 kg 2.419 kg
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Characteristic Influenza AHIN1) pdm09  p-value  Moderate COVID-19  p-value  Severe COVID-19  p-value

A Avs.B Bus.C c Avs.c
N-23 N=2
Ago (years), median (range) 4909-77) 02385 3452871 o708 5200-79 0999
Gender
Males 14 6086) 07088 700, 05659 19 79.16) 01703
Fomales 969,19 3@0) 52089
BvI 06096424 00004 253(25-203 01164  206@53-%4) 0052
Relevant co-morbidiios
Smoking sa7s o715 00 00720 8339 09165
Biomass exposure. 517 02911 00 02958 401666 07238
Diabotes 5179 09999 20, 09999 625 07918
SAH 62608 09999 20, >09999 401666 0.4986
osA 2669 0990 00 1 00 02340
coPD. 2669 09999 100 02041 00 02340
Cancer 3 00852 20, 00802 0@ 1
Giinical indings at onset
Fover 21019 03805 860 o751 1809 o7t
Myalgia 17 @9n o077 860 05809 170089 08135
Arthralgia 179N 0438 660 07109 16 66.66) osert
Headacho 11 @782 05086 560 08245 1104589 oot
Dysprea 18(7826) 00004 109 00002 1979.16) o995
Nasal congostion 30309 05953 00 09999 2@y o2
Rhinorthea 11 @782 00128 00 01478 625 01085
Sore throat 8@478) oot 00 oa7g. 6@ 04835
Thoracic pain 40739 02890 00 1 00 00196
Cough 19626 04155 700, 02228 21679 o378
Sputum 11 @782 00128 0@ 02958 41685 00220
Ory cough 8478 00619 700 09612 170089 00133
Fatigue 19(826) 09999 860 09563 1979.16) 0763
Diarrhea 2669 01493 360 03043 51666 o6
Nausea 2669 0.1493 30 01080 2639 509999
Vomit (1) 00220 360 03284 3025) 00797
liness onset - hospital admission (days) (-89 00583 30-57 00158 66-132 >0
Vital signs at admission
Body temperature (°C) 37 (068-37 05195 5(83-372 0@ w@r-arn oz
Respiratory rate (bopm) 26(22-30) 00018 20(167-217) 00518 2 22-26) 048
Hearth rate (bprm) %6013 5099 90(57-%7) 076 84(72-90) 01205
MAP (mmHg) 82735-948) 50999 87B07-887) 0180  75(02-845 03202
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Patients HC (n=21) TN (n = 23) ART (n = 23)
Age (y) 28 (24-39) 29 (21-52) 30 (21-57)
Gender (female/male) 912 1/22 0/23

Viral Load (log10/mi) NA 3.87 (2.15-4.97) <LDL
CD4* T cell Count (cells/p) 796 (427-1,013) 318 (4-428) 565 (433-947)
CD8* T cell Count (cells/pl) 642 (272-1,744) 1,098 (278-1,345) 699 (318-1,229)
CD4/CD8 ratio 1.06 (0.52-1.91) 0.26 (0.01-1.13) 0.8 (0.48-1.49)

HC, healthy controls; TN, treatment-naive HIV-1-infected patients; ART, HIV-1-infected patients with long-term ART; LDL, the low detection limit.

aAll items, except gender, are median values with range.
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Biomarker (baseline) Lung fibrosis vs. no fibrosis at
recovery stage (46 vs. 30)

Estimate (95% CI) p-value

Identified molecules

IFN-y (pg/ml) 0.41 (0.20-0.86) 0.02
IFN-a2 (pg/ml) 0.34 (0.10-1.13) 0.08
MCP-3 (pg/ml) 0.25 (0.07-0.83) 0.02
Conventional markers

C-reactive protein (ng/ml) 1.31(0.92-1.86) 0.14
IL-6 (pg/ml) 0.68 (0.35-1.30) 0.24
IL-18 (pg/ml) 0.85 (0.36-2.04) 0.72
TNF-a (pg/mi) 0.46 (0.10-2.01) 0.30

The analyses were adjusted for age, sex, history of diabetes, serum creatinine, and
use of anti-diabetic, antibiotics, corticosteroid, and chloroquine.
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Biomarker (baseline)

Univariate association

Multivariate association

R p-value Estimate (95% CI) p-value
IFN-y (pg/ml) -0.25 0.03 —0.070 (—0.139, —0.001) 0.04
CD40L (mg/ml) —-0.24 0.04 —0.035 (—0.105, 0.034) 0.11
FLT-3L (pg/ml) -0.10 0.02 —0.052 (—0.128, 0.024) 0.18
IFN-a2 (pg/ml) -0.27 0.02 —0.051 (-0.120, 0.018) 0.15
IL5 (pg/ml) —0.33 0.004 —0.077 (—0.144, —0.010) 0.03
IL27 (pg/mi) —0.30 0.009 —0.069 (—0.141, 0.004) 0.06
MCSF (pg/mi) -0.23 0.04 —0.047 (—0.115, 0.022) 0.20
PDGF-AA (pg/mi) -0.27 0.02 —0.075 (—0.141, —0.009) 0.03
PDGF-AA/AB (pg/ml) -0.32 0.005 —0.091 (—0.162, —0.020) 0.01
VEGF (pg/ml) —0.30 0.008 —0.087 (—0.151, —0.023) 0.01

The analyses were adjusted for antibiotics, corticosteroid, stem cell therapy, and chloroquine.
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All patients Disease severity p-value
Non-severe Severe

Number 76 63 13
Males (%) 34 (44.7%) 26 (41.3%) 8 (61.5%) 0.18
Cardiovascular disease (%) 9(11.8%) 6 (9.5%) 3(23.1%) 0.15
Hypertension (%) 17 (22.4%) 1(17.5%) 6 (46.2%) 0.02
Anti-hypertensive drugs (%) 16 (21.1%) 0(15.9%) 6 (46.2%) 0.01
Diabetes (%) 8(10.5%) 7(11.1%) 1(7.7%) 0.71
Anti-diabetic drugs (%) 8(10.5%) 6 (9.5%) 2 (15.4%) 0.53
Transmission history (%) 37 (48.7%) 32 (50.8%) 5 (38.5%) 0.42
Mean (IQR)
Age (years) 50.5 (48.4, 52.5) 48.2 (46.0, 50.4) 61.5 (57.1, 65.9) 0.004
Systolic blood pressure (mm Hg) 125.9 (128.7,128.2) 124.8 (122.4,127.2) 131.5 (126.0, 136.9) 0.19
Diastolic blood pressure (mm Hg) 76.1(74.9,77.4) 75.9 (74.6,77.2) 77.2 (73.7, 80.7) 0.66
Respiratory symptoms
Body temperature on admission (°C) 37.1(37.0,37.2) 37.0(36.9, 37.1) 37.3 (37.1, 37.6) 0.12
White blood cells (x10°/L) 4.4 (4.2,4.7) 4.3(4.1,4.5) 4.9 (3.8,6.4) 0.10
Neutrophils (x109/L) 29(2.7,31) 2.7(25,29) 5(2.7,4.7) 0.02
Lymphocytes (x10%/L) 11(1.1,1.2) 1.2(1.1,1.3 9(0.7,1.1) 0.1
Monocytes (x109/L) 0.37 (0.29, 0.45) 0.29 (0.27, 0.31) 4(0.2,0.5) 0.29
Platelet (x 109/L) 200.9 (190.3, 211.4) 201.2 (190.6, 211.9) 164.0 (1 46.0, 224.0) 0.94
eGFR (ml/min/1.73 m?) 98.7 (95.5, 102.1) 101.1 (87.2, 121.1) 79.8 (71.6, 93.4) 0.03
Saturated Oy (%) 96.3 (95.5, 97.1) 96.4 (95.5, 97.3) 96.1 (94.1, 98.1) 0.84
Geometric mean (IQR)
ALT (U/L) 30.3(27.9, 33.1) 30.0(27.4, 33.1) 31.8 (26.8, 37.3) 0.79
AST (UL) 30.9 (28.8, 33.4) 30.3(27.4, 32.8) 35.2 (28.8, 42.9) 0.39
Total bilirubin (umol/L) 3(8.7,10.0) 5(8.8, 10.2) 8.4 (7.1,10.0) 0.44
Serum creatinine (umol/L) 65.3 (62.8, 68.9) 64.7 (61.5, 68.0) 69.4 (63.4, 75.9) 0.51
Myoglobin (jLg/L) 44.7 (41.2, 48.4) 41.7 (38.5, 45.1) 62.8 (47.4, 83.1) 0.11
Creatinine kinase (U/L) 82.2(74.4,91.8) 81.4(72.2,91.8) 89.1 (68.0, 116.7) 0.70
C-reactive protein (mg/L) 37.7 (28.2, 49.9) 28.5(20.9, 38.8) 109.9 (83.9,247.0) 0.01

Data are expressed as mean (IQR), geometric mean (interquartile ranges, IQR), or n (%), transmission history included being resident in or traveling to Wuhan in the last
24 days. SOy was measured in 40 and 13 patients in the non-severe and severe groups, respectively.
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Variables

COVID-19 patients

Estimate (95% CI) p-value

Age (years) 1.16 (1.06, 1.28) 0.002
Sex (0, 1) 7.48 (0.883, 67.42) 0.07
Serum creatinine (wmol/L) 304.9 (1.7, >999.9) 0.03
History of diabetes (0, 1) 152.6 (0.7, >999.9) 0.07
Use of medications

Anti-diabetic (0, 1) 0.01 (<0.001, 999.9) 0.10
Antibiotic (0, 1) 0.05 (0.001, 2.13) 0.12
Corticosteroid (0, 1) 19.7 (0.8, 478.1) 0.07
Chloroquine (0, 1) 0.11(0.10, 1.17) 0.07

p-values for entering and retaining covariables in the models were set at 0.15.
Covariables considered included sex, age, mean arterial pressure, serum creati-
nine, alanine aminotransferase, white blood cell count, history of chronic respiratory
disease, cardiovascular disease, hypertension or diabetes, use of anti-diabetic
drugs, antihypertensive drugs, aspirin, and anti-COVID-19 drugs (anti-infectives,
corticosteroid, chloroquine, stem cell therapy, and traditional Chinese medicine) (in
class). The association sizes are expressed for estimate (SE).
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Primer name
Negative control (REBM3S)
SIANA-RBM30-1308
SIRNA-RBM39- 1631
Negative control (c-Jur)
SANA-C-Jun197

SRNA-G-Jun261

Primer sequence (5'-3)

F: UUCUCCGAACGUGUCACGUTT
R: ACGUGACACGUUCGGAGAATT
F: UUCCUGCGAGCUCAAAUCCTT
R: GGAUUUGAGCUCGCAGGAATT
F: AMACAUGUUAGAGAGUUGGTT
R: CCAACUCUCUAACAUGUUUTT
F: UUCUCCGAACGUGUCACGUTT
R: ACGUGACACGUUCGGAGAATT
F: AGGUCGUUUCCAUCUUUGCTT
R: GCAMGAUGGAAACGACCUTT
F: UUACUGUAGCOGUAGGCACTT
R: GUGCCUACGGCUACAGUAATT
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Primer name
Q-RBMEY
Qnsp2

N
aC-Jun
rfractin
QIFND.
ONFAB.
QTNF-o.
Q1L

QIL1B

Primer sequence (5'-3)

F: COAMATGCCAAAGAACC

R: GAATGTGCCAAGAMGC

F: CAGCCTTATGACCCCAACCAG
R: TGGGCAMGTCCCCTGTACCAA
F: CAGTCAATCAGCTGTGCCAAA
R: ATCTGACAGGGCACAAGTTCCA
F: ACGACCTTCTACGACGATG

R: TGGTGATGTGCCCGTTA

F: CAAATGCTTCTAGGCGGACT
R: TGCTGTCACCTICACCGTTC

F: GCAGTATTGATTATCCACGAGA
R: TCTGCCCATCAAGTTCCAC

F: GTGTGTAAAGAAGCGGGACCT
R: CACTGTCACCTGGAAGCAGAG
F: GAGATCAACCTGCOCGACT

R: CTTTCTAAACCAGAAGGACGTG
F: ACTGGCAGAAMACAACCTGA
R: CCTCGACATTTCCCTTATTGCT
F: TGTTCTGCATGAGCTTTGTG

R: TCTGGGTATGGCTTTCCTTAG
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primer name
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Primer sequence (5-3)

F: TCTTTCOGAMOOCANGCAC
R TCATOGTCTACTIGGARCCAG

F: COATTCAGAAMGACAAGAGC

R TOATOGTCTACTIGGARCCAG

F: GGATCOATGACTGCARAGATGGAMOGACCTTCTAC

R GGATCCTCARMCGTTTGCAACTGOTGOGTTAG

F: CCAGTCGACTCTAGAGGATOCATGGCAGACGATATTGATATIGAAGS.
R CAGGGATGOCACCOGGGATCCTCATOGTCTACTIGGAAGCAGTAGTT
F: CCAGTCGACTCTAGAGGATCOATGACTGCARAGATGGAMCGAC

R CAGGGATGOCACCOGGGATOCTCAAMACGTTTGCACTGOTG

F: CAGCARATGGGTOGCGGATCCATGGCAGACGATATIGATATIGMGC
R GTGGTGATGGTGGTGOTCRAGTCGTCTACTIGGARGGAGTAGTT

F: AAGAGATGCAGMAAMCAGAGCTGCAGC

R TGCATCTCTTICOTCAGGAGTTAGATTATG

F: TGOTGGACOTCGTACTGATGCTICCAGTGC.

R AGGTCCAGCACTICCOTTTTGTAGATIGTT

F: AACTGGTCGTCCAACTTATCACAAGCTCTT.

R ACGACCAGTTGTTCCCAAGTCAATICCAGT

F: TGMGOMTGCTAMCTCOTGAGGAMGAGA

P GATTGCTIGAATATGAATATCGTCTGOCAT
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Viruses

Penetrating physical barrier

Several viruses, such as Coxsackie,
swine vesicular disease virus,
adenovirus, reovirus, and others

ZIKV, DENV, and WNV

HIV/SIV

Interference with PRRs signaling
HCV

SARS-CoV

Marburg virus (MARV) and EBOV
HBV
Vaccinia virus (VACV) and 1AV

Enterovirus (EV)

HCV
VACV

Innate elements and mechanisms

Breach mucosa by targeting proteins of the apical junctional complex

Breach skin barrier by infecting permissive cells
Penetrate physical barrier in multiple ways

Extracellular vesicles mask HCV dsRNA to reduce activation of TLR3.

Viral Papain-Like Protease antagonize the TLR7 signaling through removing Lys63-Linked
polyubiquitination of TNF receptor-associated factors (TRAF3 and TRAF6)

VP35 protein binds to viral dsRNA genomes to inhibit viral sensing by RIG-1 and MDA-5.
Escape from cGAS sensing by the packaging of the genome into the viral capsid

E3L and NS1 proteins of respective viruses sequester viral dsRNA to escape away from sensing by
PRRs

Viral proteinases 3CP™ and 2AP™ counteracts PRRs signaling by targeting RIG-I and MDAS,
respectively.

NS5A protein inhibits TLR signaling by associating with MYD88

A46R targets multiple Toll-like-interleukin-1 receptor adaptors

Inhibition of transcriptional factors IRF3/7, NF-kB, and AP1

SARS-CoV-2
MERS-CoV

Y
HPV

HCV
VACV

EV

SARS-CoV

EBOV

Human papilloma virus 16

Suppresses the activation of TRAF3 and TRAF3 and thereby inhibit IRF3/7 and NF-kB activation

Accessory protein ORF8b suppresses MDAS and TBK1 medicated NF-kB signaling and M protein
suppresses type TBK1-dependent phosphorylation of IRF3

NS1 protein inhibits nuclear translocation of IRFs and NF-kB

Interfere in critical ubiquitination events upstream of IRF-3 and NFkB by upregulating the cellular
deubiquitinase UCHL1

NS5A viral protein inhibits nuclear translocation of AP-1 by interacting with Grb2

Several viral proteins, such as A46, A49, A52, and others inhibit NF-kB activation by multiple
mechanisms.

Viral 3C proteases cleavs IRF7

Viral M protein inhibits IRF3/7 activation targeting TBK1/IKKe

VP35 protein inhibits IRF3 phosphorylation and subsequent dimerization
Viral E6 oncoprotein binds to IRF3 and inhibits its transcriptional activity

Interference of JAK-STAT signaling

HPV 18

Mumps virus (MUV)
HSV-1

SeV

ZIKV, DENV

ZIKV
EBOV

Rotavirus
Nipah and Hendra virus

Parainfluenza virus type 1

Porcine reproductive and
respiratory syndrome virus (PRRSV)

Antagonizing ISGs
VACV

MERS-CoV
HIV-2
HCV, HIV, IAV, and VACV

Viral E6 oncoprotein binds with Tyk2 and impairs JAK-STAT activation
V protein induces degradation of STAT-1 and STAT-3

Inhibits JAK-STAT signaling by inducing SOCS3

C protein inhibits the phosphorylation of STAT1 and STAT2

Induce STAT2 degradation

NS2B83 protein promotes the degradation of Jak1

EBOV VP24 binds to the a5 and a6 subunits of importin, which are the essential components of the
nuclear transporter, to block the nuclear translocation of phosphorylated STAT1

NSP1 protein inhibits STAT1 activation

Nucleoproteins inhibit the nuclear accumulation of STAT1 and STAT2 and interfere with their
complex formation

C protein binds and retains STAT1 in perinuclear aggregates at the late endosome

Nsp11 protein interacts with IRF9 and formation and nuclear translocation of the transcription factor
complex IFN-stimulated gene factor 3 (ISGF3)

Viral E3 protein interacts with human and mouse ISG15

NS4b proteins cause enzymatic degradation of OAS-RNase L
Antagonize tetherin by interacting with viral Rod envelope glycoprotein
E2/NS5A, Tat, NS1, and E3I/K3L viral proteins of respective viruses interact with PKR
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Findings

o Decrease in CD8* and CD4* T cell counts were observed suggesting lymphocytopenia

e Increase in IL-2, IL-6, IL-10, and IFN-y levels in severe cases

o No significant changes were observed in IL-4 and TNF-a levels

The number of T cells increased in patients who recovered from the disease, along with a decrease in the cytokine
levels comparable to mild cases

Increased levels of serum cytokines like TNF-a, IFN-y, IL-2, IL-4, IL-6 and IL-10 were found in all COVID-19 patients
Similarly, CRP levels were increased in all COVID-19 patients, which showed positive correlation with IL-10

IL-6 and IL-10 levels were suggested as predictive disease severity biomarkers

Ninety-seven patients from both the groups showed lymphocytopenia.

o Neutrophil count was significantly higher in ICU patients.

e |ICU patients showed significantly elevated levels of D-dimer, creatine kinase-MB, LD, ALT, AST, and procalcitonin
suggesting multiple organ dysfunction in ICU cases.

e Deceased patients had lower levels of lymphocyte and platelet count. Whereas higher levels of ALT, LDH,
creatinine, creatinine kinase, troponin |, Serum ferritin, and D-dimer was observed in deceased patients’ samples
e d-DIMER was suggested as a potential marker for COVID-19 severity

e Higher IL-6 levels were found in deceased patients

e Decrease in total lymphocyte count while increase in neutrophil count was observed in ICU patients.

e Higher plasma levels of IL-2, IL-7, IL-10, GCSF, IP-10 (CXCL10), CCL2, CCL3, and TNF-a were observed in ICU
patients as compared to non-ICU.

e Increased levels of T2 cytokine IL-4 was reported.

e Increased levels of D-dimer, ALT, and AST in ICU patients.

e Increased levels of absolute lymphocyte count.

Significantly increased levels of IL-6, blood creatinine, myoglobin, cardiac troponin, CRP, total bilirubin, and blood
urea nitrogen were observed in the deceased patients. Further, higher levels of ALT, AST, LDH, creatinine, and
creatinine kinase were observed.

Total percentage CD4* T and CD8* T cells was significantly lower in the severe cases along with increase in total
neutrophil percentage, indicating overall dysfunctional immune response.

e Increased levels of IFN-vy, IL-1ra, IL-2ra, IL-6, IL-10, IL-18, HGF, CCL7, MIG, M-CSF, G-CSF, MIG-1a, CTACK,
and IP-10.
e IP-10, CCL7, and IL-1RA were higher in severe cases compared to moderate.

e Lymphocytopenia and increased neutrophil count was suggested to correlate with disease severe.

e Absolute count of lymphocytes was decreased and specifically levels of CD4+ T and CD8T T were lower in
severe cases.
e Higher levels of IL-2R, IL-6, IL-10, and TNF-a were observed in severe cases.

e Higher levels of ALT, LDH, CRP, ferritin, and D-dimer was detected in severe cases.

o Further, levels of IFN-y levels specifically measured in CD4™ T cells were lower in severe cases.

e CD4*1 T and CD8* T cells were reduced, however, they exhibited activated status. Higher cytotoxic granules in
CD8™" T cells indicated overactivation.

e Increased levels of Ty17 cells.

o Inflammatory mononuclear infiltrates were observed in the lung tissue.

o The total number of T cells were decreased in severe case. Further lower levels of CD4* regulatory and CD8+
suppressor T cells was observed in severe cases.

Severe cases exhibited higher neutrophil counts and an increase in NLR ratio. Whereas blood monocytes and
eosinophil counts were lower.

Among the proinflammatory markers, increased levels of TNF-a, IL-2R, and IL-6, IL-8, IL-10 along with CRP, serum
ferritin, and procalcitonin was observed. Whereas no significant difference in IL-1p was found.

The levels of CD4%, CD8* T cells, NK cells, and B cells were lower in severe cases. Whereas, Treg cells were found
to be moderately increased in mild cases.

e Higher levels of IL-2, IL-6, IL-10, and TNF-a were found in severe cases. Increase in IL-4 was observed in mild but
not severe cases. Further, IL-2 and IL-6 were suggested as reliable indicators for disease severity.

e Serum leves were inconsistent with low levels or unchanged in COVID-19 patients.

o Higher NLR with lower levels of CD4*, CD8* T cells in severe cases.

e Higher cytokine levels of IFN-y, IL-2, IL-6, and IL-10 was found in patients with high NLR. No significant difference in
IL-4 levels were observed between severe and non-severe cases.

e NLR was suggested as a predictive disease marker

o Lower levels of CD3* T cells, CD4™ T cells, CD8* T, NK cells as well as B cells were found in COVID-19 patients.
Treated patients who exhibited clearance of virus showed restoration in levels of CD3* T cells, CD4* T cells, CD8"
T cells, whereas NK cell count was inconsistent.

Lymphocytopenia was considered as predicative biomarker for the disease.

Marked reduction in functional CD4* T cells was observed, as revealed by decrease in IFN-y, and TNF-a produced
by these cells in severe group than mild. CD8+ T cells revealed activation profile as marked by increased levels of
granzyme B and perforin in severe than mild cases.

CD8+ cells had increased expression of exhaustion marker CTLA-4 in severe than mild and increased PD-1 in mild
han healthy group.

e No significant differences in IL-6 and TNF-a was observed between severe, mild and healthy controls. However, an
increasing trend was observed.

Decreased number of CD8" T and NK cells in patients showing severe symptoms.

o Decrease in expression of IFN-y, IL-2, granzyme-B by CD8* T, and decrease in TNF-a expression by NK cells was
observed, indicating CD8% T and NK cell exhaustion.

e Decrease in lymphocyte count and increase in neutrophils was observed when compared to the normal range.

e Increased serum levels of IL-6, D-dimer, ALT, AST, LDH, Myoglobin, Procalcitonin, Serum ferritin, Erythrocyte
sedimentation rate, and CRP was observed in all the studied patients. Serum creatinine, and creatinine kinase
showed inconsistent trend.

o Decreased number of total CD4™ and CD8™ T cells were observed in most of the patients with further
decrease reported in patients who were admitted to ICU.
e T cell exhaustion markers like PD1 and TIM3 were higher in severe disease patients.
e Serum levels of TNF-a, IL-6 and IL-10 were higher in symptomatic patients. However, no significant changes in the
evels of IFN-y, IL-2, and IL-4 were observed across groups.
e T cell count restored and levels of IFN-y, IL-10, IL-6, and TNF-a decreased as the disease resolved in a subset
of patients.
e Blood analysis of non-survivors revealed decreased total lymphocyte count, and increase in platelet count. Serum
analysis revealed increase in total bilirubin, creatinine, and lactate concentration.

e Presence of increased levels of inflammatory monocytes in the blood which were found to secrete proinflammatory
cytokines like IL-10, IL6, and TNF-a.

e The levels of CRP, ferritin, IL-6 and LDH were shown to be associated with longer treatment modality.

e IL-6 levels were shown to positively correlate with disease severity and suggested as a predictive biomarker.

o Significant decrease in total lymphocytes including CD4+ and CD8™ T cells was observed in ICU patients as
compared to non-ICU. Both CD4* and CD8* T cells exhibited activated phenotype. However, no changes
were observed in B cells and NK cells between ICU and non-ICU patients.
e Higher percentage of inflammatory monocytes were detected in COVID-19 patients, with further increase in ICU
patients. These monocytes were shown to secrete higher levels of GM-CSF and IL-6.
e Leukocytosis was observed in 56 patients who died due to the disease. Deceased patients had robust decrease in
lymphocytes and displayed lymphocytopenia.
e Levels of IL-2, IL-6, IL-8, IL-10, and TNF-a were higher in deceased as compared to the recovered patients.
e Serum levels of D-dimer, ferritin, ALT, AST, procalcitonin, creatinine creatine kinase, total bilirubin, ALP, and GGT
were markedly increased in deceased patients.

e Robust decline in lymphocyte percentage in blood of patients who died due to the disease. Whereas, substantial
recovery of the blood lymphocyte percentage was seen in the patients who recovered from the disease.
e The study suggests lymphocytopenia as a predictive prognosis marker for COVID-19.

e Serum levels of CCL5 was highly increased in critically ill patients as compared to mild/moderate and healthy control.
e Levels of IL-1B, IL-6, IL-8, and other chemokines CXCL8, CCL4, CCL3 were also increased.

e Macrophage activation syndrome along with hyperactivation of monocytes was found in severe cases.

e Decrease in lymphocyte number (CD4* T and B cells) along with decline in NK cells was observed.

e Blood IL-6 and CRP levels were increased in severe cases. Further, increased levels of fibrinogen, D-dimers,
creatinine was found in severe cases.

e Reduced IFN-I and IFN-IIl response was observed in patient samples as well as in in-vitro cell culture model of
primary respiratory epithelial cells.

e Increase in serum levels of IL-6, IL1RA, CCL2, CCL8 CXCL2, CXCL8, CXCL9, and CXCL16 were observed in

e Significantly higher levels of IL-6, IL-8, and TNF-a were observed in serum of COVID-19 patients as compared to the
healthy control or patients with multiple myeloma.

e IL-6, IL-8, and TNF-o were associated with worst disease outcome and suggested as the predictive indicators of
the disease.

COVID-19 patients showed increased levels of serum CRP, which was associated with disease progression.
CRP levels were suggested as a predictive marker in early stage COVID-19.

Decreased lymphocyte number was observed in severe and critically ill patients. Similarly, increased levels of serum
CRP and SAA was observed.
e SAA along with lymphocytopenia was suggested as a predicative disease marker.

Increased NLR, along with increased levels of serum CRP and b-dimer were observed in patients with severe
disease symptoms.

e NLT, CRP and d-DIMER were suggested as predictive disease markers.

Significantly higher NLR, PLR, LMR, and total neutrophil count was observed in severe cases. Whereas, the count of
lymphocytes was decreased.

Serum CRP levels were higher in severe cases.

e NLR was suggested as predictive disease biomarker.

Increased activation profile of CD4%, CD8* and plasmablasts was seen in COVID-19 patients.

Interestingly severe cases were associated with activated profile of CD4+ T cells, lower number of Tgy cells and
exhaustive CD8+ T cells.

Increased levels of serum AST, CRP, and creatinine kinase was observed.

CRP was suggested as the predictive disease marker.

CD4+ and CD8+ T cells were associated with the expression of activation markers (CD38 and HLA-DR), proliferation
markers (Ki-67), and exhaustion markers (PD-1).

This elaborate study characterized 200 immune parameters and correlated with clinical features and disease severity.
e Increase in chemokines like CXCL10, CXCL9, CCL2, and IL-1RA were observed in half of the COVID-19 patients.

e Increased levels of ferritin, D-dimer, and CRP were observed in COVID-19 patients as compared to healthy controls
or recovered patients.

e Slight lymphocytopenia was observed in mild patients and significantly higher in severe COVID-19 patients as
revealed by decrease in CD4+, CD8+ and NK cell number.

o Peripheral blood showed increased activation status of CD8+ T with higher percentage of CD38FCD8*,
CD38*"HLA-DR, and CD38*"HLA-DR*CD8™* cells in severe than mild cases. While no significant changes were
seen in CD4+
e Increased expression of exhaustion markers PD-1 and TIM-3 was observed in CD8, and PD-1 in CD4* T cells in
case of severe cases than mild.

e Increased levels of IL-6, TNF-a, IL-17A, IFN-y, MCP-1, IL-10, IL-4, and IL-5 were observed in COVID-19 patients.
e Lymphopenia, neutrophilia, and thrombocytopenia was observed.

e Increased levels of CRP, LDH, ALT, and D-dimer were found.

e Increased levels of IL-6

e Innate immune cells like monocytes, NK cells and myeloid-derived suppressor cells increased from mild to severe
cases than declined in the critically ill patients.

e CD8+ T cell subsets were decreased in all the disease groups. However, CD4+ T, naive CD4+ T, and TGF-p+CD28-
naive CD4+ T cells were increased. On the contrary memory CD4+ T cells were decreased.

Levels of functional molecules such as CXCR3, CD28, and TGF-p were increased in patients as compared to
health control.

CD11a expressing lymphocytes (CD4* and CD8*) and B cells were decreased in critically ill patients. Interestingly, it

was suggested that T cell decline in circulation may be associated with increased infiltration of these cells toward the
site of infection. Whereas recovered patients showed reduced decline in CD11a T cells. Thus, CD11a positive T cells
were suggested as a possible prognostic marker of COVID-19.

Interestingly, eosinophil number was increased patients who were critically ill.

RNA-seq analysis was performed.
Increased transcript levels of IL-10, CCL2/MCP-1, CXCL10/IP-10, CCL3/MIP-1A, and CCL4/MIP1B in BALF.
Increased transcript levels of CXCL10, TNFSF10, TIMP1, C5, IL18, AREG, NRG1, IL10 in PBMCs.

Single cell RNA-seq analysis was performed followed by cluster analysis to determine the immune cell type.
Proliferative and less expandable CD8* T lymphocytes were present in severe/critically ill patient BALF samples,
whereas moderate cases showed more expandable and less proliferative phenotype.

Increased macrophages and neutrophils were detected in the BALF of patients exhibiting severe/critical

disease symptoms.

Higher levels of IL-1p, IL-6, and IL-8 were observed in all the patients.

Increased levels of CXCL9, CXCL10 and CXCL11 were consistently seen in all the patients.

Lung macrophages displayed higher transcripts of IL1B, IL6, TNFA, along with chemokines CCL2, CCL3, CCL4 and
CCL7 in severe cases.

Transcript levels of IL1RN, IL1B, CXCL17, CXCL8, CXCL1, CXCL2, and CCL2, CCL7 were increased in COVID-19
patients in comparison to healthy controls.

Upregulation of calgranulin genes S100A8, S1T00A9 and S100A12 were observed.

Interferon response was also observed as indicated by upregulation of about 83 ISGs in COVID-19 patients.

The highlighted studies show the respective predictive biomarkers (in bold) which were found in the study.
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Protein  Genus

Enterovirus
Enterovirus

Enterovirus
Enterovirus
Enterovirus
Enterovirus
Enterovirus
Enterovirus

Enterovirus

Species

PV
PV

PV; HAV, RV-14.
PV; EV-AT1
PV

PV
PV
PV; EV-AT1, CV-A16

EV-AT1, CV-A16

Functions References

Virus uncoating Liand Baltimore, 1990

Membrane Cho et al., 1994; Aldabe and Carrasco, 1995; Teterina et al,, 1997; Suhy et al., 2000

rearrangements

RNA binding Rodriguez and Carrasco, 1995; Banerjee et al., 1997, 2001; Banerjee and Dasgupta, 2001

RNA replication Liand Baltimore, 1988; Rieder et al., 2000; Paul et al., 2003; Teterina et al., 2006; Tang et al., 2007

Encapsidation Vance et al., 1997; Verlinden et al., 2000

Morphogenesis Liu et al., 2010; Wang et al., 2012a, 2014

ATPase activity Rodriguez and Carrasco, 1993; Mirzayan and Wimmer, 1994

Helicase activity  Gorbalenya and Koonin, 1989; Rodriguez and Carrasco, 1993; Pfister and Wimmer, 1999;
Xaetal, 2015

RNA chaperoning  Xia et al,, 2015
activties
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Genus

Enterovirus

Aphthovirus

Senecavirus
Cardiovirus
Enterovirus
Enterovirus
Enterovirus

Aphthovirus
Enterovirus

Enterovirus
Enterovirus
Enterovirus

Enterovirus
Enterovirus

Cardiovirus

Species

EV-AT1; EV-AT1, CV-
A16, PV, CV-B3; EV-
AT1, PV1, PV2, CV-B1,
EV-D68

FMDV

sw

EMCV

EV-AT1

EV-AT1, CV-A16, PV
EV-AT1, PV, PV2,
CV-B1, EV-D68
FMDV

PV

EV-AT1

EV-AT1

EV-AT1, CV-A16, CV-
A6, EV-D68

CV-A6

CV-A16

EMCV

Functions

Inhibits NF-x8 signaling pathway

Antagonizes NOD2-mediated
IFN-p and NF-x8 signaling
pathways

Inhibit the production of IFN-p
Suppress IFN-p signaling pathway
Viral replication

Viral replcation

Viral replication

Viral replcation
Negatively regulate 3C protease
activity

Autophagy

Autophagy

Autophagy

Autophagy
Autophagy

Autophagy

Mechanism

By interaction with IKKp; by interaction with
IKip and PP1; suppressing pe5/pS0
dimerization by competing p65 IPT domain
and by targeting Rel(A) and IKKp

By interaction between NOD2 and the
ATPase domain of 2C

By inducing the degradation of RIG-|
By interaction with MDAS

By interaction with COPI

By interaction with RTN3

By interaction with TRIM4, exportin2, and
ARFGAP1

By interaction with Beciint

By interaction with 3C

By interaction with SNARE proteins
By colocalize with LC3 and MPR
By induce A3G degradation

Unlear
By increase IRGM promoter activation and
enhance IRGM protein expression
Activate ER stress molecules and regulate:
proteins expression of UPR pathway

References
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2016b

Liuetal, 2019

Wen etal., 2019
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Tang et al., 2007
Lietal, 2019
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Laietal,, 2017
Lee etal, 2014
Lietal, 2018

Wang etal., 2018
Shietal., 2015
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Drugs Species Drug-resistant mutations References

GuHCl PV, PV, CV-B3 1142V, N179G, M187L; A143G, S225T, 1227M,  Pincus et al., 1986; Tolskaya et al., 1994;
A233T/S; A224, 1227V, A220V De Palma et al., 2008a

Fluoxetine OV-B3; OV-B3, EV-D68 C179F, F190L; A224V, 1227V, A229V Uferts et al., 2013; Bauer et al,, 2019

Fluoxetine analogues 2b CV-83, EV-D68 A224V, 1227V, A220V, C179F Manganaro et al., 2020

TBZE-029 ovss A224V, 1227V, A229V De Palma et al,, 20082

HBB o83 A224V, 1227V, A229V De Palma et al,, 20082

MRL-1287 PV; CV-B3 1120V, F164Y; A224V, 1227V, A229V Shimizu et al,, 2000; De Paima et al., 2008a

Pirindole o83 A224V, 1227V, A229V Uferts et al., 2016

Dibucaine ov-83 A224V, 1227V, A229V Uferts et al., 2016

Dibucaine derivatives 6i EV-AT1 ND Tang et al., 2020

Zuclopenthixol ov-83 A224V, 1227V, A229V Uferts et al., 2016

Metrifucil EV-ATH 325G Arita et al., 2008

Ne-benzyladenosine EV-ATA H118Y, 1324M Arita et al,, 2008

Quinoline analogues 10a, 12, 12c  EV-D68 ND Musharratieh et al., 2019

R523062 EV-D68 12271 Ma et al., 2020

Viperin EV-AT1 ND Wel et al,, 2018

ND, not determined.
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Fatal Mechanisms

1. Systemic viremia
Lassa fever

EV71

Ebola

2. Cytotropic organ
failure

HCPS

HFRS

Necrotizing
encephalitis
(Fulminant influenza)
3. Cytokine storm
Hyperinflammation
Shock, Coagulopathy
Hemophagocytosis
4. Superposition
Sepsis

Nosocomial infections
latrogenic side-effects

Early Recognition

Early detection of viremia
RDT = gPCR > ELISA
QPCR of blood & saliva
gPCR of blood & stool

Host response & genotype

Pa02/Fi02, neutrophilia
Creatinine, cytokines
Host RANBP2 and IFITM3 mutations

Immunopathology assays
IL6, IL8, TNFa, IL1B
D-dimer, low platelets
Ferritin, sCD25, anemia
Microbial/metabolic factors
MS fingerprinting
Comorbidities

Drug toxicity/interactions, pipeline clogging, overload of health providers,

shortage of medical supplies

Prevention of fatality

Early anti-virus & ring vaccination
Rivavirin or convalescent plasma
VIG
REGN-EB3, MoAbs, & Ring vaccination, rVSV-ZEBOV
Early organ protection

ECMO/CRRT, steroids
CRRT/Icatibant
Prophylactic oseltamivir

Immunotherapies
Anti-IL-6, anti-IL1, CRRT
ECMO, LMWH, anti-C5a
IVIG/steroids, Cyclosporin
Integrated therapies
Anti-virus & anti-bacteria
Containment, protection, RDTs, MoAbs, and plasma therapy
Monitor of drug levels, continuing education, practicing virtual
reality, advance deployment

RDT, rapid diagnostic test; gPCR, quantitative polymerase chain reaction; ELISA, enzyme-linked immunoassay; ECMO, extracorporeal membrane oxygenation; MoAbs, monoclonal
antibodlies; CRRT, continuous renal replacement therapy; sCD25, soluble CD25; LMWH, low molecular weight heparin; RANBP2, Ran Binding Protein 2; IFITM3, interferon-inducible
transmembrane protein; IVIG, intravenous immunoglobulin; MS, mass spectrometry.
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Diseases Immunity

Tissue response

Regional Systemic
Mechanism 1: Defective immunity with systemic dissemination
Ebola B cell defect Hemorrhage Shock
Lassa T cell defect Hemorrhage Shock
Enterovirus 71 T cell defect Neurotropism Brain-pulmonary Syndrome
WNV B cell defect Neurotropism Encephalitis
Mechanism 2: Pneumocytotropism with/without hyperinflammation
SARS-CoV-1 Proinflammation Pneumocytotropism ARDS
Swine flu Immunosuppression Pneumocytotropism ARDS
SARS-CoV-2 Proinflammation Pneumocytotropism Hyperinflammation
Mechanism 3: Augmented immunopathology
Hantavirus Augmented inflammation Renal/lung damage Shock/ARDS
Avian Flu Augmented inflammation ARDS Hemophagocytosis
Mechanism 4: Immune cross-enhancement of infection with altered immunity
Dengue Antibody-dependent Hemorrhage Shock
Ross River virus Antibody-dependent Rashes Polyarthritis

Abbreviations used: WNV, West Nile virus; ARDS, acute respiratory distress syndrome; SARS, severe acute respiratory syndrome.
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Emerging infections Genetic changes Vector-borne Reservoir
Mutation

Avian fiu Mutation Birds/Ducks
Swine flu Reassortment Birds/Pigs
SARS-CoV-1 Deletion/recombinations Civet cats/Bats
SARS-CoV-2 Mutation/recombinations Pengolin/Bats
Enterovirus 71* Mutation

Vector-borne

West Nile virus* =
Dengue fever -
Yellow fever =
Zika fever =
Zoonotic

Ebola =
Lassa -
Hantavirus -

SARS-CoV, severe adult respiratory syndrome-coronavirus.

Mosquito
Mosquito
Mosquito
Mosquito

Birds

Vertebrates
Rodents
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Tissue Healthy COVID-19 Autopsy Total number of
Source Autopsy Samples analysed samples
Samples
Lung H1lu; H2Lu; casel: samples 1, 2, 3, 4 4 healthy samples and
H3Lu; H4Lu case2: samples 1, 2, 3 42 COVID19 samples
case3: samples 1, 2
cased: samples 1, 2
caseb: samples 1, 2, 3, 4, 5
caseb: samples 1, 2, 3, 4, 5
case7: samples 1, 2, 3, 4, 5
case8: samples 1, 2, 3, 4, 5
case9: samples 2, 3, 4, 5
case10: samples 1, 2, 3
casel1: samples 1, 2, 3
Liver H1Li; H2Li; case3: sample 1 4 healthy samples and
H3Li; H4Li case4: sample 1 6 COVID19 samples
caseb: sample 1
case8: sample 1
case10: sample 1
case12: samplet
Kidney — H1K; H2K; case4: sample 1 4 healthy samples and
H3K; H4K caseb: sample 1 3 COVID19 samples
case11: sample 1
Heart H2H; H3H; casel: sample 1 3 healthy samples and
H4H case2: sample 1 7 COVID19 samples

case3: sample 1
case4: samples 1, 2
caseb: sample 1
case8: sample 1
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